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Preface

This volume is the result of the 5th International ICST Conference on Mobile
Networks and Management (MONAMI), which was held in Cork, Ireland, during
on September 23–25 2013, hosted by the Cork Institute of Technology (CIT).

The MONAMI conference series aims at closing the gap between hitherto con-
sidered separate and isolated research areas, namely, multi-access and resource
management, mobility and network management, and network virtualization.
Although these have emerged as core aspects in the design, deployment, and op-
eration of current and future networks, there is still little interaction between the
experts in these fields. MONAMI enables cross-pollination between these areas
by bringing together top researchers, academics, and practitioners specializing
in the field of mobile network and service management.

The conference opened with two half-day tutorials: “ZigBee Wireless Sensor
and Control Network,” addressing one of the key scientific aspects of the MON-
AMI conference, presented by Ataollah Elahi of Southern Connecticut State
University. In parallel, Paul Sutton, of CTVR, the Telecommunications Research
Centre, Trinity College Dublin, presented the Iris system in his tutorial entitled
“Building Software Radio Systems with Iris,” which also featured some demon-
strations of cognitive radio applications. Prof. Mischa Dohler, from King’s Col-
lege London, UK, opened the second day with his vision on “Machine-to-Machine
in Smart Cities and Smart Grids: Vision, Technologies and Applications.” Fi-
nally, Prof. Linda Doyle, from Trinity College Dublin, Ireland, opened the last
day of the conference with her keynote on “Management of Cognitive Radio Sys-
tems,” which provided a very interesting view on the future of this technological
area.

After a thorough peer review process, 18 papers were selected for inclusion
in the main track of the technical program. Each paper was reviewed by at least
three competent researchers, including at least one Technical Program Commit-
tee member. In addition, MONAMI 2013 hosted a well-received special session
on Future Research Directions, which featured four papers. All in all, 22 peer-
reviewed papers were orally presented at the conference. This volume includes
the revised versions of all papers that were presented at MONAMI 2013 in a
single-track format. Attendance increased in MONAMI 2013 and all newcomers
acknowledged the collegial atmosphere that characterizes the conference making
it an excellent venue, not only to present novel research work, but also to foster
stimulating discussions between the attendees.

This volume is organized thematically in five parts, starting with “TCP,
Multi-Path and Coding” in Part I. “Mobile Networks” aspects are discussed in
Part II. Part III presents new approaches related to “Wireless Sensor
and Vehicular Networks.” Part IV addresses “Wireless Communications and
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Traffic.” Finally, Part V includes papers presenting avant-garde research direc-
tions, including cloud connectivity, orchestration, and SDN.

We close this short preface to the volume by acknowledging the vital role that
the Technical Program Committee members and additional referees played dur-
ing the review process. Their efforts ensured that all submitted papers received a
proper evaluation. We thank EAI and ICST for assisting with organization mat-
ters, and CREATE-NET and Cork Institute of Technology for hosting MON-
AMI 2013. The team that put together this year’s event is large and required
the sincere commitment of many folks. Although too many to recognize here by
name, their effort should be highlighted. We particularly thank Elisa Mendini
for her administrative support on behalf of EAI, and Prof. Imrich Chlamtac of
CREATE-NET for his continuous support of the conference. Finally, we thank all
delegates for attending MONAMI 2013 and making it such a vibrant conference!

November 2013 Dirk Pesch
Andreas Timm-Giel

Ramón Agüero
Bernd-Ludwig Wenning

Kostas Pentikousis
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Trade-Off between Cost and Goodput

in Wireless: Replacing Transmitters with Coding

MinJi Kim1, Thierry Klein2, Emina Soljanin2,
João Barros3, and Muriel Médard1

1 Research Laboratory of Electronics (RLE), MIT
Cambridge, MA USA 02139
{minjikim,medard}@mit.edu

2 Alcatel-Lucent Bell Laboratories
Murray Hill, NJ USA 07974

thierry.klein@alcatel-lucent.com, emina@research.bell-labs.com
3 Department of Electrical and Computer Engineering, University of Porto

Porto, Portugal
jbarros@fe.up.pt

Abstract. We study the cost of improving the goodput, or the useful
data rate, to user in a wireless network. We measure the cost in terms of
number of base stations, which is highly correlated to the energy cost as
well as capital and operational costs of a network provider. We show that
increasing the available bandwidth, or throughput, may not necessarily
lead to increase in goodput, particularly in lossy wireless networks in
which TCP does not perform well. As a result, much of the resources
dedicated to the user may not translate to high goodput, resulting in an
inefficient use of the network resources. We show that using protocols
such as TCP/NC, which are more resilient to erasures and failures in
the network, may lead to a goodput commensurate with the throughput
dedicated to each user. By increasing goodput, users’ transactions are
completed faster; thus, the resources dedicated to these users can be
released to serve other requests or transactions. Consequently, we show
that translating efficiently throughput to goodput may bring forth better
connection to users while reducing the cost for the network providers.

1 Introduction

Mobile data traffic has been growing at an alarming rate with some estimating
that it will increase more than 25-folds in the next five years [1]. In order to meet
such growth, there has been an increasing effort to install and upgrade the cur-
rent networks. As shown in Figure 1, mobile service providers often install more
infrastructure (e.g. more base stations) in areas which already have full coverage.
The new infrastructure is to provide more bandwidth, which would lead to higher
quality of experience to users. However, this increase in bandwidth comes at a
significant energy cost as each base station has been shown to use 2-3 kilowatts
(kW) [2]. The sustainability and the feasibility of such rapid development have
been brought to question as several trends indicate that the technology efficiency
improvements may not be able to keep pace with the traffic growth [2].

D. Pesch et al. (Eds.): MONAMI 2013, LNICST 125, pp. 1–14, 2013.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013



2 M. Kim et al.

Fig. 1. As number of users in a given area grows, a service provider may add additional
base stations not for coverage but for bandwidth. As red users join the network, a second
base station may be necessary; as green users join the network, a third base station
may become necessary in order to maintain a certain level of quality of service.

We show that maintaining or even improving users’ quality of experience may
be achieved without installing more base stations. In some cases, we show that
the users’ quality of experience may be improved while reducing the number
of base stations. We measure users’ quality of experience using the throughput
perceived by the user or the application, i.e. goodput. We make a clear distinction
between the terms goodput and throughput, where goodput is the number of
useful bits over unit time received by the user and throughput is the number
of bits transmitted by the base station per unit time. In essence, throughput is
indicative of the bandwidth/resources provisioned by the service providers; while
goodput is indicative of the user’s quality of experience. For example, the base
station, after accounting for the FEC overhead, may be transmitting bits at 10
megabits per second (Mbps), i.e. throughput is 10 Mbps. However, the user may
only receive useful information at 5 Mbps, i.e. goodput is 5 Mbps.

There can be a significant disparity between throughput and goodput, par-
ticularly in lossy networks using TCP. TCP often mistakes random erasures
as congestion [3, 4]. For example, 1-3% packet loss rate is sufficient to harm
TCP’s performance [3–6]. This performance degradation can lead to inefficient
use of network resources and incur substantially higher cost to maintain the
same goodput. There has been extensive research to combat these harmful ef-
fects of erasures and failures; however, TCP even with modifications does not
achieve significant improvement. References [4, 7] give an overview of various
TCP versions over wireless links.

This disparity between throughput and goodput can be reduced by using a
transport protocol that is more resilient to losses. One method is to use multiple
base stations simultaneously (using multiple TCP connections [8] or multipath
TCP [9]). However, the management of the multiple streams or paths may be
difficult, especially in lossy networks. Furthermore, each path or TCP stream
still suffer from performance degradation in lossy environments [8, 9].

We propose TCP/NC [5,10] as an alternative transport protocol. We provide
an overview of TCP/NC in Section 1.1 TCP/NC may not be the only viable
solution, and other transport protocols that can combat erasures may be used.
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p1

p2

p3 Lost
ACK(p1)

ACK(p1)

p1+p2+p3

Lost
seen(p1)

seen(p2)

p1+2p2+p3

p1+2p2+2p3

TCP TCP/NC

Fig. 2. Example of TCP and TCP/NC. In the case of TCP, the TCP sender receives
duplicate ACKs for packet p1, which may wrongly indicate congestion. However, for
TCP/NC, the TCP sender receives ACKs for packets p1 and p2; thus, the TCP sender
perceives a longer RTT but does not mistake the loss to be congestion.

We use TCP/NC for its effectiveness and simplicity. TCP/NC allows a better
use of the base stations installed, and can improve the goodput without any
additional base stations. Improving the goodput with the same or a fewer number
of base stations implies reduction in energy cost, operational expenses, capital
expenses, and maintenance cost for the network provider. The results in this
paper can also be understood as being able to serve more users or traffic growth
with the same number of base stations. This may lead to significant cost savings,
and may be of interest for further investigation.

We note that, to prevent TCP’s performance degradation, cellular systems
such as LTE have implemented various mechanisms (e.g. HARQ [11] and lower
layer retransmissions) with stringent bit-error rates to reduce packet loss rate.
Using a transport protocol that can combat erasures, e.g. TCP/NC, may re-
lieve the lower layers from such stringent performance requirements. It would be
interesting to study the effect of using erasure-resilient transport protocols on
the lower layers’ performance requirements, and the cross-layer optimization to
improve the throughput and the energy cost of cellular systems.

1.1 Overview of TCP/NC

Reference [10] introduces a new network coding layer between the TCP and IP in
the protocol stack. The network coding layer intercepts and modifies TCP’s ac-
knowledgment (ACK) scheme such that random erasures do not affect the trans-
port layer’s performance. To do so, the encoder, the network coding unit under the
sender TCP, transmits R random linear combinations of the buffered packets for
every transmitted packet from TCP sender. The parameter R is the redundancy
factor. Redundancy factor helps TCP/NC to recover from random losses; how-
ever, it cannot mask correlated losses, which are usually due to congestion. The
decoder, the network coding unit under the receiver TCP, acknowledges degrees of
freedom instead of individual packets, as shown in Figure 2. Once enough degrees
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of freedoms are received at the decoder, the decoder solves the set of linear equa-
tions to decode the original data transmitted by the TCP sender, and delivers the
data to the TCP receiver.

We briefly note the overhead associated with network coding. The main over-
head associated with network coding can be considered in two parts: 1) the
coding vector (or coefficients) that has to be shared between the sender and
the receiver; 2) the encoding/decoding complexity. For receiver to decode a net-
work coded packet, the receiver needs to know the coding coefficients used to
generate the linear combination of the original data packets. The first over-
head can be minimized with the sender including a seed for a pseudo-random
number generator which allows the receiver to generate the coding coefficients
in each coded packet. The second overhead associated with network coding is
the encoding and decoding complexity, and the delay associated with the cod-
ing operations. Note that to affect TCP’s performance, the decoding/encoding
operations must take substantial amount of time to affect the round-trip time es-
timate of the TCP sender and receiver. However, we note that the delay caused
the coding operations is negligible compared to the network round-trip time.
For example, the network round-trip time is often in milliseconds (if not in
hundreds of milliseconds), while encoding/decoding operations involve a matrix
multiplication/inversion in a field (e.g. F256), which can be performed in a few
microseconds.

In [10], the authors present two versions of TCP/NC – one that adheres to the
end-to-end philosophy of TCP, in which coding operations are only performed at
the source and destination; another that takes advantage of network coding even
further by allowing any subset of intermediate nodes to re-encode. Note that re-
encoding at the intermediate nodes is an optional feature, and is not required for
TCP/NC to work. Here, we focus on TCP/NC with end-to-end network coding.
However, a similar analysis applies to TCP/NC with re-encoding.

2 Model

Consider a network with n users. We assume that these n users are in an area
such that a single base station can cover them as shown in Figure 1. If the users
are far apart enough that a single base station cannot cover the area, then more
base stations are necessary; however, we do not consider the problem of coverage.

The network provider’s goal is to provide a fair service to any user that
wishes to start a transaction. Here, by fair, we mean that every user receives the
same average throughput, denoted as rt Mbps. It would be interesting to extend
and analyze TCP/NC or other alternative protocols under different notions of
fairness as well as in networks with priority-based scheduling. However, in this
paper, we use a simple definition of fairness in which all users receive the same
throughput.

The network provider wishes to have enough network resources, measured
in number of base stations, so that any user that wishes to start a transaction
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is able to join the network immediately and achieve an average throughput of
rt Mbps. We denote rg to be the goodput experienced by the user. Note that
rg ≤ rt.

We denote nbs to be the number of base stations needed to meet the network
provider’s goal. We assume that every base station can support at most Rmax

Mbps (in throughput) and at most Nmax active users simultaneously. In this
paper, we assume that Rmax = 300 Mbps and Nmax = 200.

A user is active if the user is currently downloading a file; idle otherwise.
A user decides to initiate a transaction with probability p at each time slot. Once
a user decides to initiate a transaction, a file size of f bits is chosen according
to a probability distribution Pf . We denote μf to be the expected file size, and
the expected duration of the transaction to be Δ = μf/rg seconds. If the user is
already active, then the new transaction is added to the user’s queue. If the user
has initiated k transactions, the model of adding the jobs into the user’s queue
is equivalent to splitting the goodput rg to k transactions (each transaction
achieves a rate of rg/k Mbps).

We denote pp to be the probability of packet loss in the network, and RTT to
be the round-trip time. In a wireless, pp and RTT may vary widely. For example,
wireless connection over WiFi may have RTT ranging from tens of milliseconds
to hundreds of milliseconds with loss rates typically ranging from 0-10%. In a
more managed network (such as cellular networks), RTT are typically higher
than that of a WiFi network but lower in loss rates.

3 Analysis of the Number of Base Stations

We analyze the number of base stations nbs needed to support n users given
throughput rt and goodput rg. We first analyze P (Δ, p), the probability that a
user is active at any given point in time. Given P (Δ, p), we compute the expected
number of active users at any given point in time and nbs needed to support
these active users.

Consider a user u at time t. There are many scenarios in which u would be
active at t. User u may initiate a transaction at precisely time t with probability
p. Otherwise, u is still in the middle of a transaction initiated previously.

To derive P (Δ, p), we use the Little’s Law. For a stable system, the Little’s
Law states that the average number of jobs (or transactions in our case) in
the user’s queue is equal to the product of the arrival rate p and the average
transaction time Δ. When Δp ≥ 1, we expect the user’s queue to have on average
at least one transaction in the long run. This implies that the user is expected to
be active at all times. WhenΔp < 1, we can interpret the result from Little’s Law
to represent the probability that a user is active. For example, if Δp = 0.3, the
user’s queue is expected to have 0.3 transactions at any given point in time. This
can be understood as the user being active for 0.3 fraction of the time. Note that
when the system is unstable, the long term average number of uncompleted jobs
in the user’s queue may grow unboundedly. In an unstable system, we assume
that in the long term, a user is active with probability equal to one.



6 M. Kim et al.

Therefore, we can state the following result for P (Δ, p).

P (Δ, p) = min{1, Δp} = min

{
1,

μf

rg
· p

}
. (1)

Given P (Δ, p), the expected number of active users is nP (Δ, p). We can now
characterize the expected number of base stations needed as

nbs = nP (Δ, p) ·max

{
rt

Rmax
,

1

Nmax

}
. (2)

In Equation (2), max { rt
Rmax

, 1
Nmax

} represents the amount of base stations’ re-
sources (the maximum load Rmax or the amount of activity Nmax) each active
user consumes. The value of nbs from Equation (2) may be fractional, indicating
that actually �nbs� base stations are needed.

Note the effect of rt and rg . As shown in Equation (2), increasing rt incurs
higher cost while increasing rg reduces the cost. Therefore, when a network
provider dedicates resources to increase rt, the goal of the network provider is
to increase rg proportional to rt.

4 Best Case Scenario

In an ideal scenario, the user should see a goodput rg = rt. In this section,
we analyze this best case scenario with r = rt = rg. Once we understand the
optimal scenario, we then consider the behavior of TCP and TCP/NC in Section
5 where generally rg ≤ rt.

4.1 Analytical Results

In Figures 3a and 3b, we plot Equation (2) with μf = 3.2 MB and μf = 5.08 MB
for varying values of p. As r increases, it does not necessarily lead to increase
in nbs. Higher r results in users finishing their transactions faster, which in turn
allows the resources dedicated to these users to be released to serve other requests
or transactions. As a result, counter-intuitively, we may be able to maintain a
higher r with the same or a fewer number of base stations than we would have
needed for a lower r. For example, in Figure 3a, when r < 1 Mbps, the rate of
new requests exceeds the rate at which the requests are handled; resulting in an
unstable system. As a result, most users are active all the time, and the system
needs n

Nmax
= 1000

200 = 5 base stations.
There are many cases where nbs is relatively constant regardless of r. For

instance, consider p = 0.03 in Figure 3b. The value of nbs is approximately 4-5
throughout. However, there is a significant difference in the way the resources are
used. When r is low, all users have slow connections; therefore, the base stations
are fully occupied not in throughput but in the number of active users. On the
other hand, when r is high, the base stations are being used at full-capacity in
terms of throughput. As a result, although the system requires the same number
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Fig. 3. The values of nbs from Equation (2) with n = 1000 and varying p and r

of base stations, users experience better quality of service and users’ requests
are completed quickly.

When p and r are high enough, it is necessary to increase nbs. As demand
exceeds the network capacity, it becomes necessary to add more infrastructure
to meet the growth in demand. For example, consider p = 0.04 in Figure 3b. In
this case, as r increases nbs increases.

4.2 Simulation Results

We present MATLAB simulation results to verify our analysis results in Section
4.1. We assume that at every 0.1 second, a user may start a new transaction
with probability p

10 . This was done to give a finer granularity in the simulations;
the results from this setup is equivalent to having users start a new transaction
with probability p every second. We assume that there are n = 1000 users. For
each iteration, we simulate the network for 1000 seconds. Each plot is averaged
over 100 iterations.

Once a user decides to start a transaction, a file size is chosen randomly
in the following manner. We assume there are four types of files: fdoc =
8KB (a document), fimage = 1MB (an image), fmp3 = 3 MB (a mp3 file),
fvideo = 20 MB (a small video), and are chosen with probability pdoc, pimage,
pmp3, and pvideo, respectively. In Figure 4a, we set [pdoc, pimage, pmp3, pvideo] =
[0.3, 0.3, 0.3, 0.1]. This results in μf = 3.2 MB as in Figure 3a. In Figure 4b, we
set [pdoc, pimage, pmp3, pvideo] = [0.26, 0.27, 0.27, 0.2], which gives μf = 5.08 MB
as in Figure 3b.

The simulation results show close concordance to our analysis. Note that the
values in Figures 4a and 4b are slightly greater than that of Figures 3a and 3b.
This is because, in the simulation, we round-up any fractional nbs’s since the
number of base stations needs to be integral.
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Fig. 4. Average value of nbs over 100 iterations with n = 1000 and varying p and r
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Fig. 5. Average and standard deviation of nbs over 100 iterations with μf = 3.2 MB
and p = 0.02

In Figure 5, we show the average value of nbs and its standard deviation δ for
μf = 3.2 MB and p = 0.02. A plot similar to that of Figure 5 can be obtained
for different values of μf and p; however, we omit them for want of space. When
r < 0.5 Mbps, nbs = 5 and δ = 0. This is because all users’ connections are
slow and all users are active; thus, n

Nmax
= 5 base stations are always needed

(resulting in δ = 0).
Understanding the effect of the standard deviation δ is important. For exam-

ple, when r = 2 Mbps, we have nbs = 2.28 and δ = 0.2036. Therefore, when
r = 2 Mbps, we needed two base stations in most iterations, only occasionally
three. This indicates that the third base station is needed to serve the occasional
bursts of activities. Thus, to ensure a certain level of throughput to users, it is
important to over-provision, e.g. install ≥ nbs+2δ base stations to overcome the
stochastic variations in activities. However, as r increases further (> 3 Mbps),
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δ approaches zero. When r > 3 Mbps, bursty user activities do not lead to
variations in nbs; all user requests are completed quickly enough that bursty
activities have negligible effect on nbs. Therefore, when we consider the stochastic
nature of user activities, it may be even more desirable to have large r.

5 Analysis for TCP/NC and TCP

We now study the effect of TCP and TCP/NC’s behavior. We use the model
and analysis from [5] to model the relationship between rg and pp for TCP and
TCP/NC. We denote rg−nc to be the goodput when using TCP/NC, and rg−tcp

to be that for TCP. We set the maximum congestion window, Wmax, of TCP
and TCP/NC to be 50 packets (with each packet being 1000 bytes long), and
their initial window size to be 1. We consider RTT = 100 ms and varying pp
from 0% to 5%. We note that, given rt and pp, rg ≤ rt(1− pp) regardless of the
protocol used.

In [5, 10], TCP/NC has been shown to be robust against erasures; thus, al-
lowing it to maintain a high throughput despite random losses. For example,
if the network allows for 2 Mbps per user and there is 10% loss rate, then the
user should see approximately 2 · (1− 0.1) = 1.8 Mbps. Reference [5] has shown,
both analytically and with simulations, that TCP/NC indeed is able to achieve
goodput close to 1.8 Mbps in such a scenario while TCP fails to do so.

5.1 Behavior of rg−nc with Varying pp

Equation (20) from [5] provides the goodput behavior of TCP/NC, which we
provide below in Equation (3).

rg−nc =
1

tSRTT

(
tWmax − (Wmax − 1)2 + (Wmax − 1)

2

)
, (3)

where SRTT is the effective RTT observed by TCP/NC and increases with pp
and t represents the duration of the connection (in number of RTTs). Equation
(3) shows the effect of network coding. The goodput of TCP/NC decreases with
pp; however, the effect is indirect. As pp increases, the perceived RTT increases,
which leads to TCP/NC reducing its rate.

Combining Equation (3) and rg−nc ≤ rt(1−pp), we obtain the values of rg−nc

for various rt, RTT , and pp. In Figure 6a, the values of rg−nc plateaus once rt
exceeds some value. This is caused by Wmax. Given Wmax and RTT , TCP/NC
and TCP both have a maximal goodput it can achieve. In the case with RTT
= 100 ms, the maximal goodput is approximately 4 Mbps. Note that regardless
of pp, all TCP/NC flows achieve the maximal achievable rate. This shows that
TCP/NC can overcome effectively the erasures or errors in the network, and
provide a goodput that closely matches the throughput rt.
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Fig. 6. The value of rg−nc and rg−tcp against rt for varying values of pp. We set
RTT = 100 ms.

5.2 Behavior of rg−tcp with Varying pp

Equation (16) from [5] provides the goodput behavior of TCP, which we provide
below in Equation (4).

rg−tcp ≈ min

⎛
⎝Wmax

RTT
,
1− pp
pp

1

RTT
(

5
3
+

√
2
3

1−pp
pp

)
⎞
⎠ . (4)

Note that unlike TCP/NC, TCP performance degrades proportionally to
√

1
p .

Combining Equation (4) and rg−tcp ≤ rt(1 − pp), we obtain the values of
rg−tcp for various rt, RTT , and pp as shown in Figure 6b. As in Figure 6a,
the values of rg−tcp are also restricted by Wmax. However, TCP achieves this
maximal goodput only when pp = 0%. This is because, when there are losses in
the network, TCP is unable to recover effectively from the erasures and fails to
use the bandwidth dedicated to it. For pp > 0%, rg−tcp is not limited by Wmax

but by TCP’s performance limitations in lossy wireless networks.

5.3 The Number of Base Stations for TCP/NC and TCP

We use the values of rg−nc and rg−tcp from Sections 5.1 and 5.2 to compare the
number of base stations for TCP/NC and TCP using Equation (2). We assume
that SRTT = RTT . In general, SRTT is slightly larger than RTT .

Figures 7 and 8 show nbs predicted by Equation (2) when RTT = 100 ms. TCP
suffers performance degradation as pp increases; thus, nbs increases rapidly with
pp. Note that increasing rt without being able to increase rg leads to inefficient
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Fig. 7. The value of nbs from Equation (2) for TCP and TCP/NC with varying pp and
p. Here, RTT = 100 ms, Wmax = 50, n = 1000, and μf = 3.2 MB. In (a), pp = 0 and
both TCP and TCP/NC behaves the same; thus, the curves overlap. Note that this
result is the same as that of Figure 3a. In (b), the value of nbs with TCP for p = 0.03
and 0.04 coincide (upper most red curve). In (c) and (d), the values of nbs with TCP
for p > 0.01 overlap.

use of the network, and this is clearly shown by the performance of TCP as rt
increases with pp > 0%.

However, for TCP/NC, nbs does not increase significantly (if any at all) when
pp increases. As discussed in Section 3, TCP/NC is able to translate better rt
into rg−nc despite pp > 0%, i.e. rt ≈ rg−nc. As a result, this leads to a significant
reduction in nbs for TCP/NC compared to TCP. Note that nbs for TCP/NC is
approximately equal to the values of nbs in Section 3 regardless of the value of
pp. Since TCP/NC is resilient to losses, the behavior of rg−nc does not change
as dramatically against pp as that of rg−tcp does. As a result, we observe nbs for
TCP/NC to reflect closely the values of nbs seen in Section 3, which is the best
case with rt = rg.
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Fig. 8. The value of nbs from Equation (2) for TCP and TCP/NC with varying pp
and p. Here, RTT = 100 ms, Wmax = 50, n = 1000, and μf = 5.08 MB. In (a), the
results for TCP and TCP/NC are the same. Note that this result is the same as that
of Figure 3b. In (b) and (c), the value of nbs with TCP for p > 0.01 coincide (upper
red curve). In (d), the values of nbs with TCP for any p all overlap. We do not show
results for pp = 4% or 5% as they are similar to that of (d).

As shown in Figure 9, we observe a similar behavior for other values of RTT
as we did for RTT = 100 ms. The key effect of the value of RTT in the max-
imal achievable goodput. For example, if Wmax is limited to 50, the maximal
achievable goodput is approximately 0.8 Mbps when RTT = 500 ms, which is
much less than the 4 Mbps achievable with RTT = 100 ms. As a result, for
RTT = 500 ms, neither rg−nc nor rg−tcp can benefit from the increase in rt be-
yond 0.8 Mbps. Despite this limitation, TCP/NC still performs better than TCP
when losses occur. When demand exceeds the maximal achievable goodput, nbs

increases for both TCP/NC and TCP in the same manner.
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Fig. 9. The value of nbs from Equation (2) for TCP and TCP/NC with varying pp
and p. Here, RTT = 500 ms, Wmax = 50, n = 1000, and μf = 3.2 MB. In (a), the
results for TCP and TCP/NC are the same. The curves for p = 0.03 and p = 0.04 are
the same both for TCP and TCP/NC. In (b), the value of nbs with TCP for any p all
overlap, while the TCP/NC curves are the same as in (a). We do not show results for
pp > 1% as they are similar to that of (b).

6 Conclusions

In wireless networks, the solution to higher demand is often to add more in-
frastructure. This is indeed necessary if all the base stations are at capacity (in
terms of throughput). However, in many cases, the base stations are “at capac-
ity” either because they are transmitting redundant data to recover from losses;
or because they cannot effectively serve more than a few hundred active users.
This may be costly as base stations are expensive to operate. One way to make
sure that wireless networks are efficient is to ensure that, whenever base stations
are added, they are added to effectively increase the goodput of the network.

We studied the number of base stations nbs needed to improve the goodput
rg to the users. It may seem that higher rg necessarily increases nbs. Indeed,
if there are enough demand (i.e. rg, p, or μf are high enough), we eventually
need to increase nbs. However, we show that this relationship is not necessarily
true. When rg is low, each transaction takes more time to complete and each
user stays in the system longer. This degrades the user experience and delays the
release of network resources dedicated to the user. This is particularly important
as the number of active users each base station can support is limited to the low
hundreds. We observed that, given rt, achieving low rg may lead to a significant
increase in nbs and an ineffective use of the network resources; while achieving
high rg may lead to reduction in nbs.
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We showed that, in lossy networks, the goodput rg observed may not closely
match the amount of resources dedicated to the user, e.g. rg � rt. This is due to
the poor performance of TCP in lossy networks. To combat these harmful effects,
network providers dedicate significant amount of resources, e.g. retransmissions
and error corrections, to lower the loss rates. This, however, results in the base
station transmitting at high throughput rt but little translating to goodput rg.
We showed that TCP/NC, which is more resilient to losses than TCP, may better
translate rt to rg. Therefore, TCP/NC may lead to a better use of the available
network resources and reduce the number of base stations nbs needed to support
users at a given rg.
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Abstract. The remarkable growth at the worldwide wireless device
sales, together with the cost reduction of the subjacent technologies,
has lead to a situation in which most of this type of terminals carry
more than one interface to access the network, through potentially di-
fferent radio access technologies. This fact has fostered the interest of
the research community to address new solutions to exploit the possi-
bility of launching multiple simultaneous transmissions through multiple
interfaces. In this work we evaluate three different routing algorithms
(link, node and zone disjoint) that aim to discover the optimal route
configuration of disjoint paths over a wireless mesh network. We use the
obtained results to evaluate, by means of simulation, the performance of
the MultiPath TCP (MPTCP) protocol, which allows the simultaneous
delivery of traffic across multiple paths, showing that the aggregated per-
formance is significatively higher than the one achieved by the traditional
single-path and single-flow TCP.

Keywords: Wireless Mesh Networks, Multipath Routing Algorithms,
MPTCP, Multi-homed devices.

1 Introduction

Wireless technologies are probably one of the most relevant elements in the cu-
rrent communication realm. Besides the legacy wireless devices (e.g. cellphones,
laptops, etc.), a new batch of increasingly popular equipment is looming, such as
smartphones or tablets, which shows the huge potential of this type of commu-
nications. In absolute terms and at the time of writing, the number of wireless
devices sales easily surpass 109 units; in fact, it is more and more usual that
an average user owns several gadgets/devices. This trend is likely to continue
during the near future, and designers and manufacturers will develop new ways
to use these technologies, easing the end users’ life.

Some of these devices will be able to get interconnected amongst themselves,
leading to the so-called Wireless Mesh Networks (WMNs). In this sort of topolo-
gies, it will be (most of the times) necessary using several hops to reach the
destination, by means of intermediate relay nodes. In order to establish one (or
more) paths, the routing algorithm shall provide the set of appropriate paths

D. Pesch et al. (Eds.): MONAMI 2013, LNICST 125, pp. 15–28, 2013.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013



16 D. Gómez et al.

to communicate two nodes (unicast transmissions). On the other hand, there
are two main mechanisms and protocols using such algorithm, reactive (or “on-
demand”) and proactive. Those which belong to the first group only exchange
discovery or maintenance messages when needed, whilst the second group perio-
dically updates the routing tables, thus causing a higher overhead.

Likewise, the manufacturers tendency to include multiple interfaces into their
devices has become a reality. This phenomenon calls the design and implemen-
tation of novel protocols to allow the simultaneous usage of all the available
resources at the different “access elements”. Although there are various solu-
tions dealing with this functionality, MPTCP has deservedly become one of the
most relevant ones, heavily supported by its own IETF working group, exclu-
sively devoted to the accurate development of this protocol, as well as a set
of extensions that were conceived to complement its basic features and perfor-
mance. MPTCP is in fact an evolution of the legacy TCP, and it shares most of
its architecture. MPTCP allows to divide the load between different interfaces
(provided that at least one of the nodes has more than one active IP address),
thus boosting the traditional TCP performance.

This work is structured in two clearly differentiated stages: first, we evaluate
the behavior of three different routing algorithms (namely, link, node and zone
disjoint) so as to find the optimal set of disjoint paths over a WMN; afterwards,
using the results of the first phase, we assess, based on an extensive simulation
campaign over the ns-3 simulator, the MPTCP performance over this type of
topologies, showing the enhancement compared to a traditional single-path TCP
scheme.

The structure of this document is organized as follows: Section 2 briefly out-
lines the main related works, highlighting the novel aspects addressed in our
work. Section 3 introduces the three routing algorithms that will be exploited
for the MPTCP characterization; the operation of this protocol will discussed in
Section 4. Section 5 depicts the most relevant results and discusses the potential
benefits and drawbacks of multipath strategies. Finally, Section 6 concludes the
paper and advocates some research lines that will be tackled in the future.

2 Related Work

In this work we exploit different routing algorithms to be used by multi-path
strategies, assessing their potential benefits over WMNs. The use of multi-path
communications might lead to a greater performance; moreover, they will bring
about a more resilient connections, dynamically adjusting the load over the va-
rious paths, according to the particular network conditions.

As mentioned earlier, the classification of routing protocols for wireless multi-
hop networks embraces two main groups. Both of them are based on mechanisms
to discover and maintain routes over multi-hop networks. The proactive protocols
(represented by Optimized Link State Routing - OLSR [5]), update the routing
information by periodically flooding the network with topological information,
thus introducing a remarkable overhead. On the other hand, the reactive or
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on-demand protocols (for instance, Ad hoc On-demand Distance Vector routing
- AODV [14]) reduce, as much as possible, the exchange of control messages,
triggering them only if needed.

The first generation of routing protocols was thought to operate with single-
path strategies, where in case of a route break, the source node would need to
start a new discovery process, in order to find alternative paths to reach the des-
tination. The increasing interest on multi-path solutions during the last years
opens new possibilities, and the implementation of new protocols is required.
Most of the existing solutions are modifications of single-path protocols and can
be classified according to how they select the alternative paths to the shortest
one: Link Disjoint (LD), which only excludes the links of the previously cal-
culated routes (e.g. Ad hoc On-demand Multipath Distance Vector - AODVM ),
Node Disjoint (ND), which does not allow any intermediate node to be active
in two different routes (e.g. Geographic Multipath routing Protocol - GMP) and,
finally, Zone Disjoint (ZD), which inhibits the redundant participation of both
the previously used nodes as well as their corresponding neighbors (e.g. Zone
Disjoint Multipath extension of the Dynamic Source Routing - ZD-MPDSR).

Some of the most relevant works within this research line were carried out
by Meghanathan [11,12], who, by means of graph theory, realizes a complete
performance analysis of the link, node and zone disjoint algorithms over mo-
bile ad hoc networks, where he thoroughly studies, through different simulation
campaigns, different performance metrics that characterize the behavior of di-
fferent routing schemes (e.g. number of routes found, average number of hops,
average time between single/multipath route discoveries, etc.) Moreover, Wa-
harte et al. [19] carry out another analysis that focused on LD and ND, paying
special attention to the potential interferences between the different subflows
(since they share the same channel), and estimate the resulting throughput as a
function of the nodes’ coverage area and their position within the scenario. Un-
like Meghanathan’s contribution, which only addresses the fundamental analysis
of the routing algorithms, Waharte et al. apply end-user traffic (over UDP) to
compare the performance of the different routing multipath solutions to that
shown by a single-path scheme.

After finding the set of disjoint paths between a source node and a destination,
we need to develop a solution to split a single connection into multiple subflows.
Some proposals, based on the modifications of the legacy TCP operation have
been already made (e.g. mTCP [22], R-MTP [10], pTCP [8]). The relevance
of this type of communications is supported by the presence of standardiza-
tion bodies, such as IETF, in the development of new protocols and techniques.
In this sense, there are two working groups exclusively devoted to the design
and implementation of the most relevant multi-path solutions: Stream Control
Transmission Protocol (SCTP) [18] and MPTCP [7]. The former one uses mul-
tiple routes in order to provide some redundancy against failures, or to ease the
mobility between different networks without breaking a session (at the transport
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level), but it does not support (yet) the simultaneous transmission over different
paths; on the other hand, MPTCP focuses on the improvement of the TCP
performance by multiplexing traffic load over different resources.

Regarding the analysis of MPTCP over wireless scenarios, we can high-
light [9,15,13], all of them following complementary approaches, ranging from
real scenarios (with emulated channels) over a Linux Kernel implementation [1],
which shows a great improvement over the traditional TCP operation. On the
other hand, the authors of [13] identify an important drawback if the physical
attributes are rather different (e.g. IEEE 802.11 and 3G), due to the impact of
the packet reordering algorithms. A common element of all these works is that
they are based on rather simple topologies, consisting on one, or two hops.

Finally, it is worth highlighting the contribution of Chihani et al. [4], who
implemented a fully-fledged MPTCP framework implementation for the ns-3

simulator, which served as the basis for the work developed herein, since we
ported it to a newer version of the simulator, adapting its operation so as to use
it over wireless technologies. Chihani et al. analyzed the performance of different
congestion control algorithms [16], and compared the behavior of the congestion
window at each subflow, using an FTP transmission over a simple wired topology,
encompassing two terminals which were directly connected through point-to-
point links.

3 Multipath Strategies Routing Algorithms

The main goal of the different multipath routing algorithms consists in finding
an optimal set of disjoint paths to simultaneously carry the traffic load using
multiple subflows, over a WMN scenario.

In order to describe the operation of each of the algorithms (link, node and
zone disjoint), we will employ a traditional graph theory notation, as shown
below.

Let G(V,E) be the graph representing the scenario over which we want to get
the set of paths (using the LD, ND or ZD algorithms)1 between the source and
the destination nodes (s and d, respectively). The set V represents the group of
vertices (nodes) deployed within the scenario, and E (edges) is the set of existing
links. We will establish a link between two nodes if the distance between them
is shorter than the corresponding range of transmission. In this work we will use
homogeneous nodes, and all of them will share the same coverage.

The first step to get the set of paths is the same for the three algorithms: the
Dijkstra’s algorithm is used to find the shortest path between s and d. If there
is, at least, one route in G, it is stored in the corresponding set (PL, PN o PZ ,
for the LD, ND or ZD algorithms, respectively). After that, the graph (G → G′)
is updated with the constraints imposed by each of the algorithms. Below we
show the procedure followed by each of the solutions:

1 In this work, since the nodes do not move, the subjacent topology will stay static
during the simulation time; therefore, we only need to calculate the routes once.
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– Link Disjoint.We will remove from G all the links that were found with the
Dijkstra’s algorithm, thus building a new graph G’(V, EL). The procedure
is repeated as many times as there is a route s − d (Dijkstra’s algorithm is
used again), incorporating the resulting path to PL. When the algorithm is
finished, PL contains the set of link disjoint paths of the original graph G.

– Node disjoint. In this case, the graph is modified by deleting the nodes
belonging to the previously selected path. Therefore, after each iteration a
new route is added to PN and a modified graph G’(V N , EN ) is built. The
procedure is executed as long as s can discover a route to d.

– Zone disjoint. This is the most restrictive algorithm, since it severely limits
the graph between successive iterations, deleting the nodes belonging to the
previous route, as well as their neighbors; as a result, the original graph G
is modified to G’(V Z , EZ). When it becomes impossible finding new routes,
the algorithm returns the set of routes PZ .

In this work the routing tasks have been performed on an external framework,
outside the MPTCP implementation, using a proprietary tool developed in C++,
which generates a random scenario to establish the graph G (V,E). Afterwards,
the route selection procedure was performed by means of a single process.

Since the main objective of this work is to analyze the performance of MPTCP,
which simultaneously delivers the information over multiple (disjoint) paths, we
will only consider as valid those sets (PL, PN or PZ) with more than one path
between s and d.

4 MPTCP as a Multipath Transport Level Solution

MPTCP was conceived as an evolution of the TCP protocol, the most relevant
transport level solution, although its performance over wireless links has been
questioned. Its appearance is tightly linked with growing availability of devices
with multiple interfaces2.

The basic principle of MPTCP is rather simple: if a terminal has multiple
points of connection (interfaces) this can be exploited, simultaneously dividing
the traffic between different subconnections. Thanks to these multipath strate-
gies, the overall performance is improved, as well as the robustness of the com-
munication. In MPTCP, for instance, the traffic can be drifted from one subflow
to another one after a link (or node) fault.

In order to ease the migration from legacy protocols, ensuring the backward
compatibility with TCP, RFC 6824 [7] establishes that any MPTCP implementa-
tion must be able to support any non-MPTCP-aware application; in such cases,
the services will not be able to differentiate between MPTCP and TCP trans-
port level connections. In this sense, MPTCP can be seen as a modified TCP
version, sharing most of its architecture and adding different extensions to cope
with the most relevant features.

2 They are usually referred to as “multi-homed” devices.
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Fig. 1. MPTCP architecture

Another requirement to be fulfilled, according to the aforementioned RFC, is
that at least one of the edge nodes must have more than one IP address for the
correct establishment of a multi-path session.

Once the core operation of MPTCP has been outlined in [7], its main challenge
can be mapped onto the accomplishment of the following three goals:

1. Improve throughput : The performance of a multipath connection should be,
at least, alike the one shown by legacy TCP (assuming the best available
path is used).

2. Do not harm: An MPTCP subflow should not take more resources than the
ones consumed by the traditional TCP using the same path.

3. Balance congestion: Upon a congestion situation, MPTCP should offload as
much traffic as possible from the most congested paths.

Once we have described the most relevant functionalities of the MPTCP pro-
tocol and its main goals, Figure 1 depicts its architecture within the TCP/IP
model. As can be seen, it is placed at the transport level and, at the same time,
it includes two different sublayers: the first one handles the application-oriented
issues (e.g. session initialization/finalization, subflow discovery/establishment,
etc.); on the other hand, the lower level will embrace one instance per subflow
established during the TCP initialization phase. Additionally, each of these in-
stances will be associated to a different IP entity, to which they will send the
outgoing packets down.

One of the major challenges that MPTCP has to face is the need to ensure
an efficient “resource pooling” [20]). In order to accomplish this goal and, at the
same time, fulfill the three previously described objectives, a congestion control
algorithm needs to be used so as to provide a coupled operation of the various
congestion windows. Although the protocol supports a number of solutions, in
this work we will assume that there is an independent congestion window per
subflow3. A congestion controller will monitor (congestion windows sizes) the
aggregated throughput of the transmission, paying special attention to the ful-
fillment of the MPTCP three goals: provide a higher throughput than TCP
(Goal 1), without taking more resources than necessary (Goal 2) and taking
as much load as possible from the most congested paths (Goal 3). In order to
estimate the load of a simple TCP flow, the control entity measures the packet

3 It is worth mentioning that, while the (additive) increase congestion windows expres-
sions are specific to MPTCP, it does not modify the legacy TCP operation upon a
packet loss, which will lead to a (multiplicative) decrease of the congestion window.
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loss rate and the Round Trip Time (RTT), providing a new congestion win-
dow value for each subflow. The relevance of this mechanism has made IETF to
develop a recommendation just to address it [17].

5 Simulation Platform and Results

In this section we will depict the most relevant features of the different simu-
lation campaigns and we will discuss the most outstanding results. These have
been divided into two clearly different groups: first, we study and compare the
behavior of the three different routing algorithms presented in Section 3; on the
other hand, and using the paths found by those algorithms, a characterization
of the MPTCP performance is carried out, showing that it can actually improve
the behavior of the legacy TCP.

5.1 Multipath Routing Algorithms Behavior

As a previous step to carrying out the performance analysis of the MPTCP
protocol, we used a proprietary software to analyze the operation of different
multipath routing approaches. In particular, the tool takes the following steps:
(1) deploy the nodes within the scenario, (2) execute the three multipath routing
algorithms and (3) generate the output files that will be afterwards used on ns-3

to perform the corresponding simulation campaign. We have established a set of
aspects to be considered:

– The nodes will be deployed within a 100x100 meters squared area.
– Initially, disconnected graphs are discarded; i.e. only scenarios in which there

is, at least, one path between any pair of nodes.
– In this work we do not consider node mobility, so nodes stay static during

the simulation time.
– The coverage area of the nodes (disk radius model) is 20 meters.
– The source-destination nodes are selected so as to ensure same consistency to

the multipath routes; by taking two points (20, 50) and (80, 50) as references
(as shown in Figure 2); we select the source as the closest one to the first
point and the receiver the closest to the latter reference point.

As an illustrative example, Figure 2 shows a random deployment of 16 nodes.
In this particular topology we see that node 8 will take the transmitter role
and node 3 will be the receiver. With regard to the selected routes, the three
algorithms will provide the same result: the shortest path is 8 → 13 → 15 → 3,
while the second option would be, for the three algorithms, 8 → 11 → 10 →
12 → 3.

Figure 3 shows the percentage of multipath “feasible” topologies (those which
there were two or more disjoint paths divided by the total number of runs)4 as
a function of the number of nodes. We can appreciate that LD always exhibits

4 The experiment consisted in 1000 independent runs.
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the best behavior, closely followed by ND ; on the other hand, ZD appears as
the most restrictive alternative.

After the first comparison, a new constraint was added. Only those topolo-
gies with, at least, two different routes (for the three routing algorithms) were
considered. We used 32 nodes (all of them fulfilling the previous constraints)
and generated 1000 scenarios. It is worth mentioning that, to get such a high
number of deployments, many other scenarios were discarded, since, as shown in
Figure 3, only 4.2% of the 32-node scenarios were multipath for the ZD algorithm
(i.e. ZD found two or more paths between the two edge nodes).

First, Figure 4 shows the cumulative distribution function (cdf) of the total
number of routes found by each of the studied schemes. As could have been
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Fig. 4. cdf of the number of found routes for the different algorithms

expected, LD is the algorithm which provides the higher number of alterna-
tive paths, since it is the scheme which makes fewer changes to the graph bet-
ween successive iterations. ND appears the intermediate solution, showing a
non-negligible probability to discover three disjoint paths. On the other hand,
the strong constraints imposed by ZP avoids finding more than two simultaneous
routes.

Another insightful metric is the cdf of the number of hops of the two preferred
routes, shown in Figure 5. As we can infer from the discussion given in Section 3,
the shortest path (1st iteration) is the same for all the schemes, since all of
them use the Dijkstra’s algorithm to find it. However, the second alternate route
length shows the same behavior as the previous statistic: LD finds, in the second
iteration, the shortest path to reach the destination; ND appears again as the
solution with the second shortest route, being ZD the scheme providing the
longest paths. This is of outer relevance, since the number of hops will have a
remarkable influence on the aggregated performance, since the greater the length
of these paths the lower the throughput of the corresponding subflow.
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5.2 MPTCP Performance over Wireless Mesh Networks

After the analysis of the three different multipath routing algorithms over ran-
dom deployments, we will now describe the simulation campaign, carried out
over ns-3 [2]. We use the outcome of the previous analysis, and nodes are con-
nected by means of IEEE 802.11 links. It is worth recalling that we have ensured
that all the simulated scenarios have, at least, two disjoint routes for each of the
algorithms (we discarded these topologies not fulfilling this requirement). The
input of this stage is the output of the previous one, in particular the following
pieces of information: (1) the location of the nodes, and (2) the routes returned
by the LD, ND and ZD algorithms (PL, PN and PZ , respectively).

For each of the scenarios, we simulate the behavior of the following different
transport level solutions, in order to study their performance:

1. Single-path TCP. It corresponds to the legacy behavior, and the path used
(recall that we are using static routes) is the shortest one, which is alike for
the three algorithms.

2. Single interface MPTCP. In this case, we configure two different IP ad-
dresses sharing the same interface. In this sense, the overall performance
might get damaged, since both subflows share the same wireless channel, in-
creasing the number of contending stations and the probability of suffering
collisions.

3. Multi-interface MPTCP. This last configuration is expected to yield the
highest performance, since we use different channels (non-overlapping) for
the two subflows and, therefore, there will not be any interference between
them. For this, both the transmitter and the receiver must have two different
interfaces, each of them associated to a particular subflow.

To carry out the analysis, we have ported the MPTCP implementation pro-
vided by Chihani et al. [4], to a newer version of ns-3 (ns-3.13 instead of
ns-3.6). This framework follows the IETF recommendations [7,6,17]. For this
particular work, we have selected Linked Increases and DSACK as the conges-
tion control and reordering schemes, respectively (for further information about
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them, the reader might refer to [4]). The MPTCP layer will be added at each
node according to the corresponding configuration (1 or 2 interfaces), distribut-
ing the load between the two different subflows.

Besides, it is worth mentioning some additional aspects about the simulation
setup:

1. The source node sends a 20 MB file to the destination (unicast traffic).
Since the objective is to assess the upper bound performance for each of
the configurations, we ensure that there is always a packet waiting to be
delivered at the transmitter’s buffer. In this saturated scenario, the wireless
medium acts as the real bottleneck.

2. The subjacent technology is IEEE 802.11b (at 11 Mbps), setting a maximum
number of transmissions per frame of four.

3. Since an external process is used to obtain the routes with the three algo-
rithms, the routing scheme is based on static routes.

4. There is a single cause of packet losses: the collisions between simultaneous
node transmissions. We will consider ideal channels, where the frame losses
rate due to the wireless propagation effect is null.

Due to space constraints, we only report the results achieved with the routes
provided by the LD algorithm, which correspond to highest performances.

Figure 6 shows the overall performance5 for the three schemes. It represents
the average, maximum and minimum values of throughput as a function of the
number of hops used by the shortest path. We can clearly appreciate the im-
provement brought about by using the two channel scenario, achieving a higher
aggregated throughput (e.g. 50% for the 2-hop scenario), compared to the tra-
ditional single-path TCP. However, we can find few cases with a lower perfor-
mance, corresponding to these situations in which the second path needs many
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5 In terms of throughput at the application level.
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more hops than the first one. On the other hand, we can appreciate the lim-
itation shown by the multipath strategy over a single channel WMN, since
the contention caused by the high number of nodes contending for the chan-
nel leads to long idle times and a high probability of collision. The consequence
is that the overall performance is quite lower than the one observed by the legacy
TCP.

6 Conclussions and Future Work

In this work we have presented three different algorithms (link, node and zone
disjoint) which were used to obtain the best set of disjoint paths over generic
WMN topologies. We have focused on the use of multipath strategies over
WMNs. We have compared their performance, in terms of feasibility (proba-
bility that there are two or more paths in a scenario), number of discovered
paths and route length required to reach the destination node in such paths.
According to the achieved results, the ZD algorithm seems too restrictive for the
search of multiple disjoint paths.

Afterwards, using the outcomes of this first stage (the node deployment and
the different routes between the source and the destination nodes), we compared
the performance offered by the MPTCP protocol to the one exhibited by the
legacy TCP, by means of a thorough simulation campaign carried out over the
ns-3 platform, leading to improvements of about ∼ 50% in some of the cases.

The work undertaken so far opens a broad rante of aspects to be tackled in
our future research. Below we briefly descuss the most relevant ones.

– Analyze different routing schemes, exploiting the presence of multi-channel
devices by means of appropriate graph-theory models, as the one proposed
by Yang et al. in [21].

– Increase the realism of the considered network environments, by introducing
transmission errors over the wireless links. In this sense, it is well known that
TCP performance heavily suffers from this type of losses, so it is interesting
to see which is their effect over MPTCP. We would also like to introduce
mobility to some of the nodes, analyzing the effect over the performance of
various multi-path schemes.

Last, but not least, it is worth highlighting that all the MPTCP implementa-
tion, together with some additional documentation, can be found in [3].
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Abstract. Content Centric Networking (CCN) is a paradigm shift from
the way how networks of today work. The focus of networking in CCN is
on the content and not on the hosts that are involved in a communication.
One of the key cornerstones of today’s communication model is the use
of flow and congestion control to pipeline data and take appropriate
action when congestion is perceived to exist in a network. TCP of the
Internet protocol suite has shown us how application performance is
enhanced in different communication situations. An interesting area of
research is how TCP-like flow and congestion control can be adapted
for CCN. The work presented here adapts the most widely used TCP
flavours of NewReno, Compound and Cubic to operate in CCN. Due
to the architectural differences that CCN has over IP based networks,
this work identifies a number of additional algorithms to cater to the
issues associated with these differences. Finally, the performance of these
adapted TCP flavours and the algorithms are evaluated in an OPNET
based simulator.

Keywords: Future Internet, Content Centric Networking, Flow and
Congestion Control, Simulations.

1 Introduction

Network use has evolved to be dominated by content distribution and retrieval,
while networking technology still speaks only of connections between hosts. Ac-
cessing content and services requires mapping from the “what” that users care
about to the network’s “where”. Content Centric Networking (CCN) is a new
paradigm in networking which treats content as a primitive - decoupling loca-
tion from identity, security and access, and retrieving content by name. Using
new approaches to routing named content, derived heavily from TCP/IP, CCN
achieves simultaneous scalability, security and performance [1,2].

CCN retrieves content using interests that propagate all throughout the net-
work. This is unlike networks of today, which are mainly based on TCP/IP. These
networks have made TCP as the main transport protocol to communicate data
between producers and consumers of content. One of the key advantages of TCP
is its algorithms to handle reliable delivery of data, end-to-end. CCN on the other
hand has a hop-by-hop content delivery mechanism and a receiver oriented com-
munication architecture where delivery of content cannot be guaranteed by the

D. Pesch et al. (Eds.): MONAMI 2013, LNICST 125, pp. 29–44, 2013.
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sender. Flow and Congestion Control (FC-CC) algorithms in TCP have worked
well in current networks. There are a number of different TCP flavours in use to-
day. The most widely used flavours are NewReno, Compound and Cubic [3,4,5].
These flavours which are based on the original TCP [6], attempt at addressing
the issues associated with different network conditions. The work presented in [1]
explains that the architecture of CCN has FC-CC built into it, mainly through
the concept of flow balance, i.e., one Interest packet retrieves at most only one
Data packet. It further states that the segment numbers in Interest packets act
as the sequence number of TCP, CCN Interest packets acts as the TCP ACK
[6] that acknowledges receipt of data and that TCP SACK is intrinsic due to
Interest packets being re-sent for unreceived data.

There is research being done currently to introduce TCP-like FC-CC for CCN
[7,8,9]. All of these efforts focus on developing new algorithms to perform FC-CC
in CCN. One area that has lacked concentration is how the algorithms that cur-
rently exist in TCP would operate in CCN when they are adapted to operate in
CCN. The work presented here adapts the algorithms of the 3 most widely used
TCP flavours (NewReno, Compound and Cubic) to operate in CCN. Since there
are a number of architectural differences that CCN has, compared to TCP/IP
based networks, a couple of new algorithms have been identified to operate to-
gether with these adaptations. The rest of this paper describes our work as
follows. The Section 2 details similar work done by others in the area of FC-CC
together with a comparison of the work done by us. The Section 3 provides a
description of the adaptation and the new algorithms we have identified for the
selected TCP flavours to operate in CCN. The Section 4 details the OPNET
based simulator we have built to evaluate our work, the performance results and
the analysis of the results. Finally, Section 5 provides a summary of the work,
conclusions and future work to be considered.

2 Related Work

Flow and Congestion Control (FC-CC) has been a topic of interest in CCN since
the seminal work presented in [1]. The way in which FC-CC can be operated in
CCN is fundamentally different from the way it is operated in current TCP/IP
based networks. Therefore, a number of aspects must be addressed in order to
make FC-CC possible in CCN. These aspects fall into 4 categories.

End-System Congestion Control Algorithm - There are multiple ways
to manage the FC-CC congestion window (referred to as window hereafter) used
to decide the amount of Interest packets that have to be sent at any given time.
This window may be increased in size for successful receipts of Data packets or
decreased when perceived packet losses or congestion is detected in the network.

Packet Loss Detection - FC-CC requires the knowledge of whether a re-
quested Interest packet has been replied to with the corresponding Data packet.
If a packet is lost or a Data packet arrives out-of-order, this is an indication of
losses or congestion in the network.

Fairness Realisation - The architecture of CCN does not posses the end-to-
end notion as in current TCP/IP based networks. This means that packets travel



TCP Flavours in CCN 31

hop-by-hop and each hop determines how the CCN packets are forwarded. Since
each hop has limited resources, there is a necessity to adopt specific fairness
controls at each hop to give a faire share to each of the content flows that travel
through that hop.

Flow Identification - As indicated above, fairness requires the identification
of content flows to provide fair sharing of resources. In CCN, requests for content
may originate from many different sources and a hop in the middle is unaware
of the originator of the requests. Therefore, a flow identification method has to
be adopted to assign resources fairly for the competing flows.

The authors of [7] investigates the performance of FC-CC using algorithms
based on Additive Increase/Muliplicative Decrease (AIMD), constant and Con-
stant Bit Rate (CBR) based window management. They utilise the Retransmis-
sion Timeout (RTO) and 3 out-of-order Data packet receipts to detect packet
losses. Fairness is realised by maintaining per-flow queues in the internal buffer.
When a buffer overflows, the packets in the longest queue are dropped based on
Deficit Round Robin (DRR).

The authors of [8] based their window management using a CBR window.
Fairness is realised by introducing a hop-by-hop Interest shaping algorithm that
anticipates the drop of Data through buffer overflows. The Interest shaping rate
is calculated using the delay from the Interest to the corresponding Data, the
buffer size, the available bandwidth to send the Interest and Data packets, the
number of queued Data packets for each flow and the number of conversations
flowing through the same CCN node. In this work, the Interest shaping ensures
that the buffer is equally distributed to each conversation.

The authors of [9] utilise an AIMD and a CBR based window management
algorithm. The packet losses are detected using RTO. Fairness control is applied
to the Interest flows. Each bottlenecked Interest flow maintains a queue for fair
distribution of the buffer. The bandwidth distributed to the bottlenecked Interest
flows is considered as the fair rate.

Flow identification in all these works [7,8,9] are done using the content name.
In contrast to these works, the work done by us focus on utilising the window

management algorithms used in the most widely used TCP/IP flavours, viz.,
NewReno, Cubic and Compound. A further aspect considered is the handling
of out-of-order packets. In CCN, packets may be out-of-order, not only due to
losses or delays but also due to arrivals from different caches. Therefore, it is
important to distinguish this difference before making window adjustments to
avoid inappropriate adjustments that may result in performance degradations.
Therefore, we have considered this aspect as an important factor in FC-CC and
introduced an algorithm to handle this situation.

In all the above mentioned works [7,8,9], the focus has been on fairness controls
that consider the flow of Interest packets. Our work too, considers fairness in
the same manner, but goes beyond by also considering the Data packet flow, in
addition to the Interest packets. In CCN, the payload of each data segment is
carried in the Data packets. Since Interest packets do not carry this information,
assigning a fair share of bandwidth must also consider the Data packets.



32 A. Udugama, J. Cai, and C. Göerg

In CCN, the same content can be requested by multiple CCN nodes and due
to the nature of CCN, intermediate nodes are unable to distinguish between
different flows. Since the identification of a flow is quite important to handle fair
sharing, we identify a flow by not only the Content Name and segment number
(as in the other works [7,8,9]) but also by introducing a random nonce at the
originator of Interests for every independent flow.

3 Adaptations

The architecture of CCN essentially uses a multicast or broadcast based mecha-
nism to propagate Interest packets for content and the content (i.e., Data pack-
ets) flow over the paths that were created due to the propagation of the Interest
packets. It is somewhat of a new way of communicating for mainstream commu-
nications of today, considering that unicast is the norm of current networks. The
draft CCN specifications [1,10] discuss how CCN is architecturally close to TCP
(flow balance, SACK, etc.). But when considered from a TCP point of view,
we see that there are a number of issues that make FC-CC for CCN different
from TCP FC-CC. Therefore, adaptation of the NewReno, Compound and Cubic
flavours of TCP require considering the following aspects.

Control/Communication Orientation - In TCP, the sender of data in a
communication session is in control of the session rather than the receiver. This
means that the sender continually sends data to the receiver based on the senders
view on how the network performs. On the other hand, no data will traverse the
network unless the data has been requested for in CCN and therefore, in CCN,
the receiver is in control. This means that the receiver is in charge of the data
flow by controlling how Interest packets are sent.

Data Acknowledgment - In TCP, data are acknowledged by a message that
travels in the opposite direction, to the sender. This acknowledgement (ACK)
system is one of the fundamental pillars of TCP, used by the sender to make a
number of decisions on how the rest of the data must be transmitted. But in
CCN, there is no concept of content ACKs. Therefore, the receipt of Dataitself
is considered as the acknowledgement in CCN.

Congestion Window Management - One of the key aspects of TCP is the
use of congestion windows to control the flow of data between the sender and the
receiver. In TCP, this is maintained at the sender due to the sender orientation
of TCP. On the other hand, since CCN is receiver oriented and the Interest
sending is considered as the means by which the flow of data is controlled, the
congestion windows must be maintained at the receiver.

Congestion (Packet Loss) Detection - TCP uses the RTO and the receipt
of 3 duplicate ACKs as the basis for considering congestion in the network [6]. In
the case of CCN, the RTO can be built in the same way as in TCP by consid-
ering the RTT associated with the Interest -Data cycle. But, CCN does not have
the concept of 3 duplicate ACKs and further, unlike TCP, CCN has the additional
problem of determining whether any out-of-orderData receipts are due to conges-
tion (or packet loss) in the network or due to Data arriving from multiple sources.
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Therefore, the work presented here identifies an algorithm called Pre-Recovery
that addresses the issue associated with multi-source arrivals.

Recovery Algorithm - TCP uses the Fast Recovery and Fast Retransmit
algorithms to resend data which are considered to be lost. Since CCN does not
have the concept of duplicate ACKs, the work presented here identifies a CCN
based Fast Recovery algorithm and Selective Fast Retransmit algorithm
to handle the resending of Interest packets.

Resource Sharing Fairness - Due to the reasons explained in Section 2 on
Fairness Realisation, the work presented here identifies aHop-by-hop Fairness
Control algorithm to provide fairness in sharing bandwidth.

The following sections describe the TCP flavour adaptations and the new
algorithms identified for these adaptations to operate successfully.

3.1 Flow and Congestion Control Adaptation

The TCP flavours considered in the work presented here utilise the same al-
gorithm during the slow start phase after establishing a connection or when an
RTO occurs, i.e., it starts with cwnd = 1 and performs a cwnd = cwnd+1 for ev-
ery non-duplicate ACK received until slow start threshold (ssthresh) is reached.
In the case of CCN, the same operation is performed but considering the Data
receipt as the ACK of a successful delivery of data for the corresponding Interest
sent previously.

The differences of these flavours occur in the congestion avoidance phase of
operation. They are as follows,

NewReno [3] - The increase of cwnd is performed using cwnd = cwnd +
1/cwnd on each non-duplicate ACK arrival.

Compound [4] - Compound uses a congestion window that is computed based
on combining the loss based window (cwnd) similar to New Reno and the delay
based window (dwnd) that is updated at the end of every RTT. If no early
congestion is detected, dwnd is increased and if early congestion is detected, the
dwnd is decreased.

Cubic [5] - Cubic uses a congestion window based on real time unlike the
RTT used in NewReno and updates the current window based on W (t) = C · (t−
K)3 · +Wmax where t is the elapsed time since the last window reduction time,

K = 3

√
Wmaxβ

C · , Wmax is the window size before the last reduction and β = 0.2.

We adopt the same differences in our adaptations (including the variables)
considering Data receipt as the ACK, RTT computation from the Interest -Data
cycle and 3 out-of-order Data packets as the rigger for the recovery process
(described in Section 3.2). We term these adapted flavours as CCN-NewReno,
CCN-Compound and CCN-Cubic.

3.2 Pre-Recovery Algorithm

TCP/IP always assumes a point-to-point communication basis where data ar-
rives from one source. In CCN, on the other hand, requests for content may be
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served from multiple sources due to caches. Therefore, out-of-order Data receipts
may be due to a (a) loss or a delay of Interest or Data, or (b) due to arrivals
from multiple sources that could also be multi-path transmissions.

An algorithm is identified in this work (called the Pre-Recovery algorithm) to
detect whether out-of-order Data receipts are due to (a) or (b). A summery of
the operation of this algorithm is presented in the Table 1.

Table 1. Operation Summary of the Pre-Recovery Algorithm

Pre-Recovery Operation
Entry 3 out-of-order Data receipts

(3 is the FRT value used in TCP)
During Congestion Window updated based

on FC-CC flavour used
Exit A loss detection and Fast Recovery entry or,

total number of out-of-order Data < FRT , when FRT = 3 or,
the occurrence of RTO

The fundamental idea behind this algorithm is to prevent the unnecessary
changes that is made to the congestion window when a false packet loss is de-
tected (disregarding the multi-source arrival issue). Figure 1 shows how multi-
source arrivals or Data loss detections are made, respectively.

This algorithm utilises 3 variables in its process (Figure 1(a)). The FRT
(similar as in TCP), maintains the amount of out-of-order Data packets that are
considered for the algorithm to commence operation. Pre FRT initially starts
with the same FRT and is continuously checked to see if the contiguous receipts
of out-of-orderData packets exceed the FRT+Pre FRT . As soon as an in-order
Data packet arrives, the Pre FRT is set to the max(cnt, Pre FRT ). A receipt
of an in-order Data packet at this instance indicates a multi-source arrival and
hence this algorithm will prevent the FC-CC moving into Fast Recovery and
Selective Fast Retransmit. Thereby, Pre-Recovery prevents the ping-pong effect
that the congestion window may display due to multi-source arrivals.

If the number of contiguous out-of-order Data receipts continue to grow be-
yond FRT + Pre FRT , FC-CC is moved into Fast Recovery and Selective Fast
Retransmit (Figure 1(b)).

3.3 Selective Fast Retransmit Algorithm

Once the Pre-Recovery (Section 3.2) algorithm determines that a packet loss has
occurred (cnt = FRT +Pre FRT ), FC-CC moves into Fast Recovery. The Fast
Recovery algorithm operates in a similar manner to TCP but with adaptations
to operate in a CCN context.

On entry into Fast Recovery, the cwnd is reduced to ssthresh+n. In TCP, n
is the 3 duplicate ACKs received. But in CCN, since the Pre-Recovery process
would have received a number of out-of-order Data packets, n refers to these
out-of-order packets. During the Fast Recovery, a receipt of an out-of-order Data
packet results in the cwnd being increased in the same manner as TCP would
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Fig. 1. Detection of Multi-source Arrivals and Lost Data in Pre-Recovery

perform in the case of a receipt of a duplicate ACK. Further, cwnd is decreased
during this period when an in-order Data packet is received. This is done due to
the consideration that Interest packets sent before the Fast Recovery for Data
are not yet received. TCP has a similar behaviour (i.e., decrease of cwnd) when
a partial ACK (i.e., an ACK that does not acknowledge all previous data) is
received.

The recovery during Fast Recovery is performed by requesting for the missing
data. TCP uses the Fast Retransmit algorithm. For CCN, we identify the Se-
lective Fast Retransmit algorithm (also called ”hole filling” in CCN in [1]) that
requests for the missing Data packets. In TCP, even though there could be a
number of missing data packets, the ACKs will only be sent for the last received
in-order data until the next in-order data is received. CCN, on the other hand
is in a better position as CCN is able to specifically request for the missing
Data packets by resending the corresponding Interest packets. This process is
identified asSelective Fast Retransmit in our work.
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The exit from Fast Recovery occurs when the missing Data packets are re-
ceived for the Interest packets sent before the Fast Recovery commenced. If an
RTO occurs during this period, that too will result in the exit of Fast Recovery.
Once Fast Recovery is exited, the cwnd is set to the ssthresh.

3.4 Hop-by-Hop Fairness Control Algorithm

Every router in CCN forwards the Interest packets received, in the direction of
the content (when cannot be served from own cache). Therefore, at any given
time, there are many different content flows (Interest and Data) traversing a
CCN router. Since the router has limited resources, an aggressive content flow
may make it impossible for other flows to receive a fair share of the resources of
the router. This becomes acute in situations where CCN applications use FC-CC
to retrieve content as the congestion window may increase rapidly.

Therefore, to overcome the unfair utilisation of resources by aggressive content
flows, we use a resource allocation algorithm in CCN routers based on max-min
fairness [11]. The aim of fair sharing with max-min fairness in our work is to
assign a fair share of the use of a face for outgoing Interest and Data packets.

The max-min fairness assigns a fair share of the available bandwidth of a face
(i.e., the resource) equally to all the content flows that use that face. The process
of assigning the maximum bandwidth is done in an iterative basis. The first
iteration equally divides the available bandwidth to all the active flows and the
subsequent iterations reassigns the surplus allocations to the deficit allocations.
The allocations and the operation is performed in the following manner.

∗ Assuming that a content flow has an incoming data rate of X and the fair
share is F then the outgoing rate X ′ should be,

• X ′ = X if X < F ;
• X ′ = F if X ≥ F

∗ The data rate X is computed by X = chunksize/Δt where chunksize is the
size of the payload in the Data packet and Δt is the time interval between
2 sequentially arriving packets (Interest or Data)

∗ Fairness is applied to both Interest and Data flows associated with each
content flow

∗ Since, only the Data packets carry a payload, information of the payload
size (i.e., chunksize) is used to also determine the fair sharing for the cor-
responding Interest flows

∗ Flows that have Interest or Data arrivals above the assigned fair share (ag-
gressive flows) are delayed based on the allocated bandwidth

∗ A flow is identified using the content name, sequence number and a nonce
that is generated and assigned to the Interests a flow by the originator of
those Interests

∗ The fairness assignment is considered for,

• Interest packets that are forwarded after consulting the Forwarding In-
formation Base (FIB)
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• Data packets that are forwarded after consuming the corresponding
Pending Interest Table (PIT) entry

• Data packets that are originated from the router itself due to the avail-
ability in the Content Store (CS)

4 Performance Results and Analysis

The validation of the adapted TCP flavours and the new algorithms is done us-
ing a packet level CCN simulator built in OPNET. The node model consists of
3 protocol layers (Figure 2(a)). The Application Layer implements the 3 FC-CC
enabled applications (CCN-NewReno, CCN-Compound and CCN-Cubic) that
perform Interest generation and Data consumption functionality. These appli-
cations also implement the Pre-Recovery and the Selective Fast Retransmit algo-
rithms. The CCN Layer implements the forwarding mechanisms and the related
management functionalities of CCN including the Hop-by-hop Fairness Control
algorithm. In this simulator, CCN is made to operate over TCP/IP. Therefore,
the lowest layer, which we term as the Underlay Layer consist of the 4 sub-layers;
Adaptation Layer, Transport Layer, Network Layer and the the underlying Link
Layer. The simulator uses UDP and Ethernet, and the Adaptation Layer handles
the conversions between UDP and CCN.

APP layer 

-------------- 
Underlay 
layer

-------------- 
CCN layer 

(a)

Client 
1

Client 
2

Client 
3

Router 
1

Router 
2

Server 
1

Server 
2

1 Gbps
5 ms

10 Mbps
25 ms

1 Gbps
5 ms

(b)

Fig. 2. CCN Node Architecture and Considered Network Topology in the Simulator

There are a number of other capabilities that are built into the simulator.
Some of the relevant capabilities are explained below.

CS Policies - There are different Cache Replacement policies that can be
used by a CS. Among them, Least Recently Used (LRU) is most commonly used
in the context of CCN [12,13] and therefore, we have implemented the LRU
Cache Replacement policy.

PIT Expiration Policy - The PIT registers the Interests with a timeout
[1]. Since the Interest expiration in applications (with FC-CC) may clash with
the PIT expirations (e.g., Interest packets re-sent by application may not be for-
warded by CCN Layer due to unexpired PIT entry), we use a 2-level (soft-hard)
timeout mechanism for PIT. An Interest packet received before soft timeout
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results in that Interest being only registered in PIT while any Interest after,
results in it being forwarded as well. A hard timeout is considered as in [1].

Forwarding Strategies - [1] proposes 2 forwarding strategies. The standard
strategy broadcasts received Interest packets to all the faces while the best-face
strategy selects a face based on previous experiences and uses this face to send
Interest packets out.

The evaluation considers a number of FC-CC enabled application versions that
are configured with differing combinations (Table 2) of the algorithms discussed
in Section 3 (settings). Therefore, in the following sections, when a reference is
made to a performance graph such as CCN-NewReno-Smart, it indicates that
the graph shows the performance of the CCN-NewReno implementation together
with the Fast Recovery, Selective Fast Retransmit and Pre-Recovery enabled.

Table 2. Algorithms and Features enabled in Different Settings

Version Simple1 Simple2 Simple3 Smart
Slow Start

√ √ √ √
Congestion Avoidance

√ √ √ √
Fast Recovery

√ √ √
Selective Fast Retransmit

√ √
Pre-Recovery

√

To evaluate these different FC-CC versions, a network topology is identified
that consist of multiple CCN clients, CCN servers and CCN routers (Fig. 2(b)).
In each of the following performance evaluations, a scenario is identified using
parts of this topology to evaluate a particular version (Table 2) with a particular
flavour (e.g., CCN-NewReno-Simple1 ).

4.1 Fast Recovery Algorithm

The “Client 1” in Fig. 2(b) requests a Content with a size of 20 MB, which resides
on the “Server 1”. The “Router 2” drops only one packet at random intervals at
different rates. Therefore, there is no continuous packet drops in this setup and
the effect of Selective Fast Retransmit is not highlighted. And also, out-of-order
packets do not occur due to CCN Data packets coming from multiple sources
since both routers are configured not to cache. CCN Data come only from the
“Server 1” and thus the effect of Pre-Recovery is also not highlighted. These
settings are used only to evaluate the effect of Fast Recovery. The 3 variants of
CCN-NewReno, CCN-Cubic and CCN-Compound without Fast Recovery, i.e.,
“Simple1” and with Fast Recovery, i.e., “Smart” is analysed in this section.

Fig. 3 shows cwnd variations of CCN-NewReno, CCN-Cubic and CCN-
Compound, respectively. Without Fast Recovery (i.e., “Simple1”), the receiver
(“Client 1”) enters Slow Start when detecting a packet loss through a retrans-
mission timeout. When using Fast Recovery (i.e., “Smart”), a receiver reacts to a
packet loss first with Pre-Recovery and then enters Fast Recovery. As explained
in Section 3.3, it continues to increase cwnd until the Pre-Recovery threshold
(Pre FRT + FRT ) is reached and then enters Fast Recovery, in which cwnd
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Fig. 3. cwnd variations : CCN-NewReno, CCN-Cubic and CCN-Compound with “Sim-
ple1” and “Smart” Settings

increases exponentially for receipts of each out-of-order Data packet (refers to
the spikes between two consecutive Congestion Avoidance phases in Fig. 3 with
“Smart” version) until it receives an in-order Data packet.

The difference between the three adapted variations are how cwnd updates
during the Congestion Avoidance phase. The CCN-NewReno cwnd increases
linearly during the Congestion Avoidance (Fig. 3(a)). CCN-Cubic increases in
a linear manner immediately after entering the Congestion Avoidance, because
CCN-Cubic emulates regular TCP cwnd when it is in the TCP-friendly region
[5] (Fig. 3(b)). Fast Recovery reduces the download time (Fig. 4) for both CCN-
NewReno and CCN-Cubic. CCN-Cubic shows a higher gain with Fast Recovery
with the increase of the packet loss rates, compared to CCN-NewReno.

In contrast to the performance of CCN-NewReno and CCN-Cubic, CCN-
Compound shows better performance without Fast Recovery (Fig. 3(c). This
is due to the consideration of the delay-based window (dwnd) in addition to
the win as determined by CCN-NewReno. The dwnd of CCN-Compound with
“Simple1” grows more aggressively than CCN-Compound with “Smart”. dwnd
is only effective during the Congestion Avoidance. When a packet loss is de-
tected, dwnd is set to 0 and CCN-Compound goes to Slow Start in “Simple1”.
In contrast, “Smart” version enters Fast Recovery which increases the sending
of packets resulting in a higher RTT and the decrease of dwnd. Therefore, the
overall win in CCN-Compound grows slower with the “Smart” version and this
effect is more with the increase of the packet loss rate.

Fig. 4, which shows a comparison of download times of “Simple1” (without
Fast Recovery) and “Smart” (with Fast Recovery) versions when using CCN-
NewReno, CCN-Compound and CCN-Cubic under loss rates of 0.1%, 0.2% and
0.5%, confirms the better performance of CCN-Compound.
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Fig. 4. Download time of CCN-NewReno, CCN-Compound and CCN-Cubic w.r.t. dif-
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4.2 Selective Fast Retransmit Algorithm

The evaluation of Selective Fast Retransmit is done using similar versions as in
4.1, but letting “Router 2” in Fig. 2(b) drop multiple Data packets continuously
at a specified time in order to highlight the effect of Selective Fast Retransmit.
Here, the comparison is done with “Simple2” and “Smart” versions. In “Sim-
ple2”, TCP-like Fast Retransmit is enabled, while “Smart” is enabled with Fast
Recovery, Selective Fast Retransmit and Pre-Recovery. Note that, Pre-Recovery
is not triggered in this scenario since there are no out-of-order Data packets due
to the use of a single server in this scenario.

We have compared the recovery time in Fig. 5, which shows the average time
that a CCN application stays in Fast Recovery when packet losses occur. In case
of one packet loss, both “Simple2” and “Smart” shows exactly the same time
in Fast Recovery for all 3 variants (CCN-NewReno, CCN-Compound and CCN-
Cubic). But, recovery time increases drastically with the increase of multiple
packet drops for “Simple2”, while “Smart” stays almost the same as the single
packet drop case.
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Fig. 5. Recovery time of CCN-NewReno, CCN-Compound and CCN-Cubic w.r.t. num-
ber of continuous packet losses

Fig. 6 compares how cwnd varies when dropping packets, 1 packet at 305 s,
2 packets at 310 s, 3 packets at 315 s and 4 packets at 320 s. Fig. 6(a) shows
that cwnd of Fast Recovery increases rapidly when the number of packets lost
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increases continuously, when the Selective Fast Retransmit is not used (“Sim-
ple2”). In contrast, when Selective Fast Retransmit is used (“Smart”), Fig. 6(b)
shows that the variations of cwnd is not dependant on the number of packet
losses. As explained in Section 3.3, this is due to Selective Fast Retransmit of
CCN continuously sending Interest packets of the missing Data packets. This
is not the case with TCP-like Fast Retransmit that waits for in-order data to
arrive for the next ACK to be sent.
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Fig. 6. cwnd variations without (“Simple2”) and with (“Smart”) Selective Fast Re-
transmit

4.3 Pre-Recovery Algorithm

The setup shown in Fig. 2(b) is used to evaluate the performance of Pre-Recovery
by distributing Data packets among multiple sources. At the beginning, “Client
1” starts downloading contents while “Router 1” is set to cache segments using
LRU caching strategy. “Client 2” is made to start downloading the same content
a little later and when “Client 2” starts downloading, “Router 1” has full or part
of Data packets depending on pre-configured cache sizes. All the results shown
here are taken at “Client 2”, which gets out-of-order packets due to Data packets
coming from the “Server 1” as well as from the “Router 1”. The results are taken
for 3 cases, viz., where all Data packets are cached at “Router 1” (full caching),
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where all Data packets are at “Server 1” (no caching) and where the latter part
of Data packets are cached at “Router 1” (partial caching).

The comparison is done with “Simple3” version, in which Pre-Recovery is
disabled and “Smart” with Pre-Recovery enabled. In this scenario, the effects of
packet drops are not emulated.

With TCP-like Fast Recovery, even without packet drops, “Simple3” detects
a false packet loss through out-of-order Data receipts (Fig. 7(a)) and enters
Fast Recovery immediately, when using partial caching. Fig. 7(b) shows that
the Fast Recovery is not triggered immediately when Pre-Recovery is enabled.
When Data packets arrive from a closer source (i.e., “Router 1”), Pre-Recovery
makes sure that Fast Recovery is not triggered until it reaches the Pre-Recovery
threshold (Section 3.2). Therefore, cwnd follows the same upward climb as in
full caching at “Router 1” when Data packets are received from a closer source.
At the beginning, cwnd variation of partial caching follows a similar trend as in
no caching (due to the initial Data packets coming from the “Server 1”) until it
detects the receipt of out-of-order Data packets.
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Fig. 7. cwnd of CCN-cubic without (“Simple3”) and with (“Smart”) Pre-Recovery

4.4 Hop-by-Hop Flow Fairness Algorithm

The performance of Hop-by-hop Flow Fairness is evaluated using a scenario
based on the topology in Fig. 2(b). In this scenario, both “Client 1” and “Client
2” download the same content from “Server 1”, but with “Client 1” starting ini-
tially and “Client 2” a little later. LRU based caching is enabled in the “Router
1” and therefore, the download done by “Client 2” initially obtains the content
from the cache at “Router 1”. The results are compared with and without us-
ing the Hop-by-hop Flow Fairness algorithm, when using CCN-NewReno with
different levels of Background Traffic Loads (BTL) in the network. The BTL is
created as a percentage of the link capacity.

Table 3 shows the performance comparison of without Hop-by-hop Flow Fair-
ness (Case 1) and with Hop-by-hop Flow Fairness (Case 2), for the different

Table 3. Hop-by-hop Fairness Performance Comparison

Client 1 Client 2
No BTL 80% BTL No BTL 80% BTL

Case 1 Case 2 Case 1 Case 2 Case 1 Case 2 Case 1 Case 2
Download time, sec 24.19 24.19 230.13 180.5 23.43 23.43 208.44 209.44
Throughput, Kbps 826.8 826.8 86.9 110.8 853.4 853.4 95.9 95.5
Packet losses 0 0 26 0 0 0 0 0
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clients under no BTL and with an 80% of BTL. Due to the cached content in
“Router 1”, the FC-CC application in “Client 2” becomes aggressive as the con-
tent can be retrieved faster, initially. During this initial period, since the RTT is
smaller, the cwnd grows rapidly, thereby becoming aggressive. But, after a while,
when the cache is exhausted, “Client 2” also starts fetching the content from the
“Server 1”. In this way, “Client 1” is disadvantaged. But when Hop-by-hop Flow
Fairness operates at the “Router 1”, the aggressive flow is slowed down by lim-
iting the bandwidth it is able to use. Thereby, both content flows are given a
fair share of the bandwidth. This is evident from the better performance (lower
download time, better throughput and no packet losses) experienced by “Client
1” for 80% BTL. One other observation made was that the benefits of Hop-by-
hop Flow Fairness becomes more evident when the amount of BTL increases
which is the usually expected when networks are congested (higher BTL).

5 Conclusion

The work presented here discussed about the adoption of FC-CC in CCN based
networks. Our contribution focussed on adapting the most widely used TCP
flavours of CCN-NewReno, CCN-Cubic and CCN-Compound. We have discussed
a number of aspects that need to be considered when adapting TCP due to the
architectural differences in CCN compared to TCP/IP, the adaptation of these 3
flavours and the additional algorithms (Pre-Recovery, Selective Fast Retransmit
and Hop-by-hop Flow Fairness) identified to address some of the issues relevant
to CCN. The Pre-Recovery algorithm was identified to avoid the false detection
of packet losses in CCN when content arrives from multiple sources. The Selec-
tive Fast Retransmit algorithm was identified to perform selective resending of
Interest packets during the loss recovery period. The Hop-by-hop Flow Fairness
algorithm that considers both Interest and Data flows was identified to provide
fair sharing of bandwidth for competing content flows. The flavour adaptations
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and the identified algorithms were implemented in an OPNET based simulator
and the performance was evaluated. Fig. 8 shows the operation of the different
algorithms discussed in our work.

The analysis of the results obtained show that Fast Recovery makes CCN-
NewReno and CCN-Cubic more efficient in downloading content under stable
loss rates. However, CCN-Compound has a larger throughput when losses are
only detected from a retransmission timeout. The Selective Fast Retransmit al-
gorithm in CCN has a better recovery efficiency than TCP-like Fast Retransmit.
The Pre-Recovery shows the advantages of detecting whether out-of-order Data
packets are as a result of multiple sources or packet losses. Hop-by-hop Flow
Fairness enhances the performance of less aggressive flows in terms of goodput
and download efficiency by providing a fair share of the use of faces.

We intend to further improve the performance of our work by evaluating these
scenarios in large scale network topologies.
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Abstract. Content Centric Networking (CCN) is a new networking
paradigm that names pieces of content rather than network nodes. It
promises more efficient transmissions due to in-network caching and eas-
ier realization of mobile and multihomed devices. However, in order to
leverage multipath transmission for multihomed devices, routing and for-
warding mechanisms are needed that support this functionality. In this
paper, we present a probabilistic ant-routing mechanism that enables
multipath transmissions for CCN nodes. Using an OMNeT++ based sim-
ulation model, we show that our routing mechanism can support trans-
missions of data streams over multiple links to achieve higher throughput
than any single link could provide.

Keywords: Content Centric Networking, CCN, Named Data Network-
ing, NDN, Information Centric Networking, ICN, Routing, Forwarding,
Multipath, Ant Colony Optimization.

1 Introduction

The architecture and core protocols of today’s Internet, TCP/IP, were developed
more than 30 years ago and have proven to be remarkably versatile. The Internet
supports applications that were never foreseen and the number of users has
exceeded all expectations, for which the exhaustion of IPv4 addresses is a very
apparent sign.

However, besides the scarcity of IPv4 addresses, several other fundamental
design decisions are no longer in line with today’s requirements and prevalent
usage of the Internet. Nowadays, users are mostly interested in content or infor-
mation regardless of which specific server (i.e., which IP address) it is hosted on,
yet the network still requires IP addresses to operate. The host-centric architec-
ture with “fixed” IP addresses for hosts is becoming increasingly incongruous
for mobile devices that feature more than one network interface (e.g., WiFi and
UMTS) and hence have changing network addresses. Seamless mobility, while
theoretically solved [1], has never reached a widespread adoption. For instance,
switching from WiFi to the mobile phone network on a smartphone still breaks

D. Pesch et al. (Eds.): MONAMI 2013, LNICST 125, pp. 45–56, 2013.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013
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existing TCP connections of running applications. Security was also not part
of the original design, therefore numerous additional protocols were developed
as an afterthought. Likewise, many services have to make a significant effort
to overcome deficiencies in the original TCP/IP architecture. For example, the
problems induced by Network Address Translation (NAT) require Skype and
other applications to implement NAT traversal mechanisms like STUN [3,4] and
due to the lack of in-network caching, services such as YouTube have to rely on
Content Distribution Networks [2] to efficiently deliver its services.

Content Centric Networking, or CCN [5], is a new approach that sets out to
close this widening gap between architecture and usage of the Internet by naming
information chunks rather than addressing nodes.1 Instead of sending packets to
a destination specified by an IP address, CCN nodes send out requests (called
Interests) for pieces of content (called Data) specified by a unique, hierarchically
structured name. Any node that has matching Data to a traversing Interest can
answer immediately because the name unambiguously identifies the Data. If an
Interest cannot be answered locally at a node, it will be forwarded to one or
more neighboring nodes. The unique name of Data packets enables in-network
caching as the content can be stored by any node or router in the network. To
prevent unauthorized alteration of content, each Data packet contains a digital
signature. Optionally, Data packets can also be encrypted, hence security is a
central part of the architecture though this is beyond the scope of this paper
(see [6] for further information).

The absence of a fixed destination node address in CCN also facilitates multi-
path transmissions for multihomed devices with more than one network interface.
Unlike IP packets, CCN Interests can be forwarded via several interfaces simul-
taneously to increase resilience to packet loss. For increased throughput, link
bandwidths can be aggregated by forwarding Interests in an interleaving order.
However, little research has been done so far on how such multipath forwarding
mechanisms for CCN should be designed.

In this work we describe a probabilistic routing and forwarding mechanism for
CCN to find multiple paths to sources of content. The mechanism is based on the
idea how ant colonies in nature find paths to food sources. Using an OMNeT++
based simulation model of CCN, we demonstrate how such a probabilistic ant-
routing mechanism makes it possible to use the paths to transmit constant bit
rate data streams over multiple links to increase throughput.

The remainder of this paper is structured as follows: Section 2 discusses related
work on probabilistic ant-routing. The basic forwarding mechanism of CCN and
existing routing options are explained in Section 3. In Section 4 we present
our probabilistic routing and forwarding mechanism for CCN. To test multipath
transmission using probabilistic routing and forwarding, two different simulation
scenarios are evaluated in Section 5. Finally, Section 6 gives some hints on future
work and concludes the paper.

1 Content Centric Networking is also known as Named Data Networking or NDN, see
http://www.named-data.net

http://www.named-data.net
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2 Related Work

The idea of applying the optimizing behavior of ant colonies (Ant Colony Op-
timization) to telecommunication networks has been studied in several previous
works [9,11,12]. It has also been shown that due to their ability to adapt to
changing environments, ant-like mechanisms are also suitable for dynamic net-
works such as MANETs (mobile ad-hoc networks) [13].

A common property in the publications above is the differentiation between
“ants” or agent packets that explore the network and find paths, and data packets
that transfer user data. As CCN operates by coupled pairs of Interest and Data
packets, the existing mechanisms are not directly applicable. However, we can
interpret Interests similar to “ants” which simplifies the design, as discussed
later.

Ant-based routing and forwarding has also been proposed for CCN. In Ser-
vices over Content Centric Routing (SoCCeR) the concepts of content centric
networking and service centric networking are combined [14]. SoCCeR uses an
ant-like approach as an additional routing mechanism for the communication
of services, but not as a general routing mechanism for Interests to sources of
static content. As all services are assumed to be known, special Interest ants are
sent out at regular intervals towards randomly selected services in order to find
and update paths. In our approach, we assume unknown destinations, thus use
a broadcasting mechanism instead.

A second proposal for ant-routing in CCN is Greedy Ant Colony Forwarding
(GACF [15]). GACF uses “Hello ants” created by routers to measure paths to
all sources, thus, like SoCCeR, assumes known destinations. Client nodes (con-
sumers) send out “Normal ants” for requesting user data packets. In contrast,
our scheme only uses normal CCN Interest and Data packets, which in our view
is sufficient and also more closely complies with the architecture of CCN.

Both SoCCeR and GACF showed that Ant Colony Optimization mechanisms
are suitable for CCN and can achieve low delays. However, none of the related
work on ant-routing investigates the aggregation of links. In this paper, we ana-
lyze the multipath behavior and aggregation of multiple links for higher through-
put, which to our knowledge was not addressed before.

3 Forwarding and Routing in CCN

Similar to IP packet forwarding, the CCN forwarding process of Interests relies on
a structure called Forwarding Information Base (FIB). The FIB contains name
prefixes of content collections and one or more associated interfaces through
which the content can be reached (Fig. 1). An interface can be either a physical
link such as a network interface or a local application, hence the term “faces” to
distinguish this generalized concept.

The names of incoming Interests that cannot be answered from the cache2

are matched against the prefixes in the FIB using longest prefix matching and

2 In Content Centric Networking, the cache is called Content Store.
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then forwarded to potential sources of content. Additionally, the node also keeps
the information from which interface the Interest arrived in a data structure
called Pending Interest Table (PIT). If another Interest arrives for the same
Data (i.e., same name), the node adds the arrival interface to the existing PIT
entry but does not forward the Interest again. When the Data packet comes back
in response to the Interest, the node caches the Data and sends it to all faces for
the corresponding PIT entry, which is subsequently deleted. The aggregation of
Interests thus saves Data packets from being transmitted more than once over
the same link.

Prefix entries in the FIB can be configured manually, which is the method
currently used for the prototype implementation of CCN that is developed in
the project CCNx3. While manual configuration is sufficient for small testbeds
with only a few nodes, larger networks will have to use other mechanisms that
are also capable of dynamically reacting to changes in the network. It is possible
to use existing routing protocols such as Open Shortest Path First (OSPF) and
adapt them for CCN, which is the goal of OSPFN [7]. However, in order to

Fig. 1. Example of the Forwarding Information Base (FIB)

leverage cached data that is nearby a node but not on the direct path to the
original server, routing protocols such as OSPFN cannot adapt quickly enough
to capture the locations of highly dynamic cached data which changes at line
speed. Previous research suggested that probabilistic routing and forwarding
without algorithmically calculated shortest paths might therefore be beneficial
for CCN [8].

4 A Probabilistic Ant-Routing Mechanism for CCN

Our probabilistic routing and forwarding scheme is based on the idea of Ant
Colony Optimization [9] which is inspired by the way biological ant colonies find
paths to sources of food. In nature, each single ant leaves a pheromone trail on
the ground. Other ants usually follow trails with strong pheromone traces, thus
further increasing the trail. With a some small probability, ants diverge from the
trail looking for other paths to the known source or to discover new sources of
food. As short paths to sources will generally be used more often (as an ant can
cover a short path more often than a long path), there is an implicit optimization
towards shorter paths [10]. Over time, pheromones evaporate and thus unused
paths slowly fade.

3 http://www.ccnx.org

http://www.ccnx.org
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Applying the idea of Ant Colony Optimization to CCN, we can interpret
Interests as ants looking for food, and the corresponding Data packets as the
ants carrying food back. The pheromone traces that real ants leave on the ground
can be compared to the PIT entries and changes to the FIB that influence how
Interests are forwarded. For this reason, we extended the FIB with additional
information indicating the quality of a face for each prefix (i.e., the path to a
source of content), as shown in Fig. 2. The algorithm of our probabilistic routing

Fig. 2. Example of an extended Forwarding Information Base (FIB) augmented with
information on the quality q of each face for a prefix

and forwarding mechanism consisting of three phases can then be described as
follows:

1. In the beginning FIBs are empty, i.e., do not contain any entries. When an
Interest arrives and there is not entry for the prefix, the node broadcasts the
Interest to all faces except the one that it arrived on.

2. When a Data packet arrives and there is no entry in the FIB for the Data’s
prefix, a new entry is created and the quality indicator is set to 1 since there
is only one face for the prefix. If there is already an entry for the prefix, the
quality indicator qi for the arrival face i is updated to

qi ← qi + r(1 − qi) (1)

where the factor r, 0 < r ≤ 1, influences the reinforcement of the quality
value depending on the observed RTT (see below). For all other entries of
faces j �= i , the quality indicator is updated by

qj ← qj − rqj (2)

The quality indicator of the arrival face i is therefore increased while the
quality indicators of all other faces are decreased. The factor r is calculated
based on the round trip time dRTT of the Data that has arrived according
to

r = r(dRTT, α) = e−αdRTT (3)

For very small RTTs r approaches 1, indicating a very good connection
and thus resulting in a larger reinforcement in Equation (1) and decrease in
Equation (2). The additional parameter α in Equation (3) is used to adjust
the influence of an arrived Data packet, i.e., how strongly new RTT values
are taken into account to change the quality indicators of the links. A small
value of α results in a faster reinforcement of good paths and evaporation of
unused paths.
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3. When Interests arrive at the node with a matching prefix in the FIB, the
quality indicator determines the probability with which each face is used for
forwarding. For example, in Fig. 2, for the first entry, face 2 is used with a
probability of 0.7 while face 3 is used with a probability of 0.3. However, with
a small probability pb, the Interest is broadcast to all faces as if there was
no entry. This way the node can discover new sources of Data and adapt
to changes in the network. The normal probabilistic forwarding described
above is therefore only applied with the probability 1− pb.

The goal of the developed probabilistic ant-routing mechanism is to achieve
high throughput using multipath transmission and at the same time minimize the
RTTs of Interest/Data pairs. To test the mechanism, we simulated two different
scenarios for different values of α, described in the following section.

5 Simulation Scenarios and Results

We implemented a model of CCN and our probabilistic ant-routing algorithm
using the event-based OMNeT++ simulation framework4. In order to analyze
the mechanism in changing network conditions, we simulated a simple dual path
scenario where one path is deactivated during the simulation run and reactivated
later. The behavior in a more complex network is simulated using a realistic
backbone (NSFNET scenario) under static conditions.

5.1 Dual Path Scenario

The first scenarios is a network with one client that can receive a constant bit
rate (CBR) stream from two different servers as shown in Fig. 3 (dual path
scenario). To receive the streams, the client sends out an Interest every 20ms.

Fig. 3. Dual path scenario with two servers A and B offering the same streams. Link A
and B are the bottleneck links with a transmission rate of 250 kbit/s and a delay of
100ms.

The splitting router RS forwards the Interests either via link A, link B or both
links at the same time in case of a broadcast (the broadcast probability is set to
pb = 0.1). Link A and B are configured as bottleneck links with 250 kbit/s.

4 http://www.omnetpp.org

http://www.omnetpp.org
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Both servers contain the same content and can answer to the Interests with
Data packets. In one simulation configuration, the size of the Data packets is
500B, resulting in a CBR stream of 200kbit/s, which is less than the bottleneck
transmission rate of one link. In the second configuration, Data packets of 1000B
result in a CBR stream of 400kbit/s. This stream can only be successfully trans-
mitted when both bottleneck links are aggregated and used simultaneously. In
order to examine how the ant-routing algorithm adapts to changes in the net-
work, link A is deactivated at t = 50 s, i.e., drops all packets. At t = 150 s, the
link comes up again.

Fig. 4. Received throughput of CBR streams at the client in dual path scenario for
α=10, 30 and 50 (single runs). Link A is deactivated between t = 50 s and t = 150 s.

Fig. 4 shows the achievable throughput for the dual path scenario for three
different values of α. As expected, the lower CBR stream with 200 kbit/s can
be transmitted, since the Data rate is lower than the bottleneck link speed.
The higher CBR stream also achieves its nominal transmission rate, though the
throughput fluctuates due to the queueing that occurs at the bottleneck links.
The influence of α becomes visible at t = 50 s. For larger values of α, the low CBR
stream needs much longer to shift to the one remaining link while for smaller α
it adapts faster to the change. However, for small values of α, the routing does
not stabilize well, as can be seen from the larger fluctuation for the higher CBR
stream after the link comes up again at t = 150 s.

During the period that link A is deactivated, the high CBR stream can only
transmit with the transmission rate of the bottleneck link of 250kbit/s. Many
Data packets are therefore queued and eventually dropped at router RB as the
stream of Interests to the server still remains unchanged. After link A is reacti-
vated, the 400kbit/s stream can again achieve its full transmission rate as the
ant-routing algorithm adapts to again using both links simultaneously.
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5.2 NSFNET Scenario

The second scenario we simulated is based on the backbone of the National Sci-
ence Foundation Network (NSFNET) as shown in Fig. 5. The NSFNET back-
bone consists of 14 routing nodes to which we connected a client and a server.
All routing nodes are connected by links with a maximum transmission rate
of 1.5Mbit/s. The propagation delays are indicated by the values next to each
link in Fig. 5. Since we are interested in the multipath transmission, the client
and server links are faster (10Gbit/s and a delay of 1µs) to prevent that they
are the bottlenecks. All simulations were repeated 10 times and the broadcast
probability pb was set to 0.1.

Fig. 5. NSFNET scenario with transmission rate of 1.5Mbit/s for each link. The num-
bers indicate propagation delays in milliseconds [9].

Similar to the first scenario, the client sends out a constant stream of Interests.
The inter-arrival times of the Interests are 12, 6, 4 or 3ms. The server has
matching Data to the Interests and answers with Data packets of 1.5 kB, resulting
in CBR streams of 1, 2, 3 or 4Mbit/s, respectively. Since any single link only
has a data rate of 1.5Mbit/s, the client can only fully receive the higher CBR
streams when more than one link is used. The maximum aggregated link speed
of the router to which the client is connected is 4.5Mbit/s, thus all configured
data streams can be transmitted in the ideal case.

Fig. 6 shows the measured throughput at the client for the four different
CBR streams and values for α between 0.2 and 100. While the CBR stream
with 4Mbit/s never reaches its full throughput, the three other streams can be
transmitted for values of α between 10 and 70.

The surprisingly low throughput of the 1Mbit/s stream for small values of
α can be explained by Fig. 7, which shows the loss rate (ratio of sent Interests
to received Data packets) for the different streams. As can be seen in Fig. 7,
the loss rate reaches over 10% for α ≤ 1, thus resulting in the low throughput.
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Fig. 6. Measured throughput of CBR streams at the client in NSFNET scenario for
different values of α. Error bars indicate 95% confidence intervals.
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Fig. 7. Average loss rates at client in NSFNET scenario for different values of α. Error
bars indicate 95% confidence intervals.

For 30 ≤ α ≤ 70, the loss rates of the three lower CBR streams are very small.
The highest CBR stream always experiences loss rates of more than 5%, ex-
plaining the low throughput that is achieved.

Similar to the loss rates, the received delays also decrease for higher values of
α (Fig. 8). As mentioned before, the value of α influences the impact the update
of the quality indicator of an arrived Data packet. Small values of α therefore
result in a highly fluctuating behavior. For α ≈ 50, we can observe the lowest
delays and loss rates.

Fig. 9 shows the Cumulative Distribution Functions of the delay for α =
50. As we can see, many packets of the 4Mbit/s stream suffer from high de-
lays. For the stream of 3Mbit/s, over 75% of all packets arrive within 100ms



54 J. Eymann and A. Timm-Giel

0.0

0.5

1.0

0.2 0.4 0.6 0.8 1 5 10 30 50 70 100
α

D
el

ay
 (

s)
CBR stream
(Mbit/s)

1

2

3

4

Fig. 8. Average delay of received data packets from server to client in NSFNET scenario
for different values of α. Error bars indicate 95% confidence intervals.

(the minimum delay for the shortest path is slightly above 60ms). For the
2Mbit/s stream, which still requires more than one link to achieve its full data
rate, nearly all Data packets have a delay of less than 100ms. The probabilistic
routing is therefore able to maintain a low delay for most Data packets for the
three lower CBR streams.
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Fig. 9. Cumulative Distribution Functions of delay in NSFNET scenario for α = 50
(single run)

6 Conclusion and Future Work

In this paper we presented a probabilistic routing and forwarding mechanism
based on the idea of Ant Colony Optimization. Using an OMNeT++ based
simulator, we demonstrated that such a mechanism can enable multipath trans-
mission for CCN by using several paths simultaneously to aggregate link band-
widths. This way we can achieve higher transmission rates than any single link
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could support. Furthermore, the simulations showed that our ant-routing mecha-
nism is capable to adapt to link failures. The time needed for adaptation depends
on the parameter α.

Currently, the value for α has to be identified and adjusted manually to achieve
good performance for the data transmission. In our future work we plan to
investigate how the optimal value for α depends on the network topology and
load. Subsequently, we will extend our ant-routing algorithm to dynamically
adjust the value of α in order to minimize packet loss and delays and at the
same time aim for the highest possible throughput.
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Abstract. Today, the number of versatile real-time mobile applications
is vast, each requiring different data rate, Quality of Service (QoS) and
connection availability requirements. There have been strong demands
for pervasive communication with advances in wireless technologies.
Real-time applications experience significant performance bottlenecks in
heterogeneous networks. A critical time for a real-time application is
when a vertical handover is done between different radio access tech-
nologies. It requires a lot of signalling causing unwanted interruptions to
real-time applications. This work presents a utilization of learning algo-
rithms to give time for applications to prepare itself for vertical handovers
in the heterogeneous network environment. A testbed has been imple-
mented, which collects PHY (Physical layer), application level QoS and
users context information from a terminal and combines these Key Per-
formance Indicators (KPI) with network planning information in order
to anticipate vertical handovers by taking into account the preparation
time required by a specific real-time application.

Keywords: Vertical Handover, Heterogeneous Network, Key Perfor-
mance Indicator, Machine Learning, Quality of Experience.

1 Introduction

Next generation communication systems provide a wide range of services and aim
to provide sufficient QoE (Quality of Experience) to users anywhere and any-
time. This involves using heterogeneous networks to provide services effectively
and efficiently. It is very challenging for mobile operators to balance the load
in networks of multiple radio access technologies, for example LTE, UMTS and
GSM. On the other hand, with the advent of smart mobile terminals supporting
multiple network technologies, mobile applications also have options to select
the most appropriate network to support their own requirements. This leads to
the requirement of transition from one access network to another seamlessly pro-
viding better quality options for users. These challenges are dealt with emerging
IEEE 802.21 specification, which supports handovers between IEEE 802 and
non-IEEE 802 (3GPP) access technologies to enable seamless mobility in next
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generation heterogeneous wireless network [1]. To facilitate better management
of multi-access networks for operators and to assist users in making suitable net-
work selection, automation through cognitive management mechanisms is seen
as a potential solution for optimal utilization of multiple access networks. Our
motivation was to implement a platform to evaluate different learning based al-
gorithms to be utilized in the vertical handover decision-making. The objective
was to fuse real-time monitored KPIs and predicted location and speed depen-
dent KPIs in order to enable foresight decision-making, and thus give mobile
applications enough time to prepare themselves for vertical handovers.

Network performance can be estimated based on three orthogonal dimensions:
coverage, capacity and QoS [2]. Better user experience requires better QoS and
large capacity while network operators are more focused on coverage and ca-
pacity. The current trend seems to be moving towards a QoE centric approach,
as device intelligence is increasing. However, the operators viewpoint cannot be
overlooked as they are providing the network services. Our motivation is to find
configurations that satisfy both viewpoints and hence maximize mutual benefits.
However, it requires real-time information from both terminal and network sides
to find correct configurations. Cross-layer communications and network moni-
toring play a key role in providing real-time context information.

To investigate the topic, we used the testbed called HET-Q. HET-Q is de-
signed to collect location, real-time PHY/MAC (Medium Access Control) and
application level QoS information from a user in all available networks. Intelligent
elements observe current network conditions, learn from their earlier decisions,
and adapt their operations accordingly. For implementing an intelligent han-
dover mechanism, different machine learning algorithms can be applied, such as
Self-Organized Map or a Normal Bayesian Classifier [3] [4]. Both terminal and
network sides are designed to have cognitive functionalities. Foresighted selection
of the best network requires utilization of the users location and network plan-
ning information. Furthermore, along with multi-radio access network aspects,
multi-operator aspects with different service classes need to be considered.

In this paper, we will present the architecture of our testbed that supports cog-
nitive handovers.We also present cognitive concepts to assist in making proactive
handovers among available networks. The test cases illustrate the ability of the
testbed to make use of machine learning algorithms for selecting an appropri-
ate network and to allow time for a mobile application to prepare for a vertical
handover.

2 HET-Q Architecture

The architecture of the HET-Q testbed is depicted in Fig. 1. The testbed in-
cludes a server side application, HET-Q server and a client side application called
HET-Q client. Communication between the applications is done over UDP or
TCP/IP connections. The mobile HET-Q client collects MAC/PHY level KPIs,
application level QoS KPIs, and location information. Location information is
retrieved from a GPS device while outdoors. While indoors, location information
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is retrieved from an indoor positioning system. The QoS parameters are collected
with the measurement tool QoSMeT [5] [6] which is installed on the HET-Q client
and server. The QoSMeT server is monitoring a large set of application level QoS
KPIs over a point-to-point connection. The PHY/MAC layer information is ob-
tained from wireless modules locked on specific radio access technologies. The
PHY/MAC data is retrieved using low level interface queries, such as Hayes
command set, also called AT commands. The testbed enables both real-time
as well as offline measurements. A commercially available network monitoring
tool (Nemo Outdoor) was used to provide offline measurements for validation
purposes. The server combines the incoming information with network planning
information, and gives the aggregated data to a decision-making algorithm. The
algorithm makes a proactive decision beforehand whether the terminal using spe-
cific service class (web browsing, video streaming or FTP downloading) should
make a vertical handover to another available network or not. The decision is
sent as a forced-HO or proposed-HO command to the terminal. In the latter
case, the terminal decides whether it obeys the proposal or not. The handovers
are executed either using an Intelligent Vertical Handover (IVHO) controller [7]
or by directly commanding wireless modules through internal interfaces.

Fig. 1. HET-Q testbed with main components and interfaces

The HET-Q server is run on a server computer. Its GUI is shown in Fig. 2.
It shows detailed information about the defined network layouts and a view of
a 3D propagation environment including terrain height, clutter and building
information. The real time measurement can be controlled by the HET-Q server.
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Fig. 2. HET-Q User Interface with main components and interfaces

An auxiliary Monitoring Tool is typically used for visualizing measured and
computed MAC/PHY and application level QoS KPIs. Furthermore, QoSMeTs
GUI is also used for visualizing application level QoS KPIs. The QoSMeTs real-
time point-to-point monitoring views are presented in Fig. 3.

Fig. 3. QoSMeT GUI for monitoring QoS KPIs
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3 Utilization of Cognitive Concepts

Cognitive functionality is utilized in the HET-Q testbed in three ways:

– Machine learning algorithms
– Network planning information
– Cognitive radio parameters

3.1 Utilization of Machine Learning Algorithms

Machine learning algorithms were experimented to assist vertical handovers in
heterogeneous networks. Experimented algorithms were K-Nearest Neighbors
(KNN), Support Vector Machine (SVM), Normal Bayesian Classifier (BAYES),
Expectation-Maximization (EM), Multi-Layer Perceptron (MLP), Boosting al-
gorithm (BOOST), Decision Tree (DTREE) and Random Tree (RTREE). We
used the OpenCV library implementations of these algorithms [8]. The algo-
rithms were implemented in the HET-Q servers decision-making module. The
data flow of the decision-making process is shown in Fig. 4.

Learning algorithms are taught to select the most appropriate radio access
technology for a user based on the used service type, measured and predicted
KPIs, and location. Training data consists of aggregated information from real-
time measurements, network planning data, and users location. Classifying the
training samples is done by using prior knowledge of human experts by contin-
uous scrutiny of PHY and MAC parameters. Classifying means that we select
the most suitable radio access technology for the application being used. The
classified data provides the most suitable network for each measurement sample.
Learning algorithms construct their knowledge according to training data. The

Fig. 4. Data flow of the decision-making process
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reliability of the trained algorithm is validated with test data. An algorithm hav-
ing the highest percentage of correctly classified samples (reliability) is selected
for operational use.

3.2 Utilization of Network Planning Information

The HET-Q server uses network planning information in order to give a termi-
nal enough time to prepare for a vertical handover which is critical for real-time
streaming applications. Coverage, interference, and data rate prediction results
are computed beforehand for the test scenario area using a network scenario and
appropriate propagation model. These predictions are fine-tuned and validated
with field measurements. Predicted KPIs are calculated at a presumed location
of a user using the users current location, heading, and speed. The foresighted
decision whether to make a handover relies on the accuracy of network planning
information, e.g. coverage, and a users predicted location.

Coverage, interference, and data rate predictions depend on a base stations
radio parameters and the modelling precision of the propagation environment.
Measurements from dedicated measurement tools e.g. HET-Q client, Nemo Out-
door can be used for fine-tuning prediction models in order to get better equiv-
alence between measured and predicted values.

The availability of digital map information has significantly increased in recent
years. Moreover, the 3D virtual modelling and similar tools have matured enough
to enable the creation of realistic 3D propagation environments, which include
terrain, vegetation, and building information. The used 3D propagation environ-
mentmodels were obtained fromNational Land Survey of Finland. Unfortunately,
most propagation models (called 2.5D models) take neither vegetation nor build-
ing shapes into account. Therefore, additional clutter parameters were added to
those propagationmodels to improve prediction accuracy. The clutter parameters

Fig. 5. Predicted coverage of a base station (background) calculated with a propagation
model and then optimized (top) with the help of field measurements and location
information
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are optimized using fieldmeasurements.The tuning of a propagationmodel is illus-
trated in Fig. 5. The first picture shows a base stations coverage computed with a
coverage prediction model, the second one after the clutter parameter tuning, and
the last one after a so-called sanity-check. The last step ensures that clutter types
attenuation factors are obeying laws of physics e.g. a forest type cannot amplify the
signal. During the sanity-check, coverage areas are typically optimized to be a bit
pessimistic in order to provide sufficient margins e.g. for fast fading.

3.3 Utilization of Cognitive Radio Parameters

Channel utilization level of WLAN APs is obtained from a CORAL platform
which is designed for research purposes to experiment with Cognitive Radio Net-
working features [9]. The platform reports, which reports the occupancy level of
each WLAN channel. The information is used to avoid unnecessary handovers to
WLAN if WLAN channels are highly congested. Performance indicators given
by CORAL can be considered as cognitive radio parameters. The CORAL plat-
form plays an important role in the HET-Q testbed when a WLAN network is
included in the scenario. The monitored PHY/MAC and QoS parameters can-
not give adequate indication of what is the load level in the target access point
(AP) when a vertical handover is about to occur. Moreover, the end to end QoS
measurement tool QoSMeT is limited to measure QoS KPIs only in the active
network (network the terminal is currently connected to). If the target AP has
a high load, then the terminal is likely to be forced to return to the original net-
work or to re-select another AP. The drawback is that much control signalling
is required in the case of a vertical handover, and re-selection will degrade the
users experienced QoS. The CORAL framework is used to tackle this problem.
The AP is storing information about the channels utilization levels, which can be
translated into load percentage. This information can be queried from a CORAL
database before making a vertical handover, and thus unnecessary handovers can
be prevented. HET-Q server queries data from the CORAL database and uses
channel utilization information in decision-making.

4 Experimental Results

An experimental drive test was performed in Otaniemi, Espoo, Finland. The
trial included experimentation with real-time vertical handover decision-making.
The platform is designed to be real-time so that changes in network performance
after a VHO decision can be assessed and the selected decision-making algorithm
can be adjusted accordingly. The training of a decision-making algorithm was
done with offline measurements, because outliers and other deficiencies can be
removed before decision-making. VHO decision-making mechanisms were based
on the following factors.
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Fig. 6. Interference level for different WLAN channels as shown by CORAL

– Reference, Radio Access technology is selected automatically by the con-
nected wireless module

– Signal Strength, Vertical handover is based on measured signal strength and
coverage prediction results.

– Proactive, Vertical handover is done using a machine learning algorithm as-
sisted with network planning and location information. (see chapter III A
and B)

The driving route and relevant landmarks are depicted in Fig. 7. The drive
test started from Digitalo building, went around it, passed the water tower, and
continued down a small hill towards Micronova building. At the lowest location,
the car was turned around and driven the same route back to Digitalo. The aim
was to test whether WLAN APs in Digitalo as well as the AP installed on top
of the water tower connected to CORAL were accessible from a moving car. The
route was driven back and forth in order to study whether there are differences
in entering and leaving cell boundaries. The turning at the lowest location was
selected so that a NLOS condition occurred at the closest base station. In this
experiment, we used DNAs (commercial network operator) UMTS and GSM
networks, and our own WLAN access point installed at the water tower. The
signal strength is indicated with colors. Warm color indicates high received signal
level and cold color a low one. In the picture, blue color is indicating areas
where surrounding buildings and terrain are shadowing the connection between
a base station and the car. From the measurement, we observed that a measured
signal strength value depends on the drive direction and serving cell boundaries.
The network tends to keep a user connected to a serving base station as long
as possible (even if not feasible). Therefore, we also measured signal strengths
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Fig. 7. Measurement route with signal strength colours

of neighbouring cells. Similar drive tests were also carried out using another
operators network (Sonera) in order to study multi-operator aspects.

When a wireless module was making VHO decisions (reference case), the ter-
minal stayed the throughout whole measurement in the UMTS network even
though the used traffic load (QoSMeT control traffic) could have been serviced
by the other available networks. This case is shown in Fig. 8 A. In order to study
the use of learning algorithms in VHO, we used service type specific constraints
to classify the training and testing data. A classifier assigns the most suitable
network for each measurement sample. The reference with 100 % reliability is
shown in Fig. 8 B. The color indicates the active network - green color is UMTS,
blue WLAN, and red GSM. When the measurement car turned around Digitalo,
the velocity was so low that connection to Digitalos WLAN APs was possible.
In areas where the communication link from car to a GSM base station was
shadowed, the terminal switched to UMTS.

The classified training data (see chapter III A.) was used to train all six se-
lected machine learning algorithms. The outcome of training was validated with
test data obtained from the drive test and the reliability percentages were com-
puted. The latter one indicates how many correct decisions were made by the
trained algorithm. In addition, Self-Organized Map (SOM) classification algo-
rithm was also tested. The achieved reliability percentage was 88 % with the
same training and testing data.

In this trial measurement, the best algorithm (SVM) reached 95.6 % reliabil-
ity. Although this seems good, the algorithm did make tens of wrong decisions.
The sequence of wrong decisions was often bursty indicating that the decision-
making algorithm was hesitating between two or more alternatives. This hesita-
tion caused unnecessary ping-pong effects. To alleviate this problem, a minimum
threshold time was added to the decision-making logic.
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Fig. 8. Performance of learning algorithms in decision making
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Based on the trial, we learned that the problem is not purely in the decision-
making algorithms. It is more in the data we give them. If the data does not contain
clear and systematic indicators to guide the algorithm, then it is possible for the
algorithm to make too many incorrect decisions. In the worst cases, the reliabil-
ity dropped even under 50 %. The measurement data collected from operational
networks contain more outliers and deficiencies, which need to be removed before
the training. The training in a laboratory environment is easier, because external
interference can be isolated and network loads can be controlled in a step-by-step
manner. It appeared that in operational networks, more sophisticated learning
algorithms, like MLP, have more problems with incorrect training data than the
simpler ones. The simple SVM algorithm gave the best results, which indicated
that it was more robust and immune to unusual deviations in data.

5 Future Work

In the future, we are planning to test learning algorithms with a mobile terminal
running several types of applications. So far, we have focused on a single applica-
tion (web browsing, video streaming, data downloading with UDP or TCP/IP).
The objective is also to integrate adaptive video coding to the HET-Q testbed
in order to give video streaming applications opportunity to choose between a
vertical handover and an adaptation of video streaming quality. In addition,
the aim is to extend the testbeds applicability to support M2M (machine-to-
machine) communication for indoor applications. Moreover, we found out that
the same learning algorithms used for vertical handovers can also be utilized
to automate network coverage tuning with steerable antenna solutions [2] and
real-time measurements.

6 Conclusions

This paper describes the implemented testbed and the preliminary results ob-
tained from using learning algorithms for the proactive handover decision-making
in heterogeneous networks. The decision-making utilizes real-time PHY/MAC
information, application level QoS, network planning information, users move-
ments as well as cognitive radio parameters. The testbed utilizes several learning
algorithms.

It was found out that the idea of utilizing learning based decision-making
algorithms is plausible for terminal to select the suitable network based on net-
works load conditions. However, training of learning algorithms turned out to be
challenging. Lack of clear patterns as well as outliers and deficiencies in the data
tend to decrease the performance of the learning algorithms. Hence, the train-
ing of the algorithm is crucial and needs to be done with caution. The results
obtained from the field trials confirm that learning algorithms are potential es-
pecially for real-time streaming applications in heterogeneous network benefiting
from foresighted VHO decisions.
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Abstract. Path selection in multihomed nodes can be enhanced by opti-
mization techniques that consider multiple criteria. With NP-Hard prob-
lems, MADM techniques have the flexibility of including any number of
benefits or costs criteria and are open regarding the functions that can
be employed to normalize data or to determine distances. TOPSIS uses
the Euclidean distance (straight line) while DiA employs the Manhat-
tan distance (grid-based) to determine the distance of each path to ideal
values. MADM techniques have been employed in distinct areas, as well.
Such openness and flexibility may lead to sub-optimal path selection, as
their optimality is associated with functions that determine distance as a
straight line or as grid path, and not inside an ideal range determined by
the type of criteria. In this paper we propose the MeTH distance which
considers the type of criteria, whether benefits or costs. In addition, we
establish a MADM evaluation methodology based on statistical analysis
that enables an objective comparison between MADM mechanisms and
respective functions for path selection. With the proposed MADM eval-
uation methodology, we demonstrate that our MeTH distance is more
efficient for the path selection problem than Euclidean and Manhattan
distances.

Keywords: MADM, DoE, TOPSIS, path selection, multihoming,
evaluation.

1 Introduction

Through the diversity of interfaces, modern device multihoming is character-
ized by the availability of multiple traffic paths for diverse flows, with different
features. However, when considering multiple criteria, optimal path selection
becomes a NP-Hard problem [1]. Different approaches exist to solve such kind
of problems, namely Linear Programming (LP) or Multiple Attribute Decision
Mechanism (MADM). LP techniques are able to provide optimal solutions but
with the price of being tied to the problem being optimized [2, 3]. Thus, linear
programming cannot be employed, without any adaptation to other problems
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and scenarios or even to include additional criteria. For instance, overlay mul-
ticasting solutions relying on linear programming [4] cannot be applied to path
selection optimization.

MADM techniques cope with the limitations of linear programming solutions
by supporting optimization without being tied to a particular problem. The
Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) [5] a
MADM technique, is employed in distinct areas, ranging from social sciences to
path selection optimization problems [6,7]. The flexibility of incorporating crite-
ria, the possibility of weighting the diverse attributes and the simplicity of use,
make MADM preferable in comparison to LP. MADM formulates a score for each
path, which is based on the distance that each path has regarding ideal values.
To determine such distance, several functions are applied, such as normaliza-
tion of data and maximum and minimum procedures, to determine ideal values.
While determination of the ideal values is similar between techniques, normaliza-
tion and distance functions are distinct, as the examples of Euclidean employed
by TOPSIS [5], Manhattan used by Distance to Ideal Alternative (DiA) [8],
Mahalanobis in Novel Method based on Mahalanobis Distance (NMMD) [9], or
distance in a geometric plane [10]. But the effect that such function has on the
path selection cannot simply rely on handover performance (e.g., ping-pong ef-
fects [9]), as such kind of evaluation does not consider the effects that weights
of different criteria have on the score. Other kinds of evaluations only consider
specific functions in MADM. For instance, normalization techniques [11] are
compared, but such an approach is rather incomplete, as distance or scoring
functions MADM are ignored.

The contributions of this paper are twofold: First, we specify a distance
function that considers the type of criteria. Second, an evaluation methodol-
ogy is specified to assess the performance of MADM regarding their rankings
according to data from networks with multihomed nodes and respective crite-
ria (i.e. bandwidth, round trip time, jitter, loss). The evaluation methodology,
publicly available in [12], relies on statistical analysis from the Design of Ex-
periments (DoE) [13]. With DoE diverse experiments are executed to assess the
sensitivity on ranking that techniques have with different criteria weights. With
Analysis of Variance (ANOVA), the ranking of MADM techniques is compared
regarding the model fitness in terms of completeness, coefficient of determina-
tion and variance between experiments or inside experiments. We conducted a
comparative evaluation of TOPSIS, DiA and MeTH with our proposed method-
ology, using data from multihomed nodes collected in testbeds. Achieved results
demonstrate that MeTH is the only technique that is able to detect interac-
tion between criteria (i.e. if bandwidth increases, round trip time and jitter may
decrease).

The remainder of this paper is organized as follows: Section 2 overviews related
work. Section 3 introduces MeTH in a comparative approach to TOPSIS and
DiA techniques. The evaluation methodology is introduced in Section 4 and
evaluations details are described in Section 5. Results are presented and discussed
in Section 6. Finally, Section 7 concludes the paper.
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2 Related Work

This section reviews related work regarding path optimization employing MADM
techniques. Associated evaluation mechanisms are also included. Other kind of
optimization techniques like Linear Programming are outside the scope of this
paper.

In the path selection problem, TOPSIS is employed as a mechanism to se-
lect the best path to enable flow distribution [7]. Nonetheless, the article only
addresses implementations issues, as authors aim to demonstrate that MADM
techniques can be employed on Linux hosts. The DiA [8] is a MADM mech-
anism that aims to cope with the ranking abnormality of TOPSIS. An issue
in score occurs when one less performant alternative is removed from selection.
The NMMD [9], based on the Mahalanobis distance, enables correlation between
criteria to overcome ranking abnormality of TOPSIS. The M-TOPSIS [10] uses
a modified distance based on geometric planes with the argument of solving
the ranking abnormality of TOPSIS. The evaluation of the previous techniques
compares the performance of the respective techniques with TOPSIS in ranking
abnormality situations. Nonetheless, we argue that such type of evaluation is
sub-representative to enable an efficient comparison of MADM techniques in the
path selection problem. Furthermore, in scenarios without failures, multihomed
nodes may have all the interfaces available without any instability associated.

As stated, MADM techniques comprise several steps. Normalization, one ini-
tial step, is evaluated in TOPSIS by considering different normalization func-
tions [11]. Vector normalization is presented as the one providing better support
for different problem sizes. For instance, to choose between 2 or 10 paths. Con-
sidering the configuration of multihomed nodes, nowadays the path selection
problem may include gigabit and wireless interfaces, not exceeding a few paths.
Moreover, the evaluation performed is based on synthetic data.

DoE [13] has been employed to assessTOPSIS efficiency in computer-integrated
manufacturing technologies [14,15]. Despite, employing DoE there are no compar-
isons between differentMADM techniques, as TOPSIS is assumed to have a better
performance than other related techniques. In the path selection problem we do
not have such assumption, instead we employ DoE to determine objectively the
most performant MADM technique, regarding its statistical results.

3 MADM for Path Selection

This section introduces MeTH, a MADM technique that enhances path selection
by introducing correlation between criteria. The correlation support is based on
simple functions, such as average and variance. We follow a comparative ap-
proach to introduce MeTH. Namely, we perform a comparison with TOPSIS
and DiA, highlighting the main differences between the techniques, as described
in the next paragraphs.
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Table 1. Distance Functions

Step TOPSISa,c DiAa,c Metha,b,c

Distance Di =
√
Idj − vi,j Di = |Idj − vi,j | Di =

(Idj−vi,j)
2

|Idj−Sdj|+0.001

Score Si =
D−

i

D−
i +D∗

i

Si =
√
(D∗

i )
2 + (D−

i )
2 Si =

√
D∗

i +D−
i

Rank Best=descend(Si) Best=ascend(Si) Best=ascend(Si)
a Idj is the Ideal solution.
b Benefits: Sdj = Xj + V ar(Xj); Costs: Sdj = Xj − V ar(Xj)
c Benefits: D∗

i ; Costs: D
−
i

Step 1 - Decision Matrix. Gather the decision matrix with nb-benefits
criteria and nc-costs criteria for the m paths (i.e. alternatives in MADM nomen-
clature).

Step 2 - Normalization. The decision matrix is normalized using the vector
normalization, as it is agnostic to the problem size [11]. Normalized scores rij are
obtained by employing the following relation rij =

xij√∑
x2
ij

for i = 1, · · · ,m; j =

1, · · · , n. xij correspond to the original values in the decision matrix.
Step 3 - Weighting. The normalized decision matrix is weighted by multi-

plying the weights wj of criterion j with the respective normalized score rij , as
follows: vij = wj · rij .

Step 4 - Ideal Solutions. Positive-ideal and negative-ideal solutions are
determined by A∗ and A− terms, respectively:

A∗ = {v∗1 , v∗2 , · · · , v∗nb} (1)

A− = {v−1 , v−2 , · · · , v−nb} (2)

Where: v∗j = max(vi,j) ∀i = 1, · · · ,m j = 1, · · · , nb
v−j = min(vi,j) ∀i = 1, · · · ,m j = 1, · · · , nc

Step 5 - Distance. This step computes the separation that each path has to
the ideal solution. TOPSIS uses the Euclidean distance, DiA employs the Man-
hattan distance. For path selection, we introduce the MeTH distance that has
the advantage of introducing correlation between criteria, through the arithmetic
average and variance functions, as summarized in Table 1. It has been demon-
strated that correlation avoids ranking abnormalities of TOPSIS and DiA [9].
MeTH also considers the type of criteria type in the formulation of distance.

Step 6 - Score. Scoring is obtained by combining the separation from posi-
tive and negative ideal solutions, D∗

i and D−
i , respectively. Each technique has

different forms of combining distances, as depicted in Table. 1.
Step 7 - Ranking. Ranking relies on ordering score vectors Si. Since scoring

is different between techniques, ordering is performed in descending for TOPSIS
and in ascending order for DiA and MeTH.
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Table 2. Decision matrix for 3 cri-
teria with 2k factorial design

Id x1 x2 x3 Effect

1 - - - (1)
2 + - - x1

3 - + - x2

4 + + - x1x2

5 - - + x3

6 + - + x1x3

7 - + + x2x3

8 + + + x1x2x3

Y =β0 + β1x1 + β2x2 + β3x3+

β4x1x2 + β5x1x3+

β6x2x3 + β7x1x2x3 + ε (3)

As demonstrated, MADM share functions in some steps. Functions performing
the same goal (e.g., distance determination) but with different formulations, jus-
tify the performance difference between these techniques. The following section
presents a methodology to assess such difference in performance.

4 An Evaluation Methodology for MADM Techniques

This section specifies an evaluation methodology for MADM techniques, which
can be used in the context of multihoming nodes for path selection. The aim
is to compare MADM techniques more efficiently and without relying on sub-
representative evaluation metrics, such as handover ratios, in the path selection
problem.

The DoE or experimental design [13] allows to plan experiments, in such a way
that facilitates analyses and conclusions. DoE has different techniques to promote
analyses, specially the 2k factorial design that allows to assess the effect of several
variables over a response. In the path selection problem, the criteria may include
benefits, such as security, coverage, bandwidth and costs like round tip time, jitter
and packet loss. The 2k factorial design specifies full factory experiments for the k
main effects, (k2 ) two-factor interactions, (

k
3 ) three-factor interactions, and so on,

in a total of 2k−1 effects. By applying full factorial a decisionmatrix is obtained for
the k effects, considering two levels: (-) representing the minimum values and (+)
representingmaximum values. Table 2 exemplifies the decisionmatrix for 3 factors
(x1, x2, x3), considering a 2k factorial design. The nk factorial design considers n
levels of the criteria. In the path selection problem with 3 paths, the n levels can
correspond to the maximum values of the diverse criteria,maxp1(x1),maxp2(x1),
maxp3(x1) and so on.

With the results of several experiments, Y (score), the response variable, can
be estimated through a regression model, as depicted in Eq. 3, where x1, x2

and, x3 represent effects/criteria, β0 is the intercept coefficient, β1, β2 are effect
coefficients and σ is the error estimate. Experiments include the same data for
the diverse criteria but with different weight sets.
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ANOVA applies regression to formulate a linear model in the form of the Eq. 3
and has associated statistical values that determine the efficiency of the model.
The goodness of fit can be assessed by the coefficient of determination R2, which
corresponds to the total variance in response variable (Y ) by effects/criteria.
Higher values of R2, close to one, indicate that the model explains almost 100%
of the variation in Y due to the effects/criteria and their possible interactions.
The F-statistic is also important to assess the variation between groups and
within groups. Such groups represent the different experiments. For instance,
higher values of F-statistic indicate that mean variation between experiments is
greater than variation within experiments. If variation is between experiments,
it highlights that the score varies due to the different configured weights.

The proposed methodology to compare MADM techniques includes several
steps, as detailed bellow:

Step 1 - Gather data of the different paths for each criteria. Such step can
be performed in a controlled way or relying on data collected by others, out-
side control. In this step n decision matrices dMn[m, k] are obtained, with m
measurements for the n paths with k criteria.

Step 2 - Determine the levels of each criteria for the diverse paths. Levels
correspond to the minimum, minj, and maximum, maxj , for path i in the n
overall paths. LevelMin corresponds to the minimum level (-) while LevelMax
corresponds to the maximum level (+), and are determined according to Eq. 4
and Eq. 5, respectively.

LevelMinj = min(dM1[, j], dM2[, j], · · · , dMn[, j]) with j = 1, · · · , k (4)

LevelMaxj = max(dM1[, j], dM2[, j], · · · , dMn[, j]) with j = 1, · · · , k (5)

This step determines the logic of employing 2k or nk factorial design. If there
are no zeros in both levels, 2k factorial design can be followed, otherwise nk facto-
rial design must be employed. Data with zeros can represent issues in ANOVA,
such as outliers. With a 2k factorial design levels correspond to the vectors
LevelMinj and LevelMaxj. In a nk factorial design, levels for criteria j are
based on the maximum (+) values for the n paths, assuming maximum values
are different from zero.

lMaxj =
[
max(dM1[, j]), · · · ,max(dMn[, j])

]
with j = 1, · · · , k (6)

Step 3 - Specify weights sets for the different z experiments. Each j criterion
in the k criteria has associated a weight. dWsets[z, k], the matrix with weight sets
is determined for the z experiments. Weights define how important a criterion
is over another, tailoring the final ranking determined by MADM techniques.

Step 4 - Determine factorial design matrix dF [a, k], with a relying on the
factorial design, a = 2k or a = nk. For instance, Table 2 depicts the combinations
of three criteria under 2k factorial design, resulting in a = 8, dF [8, 3].

Step 5 - Run MADM technique for the full set of factors specified in the
dF [a, k] matrix with the respective weight sets in the dWsets[z, k] matrix. Ex-
periments lead to scores, which are combined with the full set of factors to form
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the input matrix dI[a, k+ z] as illustrated in Matrix 7, where levela,k holds the
minimum or maximum values.

dI[a, k + z] =

⎡
⎢⎢⎢⎣

k1 ··· kk z1 z2 ··· zz

1 level1,1 · · · level1,k Score1,k+1 Score1,k+2 · · · Score1,k+z

2 level2,1 · · · level2,k Score2,k+1 Score2,k+2 · · · Score2,k+z

...
...

...
...

...
...

...
. . .

a levela,1 · · · levela,k Scorea,k+1 Scorea,k+2 · · · Scorea,k+z

⎤
⎥⎥⎥⎦
(7)

Step 6 - Perform ANOVA where the response variable is Y = Score deter-
mined by MADM techniques depending on the diverse covariates (k criteria).
The initial linear model must include all the covariates and their possible interac-
tions, as exemplified in Table 2 and Eq. 3 for 3 covariates (x1, x2, x3). Interactions
are important as the values of one criterion might be related with the values of
other criteria. For instance, the score, besides being based on bandwidth, round
trip time and jitter can be based on a relation between these parameters. We
stress on interactions between criteria, as they can be typical in path selection
problems. For instance, higher bandwidths have associated lower RTT, as well
as lower jitter values.

Step 7 - Reformulate linear model by including only the effects that are sig-
nificant, those with p-value < 0.05. Run ANOVA with the reformulated model
and validate if assumptions for ANOVA models are fulfilled. Namely the model
must comply with normality, homogeneity and independence assumptions [13].
Normality assumes that under the same conditions, the observations are nor-
mally distributed for each value of X (recall Eq. 3). Homogeneity assumes that
the variance for all X values is the same. Independence means that Y values of
one observation (Xi) should not influence the Y values for other observations.
In DoE, with the factorial design, the independence assumption is assured. The
normality assumption can be checked via histograms, where bars must follow the
trend of the normal curve. Homogeneity can be checked by plotting the residuals
versus the fitted models. If the model complies with normality and homogeneity
assumptions, statistical analysis of the regression model must be performed as
detailed in the next step.

Step 8 - Analyse the model regarding its completeness, if all the criteria
is included, as well as interactions. The analysis must also rely on coefficient of
determination, R2 that assesses how the model explains the variance of Y (score)
and F-statistic that complements R2 in the sense that it measures if variance is
inside experiments or between experiments. F-statistic assesses how a MADM
technique deals with weights. Higher values of R2 (close to one) and higher
values of F-statistic are preferred. In addition, the significance of the effects and
interactions must be considered. Significant effects indicate strong contribution
to the score.

Next section presents examples of the TOPSIS, DiA and MeTH evaluation
using the evaluation methodology herein proposed and publicly available in [12].
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5 Evaluation

The proposed methodology has been applied in two distinct scenarios: Drop-
box and Heterogenous scenarios, which are describe bellow. These scenarios use
the same criteria for benefits and costs. Benefits include security (Sec), cover-
age (Cov) in meters, and bandwidth (BW) in Mb/s. Costs include round trip
time (RTT) in milliseconds, Jitter in milliseconds and packet loss (Loss) criteria
common in the path selection problems [2].

5.1 Dropbox Scenario

The Dropbox scenario considers a cloud environment where Dropbox services [16]
were evaluated. The evaluation of this scenario uses data collected from TCP ap-
plications in a university campus, accessingDropbox facilities. The collected traces
contain application network performance values, such as RTT, jitter, retransmis-
sions and duplicates. The evaluation considers a multihomed node with four dis-
tinct paths for a Dropbox service. In addition, the collection of data was beyond
our control, since data acquisition was performed by Drago et al. [16]. The wireless
environment is configured as follows: one path is set according to the IEEE 802.11n
and the remaining are configured according to the IEEE 802.11g standard. More-
over, the different paths are configured with different security values, to simulate
open networks and networks with security mechanisms. The values used in the
evaluation are included in the paper to allow the reproduction of results.

Table 3. Levels of each criteria for the different paths in Dropbox scenario. Levels are
represented in the form of min;max.

Paths
Benefits Criteria Costs Criteria

(Sec) (Cov) (BW) (Jitter) (RTT) (Loss)
P1 1; 7 0; 250 0; 300 0.20; 575.31 62.48; 171.79 0; 0.40
P2 1; 7 0; 100 0; 54 1.5; 999.1531 46.32; 166.27 0; 0.11
P3 1; 3 0; 100 0; 54 0.20; 10105.49 75.35; 5141.21 0; 0
P4 1; 5 0; 100 0; 54 0; 1126.61 0; 259.78 0; 0.18

5.2 Heterogeneous Scenario

The Heterogenous scenario comprises a multihomed node with three available
paths, provided through a wired link (IEEE 802.3ab) and two wireless links,
namely IEEE 802.11n and IEEE 802.16e. This scenario was under our control
and includes data acquired during several weeks. To collect criteria values, the
OWAMP protocol [17] was used, since it allows to gather values according to
standardized recommendations from IETF. Owping [18] and bwctl [19] tools
were employed, as these implement OWAMP protocol and enable an accurate
data acquisition of RTT, jitter, loss and bandwidth, respectively. The clock of
machines was synchronized using Network Time Protocol (NTP), to meet the
requirements of OWAMP protocol.
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Table 4. Levels of each criteria for the different paths in Heterogenous scenario. Levels
are represented in the form of min;max.

Paths
Benefits Criteria Costs Criteria

(Sec) (Cov) (BW) (Jitter) (RTT) (Loss)
P1 1; 7 0; 54000 0.8821144; 16.81217 0.0; 312.0 0.0; 202.7 0; 0.67
P2 1; 7 0; 250 32.27258; 56.85376 0.1; 6.4 1.1; 21.6 0; 0
P3 1; 7 0; 100 89.99288; 91.26333 0.0; 3.5 0.2; 21.2 0; 0

5.3 Methodology

The different experiments, in light of DoE, were based on ranking determina-
tion with different criteria weights. Weights, for both scenarios, were organized
in sets to include a full representation of the possible and most representative
combinations dWsets[z, k]. Table 5 depicts the different combinations of benefits
and costs weights, for the z = 16 experiments.

Table 5. Configured weights. Weigths sets have been configured regarding the possible
and most representative combinations.

Set WSec WCov WBW WJitter WRTT WLoss

1 0.33 0.33 0.33 0.33 0.33 0.33
2 0.33 0.33 0.33 0.6 0.2 0.2
3 0.33 0.33 0.33 0.2 0.6 0.2
4 0.33 0.33 0.33 0.2 0.2 0.6
5 0.6 0.2 0.2 0.33 0.33 0.33
6 0.6 0.2 0.2 0.6 0.2 0.2
7 0.6 0.2 0.2 0.2 0.6 0.2
8 0.6 0.2 0.2 0.2 0.2 0.6
9 0.2 0.6 0.2 0.33 0.33 0.33
10 0.2 0.6 0.2 0.6 0.2 0.2
11 0.2 0.6 0.2 0.2 0.6 0.2
12 0.2 0.6 0.2 0.2 0.2 0.6
13 0.2 0.2 0.6 0.33 0.33 0.33
14 0.2 0.2 0.6 0.6 0.2 0.2
15 0.2 0.2 0.6 0.2 0.6 0.2
16 0.2 0.2 0.6 0.2 0.2 0.6

The nk factorial design was chosen, as many parameters had values of zeros
in both scenarios. The factorial design matrices rely on maximum values for
each criteria of the distinct paths, depicted in Table 3 and Table 4 for Dropbox
and Heterogenous scenarios, respectively. Indeed the matrices for these scenarios
were dFDrop[4

6, 6] and dFHet[3
6, 6]. The input matrix dI[a, k + z] for ANOVA

considers the defined experiments (Table 5) and factorial design matrices. In this
evaluation, dIDrop[4

6, 6+16] and dIHet[3
6, 6+16] matrices were set for Dropbox

and Heterogenous scenarios, respectively.
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6 Results and Discussion

This section presents and discusses the results achieved with the evaluation per-
formed.All the evaluationhas been performedusingR-project [20], andmodels are
compared using model completeness, effects significance,R2 and F-statistics met-
rics. The beta terms of the ANOVAregressionmodel (recall Eq. 3) are not specified
in the models obtained to simplify comparison between MADM techniques.

6.1 Dropbox Scenario

YlmTOP = BW +RTT + Jitter + Loss+ Cov (8)

The model obtained by TOPSIS (lmTOP) using the methodology presented
in this paper includes all the criteria, and is specified according to Eq. 8. DiA also
results in the same model. This model, lmTOP, does not include any interactions,
and defines score as a function of bandwidth, RTT, jitter, loss and coverage (e.g.,
all criteria). The model is not fully complete, as interactions are not detected.

YlmMeth = BW +RTT + Jitter + Loss+ Cov +BW:Cov + BW:RTT:Cov+

BW:Jitter:Cov + BW:Loss:Cov + BW:RTT:Jitter:Cov+

BW:RTT:Loss:Cov + BW:Jitter:Loss:Cov (9)

MeTH, our proposed MADM technique, outputs a different model (lmMeTH)
and besides including all the criteria, it also includes interactions between them,
as per Eq. 9. lmMeTH demonstrates that criteria has relations, and can be
considered as a complete model, in comparison to lmTOP, since criteria and
respective interactions are included.

Table 6. Results of Dropbox

method model signif interactions R2 F-statistic

TOPSIS lmTOP yes no 0.5274 14624.2727
DiA lmTOP yes no 0.4452 10518.2098
MeTH lmTOP yes no 0.7240 34376.5185

TOPSIS lmMeth no yes 0.5274 6093.3300
DiA lmMeth no yes 0.4452 4382.2384
MeTH lmMeth yes yes 0.7413 15649.5765

Table 6 summarizes the statistical values obtained in the dropbox scenario.
With lmTOP model, the TOPSIS technique can explain ≈ 53% of variation
of data, since R2 = 0.5274. DiA is only able to explain ≈ 45% of the vari-
ance, nonetheless, MeTH is able to explain ≈ 72% of the score variance. Recall
that values close to 1 are fully explained by the model. The F-statistic also
reports higher values in MeTH, namely, F5 = 34376.5185, p < 0.005, which
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means that the variation of score is higher between experiments than in ex-
periments. Thus, MeTH considers more properly the weights sets configured
on the diverse experiments, when compared to TOPSIS or DiA approaches. F-
statistic for TOPSIS follows MeTH model, namely, F5 = 14624.2727, p < 0.005.
MeTH within the lmTOP model is the technique with more satisfactory sta-
tistical values, followed by TOPSIS. The main issue with this model is that is
lacks interactions, that is, it does not consider the relations between criteria
(e.g., if one criterion increases the other criterion will increase as well, or vice-
versa). In this context the lmMeth model is more complete and is obtained with
MetH, mainly due to the distance function (recall Table 1) that correlates data
of the distinct paths. In the lmMeTH model, MeTH presents, again, the best
performance regarding statistical values, since R2 is higher and F-statistic is also
higher F12 = 15649.5765, p < 0.005, in comparison to TOPSIS and DiA results.
In addition, when comparing both models, (the main difference relies on the
interactions), lmMeTH model with MeTH technique is able to explain ≈ 74% of
score variance, against the ≈ 72% of lmTOP. F-statistic in the lmMeTH model
is not higher in comparison to lmTOP model, but the 14 terms in Eq 9 against 5
in Eq. 8 justify such fact. It is also relevant to point out for the lmMeTH model
that with TOPSIS and DiA not all the effects are significant, which means that
these techniques are not able to find relations between criteria.
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Fig. 1. Normality for analysed MADM in Dropbox scenario

According to the Step 7 of the evaluation methodology, assumptions for
ANOVA need to be checked, in order to guarantee that the results have higher
confidence. Fig. 1 depicts a graphical test to assess normality of lmTOP and
lmMeTH models within the different MADM techniques evaluated, relying on
histograms and normal curve. At a first glance, DiA is the only technique vio-
lating normality in lmTOP and lmMeTH models, which may indicate that the
distance or scoring functions (recall Table 1) perform transformations that break
such assumption. MeTH and TOPSIS are able to present normality in the scor-
ing for both models. In these techniques bars follow the trend of the normal
curve (pictured in blue), that is, there is a pattern of ascending and descending
“stairs”, without any exception.
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The results in this scenario demonstrate that the distance and associated score
functions lead to different results, mainly in terms of supporting interactions and
statistical importance.

6.2 Heterogenous Scenario

The model obtained by TOPSIS (lmTOP) using the methodology presented in
this paper for heterogenous scenario includes all the criteria, and is similar to
Dropbox scenario. The DiA technique has the same model. Despite having fewer
data (36 rows when compared to 46 in Dropbox scenario), MeTH is also able
to provide interactions, as per Eq. 10. In particular, the lmMeTH model in the
heterogenous scenario is more complete with 14 effects, in comparison to the
Dropbox model, which has only 12 effects, compare Eq. 10 and Eq. 9.

YlmMeTH = BW +RTT + Jitter + Loss+ Cov +BW:Jitter + BW:Loss+

BW:Cov + BW:RTT:Cov + BW:Jitter:Cov + BW:Loss:Cov +

BW:RTT:Jitter:Cov + BW:RTT:Loss:Cov + BW:Jitter:Loss:Cov (10)

Table 7. Results of Heterogenous

method model signif interactions R2 F-statistic

TOPSIS lmTOP yes no 0.5352 2684.5152
DiA lmTOP yes no 0.4313 1768.3257
MeTH lmTOP yes no 0.7514 7046.4885

TOPSIS lmMeth no yes 0.5352 958.0181
DiA lmMeth no yes 0.4313 631.0595
MeTH lmMeth yes yes 0.7963 3253.4246

Table 7 summarizes the statistical values obtained in the heterogenous sce-
nario. With lmTOP model, the TOPSIS technique can explain ≈ 53% of varia-
tion of data, since R2 = 0.5352. DiA is only able to explain≈ 43% of the variance.
MeTH is able to explain ≈ 75% of the score variance. The F-statistic also reports
higher values in MeTH, namely, F5 = 7046.4885, p < 0.005, what means that
the variation of score is higher between experiments than inside the respective
experiment. TOPSIS follows the MeTH performance in terms of F-statistic. This
indicates that DiA is the technique that less impacts scoring regarding weights
configurations. Considering weights as applications preferences (i.e., one might
prefer more security other prefers higher bandwidths), DiA may not provide
a scoring adapted to the requirements of distinct applications. Regarding the
lmMeTH model, MeTH technique is able to explain ≈ 80% of score variation.
Thus, contrasts with TOPSIS and DiA techniques that do not increment values
of R2 in the lmMeTH.

Fig. 2 depicts a graphical test to assess normality of lmTOP and lmMeTH
models within the different techniques, relying on histograms and normal curve.
With the lmTOP model, normality is supported only by MeTH technique, as
bars follow the trend of the normal curve (pictured in blue). DiA and TOPSIS
present some exceptions to the normality assumption.
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Fig. 2. Normality for analysed MADM in heterogenous scenario

The values in the heterogenous scenario regardingR2 are higher for MeTH and
TOPSIS techniques in comparison to the Dropbox scenario. The reason for such
performance increase relies on the complexity of the scenario, with 3 paths against
4 paths. This fact indicates that TOPSIS and MeTH adapt more efficiently to the
problem size in comparison to DiA. In fact, MeTH is able to explain ≈ 80% of the
values of score with all the criteria and respective interactions.

7 Conclusion

This paper specified MeTH as a MADM technique best suited for path selection
problems, as it does not assume distance to be a straight line or grid-based, but,
instead a composite function between benefits and costs criteria. In MeTH dis-
tance is considered for ideal values and relevant ranges. The evaluation method-
ology relying on statistical analysis, specified in this paper, has the advantage
of being easily reproducible. Results based on data from controlled and uncon-
trolled path selection scenarios and with different number of paths, demonstrate
that MeTH is able to perform optimal path selection more efficiently regarding
the configured weights and multihoming nodes configurations.
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Abstract. The management and troubleshooting of faults in mobile radio 
networks are challenging as the complexity of radio networks is increasing. A 
proactive approach to system failures is needed to reduce the number of outages 
and to reduce the duration of outages in the operational network in order to 
meet operator’s requirements on network availability, robustness, coverage, 
capacity and service quality. Automation is needed to protect the operational 
expenses of t he network. Through a good performance of the network element 
and a low failure probability the network can operate more efficiently reducing 
the necessity for equipment investments. We present a new method that utilizes 
the correlation between two cells as a means to detect degradations in cells. 
Reducing false alarms is also an important objective of fault management 
systems as false alarms result in distractions that eventually lead to additional 
cost. Our algorithm is on the one hand capable to identify degraded cells and on 
the other hand able to reduce the possibility of false alarms.   

Keywords: Mobile Networks, Fault Managements, Degradation Detection, 
Correlation, Operational Expenditures (OPEX), Capital Expenditures 
(CAPEX), Long Term Evolution (LTE), Self-Organizing Networks(SON). 

1 Introduction 

The huge amount of network elements in the mobile communication networks and 
consequently handling of huge amount of measurements recorded at each base station 
is a great challenge. The tasks of operation and maintenance of mobile cellular 
networks are not only vulnerable to errors as wireless network is complex to handle 
but also requires a huge amount of human resource to monitor and execute these 
tasks. A lot of effort is being put on this area of operations and maintenance of mobile 
communication systems that aims at simplifying the management of cellular network 
on the one hand and improving the efficiency by introducing automation, on the other 
hand. The fundamental requirement to tackle this challenge is to automate the 



84 M.Z. Asghar, R. Fehlmann, and T. Ristaniemi 

 

operations and maintenance functionalities. This triggered the concept of self-healing 
networks. Self-healing is an important domain of Self-Organizing Networks (SON). 
Other major domains of SON enabled networks are self-configuration and self-
optimization. 

Self-healing enabled cellular networks are generally defined as the wireless cellular 
networks where the tasks of troubleshooting including detection, diagnosis, corrective 
actions are largely automated but the operator will have final control over the decisions. 
The self-healing use cases defined by 3GPP  [1] are given as: Self-Recovery of NE 
Software, Self-Healing of Board Faults, Cell Outage Detection, Cell Outage Recovery, 
Cell Outage Compensation and Return from Cell Outage Compensation. Although 3GPP 
use cases are focused on “cell outage”, we adopt a more general concept of “cell 
degradation” which refers to the case where the actual performance of the cell in 
handling traffic is significantly lower as it is supposed to be. Degradations may not be 
measured directly as they do not necessarily trigger alarms. Degradations can be 
classified in terms of their severity i.e. from worse performance to complete outage. 
Usually a faulty cell starts degradation in prior to go in outage state. It is not enough to 
just detect the faults in a timely manner, but it is equally important to detect the 
degradations of the performance of cells (sectors) before real failures occur so that 
counter measures can be taken in time. 

Recently two books are published on “Self-organizing networks”  [2] [3]. The class 
of ‘Operational Fault Detection’ OFD algorithms are introduced by Cheung  [4]. The 
OFD algorithm analyze performance indicators detect fault signatures without the 
need for operators to manually set thresholds.  The profile of the system is built by 
either looking at its earlier behavior or comparing it to similar systems. The 
correlation-based algorithm uses the correlations of cells (sectors) within a 
geographical neighborhood.  It is assumed that there exists an appreciable level of 
correlation between neighboring cells.  The same OFD approach is followed by a 
statistical hypothesis test framework for determining faults  [5]. A method to detect 
coverage and dominance problems and identify interferers in WCDMA networks is 
introduced in  [6]. Signaling messages exchanged through the radio interface are used 
to calculate certain metrics for every cell during normal network operations reflecting 
real traffic distributions and geographical user locations. Competitive neural 
algorithms are used for fault detection and diagnosis in 3G cellular networks in  [7]. 
Another cell outage detection algorithm based on the neighbor cell list reporting of 
mobile terminals is introduced by Mueller in  [8] . A framework is presented in  [9] 
using Minimization of Drive Tests (MDT) databases, for detecting sleeping base 
stations, network outage and dominance areas in a cognitive and self-organizing way. 
Diffusion maps for reduction of high dimensionality and nearest neighbor 
classification methods were used. An experimental system for comprehensive testing 
of SON use cases is presented in  [10]. A self-healing framework for 3GPP LTE 
networks is presented in  [11] where detection and compensation of cell outages are 
evaluated in a realistic environment.  

This paper is organized as follows: Section 2 describes the proposed algorithm for 
degradation detection. Section 3 discusses the procedure to choose the well-correlated  
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cell pairs /comparing cells. Section 4 shows the investigations with the data recorded 
at a real 3G network.  In this paper we do not give precise values of the performance 
metrics rather we address the vague terminologies in a better and clear way using 
empirical results. 

2 The Proposed Algorithm 

In our approach we exploited the idea that there are many cells in the network 
coverage area having similar behavior irrespective of their geographical locations. 
The terms “faultless situation”, “load” and “appreciable level of correlation” will be 
used in the following sections, therefore, we give definitions of these terms here as 
follows. 

The term “faultless situations” means the cells are functioning normally, i.e. they 
handle the traffic as they are supposed to and have no interior problems. Such cells 
are also called healthy cells.  Although there might always be minor problems in the 
cell, for the sake of simplicity we may ignore them as long as they do not have 
significant impact on the performance of the cell. 

“Load” can be represented by several key performance indicators. Some of the load 
related key performance indicators (KPIs) include traffic demand by users and others 
not. For example the KPI “throughput” is highly dependent on user traffic demands 
while “number of active users” is not. As the first one includes a higher degree of 
randomness, it is less usable in monitoring the correlation level of the load of the cell 
and so the number of active users in a cell is better suited to be used as a load level 
KPI to monitor the correlation levels. 

“Appreciable level of correlation between two cells” refers to the fact that the 
relationship between the two cells is strong enough in faultless situations such that a 
diminishing of this correlation could be well noticed. We consider a correlation level 
as appreciable if for two cells whose correlation stay above that level in normal 
conditions a degradation of one of the cells is clearly visible as the correlation values 
start to drop then. It requires an effort to determine that level in a real network. 
However, network operators can identify a good value for appreciable correlation 
levels based on their field experience. Based on our empirical results we identified the 
value 0.5 as a good value to be used as appreciable level of correlation between two 
cells but this might be different in other networks. Two cells having an appreciable 
level of correlation, we call “well correlated cells”. At this point we note that such 
cells need not to be adjacent cells. 

Let us consider a KPI or a function of KPIs expressing the load handled at a cell, 
e.g. the number of active users allocated to the cell or the transferred downlink load. 
In regular time steps these values are recorded, let us denote the values for the target 
cell by ݔଵ, ݔଶ, …, ݔ௡ and for a comparing cell by ݕଵ, ݕଶ, …, ݕ௡.   The correlation 
coefficient r (X,Y) is given below where the vectors X and Y consist of the  
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components ݔଵ, ݔଶ, …, ݔ௡ ,  ݕଵ, ݕଶ, …, ݕ௡, respectively. Here, the sum is taken over 
the sliding window size n: ݎሺܺ, ܻሻ ൌ ∑ ሺݔ௜ െ ௜ݕሻሺݔ െ ∑ሻ௡௜ୀଵඥݕ ሺݔ௜ െ ሻଶ௡௜ୀଵݔ ඥ∑ ሺݕ௜ െ ሻଶ௡௜ୀଵݕ  (1) 

The above mentioned formula is used to calculate the correlation values of each 
pair of cells. In a first step we have to choose cells where these correlation values 
consistently stay above some reasonable value, e.g. 0.5 as we proposed above. These 
chosen cells are fixed and referred to as the comparing cells. The appreciable level of 
correlation can be defined differently by the operator as stated above. The correlation 
threshold does not need to be the same for all networks. 

We assume now that for each target cell a set of comparing cells has been determined. 
The correlation coefficients with each chosen comparing cell are now monitored. If a 
target cell’s correlation coefficient with all its chosen comparing cells drops below the 
predefined reasonable bound there is a good reason to assume that a performance 
degradation of the target cell has started and a suspicion is raised therefore. At least if there 
is more than one comparing cell showing this behavior this is a good reason for an alarm. 
If there is only one such cell some additional cell performance monitoring is needed in 
order to determine if a cell is degrading and if yes which one. Such additional performance 
monitoring includes tracking KPIs of the cells and checking if they pass certain thresholds 
that operators have set in the traditional way. In any case it can be concluded that two or 
three comparing cells suffice to make a decision if an alarm shall be raised because if the 
target cell is degrading then it will be visible in all the correlation levels with comparing 
cells except for very unlikely exceptional situations. So if two or three comparing cells 
show decrease in correlation below that appreciable level it can be concluded that the 
target cell is degrading. On the other hand if the target cell is healthy the degradation 
levels with two or three comparing cell stay above that appreciable level and it can be 
concluded that the target cell is healthy without checking further comparing cells. 

The question of precisely how many comparing cells should be required to detect 
the degradation should be answered by the operator. The question is how many 
comparing cells are needed in order for the operator to decide if a target cell needs 
some recovery measures. 

We used a flexible critical time duration that has to be computed every time we 
utilize a fixed critical duration in connection with the sliding window. In a state of 
suspicion the target cell is locked. The monitoring follows more steps to see if this 
drop below the appreciable level is temporary only. The algorithm now waits for 
more steps. If during a few following steps the correlation of the target cell with its 
comparing cell(s) does not rise above the predefined level then an alarm will be 
triggered. Based on empirical results we have seen that the correlation between the 
comparing cell pair becomes stable as we increase the window length. Using this idea, 
we define the condition that must be met before triggering an alarm. 

3 Investigations with Real Network Data 

We had the opportunity to get access to a real 3G network and observe its 
performance data over a period of time. The observed network consists of thousands 
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of cells and is located in a European city. The granularity of the performance data is 
one hour, thus each sample corresponds to a one hour measurement.  In what follows 
we present a couple of typical correlation values statistics. They have been collected 
over a period of two weeks. In regular steps KPI values were measured and 
correlation coefficients calculated. The window size was 64 steps. The KPI 
represented the number of active users in the cell. 

 

Fig. 1. Cell pairs having high correlations (>0.8) 

The empirical results in Figure 1 show that the assumption of having high 
correlation with the geographical neighbors is not always correct. In the available 
data, out of all the cell pairs showing high correlation only 4% are neighbors whereas 
about 96% are cell pairs that are not geographical neighbors. Thus it proves that there 
are many more cells with high correlation than just the ones in the geographical 
neighborhood. For detection we can take all the available cells into account where the 
similarities in the performance with the target cell are reasonably high. It is up to the 
operator to decide how long to observe this similarity among the cells. 

 

Fig. 2. Correlation of neighboring cell pairs 

Figure 2 presents the statistics of the correlation values of all neighboring cell pairs. 
As can be seen, in spite of showing high resemble in the behavior over time the cells 
being geographical nearby show often low correlation. In this performance data 
collected from this real operational network, only 5 percentage of the cell pairs that are 
geographically nearby show high correlation and 14% show for our purposes still a 
good correlation level (above 0.5). So, one out of seven cells has an appreciable level 
of correlation. On the other hand 86 percentage of the cell pairs that are geographically 



88 M.Z. Asghar, R. Fehlmann, and T. Ristaniemi 

 

neighbors, exhibit low correlation. This data shows that it is not reliable only to base 
the decision on the cell pairs that are neighbors to each other. However, two or three 
comparing cells for a target cell are enough for the algorithm as will be explained in 
section 5. Therefore, it can be expected that enough good correlated cells can be found 
among the closest 20 cells. There could be networks where relying on the geographical 
neighborhood gives good results. But this is not true always. 

3.1 Degradation Types  

As degradations are rare events and did not occur in our observed real data, we have 
introduced artificial errors in the real data. In order to produce degradation we have 
reduced the number of active users in the data as they would have been in case of a 
healthy cell. There are two types of degradation that we have introduced for the 
evaluation of the proposed methodology. 

 
•  Slow degradation 
•  Fast degradation 

 
We introduced the slow degradation in the data collected from operational network 

by decreasing the number of active users in samples over time. Each step corresponds 
to a one hour measurement and thus the number of active users was decreased in 
every hour. Fast degradation indicates severe malfunction caused by the failing 
hardware component or software entity of the base station. We introduced fast 
degradation in the data collected from operational network by decreasing the number 
of active users to zero instantly. 

 

Fig. 3. Correlation between two cells based on the number of active users 

Figure 3 presents a typical correlation value track represented by blue color. The 
green line shows the mean of the correlation curve and red line gives the threshold or 
the critical level of correlation. As can be seen the correlation curve starts at 65 
(because the window size is 64) and show some variation of the correlation 
coefficient over time. In this example, however, these values stay consistently above  
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0.5 and are therefore useful for monitoring a possible degradation. The correlation 
value between cell-A and cell-B remains higher than the critical level in healthy 
conditions. The curve then ends at step 205 where monitoring had ended. 

 

 

Fig. 4. a)Degradation type I: Cell-B degraded b) Degradation type II: Cell-B degraded 

Figure 4 depicts the same coefficient as Figure 3 but with an artificially introduced 
slow degradation of the target cell (curve on the left) and a fast degradation (curve on 
the right) that starts at step 168. The slow degradation continues stepwise and as can 
be seen the curve falls down slowly. Such a type of degradation is easily spotted, 
however with a latency that depends on the window size. 

In the fast degradation the number of active users in the cell is reduced to 0 all at 
once. As can be seen such a type of degradation is spotted fast and easily. 

3.2 Window Size Analysis  

There is a trade-off between the reaction time and accuracy of detection. For high 
reaction time less number of samples will be utilized whereas for accuracy it is better 
to have more samples to get the statistical confidence. An optimal number is required 
that satisfies both requirements. For instance, in our analysis, we proposed at least a 
two days period for an accurate detection on one hand and a quicker response to the 
network changes on the other hand. However, it is not easy to find a global optimum 
number that is valid for all cells in the network. For this reason, we emphasized the 
need of different observation time for each cell pair. 

 

Fig. 5. a)Minimum Correlation Vs Window Size b) Correlation based on the window size 44 
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In the curve on the left in Figure 5, the optimal window size is depicted for an 
arbitrarily selected well correlated cell pair. In this example it turns out that 44 is the 
optimal window size meaning large enough for giving an accurate correlation value 
and as small as possible guaranteeing the smallest possible reaction time. As we 
further increase the window size the correlation value between the cell pairs stays 
above a certain level. This is because of the fact that by increasing the window size 
more samples included in the window that strengthen the accuracy of the correlation 
value between the cells. Although the further increase in the window size yields high 
correlation and solid results the reaction time will be decreased and this results in a 
slower detection process.   

The curve on the right presents a correlation coefficient value track represented by 
blue color, with optimal sliding window size i.e. 44, as depicted in figure 5. The green 
line shows the mean of the correlation curve and red line gives the threshold or the 
critical level of correlation. As can be seen the correlation curve starts at 45 (because 
the window size is 44) and show some variation of the correlation coefficient over 
time, however, these values stay consistently above 0.5 and are therefore useful for 
monitoring a possible degradation.   

4 Choice for Comparing Cells 

In real networks user behavior varies strongly depending on the time of day, the 
geographic location and other factors. Although it might be that cells located near to 
each other would experience similar environmental conditions this is not always true 
as shown in the preceding section. It is also possible that some cells perform similar 
to other cells independent of their geographic location.  This might be caused due to a 
similar kind of user behavior depending mainly on the time of the day. It is vital to 
choose the right cells as comparing cells. This is done in an initial cell pair selection 
process. In this section we describe this initial process. 

In deciding how to choose comparing cells to a given target cell we follow two 
principles or requirements: 

 
1. A degradation of the performance of a cell shall be detected 
2. False alarms shall be avoided as good as possible 

 
The first requirement implies that the correlation level between the target cell and 

its chosen comparing cell needs to remain high during faultless conditions, i.e. above 
the appreciable level of correlation. For a cell pair whose load correlation level stays 
above such a level in normal conditions it can be expected that if one of the cells 
starts to deteriorate this correlation levels will start to drop soon below that reasonable 
level. We have seen this in the preceding section where a degradation of the cell could 
easily be spotted as the monitored correlation level started to drop as soon as the 
degradation sets in. This suggests to observe all the cell pairs and to pick the ones 
whose correlation levels stay high. 
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However, this is very costly as the number of pairs grows like the square of the 
number of cells in question. It is therefore advisable to start with each target cell and a 
smaller group of cells to be monitored as potential comparing cells. 

We have seen that the cell degradation implies a drop in the correlation level. But 
the converse is not true. If the target cell experiences a drop of the load correlation 
level with a comparing cell chosen as explained above then this is only one indication 
that the target cell is degrading. But there could be other reasons as well that the 
correlation level is dropping. 

This information has to be combined with further information before the cell 
performance degradation can be declared. This can be done by looking at the 
correlation level with other chosen comparing cells or by taking traditional cell 
performance monitoring indicators into account. Only if several indicators have 
shown that the target cell is giving signs of deterioration it can be logically concluded 
that the target cell is degrading and an alarm should be raised. 

We illustrate this by an example. Given a target cell let us assume we have two 
cells (green in figure 6) that can be paired with the target cell (purple) as both have 
correlation levels to the target cell above the critical level. Let us further assume that 
one of the cells is near the target cell and the other far away. The question is if there is 
an advantage by choosing one or the other. 

 

Fig. 6. Example, near and far away cells with good correlation in green 

Let us now assume such a scenario as explained above where a peak in user 
density affects a group of cells (sky blue in the figure) around the target cell, 
including the comparing cell nearby. As the correlation level with the cell nearby is 
still preserved a false alarm could be avoided if this cell is chosen as comparing cell 
as no suspicion is raised by it. However, the correlation level with the cell far away is 
decreasing as the cell far away does not experience the load changes by the local peak 
and so a suspicion is raised also there. Hence, if the comparing cell had been chosen 
far away, then both sides raise a suspicion and we have a false alarm. In this case it is 
an advantage to choose the comparing cell nearby. 
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So, we can say, if we have to pick a comparing cell out of two possibilities, one 
nearby and the other far away, then there is no reason to choose the one far away. 

In order to follow the second principle we consider situations where traditional 
monitoring methods can lead to false alarms, i.e. situations where a suspicion for a 
fault is raised but the target cell is not degrading. For instance, KPIs like load levels, 
number of unsuccessful call attempts, channel quality, etc. are monitored and 
traditionally suspicions are raised if they cross certain thresholds. Such situations can 
occur by unusual and hence unexpected user behavior. If for instance a peak in user 
density affects a group of cells it can be that the traditional performance indicators of 
some of the cells interpret this as being a cell performance degradation. However, the 
load correlation level might still be preserved as the unexpected peak in user density 
affects the whole group of cells. In that case the performance indicators raise a 
suspicion while the correlation level monitoring does not. Hence a combined logic 
would still not raise an alarm if the combined logic requires a suspicion from both 
sides. A false alarm would be avoided. 

So, while the second principle suggests to choose comparing cells nearby and the 
first principle to choose them with correlation levels above a certain critical 
correlation level, we summarize the steps to choose comparing cells for the target 
cells: 

 
1. Determine the critical load correlation level that comparing cells shall 

satisfy 
2. For each target cell determine how many comparing cells shall be picked. 

The operator should decide the number of comparing cells. We 
recommend that picking two or three cells are enough to detect a degraded 
cell.  

3. For each target cell monitor the load correlation levels with the cells in the 
first tier of surrounding cells 

4. Check the consistency of the correlation between the target cell and the 
cells in the first tier. If the correlation between target cell and other cells 
remains higher than the critical correlation level then this cell shall be 
picked as comparing cell.  

5. If there are not yet sufficiently many comparing cells picked so far go to 
the next tier and continue there, etc. 

 
Steps 3 to 5 in our procedure therefore aim at choosing possible candidates near the 

target cell. If we find candidates we can stop, otherwise we enlarge the neighborhood 
to look for further cells. In this way comparing cells can be picked such that the two 
principles for the choice are followed as good as possible. 

5 Conclusion and Future Work 

In this paper we proposed a new method of cell degradation detection using the 
correlation between cells. In particular, the use of correlation between cell pairs is 
studied in detail and we used performance data collected from a real operational 
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network in a European city for evaluation of the method. Our analysis suggests that 
the correlation coefficient between cell pairs can be utilized as a means for the 
detection of degradations in cells. The future work includes observing data in a real 
network together with the operators knowledge if problems in cells have occurred or 
not and to test the algorithm in this way.  
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Abstract. With the ever increasing number of devices, nodes and the events 
they create, scalability and performance become important aspects for 
Operation Support Systems (OSS). One solution is to distribute the work load, 
i.e. ‘cloudify’ the formerly centralized monitoring and decision functions. This 
requires remodeling Complex Event Processing (monitoring) and Policies 
(decision making) towards a distributed yet coordinated system. This paper 
describes an extended architecture, implementation and performance tests for a 
policy-based event processing system. The main advantage of our approach is 
that we use policies for event pattern matching (an advanced form of Complex 
Event Processing) and for the selection of corrective actions (called Distributed 
Governance). Policies are (a) distributed (over multiple components) and (b) 
coordinated (using centralized authoring). The resulting system can deal with 
large numbers of incoming events, as is required in a telecommunication 
environment. Peak load will be well above 1 million events per second, 
combining different data sources of a mobile network. This paper presents the 
motivation for such a system, along with a comprehensive presentation of its 
design, implementation and evaluation. 

Keywords: Complex Event Processing, Rule System, Distributed Processing, 
Performance. 

1 Introduction 

Mobile networks are growing, cell sizes are decreasing and the number of connected 
devices is exploding. These conditions result in an ever increasing number of events 
from the network. The situation becomes critical and requires scalable solutions for 
event processing and the selection of corrective actions, i.e. for alarm events. Our 
work combines rule systems to encode event processing knowledge and messaging to 
provide for a distributed system. Other earlier work used centralized rules over a 
distributed system [5-8], which drastically limits the scalability. We use distributed 
rules that are coordinated by centralized authoring to address this limitation. In this 
paper, we describe the general architecture, the reference implementation we have 
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developed and performance tests with regard to end-to-end message processing. The 
work is integrated into a wider research project in the Ericsson Network Management 
labs that deals with extreme volumes of mobile network events. 

This paper is organized as follows: section 2 introduces core concepts, 
technologies and products from messaging systems and rule systems. Section 3 
briefly discusses the architecture and main design decisions of our system. The 
sections 4 and 5 then detail the implementation and provide a discussion of test 
results, mainly looking into the performance for the end-to-end event processing. 
Section 6 discusses related work from academia and industry. Finally, a conclusion 
summaries this paper and discusses future work items of our project. 

2 Conceptual Background, Products and Tools 

Combining concepts from messaging systems with concepts from rule systems 
requires an understanding of two disjoint domains. In general, messaging system 
provides the main communication links between the components of a distributed 
system. A rule system provides the intelligence to manage and process events and 
event patterns to trigger appropriate actions. In this section we look into the 
fundamental idea of both to introduce relevant terms and concepts. 

2.1 Messaging System 

A distributed system has multiple components that may be built independently, with 
potentially different languages and platforms, dispersed at different locations. There 
are a number of approaches including: distributed data stores, streamed data, query-
response models, or asynchronous messaging. Using a message-based approach 
distributed components share and process data in a responsive asynchronous way and 
it is this approach we focus on in this work. Our works use Advanced Message 
Queuing Protocol (AMQP) messaging due to external project requirements, namely 
RabbitMQ, an open source AMQP implementation. 

AMQP is “an open standard for passing business messages between applications” 
[1]. Data (the messages) is sent in a stream of octets, thus it is often called a ‘wire 
protocol’. Version 1.0 of the AMQP standard defines three main components: the 
networking protocol, a message representation and the semantics of broker services. 
All of these components address core features such as queuing, routing, reliability and 
security. Message encoding is separated into links, sessions, channels and 
connections, with links being the highest level and connections the lowest level of 
abstraction. A link connects network nodes, also known as distributed nodes in 
AMQP. 

RabbitMQ [2] is an open source implementation of the AMQP standard. It 
facilitates ‘producers’ to send messages to ‘brokers’, which in turn deliver them to 
‘consumers’. Messages can also be routed, buffered and made persistent, depending 
on runtime configuration. 
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AMQP is designed to be programmable, allowing application to configure 
‘entities’ and ‘routing schemas’. The three important entities in RabbitMQ realizing 
the programmability are ‘exchange’, ‘queue’ and ‘binding’. An exchange receives 
events from a producer and realizes different routing schemes. A queue is bound to an 
exchange and handles consumer-specific message reception. A binding defines the 
rules for message transfer between an exchange and a queue. See [3] for details. 

2.2 Rule System 

Rule systems provide the means to define and process rules. In our work, we are 
focusing on Production Rule Systems (PRS) due to external project requirements. The 
computational model of PRS implements the notion of a set of rules, where each rule 
has a sensory precondition (“left-hand-side”, LHS, or “WHEN” clause) and a 
consequential action (“right-hand-side”, RHS, or “THEN” clause). Rules are also 
referred to as productions and they are the primary form of knowledge representation. 
The rule engine also maintains knowledge-base of facts. When the facts stored satisfy 
the precondition of a rule, the rule “fires”, thus invoking the action part of the rule. 
Often, the action part of the rule can change the fact knowledge-base, potentially 
triggering more rules. 

Drools Expert is an open source implementation of a PRS. In Drools Expert, Rules 
and facts of a PRS constitute a knowledge base. Rules are present in the production 
memory and the facts are kept in a database called working memory, which maintains 
current system knowledge. There is an Inference Engine based on Charles Forgy’s 
Rete Algorithm, which efficiently matches the facts from working memory to 
conditions of the rules in the production memory. 

Also, a conflict resolution is required when there are multiple rules on the agenda. 
As firing a rule may have side effects on working memory, the rule engine needs to 
know in what order the rules should fire (for instance, firing ‘ruleA’ may cause 
‘ruleB’ to be removed from the agenda). The default conflict resolution strategies 
employed by Drools Expert are: Salience and LIFO (last in, first out). [4] 

3 Architecture and Design 

We receive events from streams (using other Ericsson software), process them and 
forward them via queues. Each component employs a rule engine to process events. A 
typical process is to receive an event or a number of events (pattern) and create/send 
composite events. The events we process are actual mobile network events, such as 
performance events (counters) or alarm events. However, for simplification we refer 
to events as characters, e.g. ‘A’, ‘B’ and ‘C’. Figure 1 shows how an incoming event 
stream (ABABCA…) is directed to a dedicated queue (CEP) and processed. 

Events are received, one by one, by the Complex Event Processing (CEP) 
component. It takes simple events (‘A’, ‘B’) and generates complex events (‘@A’, 
‘@AA’). These complex events represent patterns, i.e. sequences of events that are of 
special interest. The rules in the CEP component specify which patterns need to be 
matched and which corresponding complex event needs to be generated. Finally, 
complex events are sent to the next queue. 
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The Distributed Governance (DG) component receives complex events and selects 
appropriate actions to respond to them. The rules in the DG component define which 
complex events are being processed and what actions are associated with them.  
The number of associated actions can be zero or more, with zero action indicating an 
un-decidable situation, while more than one indicates multiple possible actions. DG 
then sends the actions to a new queue, which can feed into multiple applications of a 
broader management process, e.g. as part of Network Operation Center (NOC). 

Combining messaging (AMQP) and rule systems (PRS) allows for a design of a 
flexible and scalable system. Using queues for communication not only facilitates the 
CEP and DG components to be distributed, but also for multiple redundant or load-
balanced instances of each component to be run in parallel at runtime. If one CEP 
instance reaches its performance limits a new CEP instance can be executed, 
connected to the CEP queue and some patterns of the original CEP instance allocated 
to the new CEP instance. Figure 1 shows a scenario with three CEP instances and two 
DG instances. 

 

Fig. 1. Architecture and deployment scenario 

One characteristic of the described system design requires special attention: the 
processing of patterns and the selection of actions is (a) distributed over two 
components (CEP and DG in the architecture) and can also be (b) distributed over 
multiple instances (CEP and DG instances in design and runtime). An effective and 
efficient coordination is required to guarantee that all patterns are processed and that 
the resulting complex events find related rules for action selection. Figure 1 shows a 
process for ‘Rule Authoring’ which is responsible for the coordination. The details of 
this process are out of scope for this paper, which focuses on the implementation and 
testing of the message processing. 
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4 Implementation 

This section details the implemented system. We have built four components (which 
we call nodes), developed in Java 7. Two nodes realize the core of the event 
processing and two are used to automate tests. The two core nodes are CEP and  
DG (Figure 2). The other two supporting nodes are the input and output consoles 
(Figure 3). CEP and DG are built in a very similar way: they read events (messages) 
from a topic, invoke a rule engine to process events and then publish the results of the 
rule evaluation on another topic in form of complex events (CEP) or actions (DG). 

4.1 Core Nodes 

Both nodes, CEP and DG, start with an initialization of their respective topics and 
knowledge base (rules, for rule processing). CEP waits to get events from the input 
console, processes it (applies rules) and sends it out on another topic where DG 
receives it. Similarly, DG dispatches events with the associated action after 
processing the received composite event from CEP. This cycle of waiting and 
processing goes on endlessly for the core nodes. 
 

 

Fig. 2. Core Nodes, CEP (left) and DG (right) 

4.2 Complex Event Processing (CEP) Node 

Figure 2 (left) shows the CEP node with its three main parts: start, wait and 
processing. Start creates the knowledge base and two topics CEP and DG. When an 
event is received on CEP topic, a corresponding fact is inserted into the knowledge 
base and all rules are ‘fired’ (processed). Rules evaluate to match patterns as the  
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knowledge base holds the information (facts) of previously received events. To keep 
the knowledge base light and efficient these facts are retracted when they are of no 
use to match patterns. In our system we have kept up to four facts in knowledge base 
to match the pattern, we call it the window of events. This window size can be 
changed per event pattern required to be matched. After rules evaluation complex 
events are generated and published to the DG topic. 

4.3 Distributed Governance (DG) Node 

Figure 2 (right) shows the DG node with its three main parts: start, wait and 
processing. Similar to the CEP node, DG creates its knowledge base and two topics 
called DG and OUT. The topic DG is the same as that created by the CEP node for its 
output, thus the two nodes a bound via that topic. When a complex event is received, 
a corresponding fact is inserted into the knowledge base and all appropriate triggered 
rules are then fired. Rules evaluate in DG to associate identified patterns to actions, 
which are then published to OUT topic. 

Table 1. Single and Multi-event Pattern (examples) 

Single event Pattern Multi-event Pattern 

Incoming 
Event 

Composite 
Event 

Associative 
Action  

Incoming 
Events 

Composite 
Event 

Associative 
Action 

A @A Action-A A-A @AA Action- AA 

B @B Action-B A-B† @AB Action- AB 

C @C Action-C A-A-B @AAB Action- AAB 

D @D Action-D A-A-B-B @AABB Action- AABB 

E @E Action-E †A-B implies that ‘B’ occurs after ‘A’ 

Table 1 shows an example of events (single and multi) and corresponding complex 
events with associative action. This pattern matching can be extended to generate new 
complex events, by simply writing the new CEP rules and corresponding rules in the 
DG for associative action. 

4.4 Supporting Nodes 

For testing, we have added an input and an output console, which will later be 
replaced by real systems for event processing and action respond. For the current 
system the input node provides the functionality of reading a file containing events, 
and then splitting the string to publish events on the CEP topic one by one. The output 
node receives the actions on the OUT topic and prints them out. 
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Figure 3 shows the two supporting nodes and their main phases (input console on 
the left and output console on the right). The input console starts and publishes as 
described above. When all events read from a file are published, it terminates. The 
output console starts once and waits indefinitely (until the process is terminated). Start 
creates the topic OUT and wait waits for actions from the DG node to print them to 
the console as they arrive. 

 

Fig. 3. Input (left) and Output (right) Console support Nodes 

5 Testing and Evaluation (“Strings” as Alarm Events) 

The tests we have performed are modeled to provide a good understanding about  
the performance of the overall system. Special attention focuses on the impact the 
message processing and the rule processing have on the overall system performance. 
The goal is to understand the technology impact on an end-to-end event processing. 
Tests have been run for 10 up to 1,000,000 events in a single stream with 10 test runs 
per input stream size. The numbers of rules and the actual rules have not been 
changed between test runs, so the results show the processing of a fixed set of 10 rules 
for CEP and 9 rules for DG. Further test runs will be needed to understand the impact 
of increasing rule sets on the performance. All tests have been run on a Intel i5  
(dual core) Windows 7 laptop. 

Each component of the system has fixed measurement points. They are shown in 
the figures in the implementation section. Initialization phases (called start) are not 
part of the measurement. The following list shows all measurement points of each 
component: 

•   Core nodes (Figure 2): Start, Wait, Rules, Publish (for CEP and DG) 
•   Supporting Nodes (Figure 3: Publish (Input node) and Wait (Output node) 

Figure 4 shows the overall processing time, i.e. the time it takes to process all 
events from input console to output console. The time for up to 1,000 events is 
negligibly small. From 10,000 events onwards the time rises in proportion with the 
increasing number of event in the input stream. 
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Fig. 4. Averaged Maximum Time for system (with String events) 

5.1 Time Consumption on Core Nodes 

The different times within CEP and DG namely Start, Wait, Rules, Publish, 
Processing and Total are measured and plotted on the graphs shown in Figure 5. The 
initialization phase of the nodes (Start) has been included here to show that it has no 
impact on the overall system performance (note: the number of rules and topics did 
not change). 

An important metric evaluated is the time consumed during rule evaluation and the 
wait a node does before fetching the next event from the queue. These times, Wait 
and Rules, shown in Figure 6 and discussed in the following section, depict the 
performance of Drools Expert. 

Another Important metric is the time each node takes to publish events to the  
topic. There are three nodes doing this task on their corresponding topics; the input 
console, CEP and DG. The publish time of these nodes measures the efficiency  
of RabbitMQ. 

5.2 Discussion 

Drools Expert rules are used on the nodes CEP and DG. DG’s Wait is directly 
proportional to the time the CEP node takes for rule evaluation. The output console 
also waits with DG for CEP rules evaluation and then waits for the DG rules 
evaluation. Hence it has the longest wait time. Figure 6 compares wait time with the 
rules evaluation time with increasing number of events. 

CEP rules are complex and identify patterns that take more time compared to DG 
rules which are used to select actions associated to patterns. 
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Fig. 5. Different time consumptions in CEP and DG 

 
Fig. 6. ‘DG and OUT node Wait’ vs ‘CEP and DG Rules’ 

 
Fig. 7. Publish time for Input, CEP and DG nodes 

There are three locations where events are published: CEP, DG and the input 
console. Figure 7 shows the time it takes to publish. The time taken by the input 
console to publish all the events is very small (virtually negligible) for up to 30,000 
events finishing even before CEP starts processing events. 

Above 30,000 events, as the number of events increases it affects the CEP 
processing time and generates a cascading effect for the overall system performance. 
Thus, separating the input console from CEP (and subsequently DG) is important for 
any event stream above 30,000 events. 
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6 Testing and Evaluation (“Maps” as Alarm Events) 

Extending our distributed system to work with Maps (LinkedHashMap<String, 
Object>). Maps are closer to the real world mobile network alarms and by hence 
replacing Strings with Maps (alarms); we will be able to find out the real world 
performance of our distributed system. The main information that a Map event 
contains are the alarm ID, the language, its type, timestamps and payload. With Maps 
we have a flexibility to add some critical information during processing that could 
help in final decision for action in response to the alarm. 

 

Fig. 8. Number of Mobile Network Alarms during a day 

Figure 8 shows a possible event pattern of a mobile network for 24 hour period. 
During the event storms (at the peaks in figure above), we require a system that could 
work seamlessly and provides for an efficient alarm management system. 

 

Fig. 9. Averaged Maximum Time for System (with Map events) 

We need our system to perform at a speed of thousands of events per second.  
So that with multiple nodes we could make it more efficient for congestion free  
peak hours. For such performance the response time of a system should not be more 
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than 5-6 minutes for an event storm. We have kept our experiments bound to a limit 
of 5 minutes of total system run. We went up to 1 million events with Strings but with 
Maps we are able to go up to 100k events within our time bound. 

Figure 9 shows the mean processing time for Map events, for 100k events it 
exceeds 5 minutes which is considered under our test environment but not acceptable 
in real world mobile networks scenario. 

 
Maps Strings

 

 

 

Fig. 10. Map Events vs String Events 

6.1 Discussion: Map Events vs String Events 

The comparison of Maps as events to the Strings as events is shown in Figure 10.  
 The important difference we noted by the comparison is that input takes a very long 
time to publish as the number of events increase. This increases the wait time of 
cascaded system (CEP-DG-OUT) and hence the total processing time. For Maps 
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messaging system has to hold and process more than 10 times of data per event 
compared to Strings and hence becomes slow. 

We observe that RabbitMQ is not the best for messaging system when the load 
becomes high during events storm and hence we get a backlog processing at that time; 
which is not be acceptable for real world mobile networks. We have considered a 
couple of alternatives for messaging system which are under testing to be made 
compatible and function in parallel with our rule processing system. 

 

 

Fig. 11. Rules Processing time: Maps and Strings 

Rules for CEP and DG are re-written to work with Maps but rules processing. For 
CEP which holds the knowledge of 4 concurrent events for pattern matching, it takes 
longer now with heavier data of maps. But for DG it is almost equal as the rules are 
simple and no pattern matching is done. 

This time consumption is not critical as it is still under 25 seconds for 100k events. 
With highly complex pattern matching, which is a part of our future work, we can 
safely assume that rule system would take longer time without going critical. 

We conclude that with maps we have gathered a better analytics for the 
performance of our distributed system in real environment. 

7 Related Work 

In the Policy-Based Information Sharing in Publish/Subscribe Middleware [5] author 
describes a control of sensitive information system in health care environment. The 
criticality of information sharing and data access is controlled by rules, precisely hook 
rules (Postgres SQL). Information that travels on the messaging system is tailored for 
a particular subscriber, on need-to-know basis. We have found that this paper has 
similar architecture as of our system with a slightly different implementation. Our 
system analyzes the patterns inside the incoming messages and modifies the 
forwarded message to correspond to the identified pattern, whereas it analyses the 
incoming messages and modifies it for particular subscriber according to information 
relevant to that subscriber. 
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A rule-based middleware for business process execution [6] implements rules over 
messaging middleware to provide a simple and efficient way of describing executable 
business processes. The complex conditional workflows and enterprise integration 
patterns are implemented in terms of rules. The Prova rule language and the Rule 
Markup Language (RuleML) are used to implement rules over an Enterprise Service 
Bus (ESB). 

Policy-driven middleware for self-adaptation of web services compositions [7] 
focuses on specifying and enforcing monitoring-policies to help in fault detection and 
corrective adaptation of web services compositions. Since monitoring and corrective 
action selection is combined in a single policy, this work does not scale well when the 
number of faults increases drastically. It also does not allow for smart filtering of fault 
events, which is essential to address high-priority events immediately and add lower-
priority events to maintenance reports. 

Message oriented middleware with integrated rules engine [8] is a patented 
invention addressing deficiencies in respect to the management of message oriented 
middleware. It describes the integration of a rule engine with message-oriented 
middleware. Their method includes creating a shared memory in the memory of a 
computer and adding or deleting tokens in the shared memory corresponding to 
objects such as messages and message queues, created in and removed from, 
respectively, in a messaging component of message oriented middleware, or topics or 
subscriptions or log file space for messages queues in the messaging component. The 
method additionally includes applying rules in a rules engine to the tokens in the 
shared memory. 

Our work differs from the above in that we use distributed and coordinated policies 
(between two components for event processing and governance), while policy 
instances in each component are atomic, i.e. do not effect each other. This results in a 
system that is hugely scalable, since only a combination of event processing policy 
and governance policy depend on each other. 

8 Summary and Future Work 

This paper describes the second phase of our work on building a rule-based event 
processing distributed system, which combines a messaging system with a rules 
system. We start by describing the underlying technologies, tools and products being 
used. Messaging using AMQP is implemented by RabbitMQ and our rule system uses 
Drools-Expert. 

The architecture we have created consists of several interconnected components 
with communication links, realizing a distributed system. In our architecture we 
introduce 2 rule governing nodes; Complex Event Processing (CEP) and Distributed 
Governance (DG). We have streams of events entering the system which are being 
processed by CEP to generate complex events, essentially identifying patterns within 
the events. These complex events are then fed into DG for analysis and decisive 
action. The communication links between these components is provided by the 
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messaging system. There are topic exchanges (channels and queues) between 
components which provide forwarding with selective filtering capability. 

In our previous paper, we focused on the evaluation of performance of the products 
RabbitMQ and Drools by running several tests with events ranging from 10 to 1 
million. In effect we are measuring the performance of rules and publishing of 
complex events. The wait state, introduced due to dependency of a node on 
processing time of previous node, is also considered. 

In this paper we extended our work for evaluating the performance and take to 
closer to the real world alarm events. We introduced Maps as events with several 
parameters stored inside one event. Then we critically analyzed the performance of 
the system and compared the results with our previous work with Strings as events. 

Part of the future work planned is to deploy multiple CEP and DG nodes/engines 
on multiple machines that can work simultaneously to distribute the load at required 
times. We also have planned to increase the complexity of the governing rules in CEP 
and DG to test the highly complex patterns matching. A higher performance is the 
main objective of our work, currently we have all our nodes tested under constrained 
environment, working on a single machine (Intel i5, dual core) with Windows 7. 
Running our nodes across distributed servers in a cloud-based deployment should see 
the approach scale to a level appropriate for a high throughput, telecommunication 
grade management process. 
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Abstract. As any other communication system, the Internet of Things (IoT) 
requires a functional control plane. However developing such control plane in a 
centralized way presents a number of challenges given the multiple 
stakeholders, the huge number of devices distributed worldwide, their limited 
connectivity, and specially that most IoT devices are battery-powered and thus 
must be sleeping most of the time. This paper explores the possibility of 
employing a distributed control plane for the IoT that leverages the intrinsic 
scalability and flexibility of peer-to-peer Distributed Hash Tables (DHTs). In 
particular, it proposes using a so-called “command mailbox” resource to 
remotely control sleeping sensors and actuators in an asynchronous way, while 
also solving important issues such as device bootstrapping and security.  

Keywords: Internet of Things (IoT), Peer-to-Peer (P2P), Distributed Hash 
Table (DHT), REsource Location And Discovery (RELOAD). 

1 Introduction 

The future vision of Internet of Things (IoT) is being realized by the interconnection 
of a wealth of heterogeneous devices [1]. Due to their ubiquity, such devices are 
likely to be connected to various types of networks, from NAT-based home networks 
to cellular or low-range wireless sensor networks. Many of them will have limited 
resources (i.e. computation, memory, etc.), power limitations being the most notable 
constrain (e.g. battery powered). Thus, it will be likely that such devices will be 
sleeping most of the time in order to save energy. 

IoT has been defined in various ways, for our purposes we will use the definition 
given by [2]: “The pervasive presence around us of a variety of things or objects 
which, through unique addressing schemes, are able to interact with each other and 
cooperate with their neighbors to reach common goals” 

Such cooperation is achieved by collaboration between sensors that gather data 
from their surroundings and actuators that interact with the physical world. A control 
entity, the master, is the one issuing the commands to the actuators and who 
configures both sensors and actuators. These masters are just logical entities that may 
be IoT devices (e.g. a light sensor that controls a shades’ actuator), a simple user 
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application (e.g. a home automation web page), or a complex management software 
orchestrating many sensors and actuators (e.g. a smart city). Moreover an IoT device 
may be controlled by several masters simultaneously, which may be unknown at the 
time the device was deployed.  

When analyzing the IoT traffic we consider two main types of communication: 
commands (i.e., sent by a master to a sensor or actuator) and data (e.g., measurements 
sent periodically by a sensor). Since each type of traffic has quite different 
communication patterns, we refer to those types of traffic using the control-plane and 
data-plane terms, respectively. 

This paper is focused on the challenges of building a control-plane for the IoT, 
mainly the limited communication patterns of these devices, given that most IoT 
devices will be behind firewalls/NATs and, more importantly, that they will be 
sleeping most of the time in order to save battery, and thus cannot be contacted 
directly by their masters. A simple solution to this problem may be employing 
centralized servers that act as gateways between IoT devices and their masters (which 
may be other IoT devices themselves). However any centralized solution has a limited 
scalability and may complicate the multi-tenant requirements for the IoT. 

Therefore this paper proposes a fully decentralized solution based on a Distributed 
Hash Table (DHT) that is employed as a rendezvous mechanism between IoT devices 
and their masters. In particular we specify how such solution may be implemented 
using RELOAD/Chord, although, in order to do so in an efficient and secure way, we 
propose a number of enhancements to the current RELOAD specification. 

2 Related Work 

Some works in the literature propose to connect wireless sensors with the network by 
using some kind of local gateway, such as a mobile device [3][4]. Some of these data-
plane solutions try to decentralize those gateways, for instance by means of a 
distributed overlay as in [4]. Sensors then connect to peers that are equipped with both 
cellular and local Wireless Sensor Network (WSN) radio interfaces. The distributed 
gateway overlay provides functions for resource discovery, network management, 
storage and a rendezvous mechanism, featuring also the usual characteristics of P2P 
systems, such as scalability and NAT traversal.  

Albeit limited, P2P systems can be implemented by constrained devices [8][9] and 
fit with the IoT requirements previously stated. Therefore the new enhancements we 
propose in this paper will be also suitable for the deployment of a fully distributed IoT 
scenario that does not require such local gateways, but devices will autonomously 
connect to the P2P IoT. 

3 Background and Problem Statement 

We take REsource Location And Discovery (RELOAD) [5] as the reference P2P 
protocol since it provides a standard, generic, self-organizing overlay network service. 
On top the RELOAD overlay layer different application protocols can be plugged in, 
such as the Session Initiation Protocol (SIP), Extensible Messaging and Presence 
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Protocol (XMPP) or even the Constrained Application Protocol (CoAP) [7], a 
lightweight client-server protocol for sensors [6] that will probably be employed in 
the data-plane of the IoT. 

RELOAD proposes Chord [10] as its default Distributed Hash Table (DHT) 
algorithm to organize the overlay. It also has an integrated Network Address 
Translator (NAT) traversal mechanism, the Interactive Connectivity Establishment 
(ICE) [11]. In a distributed and heterogeneous IoT scenario, this mechanism comes 
very handy for interconnecting the autonomous devices, which will use whatever 
communication technology is available. The DHT allows for storing information in 
the overlay, where resources are identified by their resource-ID, which is usually 
obtained by hashing some resource’s information, i.e. name, data, URI, owner ID, etc. 
As with other DHTs, RELOAD identifies devices by their node-ID, usually calculated 
with the same hash algorithm as the resource-ID. RELOAD supports two types of 
nodes: peers and clients. Peers are nodes that run the DHT algorithm, route messages, 
and store data on behalf of other nodes. Clients are nodes that do not run the DHT 
algorithm, and neither provide message routing nor storage services. Instead, they use 
other peers as proxies to the DHT.  

Therefore, given the connectivity and resource constraints of most IoT devices, it is 
reasonable that they connect as RELOAD clients to a DHT composed by stable peers. 
However, there are some limitations in the way clients operates in the current 
specification, related to enabling sleeping devices and adapting current access control 
policies to the open and multi-stakeholder nature of IoT. 

3.1 Enabling Sleeping IoT Devices in RELOAD 

Although there has been a lot of research on network scalability, including P2P 
networks, the sleepy behavior of network devices has been considered only recently 
[1]. The main reason being that it changes one of the main assumptions about Internet 
hosts, that is, that they can be contacted at any time. Both P2P protocols, like 
RELOAD, and sensor protocols, like COAP, assume that nodes, either peers/clients or 
COAP servers/gateways, are always able to receive messages. However, this would 
require IoT devices to be fully awake all the time, or at least its wireless interface, 
which will severely limit the lifetime of any battery-power device. 

Still, many do not consider this an issue, since it is assumed that wireless sensor 
devices just awake periodically to send one or few COAP messages with the last 
sensor measurement to a gateway or central server, and immediately go to sleep again 
[13]. Although in the data plane this client-only behavior of sensors is possible in 
most scenarios, this is no longer the case for the control and management planes. 
Although they have been overlooked by the research literature, they are essential for 
the correct operation of all kind of networks, including the Internet of Things. For 
example in order to configure a sensor with the COAP URI where to send its 
measurements to, the time between those measurements, or a threshold to filter 
unimportant events. Other example of management plane operation may be obtaining 
the statistics about transmitted/received packets in order to troubleshoot a problem. 
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To save space and cost, many IoT devices will not have a dedicated 
control/management interface (e.g. an USB port), but will rely on the same network 
interface employed for the data plane, which should be sleeping most of the time. 
Therefore, it is not possible to send control or management commands to sleeping 
sensors or actuators, unless some additional synchronization or rendezvous 
mechanism is in place. Our proposal is that low power devices can use a Distributed 
Hash Table (DHT) as a rendezvous mechanism to receive commands from their 
masters, since they may be behind a firewall or NAT and be sleeping most of the 
time. To do so, a sensor device creates a resource in the DHT, called Command 
Mailbox, and polls it periodically to check if it has new commands from its 
(potentially unknown) masters, while always-on actuators may receive these 
commands immediately by becoming DHT peers. Masters only need to know the 
node-ID of the device (either a sensor or actuator), in order to send commands to it 
through the DHT. 

3.2 Security Considerations for the IoT Control-Plane 

Although current sensor-based applications are vertically integrated, and thus a single 
vendor provides the whole stack, which is usually specifically designed for a given 
application and client, we envision the future IoT as an open and multi-stakeholder 
network, where interoperable devices can be provided by multiple vendors, and new 
applications can be deployed dynamically over the existing infrastructure. However, 
such open environment poses clear security challenges. In our particular case, 
although the commands from the master are encrypted and signed using a Message 
Authentication Code (MAC), the main security problem is how to allow an arbitrary 
number of masters (e.g. the users of a given IoT application) to write in the Command 
Mailbox resource of an already deployed device without using a dedicated server or 
directory [14]. 

Currently RELOAD has two control policies that can be employed to protect this 
kind of resource sharing: node-based and list-based, although they have some 
drawbacks: 

 
• Node-based (USER-NODE-MATCH in RELOAD) [5] policy allows any node 

of the DHT to write one entry in any Dictionary resource applying it. However, 
in order to protect their own memory, peers responsible for the storage of the 
Dictionary resource will certainly limit its size. This could easily lead to a Denial 
of Service (DoS) attack, because an attacker with multiple valid certificates 
would be able to store a high volume of data to overflow such limit, preventing 
legitimate masters from storing their information. This happens because the peer 
storing the resource does not know which nodes are the valid masters of a device. 

 

• List-based (USER-CHAIN-ACL in RELOAD) [15] policy is not vulnerable to 
this attack, because only the nodes explicitly allowed by the owner of the 
resource are able to write data. However, this requires the device to know the list 
of legitimate masters beforehand. Moreover, a device cannot be shared by an 
arbitrary number of users, because that would be too great a burden for the peer 
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managing such list, as well as all associated certificates - thus the dedicated 
server approaches such in [14]. In the IoT context, it implies that our sensor 
device should have to know beforehand the user-IDs or node-IDs of all possible 
masters before being deployed. This obviously complicates the management and 
deployment of IoT devices, especially in the cases of embedded ones that do not 
have a dedicated control interface. Therefore, a simpler mechanism to enable 
initially unknown masters to write commands in the resource of a deployed 
embedded device would be useful. 

4 Proposed Solutions 

As we have seen in the previous section, controlling sleeping IoT devices is 
problematic because those devices are asleep most of the time. In addition, current 
DHTs do not implement access control policies suitable for the large amount of 
devices that will be part of the IoT future scenario and their multi-stakeholder 
management. In this section we tackle those problems and present solutions to them. 

4.1 A Command Mailbox for DHTs 

Taking Chord’s implementation in RELOAD [5] as a model, devices that want to use 
this method should be pre-configured at least with the following information: 

 

• The node-ID of the device, which must be globally unique. 
• A valid certificate from the Enrollment Server of the DHT. 
• The DNS name of the overlay, or the IP addresses of Bootstrap Servers. 
• An optional, randomly generated, secret key. The master can later change this 

key, but if the device is reset, it goes back to this initial secret key. 
 

In order to issue commands to the device, its masters must know the device’s node-
ID and its current secret key. This information may be shared in several ways, for 
instance it can just be printed in the manual or in the device itself. In any case, the 
master should change the secret-key as soon as possible (i.e. the very first control 
command). Notice that it is not necessary neither that the master knows whether the 
device is a sensor or an actuator, nor the device has to know whom its master or 
masters are beforehand, which greatly simplifies the bootstrapping and the dynamic 
ownership of IoT devices. 

The proposed command mailbox resource is to be used by sensors, actuators and 
masters. The initial operation procedure after being reset (see Figure 1) is the same for 
devices plugged to the grid (e.g. actuators), thus awake and connected all the time, 
and for battery-powered, or otherwise intermittent-connected, devices (e.g. sensors).  

After booting, an IoT device contacts the Bootstrap Server to obtain the overlay 
configuration and to identify its Admitting Peer, i.e. the one responsible for the node-
ID of the joining node. Then, in the case of an always-on actuator, since it has enough 
resources to be a full peer, it joins the DHT as a RELOAD peer through its Admitting 
Peer. A sensor, on the other hand, attaches to its Admitting Peer as a RELOAD client, 
and thus has no routing or storage responsibilities. 
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Fig. 1. Issuing a command to a sleepy client device (e.g. a battery-powered sensor) 

Then the booting device creates in the DHT a Dictionary resource with the new 
COMMAND-MAILBOX kind-ID and the proposed CLIENT-ID-MATCH policy that 
enables it to store it with the same key as its own node-ID. Note that this behavior is 
not contemplated in current RELOAD specification because, to limit resource 
consumption and provide more availability, data can only be stored when the 
resource-ID are either a hash of the owner’s user-ID or node-ID. In the case of an 
actuator peer, since it is the responsible for its own command mailbox resource, it is 
not necessary to create a real resource (e.g. reserve memory or replicate it), but just to 
process the DHT messages targeting it. In the case of a sensor device, the command 
mailbox is created in its Admitting Peer by performing a DHT store operation with 
the same key as the sensor’s node-ID. 

At this point, once the Command Mailbox resource has been created, a sensor 
device may leave the Admitting Peer and go to sleep for some pre-defined amount of 
time between command checks (e.g. 10 minutes). Conversely, an actuator remains 
connected as a peer in order to receive messages from its masters, requesting a store 
operation in its Command Mailbox resource. Then, when the sensor awakes, it 
attaches again as a client to its Admitting Peer and fetches its mailbox looking for any 
new command. Both types of devices can verify the MAC code of the incoming 
command, and optionally decrypt it, to guarantee that it comes from a valid master 
that knows its current secret key.  

Therefore, when a master has to issue commands to any of the IoT devices it 
controls, it only has to be connected to the same DHT (either as a peer or as a client). 
Then it can issue control messages just by storing the encrypted and signed command 
into the Command Mailbox resource with the same resource-ID as the target device’s 
node-ID. Thus, if the target device is an actuator, the command will be received 
directly by the actuator peer and act accordingly. Sensors on the other hand will only 
receive such command after checking the Command Mailbox at its Admitting Peer. 
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Once all commands have been executed or discarded (i.e. wrong MAC), the device 
overwrites the whole Command Mailbox resource. If necessary it can write a response 
to the command in the same mailbox, or sent it back to the master using other 
mechanisms, like a RELOAD message routed through the overlay, or a direct COAP 
message. If no response is needed, the command-mailbox entry can be just left empty.  

To check that the device has processed the command, the master can just wait for a 
direct response message (e.g. through the overlay) or, if the master is a sleepy node 
itself, it may then try to fetch the same resource to check the response of the device, 
or that at least verify if the key is empty, i.e. not containing its own command.  

4.2 Access Control Policy for RELOAD Based on Shared Keys 

Previously we have discussed how to solve the problem of sending control or 
management commands to sleeping sensors or actuators. Now we address the issue of 
sharing write permissions of the command mailbox resource with other (potentially 
unknown) nodes in the overlay to prevent Denial of Service (DoS) attacks. To do so, 
we propose the use of a shared-key mechanism (see Figure 2).  

In our IoT deployment scenario every embedded device can be deployed without a 
pre-configured list of masters, but rather just with a randomly generated secret key. 
Any master would only need to know the device’s identifier and its initial secret key, 
which can be printed in the manual or in the device itself. Therefore a device can be 
easily controlled by an arbitrary number of masters without managing an explicit 
access control list.  

A device that wants to create a Command Mailbox resource and share its write 
permissions with its (unknown) masters by means of the proposed shared-key 
mechanism should follow two steps: 

 
1. Establishing a Write Key: The device sends a Store Request message with the 
same ID as the Command Mailbox resource being protected and a value identifying it 
as a Write Key (in RELOAD this can be done by editing part of the StoreKindData 
with an additional key_sign_type = WRITE_KEY attribute). The message should 
also define the Message Authentication Code (MAC) algorithm to be employed by 
other nodes, and include the shared key associated to that resource, and that may be 
derived (e.g. by hashing) from the device’s secret key. The Write Key is encrypted 
with the public key of the peer storing the resource, so it can be securely forwarded 
through the overlay. Only the owner node can change the secret key or the MAC 
algorithm at any time by sending a new Store Request message with a different 
write_key field.  
 

2. Storing in the Resource: After establishing the Write Key of the Command 
Mailbox, any node that knows such key is also able to store information in the shared 
resource. Those messages need to include a write_sign signature field containing 
the MAC value of the whole message structure including the resource-ID, by using 
the current Write Key. The MAC algorithm must be the one specified in the 
mac_algorithm field of the Store Request operation by the owner device. When 
considering RELOAD, other operations (i.e. Fetch, Stat, etc.) are not affected since 
the write_key_sign field only appears in Store messages.  
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Fig. 2. RELOAD resource being shared between two owners 

When the responsible peer needs to replicate the shared resource in one or more 
replicas, it should also include the whole write_key field in the Store Request 
message sent to the replica, and optionally encrypting the write key with the replica’s 
public key. Usually the certificates of the replicas should be in the responsible peer’s 
cache, but if not, the key can be obtained by sending a RELOAD ping message to the 
replica’s node-ID. 

5 Scalability Analysis 

This section analyzes the scalability of the proposed DHT-based IoT control plane by 
comparing it with using centralized servers, as well as analyzing the effect of the 
proposed enhancements to RELOAD. To do so, let us define N as the total number of 
nodes in the Internet of Things (IoT): ܰ ൌ ௌܰ ൅ ஺ܰ 

Where NS and NA are, respectively, the total number of sensors and actuators in the 
IoT. We will assume that actuators are mains-powered and have a permanent 
connection (although they may be behind NATs/firewalls), so they can behave as DHT 
peers. On the other hand, sensors are sleeping most of the time so they only wake up 
periodically to check their command mailboxes. Due to this intermitted connection 
sensors are not full peers, but connect as RELOAD clients to their Admitting Peers.  

To model the IoT control traffic, we will also define Ox as the average rate, 
measured in messages per time unit, of control operations issued to a given node of 
type x. Thus, Os and Oa are the average rate of control operations issued to a sensor 
and an actuator, respectively (e.g. Oa = 1 means that each actuator receives on average 
one control operation per time unit). Ps and Pa are defined as the rate sensors and 
actuators poll their associated Command Mailbox (e.g. Ps = 1 means that each sensor 
polls its command mailbox once per time unit).  

Now we can define MX as the total number of control messages exchanged (either 
sent or received) per time unit by all nodes of type X. Then MC is the total number of 
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messages sent or received per unit time by all servers in the centralized scenario, and 
M’DHT specifies all messages generated within the RELOAD DHT. Notice that 
forwarding a control message, either by a central server or a RELOAD peer, involves 
one reception and one transmission, and thus it is accounted as two messages. 

Finally, the metric employed to compare the scalability of the different scenarios is 
Lx, the average load of a node of type x, measured as the average number of messages 
exchanged by a node per time unit. It is computed as the total number of messages 
(MX) divided by the number of type X nodes (NX): ܮ௫ ൌ ௑௑ܰܯ   

Next we provide an analytic model for this load metric in the three evaluated 
scenarios. 

5.1 Centralized Scenario 

In this scenario, the control plane of the IoT is provided by a set of Nc centralized 
servers. We will assume a perfect load balancing strategy so all servers handle exactly 
the same number of messages. Then, actuators have a permanent connection with one 
of these servers, which acts as a proxy of control commands, sending back and forth 
the operation requests from masters and the replies from actuators. Therefore, the 
total number messages exchanged by all IoT actuators is just two times (i.e. request + 
reply) the average control operation rate of a single actuator (Oa) multiplied by the 
total number of actuators (NA): ܯ஺ ൌ 2 ௔ܱ ஺ܰ 

Sensors, on the other hand, do not have such permanent connection and thus cannot 
receive control commands from their masters directly. Instead these masters’ 
operations are stored in a Command Mailbox at the central servers while the master 
waits for a response. Sensors poll its mailbox periodically (at Ps rate), and when it 
contains a new operation request, it is executed and the response is sent back to the 
user through the central server. Therefore the total number of messages exchanged by 
the sensors is the sum of the polling ones plus the two request/response messages 
exchange with the master: ܯௌ ൌ 2 ௦ܲ ௌܰ ൅ 2 ௦ܱ ௌܰ ൌ 2 ௌܰሺ ௦ܲ ൅ ௦ܱሻ 

Then, the total number of messages exchanged by all masters is: ܯெ ൌ 2 ௔ܱ ஺ܰ ൅ 2 ௦ܱ ௌܰ 

Therefore, since the central servers forward all messages exchanged among masters, 
sensors and actuators, the total number of messages handled by all servers (M’C) and 
the average load per server (Lc) are: ܯ஼ ൌ 4 ௔ܱ ஺ܰ ൅ 2 ௌܰሺ ௦ܲ ൅ 2 ௦ܱሻ ܮ௖ ൌ ஼஼ܰܯ  
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5.2 Standard DHT without the Proposed RELOAD Enhancements 

To avoid the extra cost and single point of failure of centralized servers, in the 
following scenarios the control plane is provided by a global DHT comprised by all 
IoT actuators that are powerful enough to act as RELOAD peers. Sensors act as 
RELOAD clients and are connected to the DHT through their Admitting Peers. 
Masters that want to issue control commands are also connected as RELOAD clients 
in order to write the desired operation in the Command Mailbox of the target IoT 
node and then, as in the previous case, wait for a direct response forwarded through 
the DHT. Both operations are acknowledged to provide a reliable service. 

However in the second scenario we will first not consider the proposed RELOAD 
enhancements. Therefore the Command Mailbox resource of a sensor or an actuator is 
stored by some (random) peer in the DHT obtained by hashing its node-ID, and both 
sensors and actuators have to periodically poll it in order to check if there is any new 
operation request. In that case, they execute it and send the reply back through the 
DHT to the master (which has provided its node-ID in the command request) that 
finally acknowledges back to the device. Therefore the number of messages 
exchanged by all masters, sensors and actuators among them, as well as with the peers 
storing their respective Command Mailboxes are: ܯԢௌ ൌ 2 ௦ܲ ௌܰ ൅ 2 ௦ܱ ௌܰ ൌ 2 ௌܰሺ ௦ܲ ൅ ௦ܱሻ ܯԢ஺ ൌ 2 ௔ܲ ஺ܰ ൅ 2 ௔ܱ ஺ܰ ൌ 2 ஺ܰሺ ௔ܲ ൅ ௔ܱሻ ܯԢெ ൌ 4 ௦ܱ ௌܰ ൅ 4 ௔ܱ ஺ܰ 

However each of these messages, exchanged either with the peer storing the 
command mailbox or with the master, must be forwarded through the DHT. For a 
Chord ring with NDHT peers, the average number of hops is ܪ ൌ ଶ݃݋݈ ஽ܰு் [10] and, 
since each hop requires receiving and sending each forwarded message, the total 
number of forwarded messages doubles. Moreover there is certain overhead in order 
to maintain the DHT structure. In case of RELOAD/Chord an update message must 
be sent to all neighbor peers every 10 minutes (UNeighs = 6 msg/hr), while a search for 
best fingers is performed each hour (UFingers = 1 msg/hr). Given that each peer must 
have 16 fingers and 22 neighbors (i.e. 3 predecessors + 3 successors + 16 fingers) [5], 
the total number of overhead messages per time unit to maintain the DHT is: ܯ஽ு் ൌ 22ܷே௘௜௚௛௦ ஽ܰு் ൅ 16ܷி௜௡௚௘௥௦ܪ4 ஽ܰு் ൌ  ஽ܰு்ሺ22ܷே௘௜௚௛௦ ൅  ி௜௡௚௘௥௦ሻܷܪ64

Then, the total number of messages (exchanged among masters, sensors and 
actuators) sent and received by all DHT peers (M’DHT), and the average peer load 
(L’DHT) are: ܯԢ஽ு் ൌ ሺ2ܪ2 ௦ܲ ௌܰ ൅ 2 ௔ܲ ஺ܰ ൅ 4 ௦ܱ ௌܰ ൅ 4 ௔ܱ ஺ܰሻ ൅ Ԣ஽ு்ܮ ஽ு்ܯ ൌ Ԣ஽ு்஽ܰு்ܯ  
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5.3 Enhanced RELOAD DHT 

In the third scenario, the IoT control plane is also provided by a global DHT, but now 
it employs the proposed RELOAD enhancements. This way, the Command 
Mailboxes of sensors and actuators are not stored in remote peers, but in the sensor’s 
Admitting Peer or at the actuator itself. This greatly reduces polling overhead because 
allows actuators to receive commands immediately, and polling messages from 
sensors are not forwarded several hops away through the DHT, but just target the 
local Admitting Peer. Therefore the total number of messages exchanged among 
masters, sensors and actuators in this distributed scenario are: ܯԢԢ஺ ൌ 4 ௔ܱ ஺ܰ ܯԢԢௌ ൌ 2 ௌܰሺ ௦ܲ ൅ ௦ܱሻ ܯԢԢெ ൌ 4 ௦ܱ ௌܰ ൅ 4 ௔ܱ ஺ܰ 

Now only the messages among masters and actuators, sensors or their Admitting 
Peers have to be forwarded in the DHT (still with H hops on average), while sensors’ 
polling messages reach the Admitting Peer directly, leading to the following total 
number of messages (also considering the MDHT overhead) in the DHT and the 
average load per peer: ܯԢԢ஽ு் ൌ ሺ4ܪ2 ௦ܱ ௌܰ ൅ 4 ௔ܱ ஺ܰሻ ൅ 2 ௦ܲ ௌܰ ൅ ԢԢ஽ு்ܮ ஽ு்ܯ ൌ ԢԢ஽ு்஽ܰு்ܯ  

6 Evaluation 

In order to evaluate the scalability of the three analyzed scenarios, we should compare 
them with similar parameters. Therefore let us assume that the control operation rate 
for sensors is just one operation per node and day (Os = 1 op. per node and day = 1/24 
op. per node and hour) while actuators receive one operation per hour (OA = 1 op. per 
node and hour). The Command Mailbox polling rate is also the same for sensors and 
actuators, but faster to reduce the response time (Ps = Pa = 1 poll per node every 
minute = 60 polls per node and hour). To do not favor any device type, let us assume 
that half of the IoT devices are sensors and the other half actuators (Ns = Na = N/2). 
Moreover, all actuators form the IoT control-plane DHT (NDHT = Na).  

Figure 3 shows the scalability of the three proposed scenarios. Each curve 
represents the average load per node measured in messages per hour of each solution. 
That is, Lc, L’DHT and L’’DHT that were defined in the previous section. Since the 
average load depends on the number of nodes, the centralized solution has four curves 
for different number of servers, ranging from one to 10,000. Notice that both axes are 
in log scale. 
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Fig. 3. Load per node in the three evaluated scenarios (ࡸ ,ࢉࡸԢࡸ ,ࢀࡴࡰԢԢࢀࡴࡰ) 

It can be clearly seen that the centralized solution requires deploying a high 
number of servers in order to maintain the same average load as the DHT-based 
solutions, which is low enough (2,351 msg/hr = 0.65 msg/sec with one billion - 10^9 - 
IoT nodes) to be supported even by constrained devices. Moreover, the proposed 
enhancements for RELOAD reduce one order of magnitude the total number of 
messages in the DHT by avoiding polling remote Command Mailbox resources, 
which constitute a high share of the total traffic. 

However, due to the overhead to maintain the DHT, a distributed IoT control plane 
does not make sense for small IoT deployments that may simply rely on few 
centralized servers. On the other hand, a DHT composed by IoT actuators does not 
require deploying and maintaining additional infrastructure, and continuously 
upgrades as the IoT grows, given that the new actuators will help providing the IoT 
control plane. 

7 Conclusion 

This paper provides the foundation of a fully distributed control plane for the Internet 
of Things (IoT). It provides an asynchronous mechanism to send control plane 
commands (e.g. CoAP, SNMP or custom ones) to intermittently connected devices. 
Moreover this solution enables the IoT to be managed by different stakeholders, 
which do not need to deploy its own infrastructure but may rely on the existing IoT 
devices themselves. 
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For implementation purposes, we focus on the IETF standard P2P protocol: 
RELOAD. Our enhancements would require minimal modifications to the current 
specification. Since our mechanism is fully distributed it takes advantage of the 
inherent properties of distributed systems such as scalability, NAT traversal and 
autonomous operation. Moreover, since the IoT control and management traffic is not 
concentrated in a single point of the network, but it is distributed among all peers of 
the DHT, it does not have a single point of failure as centralized solutions. Our 
estimations show that the overall traffic in the DHT is quite low since most messages 
are sent towards their final destinations (i.e. actuator peers), or through a direct 
connection (e.g. sensors polling their Admitting Peers). Moreover, our analysis shows 
that the proposed DHT solution has remarkable scalability properties when compared 
with a centralized solution, since the growth of the IoT as a fairly limited impact on 
the control-plane load of DHT peers.  

We have also provided a simple access control policy to enable a RELOAD 
resource, such as the proposed Command Mailbox one, to be shared by an arbitrary 
number of nodes, without requiring an explicit list of allowed devices as it happens 
now with access list-based policies. Moreover the proposed resource sharing policy 
does not allow external nodes (i.e. that do not know the shared key) to write any data 
in the shared resource, and thus is not vulnerable by design to the Denial of Service 
(DoS) attacks against node-based policies. This is a final requirement for an open, but 
secure, distributed management of IoT devices.  
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Abstract. 6LoWPAN plays a major role within the protocol stack for
the future Internet of Things. Its fragmentation mechanism enables trans-
port of IPv6 datagrams with the required minimum MTU of 1280 bytes
over 802.15.4-based wireless sensor networks. With the envisioned goal of
a fully standardized WSN protocol stack currently necessitating a route-
over approach, i.e. routing at the IP-layer, there are two main choices for
any 6LoWPAN implementation with regard to datagram fragmentation:
Hop-by-hop assembly or a cross-layered direct mode, which forwards in-
dividual 6LoWPAN fragments before the whole datagram has arrived. In
addition to these two straightforward approaches, we propose enhance-
ments based on adaptive rate-restriction for the direct forwarding and
a retry control for both modes to reduce the number of losses of larger
datagrams. Our evaluation of the basic and enhanced forwarding modes
within simulations and a hardware testbed indicate that the proposed en-
hancements can considerably improve packet reception rate and latency
within 6LoWPAN networks.

Keywords: 6LoWPAN, fragmentation, 802.15.4, CometOS, forward-
ing, route-over, wireless sensor networks.

1 Introduction

Wireless sensor networks (WSNs) have a broad field of possible applications,
starting from smart homes via monitoring of industrial plants, agricultural fields
and personal health through to smart metering. WSNs are typically character-
ized by nodes with only constrained resources in terms of memory, computation
power and available energy and by wireless links which often exhibit lossy and
transient behavior. Until recently, these networks usually employed proprietary
protocols and therefore off-the-shelf solutions were either not available or not
interoperable.

The vision of the “Internet of Things” aims at providing each and every sen-
sor with its own IPv6 address to make it accessible via proven and established
standard protocols. This idea has given rise to the development of a standardized
protocol, Transmission of IPv6 Packets over IEEE 802.15.4 Networks (RFC 4944

D. Pesch et al. (Eds.): MONAMI 2013, LNICST 125, pp. 122–135, 2013.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013
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[1]; 6LoWPAN), which enables the use of IPv6 with the link layer protocol IEEE
802.15.4 [2]. The routing protocol for low power and lossy networks (RPL [3])
and its recent acceptance as a proposed standard as well as the constrained appli-
cation protocol (CoAP [4]) complement the development towards a completely
standardized IPv6 protocol stack for wireless sensor networks.

The 802.15.4 standard offers physical- and MAC-layers for low power wireless
personal area networks (LoWPAN). While the MAC-frame size of those networks
is only 127 bytes, IPv6 depends on a maximum transmission unit (MTU) of at
least 1280 bytes.

6LoWPAN offers an intermediate layer between the IP- and the data link
layer to overcome this issue. It defines compression algorithms for IPv6 headers
and a fragmentation mechanism for larger IPv6 datagrams to be transportable
within 802.15.4 MAC frames. Concerning the routing within a multi-hop wire-
less network, 6LoWPAN specifies two possibilities: mesh-under and route-over.
With mesh-under, routing decisions are made at the adaption layer by some not
specified routing protocol; the entire 6LoWPAN network appears to the IP layer
as a single hop network. Following an approach with completely standardized
protocols, we are only concerned with route-over, where routing decisions are
made by a routing protocol at the IP layer, e.g. RPL.

Applying strict separation of layers with route-over, a node then needs to
buffer incoming fragments in order to reassemble the complete datagram. If the
arriving packet is in transit to another node, it has to be reassembled, handed
to the IP layer for routing decisions and again has to be fragmented and sent to
the next node. During the whole process, buffer space has to be reserved for the
whole datagram. Considering the resource limitation of WSN hardware, where
a buffer is likely to be not much larger than the MTU, this may necessitate
dropping additional incoming datagrams for which no buffer space is left.

This is a known issue and the informational implementation guidelines [5] rec-
ommend the use of a virtual fragmentation buffer, which immediately forwards
fragments which are just in transit to the next hop and only stores information
necessary to identify and dispatch the following fragments. While such a direct
forwarding scheme may overcome the buffering issue and even decrease the la-
tency on longer paths by enabling pipelining of fragments, it is also likely to
cause more collisions on the channel due to the hidden terminal problem.

Considering that lost fragments will inevitably lead to lost datagrams, the
forwarding strategy has a tremendous impact on the performance within a
6LoWPAN-based wireless sensor network. Therefore, we evaluated the basic
schemes and additionally propose rate-restriction mechanisms to prevent per-
formance degradation using the direct mode and a retry-control mechanism to
prevent the loss of nearly completely transmitted datagrams. These different
modes are described in more detail in Section 3. An overview about past re-
search in concerning 6LoWPAN fragmentation strategies is given in Section 2.
Sections 4 and 5 provide information about the used simulation and testbed
scenarios and the results of the experiments, respectively. Section 6 concludes
this work.
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2 Related Work

Different forwarding techniques for 6LoWPAN for IPv6 datagrams without and
with fragmentation were evaluated by Ludovici et al. [6]. They analyzed end-to-
end delay and loss-rate of a single sender for two route-over1 and two mesh-under
schemes within a line topology of up to five TelosB nodes, yielding a maximum
network diameter of 4. One main result of their studies was the dramatically
higher reliability of the route-over scheme compared to mesh-under and en-
hanced route-over, up to a datagram size at which maximum buffer capacity is
approached and datagrams have to be dropped due to the lack of buffer space.
On the other hand, end-to-end delay has been observed to be better for the three
non-reassembling schemes.

A similar approach was adopted by Bhunia et al. [7]. Within a similar setup,
they analyzed the end-to-end delay and loss rate for a single sender node within
a small testbed with a line topology. Their observations are in line with those
of [6].

In a draft of the IETF working group “Routing over low power and Lossy
networks”2, Thubert and Hui [8] describe an extension to RFC4944 which adds
negative acknowledgements and fragment recovery mechanisms to 6LoWPAN.
By means of recovery from individual fragment losses, the loss (and potentially
congestion-causing upper layer retransmission) of whole datagrams is meant to
be prevented. While certainly worth investigating, this can be seen as an or-
thogonal approach to the mechanisms proposed by us and will not be further
evaluated here.

Wang et al. [9] proposed a method for mesh-under routing in 6LoWPANs,
which reassembles packets at some intermediate nodes. Evaluating route-over,
mesh-under and their chained mesh-under routing (C-MUR) in a testbed consist-
ing of 6 nodes arranged in a line topology, they observed that C-MUR achieves
a latency between mesh-under and route-over and a better packet reception rate
than both for an increasing number of fragments.

An important issue when applying direct forwarding within a 6LoWPAN is
the possible self-interference of fragments of the same datagram along a multi-
hop path. Gnawali et al. acknowledged this problem of collisions with formerly
forwarded frames, though within the slightly different context of their routing
protocol for WSNs (CTP: Collection Tree Protocol [10]). To minimize the possi-
bility for such self-interference, a restriction is introduced to the rate with which
frames are forwarded by CTP. This technique is adopted by our rate-restricted
modes which are introduced in Section 3.

1 Route-over: the “classic” re-assembling mode; enhanced route-over: a virtual re-
assembling mode, which actually directly forwards individual fragments and thereby
corresponds to our “Direct Mode”

2 http://tools.ietf.org/wg/roll/

http://tools.ietf.org/wg/roll/
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3 Forwarding Techniques

In the following, we call the approach of treating fragments of IPv6 datagrams
corresponding to a strictly layered network stack Assembly Mode: Each data-
gram is completely reassembled at each intermediate IPv6 hop. In contrast, we
use the term Direct Mode for the mechanism which works according to the
implementation guidelines for 6LoWPAN [5]. Fragments of datagrams which are
not destined to the receiving node are directly forwarded by determining the
next hop from the IPv6 routing table. At arrival of the first fragment, a node
creates an entry in a so-called virtual reassembly buffer, which is used to identify
the following fragments and keep track of the status of in-transit datagrams.

3.1 Enhanced Direct Modes

When a node forwards an arrived fragment immediately to the next node it will
compete for the channel with the previous node trying to send the next fragment.
While this problem is solved by the CSMA/CA of the MAC Protocol, adding
another hop will in many cases cause a hidden terminal problem and drastically
increase the probability for collisions at the intermediate node. CTP (see Section
2) uses a rate restriction to decrease the impact of the hidden terminal problem
in high traffic scenarios, i.e. in case nodes have several frames stored in their send
queue: Every node, after having forwarded a frame, will delay the transmission
of consecutive frames.

We adopted this strategy in two different ways: First, we defined and im-
plemented a mode which is identical to the rate restriction proposed by the
collection tree protocol. We observed a mean transmission time for a 96 bytes
6LoWPAN fragment of ttx = 6ms, including backoffs and transmission time.
Under the assumption that a routing protocol will choose shortest paths, the
channel will be free again after waiting for the duration of two transmissions fol-
lowing the initial one3. Therefore, after each transmission, we randomly schedule
a delay td, with

1.5 · ttx ≤ td ≤ 2.5 · ttx (1)

We call this mode Direct Mode with Rate Restriction (Direct-RR).
This strategy, however, also has some obvious issues. First, the average trans-

mission time can be different for different nodes, depending on their position
within the network and the current traffic situation. Second, the transmission
time strongly depends on the configuration of the 802.15.4 link layer, e.g., chang-
ing the minimum backoff exponent will dramatically increase the average dura-
tion of a transmission. To mitigate the impact of these issues, we propose an
adaptation of the used transmission delays to the actual transmission time. We
call this mode Direct Mode with Adaptive Rate Restriction (Direct-
ARR). Instead of setting a fixed rate restriction, the 6LoWPAN layer contin-
uously measures the actual transmission time and calculates an exponentially

3 Consider A → B → C – when C has finished, the danger of a collision at B is greatly
reduced.
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weighted moving average (EWMA) to estimate the average transmission time:
ttx = αttx+(1−α)ttx,curr. The actual delay is again determined by Equation (1).
Note that, as the number of link layer retries also influences the transmission
time, Direct-ARR mode essentially implements a local congestion avoidance.

3.2 Retry Control

Transmitting larger datagrams with several frames will increase the risk of one
fragment getting lost on the way. One lost fragment results in the loss of the
complete datagram. When such a loss occurs, all transmissions of fragments
before have been in vain and worthlessly produced network traffic. For this reason
and with IPv6 following a best-effort delivery, link layer retries are desperately
needed to prevent unacceptably high end-to-end loss rates. Therefore we set the
number of link layer retries to 7 in our experiments and simulations.

Additionally, we propose a retry control mode to decrease the probability of
unnecessary transmitted frames in the network. If a large part of a datagram
has already been transmitted successfully to the next hop, we put more effort on
transmitting the following parts. We call this method Progress-Based Retry
Control (PRC). The number of retries is calculated as follows, where s is the
size of the fragmented datagram and strans the already transmitted size:

NRetries = 7 + 8× strans
s

(2)

This results in a number of 7 to 15 MAC retries, with 15 being the maximum
number of retries provided by the hardware-supported automatic acknowledge-
ment mechanism of the transceiver used within our testbed.

4 Methodology

We integrated all forwarding techniques into our 6LoWPAN implementation for
CometOS4 [11]. CometOS enables the reuse of its C++ module implementations
for simulations within the OMNeT++ framework and for the testbed deploy-
ment. To avoid influence of any routing mechanism to the measurement result,
we applied a static routing scheme during all experiments. CometOS’ physical
channel model is based on the MiXiM framework5. For our simulation runs, we
used a channel model resembling a LogNormal Shadowing with a given fixed
average signal strength and a variance. Different from a standard propagation
model, we configured each link individually by means of a configuration file.

4.1 Scenarios

For simulations we considered four different network topologies as shown in
Figure 1. The chain-like network (Fig. 1a) was chosen because we expect that the

4 http://www.ti5.tuhh.de/research/projects/cometos/
5 http://mixim.sourceforge.net/index.html

http://www.ti5.tuhh.de/research/projects/cometos/
http://mixim.sourceforge.net/index.html
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(d) RealSim

Fig. 1. Simulated networks. Edges represent static routes, the dark gray node is the
sink.

benefits of pipelining fragments are most clearly visible in this setup. In contrast,
the ”Star“ network (Fig. 1c) exhibits paths with a maximum of three hops and
therefore does not yield any potential for pipelining and clearly favors the assem-
blymodes in this regard.On the other hand, it contains enough nodes routing their
traffic over the central node to reveal potential bottlenecks concerning the avail-
able buffer space. The Y network (Fig. 1b) again provides tremendous potential
for pipelining while at the same time it contains a potential bottleneck.

The RealSim network (1d) was modeled after a real world network and thereby
represents a more typical WSN topology. It was created by collecting link data
(received signal strength indicator (RSSI) mean and variance, packet reception
rate (PRR)) from the testbed itself and installing the corresponding links into
our physical channel model. Static routes for this scenario were created by ex-
ecuting the Dijkstra algorithm on the collected link data, where the weight of
the edges was set as the product of the ETX values for incoming and outgoing
links. Although this approach does not capture the transient properties of links
within a real world deployment, where links may exhibit dramatic changes of
the experienced PRR, or the possible interference from other networks (IEEE
802.11), it enables the comparison of results from the testbed with those from a
equivalent simulated network topology.

Within the Chain and Star networks, the links were set to artificially achieve
a PRR of virtually 100% at the link layer, frame collisions on the other hand
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inevitably lead to datagram losses for those setups. Within the Long-Y setup,
each link exhibits a frame error rate of 8.3% (before applying 802.15.4 retrans-
missions) for a 96 bytes 6LoWPAN fragment.

One dominant traffic pattern within wireless sensor networks is to collect data
from the sensors to a sink. We restricted our experiments to this traffic pattern
and let every node send UDP data packets towards the sink with different rates
λ and payloads. The interval i between two consecutive UDP packets has a
fixed and a random component according to i = I + 1

2λ , with I being uniformly
distributed within

[
0, 1

λ

]
.

4.2 Testbed

For the testbed, we deployed 13 ATmega128RFA1 radio modules in an office
environment. The ATmega128RFA1 is a single chip transceiver/mcu using an
802.15.4 physical layer and provides 16 kB of RAM and 128kB of program mem-
ory. The static routing tables for the testbed are based on the same link data
which are used to create the RealSim. To overcome the problem of transient link
behavior we used a lower transmission power for determining the routes than
for the actual experiment. While this measure in many cases caused routes to
be chosen too pessimistically and thereby artificially increased the diameter of
the resulting routing topology, it turned out that it was absolutely necessary to
guarantee that the network was connected most of the time.

To be able to determine the latencies of UDP packets within the testbed we
introduced a time synchronization mechanism which makes use of timestamps
within the transceiver driver. In order to keep the traffic overhead introduced by
this mechanism low, we reduced the rate at which new synchronization beacons
are sent to an average of once every 75 s.

The 6LoWPAN layer of our implementation has an assembly buffer of
2000bytes, which is also used for buffering enqueued fragments. In the assembly
mode it is possible to reassemble up to 10 datagrams (given that their combined
size fits into the buffer). In the direct modes, only 4 datagrams can be reassem-
bled; instead a tiny fragment buffer can forward up to 15 datagrams. With this
configuration both modes use exactly the same amount of RAM yielding a basis
for a fair comparison.

5 Evaluation

In this section we compare the different forwarding techniques in terms of packet
reception rate (PRR) and latency. Our RealSim network is used to verify the
comparability of the simulation results with the testbed network. In the simu-
lations we used five runs with each node sending 2 000 UDP packets each run.
In the testbed we send 48 000bytes in UDP packets of 100, 400 and 1200bytes
payload. This results in 40 packets of 1200bytes to 480 packets of 100 bytes per
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Table 1. Configuration of the underlying 802.15.4-based MAC layer

macMinBE macMaxBE macMaxCSMABackoffs macMaxFrameRetries

3 8 5 7
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Fig. 2. PRR of the Chain Network 37.5B/s

run in the testbed. Nine runs were executed per configuration. During all ex-
periments and simulations, the 802.15.4 MAC was set to use the configuration
shown in table 1.

For depicting the latencies, we use boxplots, depicting the minimum and max-
imum measurements by its whiskers, the 10th and 90th percentile by the box
and the median by the line in the middle.

5.1 Chain Network

In the Chain Network, the Direct-RR Mode achieves a better PRR and latency
than the Assembly Mode (Figure 2) while the Direct mode suffers from heavy
packet losses due to collisions caused by self-interference. Up to packet sizes
of 800 bytes, Direct-ARR has a PRR of almost 100%, which drops to 96.9%
at 1200bytes packet size. As expected, the Direct modes exhibited significantly
better latency for large fragmented datagrams (shown for 1200bytes in Figure 3),
although for a small percentage of datagrams the maximum values exceed those
of the assembly mode. For nodes farther away from the sink, the advantage of
pipelining datagrams by reusing the channel becomes obvious.

As the PRR is near optimum for the Chain Network, PRC has limited impact
on the results and is omitted here. Only the Direct Mode without any Rate
Restriction can profit from PRC with an increased PRR by 3%, but is 17%
worse than the Assembly Mode.
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(c) Direct-RR Mode
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(d) Direct-ARR Mode

Fig. 3. Per hop latency and PRR in the Chain Network with 37.5 B/s and 1200 bytes
payload
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Fig. 5. PRR of the Long-Y Network 37.5B/s

5.2 Star Network

Within the Star Network, no forwarding mode achieves a PRR of 100%
(Figure 4). Multiple opportunities for hidden-terminal-caused collisions exist
in every branch and at the centering node, whereas the possibilities for self-
interference (and pipelining) on the short way are rare. For these reasons, as-
sembly and direct modes perform similarly in terms of PRR and latency (which
we omitted). The comparatively steep drop in PRR of the assembly mode at
1200bytes is due an increased number of drops caused by lack of buffer space at
the central node. For the Star Network, the usage of retry control increases the
PRR by 2% to 4%.

5.3 Long-Y Network

In the Long-Y Network, the Direct-RR and Direct-ARR Mode show almost no
difference and perform comparably to the Assembly Mode regarding the PRR
(Figure 5). For payloads over 800bytes these modes exhibit an even better PRR
than the Assembly Mode. With PRR getting down to 60% and only up to less
than 90%, the classical Direct Mode performs impractically even with the PRC
enhancement.

In terms of average latency (see Fig. 6), the rate-restricted direct modes out-
perform the Assembly Mode significantly: For 1200bytes and at a distance of 15
hops, the median of the direct modes (RR: 395ms, ARR: 392ms) is less than a
third of that of the Assembly Mode (1311ms).

All of the PRR results show that the PRR with 100bytes is higher than with
50 bytes payload. This can be explained by the fact that 50 and 100bytes payload
both result in a datagram with two fragments (with the corresponding control
overhead), but the datagrams of 100 bytes payload are sent at only half the rate.
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(c) Direct-RR Mode
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(d) Direct-ARR Mode

Fig. 6. Per hop latency and PRR in the Long-Y Network with 37.5B/s and 1200 bytes
payload

5.4 RealSim and Testbed

Figures 7a and 7b show the PRR of the RealSim and Testbed Network with a
byte rate of 37.5B/s. Note that payloads of 50, 200 and 800Bytes have not been
used in the testbed, but only within the simulation. Naturally, some differences
can be observed between simulation and experiments in the real network. The
overall PRR for all modes are lower and the confidence intervals of averages
from the testbed are more widespread. We explain these differences with the
nature of a real world environment. During the experiments, there were people
moving in the office building, which also contains various WiFi hotspots causing
additional interference. The mechanism for time synchronization additionally
puts a small load on the real network. Nevertheless, the results show similar
tendencies and confirm the simulation results as an accurate-enough estimation
of the real world.

As a first result we can see that the Direct Mode has the worst PRR of all
modes. Direct-ARR outperforms Direct and Direct-RR, but has still a worse
PRR than the Assembly Mode. This trend can be observed in the testbed even
stronger than in the RealSim.
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(b) Testbed PRR with 95% confidence intervals

Fig. 7. Comparing the packet reception rates of the RealSim and the Testbed Network
with a byte rate of 37.5B/s. Note the different scaling of the y-axes.

Figures 8a, 8b, 8c and 8d show the latency results for the RealSim Network
with the Assembly, Direct, Direct-RR and Direct-ARR Mode. We can see that
the Direct Mode has no significant difference in latency, but the PRR drops
dramatically for further hops. The rate restriction of the Direct-ARR mode
achieves similar latencies, while achieving a higher PRR, though the latency is
more widespread. It has to be noted that the static routes chosen for RealSim and
testbed did not reflect the actual transmission range of the nodes (see 4.2), and
the “real” network diameter most of the time was rather 4 instead of 7. Therefore,
the direct modes could not benefit from pipelining and exhibit latencies not
better than the Assembly Mode.
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(b) Direct Mode
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(c) Direct-RR Mode
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(d) Direct-ARR Mode

Fig. 8. Per hop latency and PRR in the RealSim Network with 37.5 B/s and 1200 Byte
payload

6 Conclusion and Outlook

6LoWPAN enables wireless sensor nodes to use IPv6, but also needs a lot of
RAM to be able to forward packets. Directly forwarding incoming frames solves
that problem, while suffering from a significantly lower PRR.

We introduced three advanced forwarding techniques that are compliant with
the 6LoWPAN standard. These can increase the PRR of the direct mode to
almost the same level as the Assembly Mode. In scenarios with many hops
tailored for pipelining these direct modes with a rate restriction exhibited a
significantly lower latency than the Assembly Mode while at the same time
having a better or similar PPR. On the other hand, the assembly mode beats
all direct modes in the testbed configuration.

Of the two enhanced direct modes, Direct-ARR yielded the better results
regarding PRR and latency within all simulations and the testbed. The PRR of
all modes could be slightly increased by the introduced retry control, although
the impact is not as large as hoped.

In the future work the selective retry control will have to prove itself against
a flat increase of retries. While the latter may even further increase the PRR
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in many situations, we want to explore the behavior in high traffic situations,
where it may also cause additional congestion.

To further increase the performance of 6LoWPAN implementations, we plan
to implement a fragment recovery mechanism (see Section 2) and combine it
with the (adaptive) rate restriction and/or retry control.

So far, we used only a single and rather aggressive configuration of the 802.15.4
MAC for our experiments. We are going to explore the influence of different
parameter sets in the future.
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Abstract. IEEE 802.15.4 standard is becoming one of the most popular 
technologies for the deployment of low rate Wireless Personal Area Networks 
with strong power constraints. In order to reduce the energy consumption, 
beacon-enabled networks with long network inactive periods can be employed. 
However, the duration of these inactivity periods, as some other configuration 
parameters, are conventionally set to default values and remain fixed during the 
whole network operation. This implies that if they are misconfigured the 
network will not adapt to changes in the conditions of the environment, 
particularly to the most determining one, i.e. the traffic load. This paper 
proposes a simple procedure for the dynamic adaptation of several key 
parameters of IEEE 802.15.4 networks. Under this procedure, the 802.15.4 
parameters are modified as a function of the existing traffic conditions. 

Keywords: IEEE 802.15.4, Wireless Sensor Networks, optimization, CSMA/CA. 

1 Introduction 

IEEE 802.15.4 standard [1] defines the Physical layer (PHY) and the Medium Access 
Control layer (MAC) for the communication of low-power Wireless Sensor Networks 
(WSN). Specifications such as ZigBee [2] or 6LoWPAN [3] are built on IEEE 
802.15.4 standard to complete the protocol stack for Low-Rate Wireless Personal 
Area Networks (LR-WPAN). This stack is designed to satisfy the market needs for 
energy efficient, low cost (bellow one dollar) and low rate wireless embedded 
devices. IEEE 802.15.4 compliant transceivers operate in the Industrial Scientific and 
Medical (ISM) radio bands with a maximum transfer rate of 250 kbps at 2.4 GHz 
(with 16 available channels), which can be decreased to 40 kbps or even down to 20 
kbps at the 915/868 MHz bands (channels 0 to 10). The standard also contemplates 
the possibility of providing real time services through Guaranteed Time Slots (GTS). 

There are two different modes for the MAC sublayer to operate: (1) the beaconless 
mode, also denominated point to point, in which unslotted CSMA/CA is used 
between nodes to communicate, and (2) the beacon-enabled mode, which utilizes 
slotted CSMA/CA. In this last case communications are synchronized through the 
transmission of beacons, i.e. a special type of frame that is periodically emitted by 
specific nodes (coordinators). In order to keep synchronized, nodes must associate to 
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a coordinator and stay active to receive the Beacon. Under this beacon mode, 
transmissions are only allowed within a special period, the Contention Access Period 
(CAP), which begins immediately after the Beacon emission and whose duration is 
defined by the coordinator. After the CAP, GTS (Guaranteed Time Slots) may take 
place. During the remaining time until the next Beacon, the nodes enter into a low 
consumption state (or sleeping mode) reducing their duty cycle and consequently 
saving battery power. Although the beaconless operation mode is less complex and 
does not present any scalability problem (as far as it allows nodes to transmit at any 
moment), it may force the nodes to be listening to the radio channel continuously. 
This leads to a useless waste of energy while GTS are not possible. On the other hand, 
the beacon-enabled mode is more complex to configure and implement as it may 
demand a strict synchronization of the nodes. 

The main challenge and also the main attractiveness of IEEE 802.15.4 is its 
potentiality to set up self-organizing networks capable of adapting to diverse 
topologies, node connectivity and traffic conditions. In fact, most advantages of 
employing IEEE 802.15.4 strongly depend on the configuration of the Medium 
Access Control (MAC) sublayer. 

This paper proposes several enhancements for the dynamics of the IEEE 802.15.4 
MAC layer. The proposal includes different algorithms to adapt and optimize the 
activity periods and the time of transmission of the nodes in an IEEE 802.15.4 
compliant star network according to the traffic load. The analysis of the performed 
simulations shows that a wrong election of the beacon-enabled mode parameters may 
severely affect the global network behavior.  

This paper is organized as follows: Section 2 briefly describes the configuration 
and operation of beacon-enabled IEEE 802.15.4 network. The section also reviews 
some existing proposals to adapt the configuration to the traffic load. Section 3 
presents the algorithms proposed to optimize the network performance while Section 
4 compares them by means of simulations. The final Section 5 summarizes the main 
conclusions and suggests some possible research lines. 

2 Configuration of 802.15.4 Networks 

The IEEE 802.15.4 standard defines two types of devices: Full-Function Devices 
(FFD) and Reduced-Function Devices (RFD). The last ones are only enabled to 
communicate with its coordinator. Typical leaf nodes, such as sensors, will be RFDs. 
FFDs may play any role in the network, i.e. coordinator (PAN coordinator or 
intermediate router in multihop networks) or leaf node. A coordinator manages and 
centralizes the communications of a star topology formed by a set of associated 
nodes. When operating in a beacon-enabled mode a coordinator announces itself and 
the corresponding network identifier by broadcasting beacons periodically. The nodes 
associated with a coordinator must synchronize to this frame. The time between two 
consecutive beacons is called the Beacon Interval (BI) and its structure is called 
Superframe (see Figure 1). The Superframe can be divided into two periods: an active 
part and an inactive one. All the communications between a coordinator and its 
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‘children’ must take place during the active portion of the Superframe, also known as 
Superframe Duration (SD). All nodes, including the coordinator may go into a power 
saving mode or sleeping state during the inactive period to extend their batteries 
lifetime. 

The whole structure of the Superframe is governed by the values of two MAC 
numerical parameters: the macBeaconOrder (BO) and the macSuperframeOrder (SO). 
BO and SO define the values of BI and SD as it follows:  

 BI = a·2BO for 0≤BO≤14 (1) 

 SD = a·2SO with 0≤SO≤BO≤14 (2) 

where a is the Base Superframe duration (15.36, 24 or 48 ms depending on the 
employed bit rate: 250, 40 or 20 kbps respectively). The values of BO and SO are 
limited to the [0, 14] interval. In addition the value of the SO must remain equal or 
lower than BO. The ratio SO/BO is called the duty-cycle. The lower the duty-cycle the 
larger the inactive period. If SO=BO (i.e. duty-cycle is 1) no inactive period would 
exist and the Superframe Duration would coincide with the whole Beacon Interval. 

The active period of the superframe is divided into sixteen slots. The first one (slot 0) is 
reserved for the beacon. This frame must be received by all the associated devices so that 
they must be awake for this first slot. Up to seven Guaranteed Time Slots may be assigned 
to some nodes at the end of the SD in order to provide QoS (Quality of Service). This is 
called the Contention Free Period (CFP). The Contention Access Period (CAP) extends 
between slot zero and the CFP. Within the CAP, devices contend for the channel and 
communications are regulated by slotted CSMA/CA.  

Inactive
Period

SuperFrame Durarion
(Active)

Contention 
Access

Period (CAP)

Contention
Free

Period
(CFP)

BeaconInterval

Beacon Beacon

16 slots

Superframe Duration (SD)=2SuperFrameOrder

Beacon Interval(BI)=2BeaconOrder

 

Fig. 1. 802.15.4. Superframe 

2.1 CSMA/CA 

Slotted CSMA/CA channel access algorithm shall be normally used in IEEE 802.15.4 
beacon-enabled networks to transmit data or commands within the CAP. Figure 2 
illustrates the Slotted CSMA/CA algorithm flow chart.  
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Fig. 2. Stotted CSMA/CA algorithm [1] 
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The algorithm is implemented using its own unit of time called the backoff period 
(time required to transmit 20 symbols: 320 μs when operating in the 2.4 GHz band). 
A collision occurs when two or more transmissions take place at the same time. If this 
happens data are lost and network performance degrades. Aiming at avoiding 
collisions CSMA/CA follows two different strategies: firstly, nodes must wait for a 
random number of backoff periods before trying to transmit and secondly the channel 
is sensed to detect activity. Each transmission attempt is controlled by three variables: 
NB, CW and BE. NB stores the number of times that the current transmission has been 
attempted. It is initialized to zero before each transmission and incremented in one 
unit if the channel is sensed to be busy. If NB rises above the threshold defined by 
macMaxCSMABackoffs, transmission is aborted and the algorithm terminates with a 
channel access failure status. CW is initialized to two (except for the 950 MHz 
Japanese band) and defines the number of backoff periods that the channel has to be 
consecutively sensed idle before a transmission. If the channel is detected to be busy, 
CW is reset to zero. The parameter BE controls the number of random backoff periods 
(in the range from 0 to 2BE) that the nodes must wait before proceeding to the channel 
assessment. If the binary configuration parameter Battery Life Extension (BLE) is set 
to false (zero) BE shall be initialized to the value of macMinBE. Otherwise, if true, 
BE shall be initialized to the lesser of 2 and the value of macMinBE. If the channel is 
assessed to be busy, BE shall be set to the minimum of BE incremented by 1 and 
macMaxBE. 

2.2 Related Works 

Most of the papers studying the slotted CSMA/CA algorithm employ a Markov chain 
model for their analysis [4] [5] [6]. The paper in [4] analyzes and simulates the 
throughput and energy consumption of a 802.15.4 network under saturated traffic 
conditions and for a different number of nodes. This study shows that, as the number 
of nodes increases, the throughput decreases while the energy consumption per one 
slot payload increases. An extension to non-saturated traffic conditions can be found 
in [5]. Their analysis probes that for saturated networks, it is preferable to choose a 
large exponential delay backoff in order to reduce the required energy per useful bit. 
On the other hand, for unsaturated networks, a very small energy saving can be 
achieved by setting smaller backoff values. In [6] the authors characterize (also using 
the theory of discrete time Markov chains) the interaction of multiple parameters such 
as the packet arrival rate, the number of nodes, the queue length, the packet size and 
the Beacon Interval. They conclude that the size of the network must be kept very 
small in order to maintain the mean packet service time below the duration of the 
superframe.  

As it refers to those works that study the MAC layer performance for different 
values of its configuration parameters (e.g. macMinBE, macMaxFrameRetries, 
macMaxCSMABackoffs), those in [7], [8], and [9] should be highlighted. In [7] and 
[8], the authors evaluate by simulation and experimentation the reliability of the MAC 
layer. They conclude that, when using the default values proposed by the standard, as 
the number of network nodes increases, the rate of delivery or delivery ratio, rapidly 
decreases. This performance decline is shown to be significant even for only five 
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network nodes. In [9] a cross-layer solution to the various problems encountered is 
proposed.  

Aiming at maximizing the throughput for a beaconed star topology the article in 
[10] focuses on the impact of the Backoff Exponent (BE). According to their ns-2 
simulations the authors state that reducing the minimum default value of BE from 
three to one and adjusting it individually for every node (basing on the data to be 
transmitted) can result in an increase in the transfer rate of up to 45%. On the other 
hand, in the slotted version of CSMA/CA, if it is not possible to transmit in the a 
certain CAP, the packets are stored by the nodes so that their transmission is deferred 
until the beginning of the next CAP. This causes transmission attempts to be 
concentrated at the beginning of the CAP, which results in an increment in the packet 
collision probability. This is known as the access congestion problem. The more the 
network is saturated the more this problem will arise. The origin of the access 
congestion problem according to [11] is that, to reduce the consumption of the 
network, the initial value of BE is too small. This provokes that many nodes will 
calculate the same random delay value and consequently they will try to transmit 
simultaneously, which will induce packet collisions. The authors propose an 
algorithm that adapts the value of BE to the particular circumstances of the network to 
alleviate the problem. Authors suggest that the same algorithm may be applied to 
check the network load and to adapt the superframe duration appropriately to fit the 
requirements of the network under the current traffic load. However, the proposal is 
left for further research.  

The main way to adapt a beaconed 802.15.4 network to the traffic conditions is to 
modify the duty-cycle, i.e. the ratio between the Superframe Order and the Beacon 
Order. A traffic adaptive Superframe Order is proposed in [12]. In this work if the 
queue occupation of a node exceeds a certain threshold it issues a special packet to 
 the coordinator. Once that it is received, the coordinator sets a 100% duty cycle in the 
next superframe. When the coordinator does not receive any of these packets during 
several superframes it diminishes the value of the Superframe Order. The weakness of 
this approach is that it requires that the node can communicate with the coordinator. 
Thus if the node’s queue is full because of the device’s difficulties to transmit, the 
coordinator will not receive the packet and no adaption will be performed to the SO. 
A possible solution can be found in [13] where a special broadcast tone is emitted by 
a node after the CAP if it is unable to transmit or have not received the 
acknowledgement packets. The coordinator extends the CAP when it receives this 
tone. However this idea is not fully compatible with the standard as it requires the 
coordinator to be active after the CAP. Moreover it cannot be easily extendable to 
clustered networks. A different approach can be found in [14] and [15] where the 
coordinator is in charge of estimating the need of adaption by tracing the frequency of 
the communications of its children. In these papers the same duty-cycle adaptation to 
traffic can be achieved by modifying the Beacon Order parameter instead of the 
Superframe Order. The main conclusion of these studies is that certain trade-offs 
between the desired power saving and the delay have to be found. Energy can be 
saved if delay is sacrificed.  

Our study is focused in relatively large networks (101 nodes) under heavy traffic 
conditions.  
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3 Proposed Algorithms 

In the following subsection we present two strategies that are intended to reduce the 
impact of a bad election of the Superframe Order (SO) and the initial random 
CSMA/CA backoff wait time on the performance of a 802.15.4 star network. 

3.1 Superframe Order Adaptation Algorithm 

As it can be observed in expressions (1) and (2), for beacon-enabled networks, both 
BO and SO are key parameters. It is important to notice that they are defined as 
constant parameters. Thus, once they are configured, their value will never change 
regardless of the circumstances of the network (in particular, the traffic load). It may 
occur that real traffic network conditions or traffic patterns differ from those assumed 
during the design and the deployment of the network leading to a performance 
degradation which will be caused by a misconfiguration of these parameters.  

The time between two consecutive Beacons i.e. the Beacon Interval, only depends 
on the BO parameter, therefore it seems reasonable that, in a star network, the whole 
average latency strongly depends on the BO selection. This is why the BO value is 
typically dictated by the application level and the actual requirements of the 
corresponding WSN. For this reason, in this paper we do not consider the adaptation 
of the BO. Thus, regarding the SuperFrame Structure only the SO parameter can be 
modified in order to try to accommodate the network configuration to the traffic.  

Selecting a wrong Superframe Order value can have serious implications for the 
performance of the network even if the traffic is always the same. If the value 
configured for the SO is low and the traffic is high, the network will most probably 
not be able to process all the packets properly since contention access periods will be 
too small. On the other hand, suppose the extreme case of a network in which the 
SuperFrame Order is set to a high value and there is no traffic; this configuration 
would unnecessarily force the coordinator to be active during long periods, increasing 
the consumption and reducing the battery lifetime. This fact is aggravated in the case 
of cluster multihop networks where more nodes acting as intermediate routers exist.  

A different scenario could be that of a network where traffic conditions vary. For 
example, consider a WSN in which several types of sensors coexist. Suppose that 
most of the time there is little or no traffic, in this case it seems appropriate to fix the 
value of the SO to its minimum, i.e. zero. However it may happen that some of the 
sensors, according to their nature, periodically turn on and transmit data causing local 
traffic peaks. In this scenario it would be adequate to dynamically adapt the value of 
SO, increasing it when those sensors activate and returning to the minimum once the 
traffic is processed. So, the main goal of our adaptive scheme consists in trying to 
detect the local variations that may occur in the traffic and then decide whether the SO 
should be changed or not.  

In our solution, as a first strategy, we propose that the network coordinator 
performs a count of the number of frames received from each of its children at every 
interval between beacons and computes the relative increase or decrease of the traffic 
load. Then there are three possibilities. Firstly, if an important traffic growth is 
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detected the coordinator will assume that the traffic has considerably increased so that 
the duty cycle of the nodes (SO/BO ratio) should be augmented. In that case, the value 
of SO is incremented in 1 unit in order to enlarge the Superframe Duration and to 
make more time available for data transmissions. Secondly, if a significant reduction 
is computed, traffic is considered to have decreased and SO should be decremented (if 
possible). If not relevant changes in the traffic load are detected, the Superframe 
Order is left unchanged. 

The modification of the Superframe Order in a Start Network is extremely easy to 
propagate to the whole network as it only involves the transmission of the new value 
of the SO in the next Beacon (every Beacon contains a reserved field to inform about 
the value of the SO) and every node must listen to the coordinator’s Beacons. So this 
algorithm is fully compatible with the standard and does not introduce any protocol 
overload in the sense that it requires no additional information. In our implementation 
we have included two different control parameters so that two thresholds (U1, U2) can 
be set to determine if a change in the relative traffic received from a node is 
significant or not. The first one (U1) determines when the SO must be increased while 
the second one (U2) governs the reductions of the superframe order. 

Mathematically the adaptation of SO can be described as: 
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where x[n] and SO[n] respectively represents the traffic (number of packets) received 
by the coordinator and the value of the Superframe Order during the n-th beacon 
interval, while and U1 and U2 are the aforementioned decision thresholds. 

3.2 Backoff Exponent Adaptation Algorithm  

This is the second adaptation strategy presented in this paper. As seen in the section 2.1 
the Backoff Exponent (BE) parameter is another fundamental parameter in the CSMA/CA 
algorithm. Depending on its value a node determines the random delay time before every 
transmission to minimize the probability of collision. By default, 802.15.4 standard 
establishes an initial value of three for BE, which can be incremented up to five if the radio 
channel is sensed to be busy twice. Even if BE is 5, just a maximum of thirty-one different 
backoff waiting periods are possible, while a CAP enables up to 786,432 backoff periods. 
So it is not unusual that some nodes will calculate the same random delay value and try to 
transmit simultaneously causing a collision. This may become a major problem for those 
configurations of star networks in which the CAP is not large enough to process all the 
traffic load or if there is a high traffic density within the active Superframe, which may be 
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caused by a misconfiguration of the SO parameter. Another related problem is the access 
congestion which was previously described. 

As a solution to alleviate these problems we propose an algorithm that adapts the 
value of BE to the particular circumstances of the network. The idea behind the 
algorithm is to calculate the random delay time that precedes every transmission 
following a uniform distribution along a configurable percentage of the overall 
duration of the Contention Access Period. By increasing the random wait before the 
packet emission, the algorithm aspires to reduce the Access Congestion Problem with 
a better distribution of the traffic within the CAP. This is obviously achieved at the 
cost of increasing the packet delay. 

4 Simulation and Results 

In order to evaluate the performance of the precedent algorithms, we have implemented 
and simulated them in the OMNeT++ 4.2.2 Inetmanet IEEE 802.15.4 UndertTest 
environment [16], [17]. The selected scenario consists of a star network topology formed 
by a hundred leaf nodes and a coordinator. Neither the network creation phase nor 
Guaranteed Time Slots are considered. There is no possible hidden node effect because 
every node is in the range of interference of the rest. In our study there only exists uplink 
traffic, i.e. from the nodes to the coordinator, except for the Beacons. This could be a 
realistic scenario of a wireless sensor network in which the sensors (leaf nodes) consist of 
simple RFD end devices while the coordinator could be a more complex FFD node acting 
as a sink of the information sent by the sensors.  

The network is programmed to operate at the channel 11 (2.4 GHz band) at 250 
kbps. As the performance metrics we define: 

-Queue Drops: percentage of packets discarded by nodes’ queue. A node queue 
drops a packet when it is full. The selected queue length is 10 packets.  

-Transmission losses, which reflect the percentage of packet transmissions that 
have reached the maximum number of allowed retries so that the packet is dropped by 
the node. 

-Average delay: for every packet received by the coordinator we compute the 
difference between its generation and arrival times. Thus the average delay in seconds 
is defined as the average of all these differences. 

-Collisions: The overall number of collisions that take place in the network. 
-Energy per bit: global cost (miliJoules) involving the transmission of a single bit, 

defined as: 

mJ Network Consumed Energy (W·s)
Energy/bit ( ) x 1000

bit (Total Received )x 8Bytes
=

                  

 (5) 

For all the simulations the Beacon Order is set to 5 and the packet size is 10 bytes while 
the inter arrival time of the packets follow an exponential distribution with a mean value 
of 1 s. For most typical applications of WSN, this configuration of the network (100 leaf 
nodes and  one packet per second and node) can be considered an example of heavy traffic 
load  conditions as long as an average of 100 packets will be sent to the coordinator every 



 An Adaptive Algorithm to Optimize the Dynamics of IEEE 802.15.4 Networks 145 

 

second. Most of these packets will contend for the same radio resource during the CAP. 
Thus many collisions, delays and packets drops are expected to occur. 

The employed energy model storages the time a device stays in each of the four 
possible states idle, reception, sleep and transmission in seconds. Table 1 presents the 
current consumption in mA for a typical 802.15.4 device [18].  

The device energy consumption (mW·s) for each state can be easily computed as 
the product of Vcc (V), the current consumption (mA) and the time the node expends 
in that state (s). 

Table 2 tabulates the reference results obtained after the simulation of the network 
when no adaptive policy is applied.  

Table 1. Consumption of a device depending on the status of the radio transceiver for a supply 
voltage (VCC) of 3.3 V [18] 

Status Consumption (mA) 
Idle 0.42 
Reception 19.70 
Sleep 0.02 
Transmission (0 dBm) 17.40 

Table 2. Reference results 

SO Queue Drops 
(%) 

Transmission 
Loss (%) 

Average 
Delay (s) 

No. of 
Collisions 

Energy/bit 
(mJ/bit) 

0 89.28 66.29 16.256 6,408,421 0.759 
1 83.28 33.20 1.561 11,008,155 0.309 
2 71.96 24.67 0.407 15,749,402 0.194 
3 47.19 34.36 0.224 15,760,231 0.118 
4 0.00 18.31 0.089 2,467,858 0.021 

Note that the traffic generated by nodes is the same for every simulation, so if we 
observe the evolution for the queue drops as the SO value increments we can see a logical 
decrease. We should take into account that a unit increase in the value of the SO means 
duplicating the duration of the CAP so that the probability of successfully transmitting a 
packet and releasing a queue position significantly increases. When SO is bigger than 
three, the coordinator’s Superframe Duration is long enough to accommodate all the 
traffic transmitted by the nodes so that there are no queue drops. On the other hand, for 
lower SO values the CAP is too short, the nodes have to store the packets and the queue 
begins to reach its full capacity at some instants (dropping some packets). A 
misconfiguration of the Superframe Order to zero will cause serious saturation problems, 
with loss rates higher than 80%. The same evolution with the SO is followed by the 
Average Delay. A BO of 5 corresponds to a Beacon Interval of approximately half a 
second (0.49152 s). As it can be noticed from Table 1, the average delay for SO values 
over two is below a Beacon Interval, which is a desired property. If SO equals to 0 the 
average delay exceeds more than one order of magnitude the duration of a Beacon 
Interval, which will most probably be not tolerable.  

The relationship between collisions and the Superframe Order is not so simple. In 
fact, if we compare with the case with SO=0, we can observe that collisions initially 
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increase when a higher SO is utilized. The reason for this trend is that if SO is zero, 
the CAP is too short even to try to transmit most packets, which are directly dropped 
without provoking any collision. In this sense, just for the longest CAP (SO=4), the 
collisions tend to decrease. 

Table 3 reflects the main results obtained after the simulation of the first policy. 
The values for U1 and U2 were heuristically set to 20 and 70, respectively. 

Table 3. Results with Superframe Order Adaptation 

Queue Drops 
(%) 

Transmission 
Losses (%) 

Average 
Delay (s) 

Global 
Collisions 

Energy/bit 
(mJ/bit) 

72.08 15.34 0.274 13,981,844 0.153 

The results show that the Superframe Order adaptation algorithm presents a good 
behavior. The average delay remains under the Beacon Interval while the transmission fail 
rate is lower than any of the reference values. However this policy does not reduce the 
number of collisions, mainly caused by the heavy traffic conditions existing during the 
initial phase of the CAPs. This problem can be mitigated by ignoring the initial default 
value of BE. Table 3 shows the results of the reference experiments when the Backoff 
Exponent Policy is utilized. In this case, before any transmission, a random waiting time 
between 0 and a percentage of the remaining CAP is selected. As it is shown in Table 4, 
under this policy both collisions and transmission losses are mitigated while more traffic is 
transmitted for any value of SO (see Table 5). 

Table 4. Results with the Backoff Exponent adaptation Policy 

Table 5. Improvement of the transmitted traffic under Backoff Exponent adaptation Policy 

SO Increment of transmitted Bytes (%) 
0 1.00 
1 1.63 
2 8.10 
3 30.56 
4 17.27 

Furthermore, the energy per bit is kept within very reasonable values improving 
the reference ones in practically all cases. The main disadvantage of this technique is 
the delay, which is substantially increased. This was expected since the technique 
postpones the transmission of the packets increasing the random average waiting 

SO Queue Drops 
(%) 

Transmission 
Loss (%) 

Average 
Delay (s) 

Global 
Collisions 

Energy/bit 
(mJ/bit) 

0 87.44 63.24 39.089 5,319,702 0.474 
1 78.33 40.69 27.762 9,299,981 0.251 
2 60.28 26.58 19.208 11,926,301 0.155 
3 21.59 16.81 9.479 9,007,508 0.116 
4 0.00 1.05 0.436 803,265 0.022 
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time. The percentage of the CAP employed by the algorithm to calculate the random 
waiting time prior to each transmission is 100% in this paper.  

Finally Table 6 collects the results obtained if both policies are simultaneously 
applied.  

Table 6. Results of the combined policy  

Queue 
Drops (%) 

Transmission 
Fails (%) 

Average 
Delay (s) 

Global 
Collisions 

Energy/bit 
(mJ/bit) 

0.00 1.48 0.436 797,991 0.022 

The combination of both techniques yield reasonable values for the queue losses, 
transmission fails and the energy per bit while the average delay is still smaller than a 
beacon interval. Furthermore the number of collisions has noticeably decreased and it 
improves all previous results. Also, the increase in the number of transferred bytes is 
of 172.11%.  

If none of the presented techniques is applied the best record for the transmission 
losses (18.31%) is reached for a value of SO=4. A slightly better result is obtained 
with the Superframe Order Adaptation policy with 15.75%. However, after combining 
the two techniques the obtained value plummets down to 1.48%. 

5 Conclusions and Future Work 

This paper has investigated the dynamic optimization of two key IEEE 802.15.4 
MAC sublayer parameters, the Superframe Order, and the Backoff Exponent. The 
Standard defines the Superframe Order parameter but does not mention how to 
determine it. Furthermore, SO is defined as a constant. We have shown that SO value 
has a deep impact on the network performance so we propose its dynamic adaptation 
to the network conditions, particularly to the traffic load. In this regard it has been 
proposed, implemented and simulated a technique which adapts the size of the 
Contention Access Period to the actual traffic load by reconfiguring the SO. We have 
also studied the collisions and access congestion problem and presented a policy to 
avoid them. One of the most promising features of IEEE 802.15.4 networks is its 
capability for self-configuring. This is why we consider that adaptive policies can be 
of great interest for the optimization of 802.15.4 networking applications. Finally, we 
have presented the most significant results obtained by the simulation of the proposed 
techniques when they are applied both separately and jointly being particularly. 
Results show that the combination of both techniques leads to a better network 
performance. Future work should extend these studies to the cluster-tree topologies 
where problems as the Access Congestion will become even more important. 
Additionally, we propose the study of other policies for network reconfiguration 
where the adaptability to traffic should be managed in the end (leaf) nodes.  
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Abstract. In Long Term Evolution Advanced (LTE-A) several new features 
have been added to deal with the ever-increasing demands for higher data rates 
and spectral efficiency. One of the key features that the Third Generation Part-
nership Project (3GPP) has introduced is the Relay Node (RN), a low power 
low cost device used to increase the spectral efficiency, especially at the cell 
edge. In this paper, we propose to use RNs to address a challenging new prob-
lem emerging on the horizon: the expected tsunami of Machine-to-Machine 
(M2M) traffic in cellular and mobile networks (in LTE, and LTE-A). By taking 
advantage of RN’s low cost, low power, and small size we outline the chal-
lenges of and one possible design for using RNs to integrate M2M traffic in 
LTE-A. To the best of our knowledge, this is a novel idea that has not yet been 
proposed and may give RNs more longevity and therefore greater value.       

Keywords: LTE/LTE-A, Machine-to-Machine (M2M), wireless in-band Relay. 

1 Introduction 

The cost of using cellular services has fallen dramatically over recent years and cellu-
lar broadband connectivity has become globally available. In addition, the ever-
decreasing costs and sizes of the devices with integrated sensors, network interfaces, 
and enhanced power capabilities have led manufacturers to offer a variety of hardware 
leading to new applications, and services. The term M2M communication denotes 
these devices, known as machines, which have the capacity to communicate and are 
expected to vastly outnumber conventional devices [1]. 

Long Term Evolution (LTE) and LTE-Advanced (LTE-A) are currently considered 
to be the best candidates to incorporate future technologies such as M2M. M2M ap-
plications are expected to have narrowband requirements with infrequent data trans-
mission, but the development of these standards was primarily for broadband data 
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services. With narrowband M2M applications, these existing standards may not 
achieve spectrum and cost efficiency. Therefore, the integration of M2M communica-
tion having low data rates, small packet sizes, and higher number of devices may 
cause a substantial reduction to the overall performance of future network systems, as 
shown in [2]. 

The main goal of this paper is to highlight the challenges of providing M2M ser-
vices in future mobile networks with an emphasis on LTE-A. In addition, we propose 
a practical solution for the integration of M2M traffic in the LTE standard. The use of 
mobile network resources by swarms M2M devices for applications such as remote 
monitoring can have a significant impact on the performance of regular data traffic 
such as voice, video and file transfer. This paper illustrates the key M2M issues and 
challenges for LTE-A radio resource management and proposes a novel solution 
which leverages RNs to cope with these problems. 

2 Machine-to-Machine (M2M) 

M2M communication is a rapidly developing research field. The M2M core concept 
is the interconnection of different devices without human intervention. Due to tre-
mendous growth in this area, the diversity and number of M2M devices as well as the 
mobile data traffic is expected to grow significantly in the near future [3]. It is also 
anticipated that the “Internet of Things” will augment the existing Internet with a 
variety of connected devices [4]. Subsequently, several application domains could 
benefit from these concepts. Example application areas could be: remote supervision 
in logistical processes, smart metering and monitoring, intelligent transport system, e-
healthcare, etc. Recent advances in research have shown a great interest in remote 
monitoring of homes, vehicles and places with M2M devices [5,6,7], for example, 
energy monitoring, traffic surveillance, and environmental monitoring. 

Contemporary M2M communications are based on available wireless communica-
tion technologies like Global System for Mobile Communications/General Packet 
Radio Service (GSM/GPRS). At the moment, these standards fulfill the requirements 
of the existing M2M applications adequately because these technologies offer low-
cost deployment of M2M devices with convenient deployment and roaming facilities. 
However, the expected exponential growth of the M2M traffic and the different new 
trends and many application scenarios mean that legacy mobile systems like 
GSM/GPRS will soon be insufficient. It is also worth mentioning that, in contrast to 
typical end-to-end communications, M2M devices transfer their data without direct 
human intervention; thus, traffic generated differs from human generated traffic. 

3 Relaying in Long Term Evolution Advanced (LTE-A) 

The 3GPP has been exploring new ways to increase overall data-rates and to reduce 
latency. One of the biggest challenges that current mobile communication systems, like 
LTE, face is low throughput for cell-edge users. The 3GPP has begun studying differ-
ent techniques to address this problem including: the usage of different low power 
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heterogeneous nodes with the normal micro and macro base stations. These nodes can 
be femto cells, pico cells, or relay nodes. In this paper, we focus on low cost low power 
Relay Nodes (RNs). A relay is a device used to extend the cell coverage area [8]. Re-
laying refers to the communication of the terminal with the network using a node that 
is wirelessly connected to a donor cell over the LTE air interface [9]. The RN would 
appear as an ordinary cell to the terminal. The RN is a low-power base station, wire-
lessly connected to the Donor eNodeB (DeNodeB). RNs also have the capability to 
improve coverage by simply placing them at locations with poor channel conditions or 
coverage holes where they perform radio scheduling independently [10]. The protocol 
stack of a relay is shown in Fig. 1. The 3GPP specifications support both in-band and 
out-band operations of the relays. The in-band operation means that the link between 
the DeNodeB and the RN (Un interface) as well as the link between the RN and the 
terminal (Uu interface) uses the same LTE carrier frequency. In out-band operations; 
both links have different carrier frequencies. In-band operations can be achieved by 
time multiplexing the two different links, that is the Un and Uu interfaces. Out-band 
operations, generally, may not be feasible because they require separate frequency 
carriers that are scarce resources in the first place. In addition, using isolated antennas 
for both links to achieve out-band operations would increase the implementation cost 
and complexity. 

 

Fig. 1. Relaying system protocol stack 

4 State-of-the-Art (SoA) 

In the literature on RNs most research efforts are directed towards the implementation 
aspects and improving system performance. In [11], the performance evaluation of 
relaying system is achieved using actual deployment environments and propagation 
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models of an urban location in central London instead of employing traditional me-
trics of artificial environments and models. In [12], the uplink performance of LTE-A 
with RN deployment is investigated and a resource allocation scheme is proposed to 
meet the relay requirements. In [13], the authors have performed field trial measure-
ments for indoor relaying with full frequency reuse using a test-bed. The study is 
extended to outdoor relaying in [14]. Several other works are based on performance 
evaluation of relaying in LTE-A. Authors of [15] suggest improvements in relaying 
protocols and frame structure to improve system performance. In [16], the authors 
propose a user multiplexing scheme for relaying with the aim of reducing multiplex-
ing overhead. The influence of site planning on the performance of relay networks is 
studied in [17] The system performance enhancement of LTE-A and intercell interfe-
rence mitigation is shown to be achieved by applying the power control scheme both 
at the DeNodeBs and the RNs. Out-band relaying operations performance optimiza-
tion is investigated in [18]. In [19], the reduction in relaying latency is discussed by 
extending the available relaying schemes. The issue of QoS-aware scheduling for 
relays with in-band operations is discussed in [20]. The M2M communication over 
amplify-and-forward relays, also known as repeaters, is discussed in [21]. From our 
literature review, the facilitation of M2M communication by employing RNs is not a 
topic under study. 

5 Relaying for M2M 

In the previous sections, we discussed challenges of M2M communications in the 
context of future mobile networks. We highlighted some of the latest advanced fea-
tures of LTE-A that were added to fulfill the requirements for higher data rates and 
lower latencies. To reiterate, the main reason behind the deployment of the RN archi-
tecture in LTE and LTE-A is to increase cell edge users’ throughput and delay per-
formance. RNs are designed to be low cost devices that are convenient to deploy in 
different environment. Figure 2 shows the basic RN architecture. The Un interface is 
a radio link between the DeNodeB and the RNs. No supplementary hardware is re-
quired for link establishment. The RN decodes the received signal in the downlink 
direction and re-encodes it before forwarding it to the destined terminal [10]. Simi-
larly, in the uplink, signals from the terminals are decoded by the RN and encoded 
before being sent to the DeNodeB. This helps minimize noise and interference. 

 

Fig. 2. Relay Node Architecture 
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The nature of M2M traffic is usually very low data rates; a machine sends a very 
small number of bits every couple of minutes or hours. Looking at the LTE physical 
resources and their structure, the 3GPP standardize that the smallest resource unit that 
the base station can allocate/schedule to a certain LTE users is a Physical Resource 
Block (PRB). A PRB consists of the aggregation of 12 OFDM sub-carriers, and is 
capable for transmitting, in favorable channel conditions, several hundred bytes of 
data. The mobile communication spectrum is a scarce resource of great value and 
operators pay huge amounts of investment capital to obtain the licenses to operate  
in a certain spectrum. If an entire PRB is allocated to a single machine a severe  
degradation in the overall spectrum utilization/efficiency will result. A design change 
will likely be necessary so that LTE/LTE-A networks are able to incorporate  
the M2M traffic without affecting the Quality of Service (QoS) of its normal user 
traffic. 

5.1 Possible M2M in LTE-A Integration Solutions  

As discussed earlier, the main problem of serving the M2M traffic in LTE network is 
the inefficiency of the transmission, since each M2M node is going to utilize a full 
PRB only to send a few bits. There are a number of possible solutions that can be 
used to increase the efficiency of the M2M transmission: 

• Each M2M node can delay the transmission and aggregate a number of its 
data together before sending it over the LTE network. This can increase the 
efficiency of the transmission, however the M2M devices normally sends da-
ta every couple of minutes or hours and delaying the transmission in order to 
aggregate several data together will have an impact on the service the M2M 
node is providing. So this solution may not always be practical. 

• The LTE network can schedule M2M devices with less than one PRB, e.g., 1 
sub-carrier instead of 12. This means that the 3GPP standard has to be mod-
ified in order to reflect this change. In addition, reducing the transmission to 
a single sub-carrier will also mean that more gap intervals have to be inserted 
to avoid inter symbol interference that will lead to a reduction of the spec-
trum. This is not a very practical solution and is also not feasible. 

• Several M2M traffic, coming from different nodes, is aggregated and multip-
lexed together for the transmission over a single PRB. This can be a feasible 
solution that can solve the aforementioned problems. However, a number of 
technical challenges must be addressed first before this solution can be im-
plemented in practice. For example, where to aggregate the different M2M 
traffic? What kind of identification can be used to differentiate between the 
different multiplexed traffic? The algorithm proposed by this paper falls 
within this solution category. 
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5.2 Efficient Relay Node PDCP Algorithm for M2M Traffic Multiplexing 

In this paper, we focus on the layer-3 type RNs, where these nodes are used as an 
Aggregator/Multiplexer entity for the different M2M devices. The wireless in-band 
RN architecture is probably the most reasonable and cost effective method to be used 
in conjunction with the M2M traffic. These RNs are low cost devices that can multi-
plex the different M2M traffic without the use of any additional backhaul. Since these 
RNs uses the same wireless spectrum that the operator already owns as the backhaul 
link to the DeNodeB. 

In order to incorporate the M2M traffic efficiently in the LTE network, we propose 
the following functionalities to be implemented in the in-band layer-3 RNs: 

• An M2M QoS-aware Relay Node Scheduler (RNS): the RNS is responsible 
for scheduling the air interface resources over the RN Uu interface. The RNS 
schedules the transmissions of the different M2M traffic. In order to have ef-
ficient M2M transmission, the RNS has to be aware of the different M2M 
QoS characteristics and correlate this with the varying wireless backhaul of 
the Un interface between the RN and the DeNodeB.  

• An efficient PDCP algorithm in the RN has to be implemented. This algo-
rithm will operates hand-in-hand with the RNS, and will multiplex different 
uplink data sent by the M2M nodes together to be sent over the Un interface. 

 

Fig. 3. Proposed RN M2M multiplexing solution 

This means that instead of requesting uplink resources from the DeNodeB for indi-
vidual terminals, the resource request is made by the RN for a group of multiplexed 
users. This is possible when IP (Internet Protocol) packets of different M2M terminals 
are multiplexed intelligently into one single large PDCP packet. The DeNodeB would 
see this as a single radio resource request making it possible to allocate one PRB to 
several M2M devices and enhance spectral efficiency many folds. Figure 3 shows a 
high level overview of the proposed scheme. 
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5.3 Proposal Challenges 

The proposed solution can be viewed as aggregating and multiplexing the traffic of 
several M2M nodes into one packet, similar to what is done currently for several 
bearers of one user. This RN scheme for M2M communication can be implemented to 
work only in narrowband so that it fits the requirements of M2M applications and the 
interference with the signals of DeNodeB is minimized. 

Given that the idea is novel, it is not free of challenges and issues. In this subsec-
tion a number of research challenges and issues are discussed. One of the main chal-
lenges that have to be addressed is the RN Scheduler (RNS) algorithm. As can be 
seen from the protocol architecture of the RN, it has two MAC layers; one is respon-
sible for the Uu interface towards the RN UEs and one for the Un interface towards 
the DeNodeB. The RNS is located in the Uu MAC layer; it schedules the access of the 
M2M devices to the Uu interface. This scheduling is correlated to whatever schedul-
ing grants the DeNodeB is given to the RN, since the RN will ask for uplink transmis-
sion by the Un MAC layer. The challenge presents itself in the way the RNS should 
be designed, i.e., the RNS has to schedule the M2M devices based on their QoS corre-
lating this to the grant given by the DeNodeB for the backhaul transmission. In addi-
tion, the multiplexing scheme done at the PDCP layer of the RN is another issue. As 
stated earlier, several M2M traffic coming from different M2M devices are going to 
be multiplexed into a single PDCP bearer that will be seen by the DeNodeB by the Un 
interface. The question still remains, how many multiplexed bearers need to confi-
gured? Which M2M traffic should be multiplexed together and in which frequency 
this should be done? 

Since the use of wireless in-band RN seems to be the most feasible option for eco-
nomical reasons, an additional challenge has to be addressed. Wireless in-band relay-
ing, as it was explained earlier, require a separation between the two different links 
(Uu and Un), because the RN cannot send and receive at the same time due to self-
interference. As a result, the RN has to utilize a Time Division Duplex (TDD) scheme 
to separate the transmissions of the different interfaces in time. This would imply, that 
an additional delay is introduced due to the use of the TDD scheme. The RNS has to 
be designed in such a way that it can balance between the different time slots of the 
Uu and Un air interfaces. The ratio of split between the two interfaces is far from 
trivial, and proper investigations and research is required to address the most optimum 
splitting strategy. Such splitting strategies can either be static or even dynamic de-
pending on the different traffic loads on each wireless interface.  

Another very interesting challenge that need to be addressed come from the situa-
tion when the RN is also serving regular LTE-A users. The issue here would be that 
the RNS has to differentiate between the M2M devices and the regular users, and how 
the RNS can still guarantee the QoS of the regular LTE/LTE-A users since the  
communication is done over a two hop transmission. Similarly, if the M2M devices 
are in the range of the DeNodeB but not in the range of the RN, how the DeNodeB 
should deal with these devices. These challenges are tricky but not impossible to 
tackle. 
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Fig. 4. Relaying schemes 

6 Conclusion and Outlook 

In this paper we provided an overview of the recently introduced features of the LTE-
A system. We focused on Relaying, which is a prominent new feature of LTE-A. The 
primary aim of relaying is to extend cell coverage and enhance cell edge user perfor-
mance. We propose to exploit this functionality to facilitate the integration of M2M 
communication by designing an intelligent RN MAC scheduler and PDCP multiplex-
ing scheme. This proposal would handle the M2M narrowband requirements and 
boost the spectral efficiency. 

In our future work, we plan to implementing an innovative and QoS aware RNS as 
well as a PDCP multiplexing architecture into our LTE simulation model. The design 
and implementation of the RN with this special multiplexing capability would help in 
evaluating the system performance and the impact of the proposed scheme. Finally, 
we plan to perform several performance evaluations and demonstrate how the pro-
posed solution would help to easily integrate the M2M traffic within the LTE/LTE-A 
network without any degradation or penalties to the regular network performance.  
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Abstract. With the increasing demand for traffic safety and efficiency
and constant search for innovative solutions within the automotive mar-
ket coupled with supporting initiatives from regulatory domains, the
potential of Intelligent Transportation Systems (ITS) is immense. Basic
vehicle and roadside infrastructure collaboration allows an increase in
efficiency and safety and acts as the foundation for an extensive appli-
cation set to achieve the ITS goals of cleaner, safer and more efficient
travel. There are some important considerations however. Taking into
account the wide array of communication technologies and plethora of
proposed applications, this paper aims to address one of the major and
largely unexplored challenges facing the ITS research community in re-
lation to service and communication management (SCM), whereby the
underlying communications capability is sufficiently exploited to assure
satisfactory operation of deployed ITS applications. A complete SCM
solution is proposed under an “Always Satisfactorily Connected” (ASC)
objective; two probing techniques are examined to assess the performance
of the candidate communication networks and simple policy and Grey
Relational Analysis (GRA) based selection policies are considered. In
addition, a standard indicative measure to analyse the effectiveness of
the SCM scheme is introduced. The performance of the proposed SCM
schemes is evaluated using CALMNet, a comprehensive network-centric
simulation environment for CALM-based cooperative vehicular systems.
Results highlight the effect of different techniques on system performance
and user satisfaction.

Keywords: Cooperative Vehicular systems, ITS, CALM, VANET, Net-
work Selection, Heterogeneous Networks.

1 Introduction

The concept of Intelligent Transportation Systems (ITS) presents new R&D
challenges in the transportation and ICT sectors and is currently receiving con-
siderable interest from the research community. The primary objective of ITS
is the creation of advanced road traffic systems for improved traffic safety, effi-
ciency, and travelling comfort. Basic vehicle and roadside infrastructure collabo-
ration allow for an increase in efficiency and safety and acts as the foundation for
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an extensive application set to achieve ITS goals. Allowing cooperation among
ITS entities to the degree envisioned requires a persistent, stable and reliable
underlying communications service.

The ITS community are working towards a full-scale system solution for the
provision of value-added services, all of which are fundamentally based on the
vehicle-to-vehicle (V2V), vehicle-to-roadside (V2R) and vehicle-to-infrastructure
(V2I) information exchange paradigm. Bodies including the Institute of Elec-
trical and Electronic Engineers (IEEE), International Standards Organisation
(ISO) and Car-to-Car Communications Consortium (C2CCC), among others,
propose communications solutions to facilitate the envisaged ITS operational
capabilities where a diverse spectrum of applications are supported [1,2,3]. The
ISO propose CALM (Continuous Air-interface for Long to Medium range), a
complete high speed ITS communication solution using a heterogeneous mix
of new and existing complementary media, enabling V2V, V2R and V2I com-
munication modes providing terrestrial, regional and short range connectivity
alternatives [3].

In parallel with the ISO and IEEE standardisation efforts, organisations such
as the European Telecommunications Standards Institute (ETSI) and the
C2CCC, as well as a large number of funded research projects and commer-
cial content providers have identified many beneficial application and service
concepts [4,5,6,7,8]. Considering the heterogeneous mix of communication tech-
nologies and plethora of proposed applications, it is possible that at any one time
there are multiple mobile network service options available. Selection of an inap-
propriate network interface or dissemination strategy for data transmission can
result in unsatisfactory performance in terms of user or service requirements and
constraints, having potentially fatal consequences in the vehicular environment.
Identification of the most appropriate transmission strategy therefore becomes
a fundamentally important element of any ITS communication solution and di-
rectly impacts the perceived system performance. The ultimate challenge is to
properly specify the communication requirements of projected ITS applications
and derive the corresponding dissemination strategy based on these, taking into
account the user preferences and current environmental context.

The remainder of this paper is structured as follows. The next section reviews
research efforts in the area of access network selection in heterogeneous network
environments. In Section 3, the complete SCM solution is proposed under an
“Always Satisfactorily Connected” (ASC) objective; two probing techniques are
examined to assess the performance of the candidate communication networks
and multiple selection policies are considered. Section 4 introduces CALMnet,
the comprehensive simulation environment used for evaluation of various selec-
tion approaches in the cooperative vehicular environment. Both quantitative and
qualitative analysis of results is carried out in Section 5. In addition, standard in-
dicative measures to analyse the effectiveness of the SCM scheme are introduced.
Conclusions are drawn in Section 6.
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2 Candidate Network Selection in Heterogeneous
Networks

The issue of heterogeneous network management has been studied comprehen-
sively in recent years, with most emphasis on the integration of cellular tech-
nologies and WLAN with cellular networks. While the vehicular network solution
combines both ad-hoc and infrastructure based communication modes and inte-
gration on a larger scale than that previously proposed, the subject of communi-
cations management in terms of selection of the best alternative given multiple
candidate networks remains.

Network selection involves the implementation of some decision-making policy
within the multi-access environment. Design of a complete network selection
solution involves four key considerations:

• Selection Objectives
Definition of the “best” network is a core task and drives the solution design
process. Therefore, the objectives of the selection system must be clearly de-
fined; will the preferred solution be that which maximises profits, minimises
monetary cost or power consumption, optimises QoS, or a combination of
these, for example. Typically, the overall objective is multi-dimensional and
specific to the system operating environment. Resolution of the overall sys-
tem objectives will identify the criteria integral to the decision making pro-
cess. [10,11,12]

• Parameter Significance
Network selection is often a trade off between multiple factors in order to
achieve the cited objectives. Therefore, it is necessary to identify the relative
significance of the decision criteria; each should be assigned a weighting
value proportional to the magnitude it endows on the decision. Parameter
weighting can be fixed or dynamically adjusted in relation to the situational
context, can be set by user or application, and in some cases utilises fuzzy
logic or analytic hierarchy process (AHP) techniques. [10,13,14,15]

• Condition Monitoring
The network selection policy generally relies on a number of static and dy-
namically changing metrics. A good solution should ensure that information
regarding current conditions is suitably accurate. This requires an informa-
tion gathering process where all parameter values can be quantified and is
fundamentally dependent on the selection deployment strategy. The use of
network-assisted selection solutions for example, is one approach for data
monitoring, while machine learning and user rating propagation (i.e. gossip-
ing) techniques have also been proposed. [11,17,18]

• Candidate Ranking
Once the relevant information has been gathered, all candidates are ranked
in relation to their ability to meet the identified selection objectives. This is
achieved through simple fixed policies or more complex techniques employing
fuzzy logic theory, cost and utility functions, game theory, or other multi-
attribute decision making (MADM) techniques including GRA, TOPSIS,
and ELECTRE. [10,11,15,16]
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These considerations should be used as the template for complete system
design in a heterogeneous network setting. The following section describes the
proposed SCM approach.

3 Service and Communication Management for
Cooperative Vehicular Systems

In the literature, few studies propose a complete network selection solution;
most concentrate their efforts on the ranking of candidates for a given objec-
tive/parameter set. This paper proposes the SCM framework; a complete solu-
tion for cooperative vehicular environments which is directly applicable to the
ISO CALM stack. Here, two communication interfaces (CI) are assumed. UMTS
provides a wide area cellular connection facilitating V2I communication while
802.11p WAVE is employed for V2V and V2R connectivity.

3.1 Selection Objectives

The principal objective of any system for the ITS scenario will be in ensuring
adequate service provision; this prompts a move away from the traditional “Al-
ways Best Connected” (ABC) paradigm, so dominant throughout the literature,
towards the concept of “Always Satisfactorily Connected” (ASC). In this case,
the “best” is defined as that candidate which most closely satisfies user pref-
erence and the operational requirements of the requesting services rather than
that which maximises these.

Application data in vehicular networks has spatiotemporal properties; all in-
formation has a finite lifetime and is typically only relevant to specific geographic
areas. Should the intended destination receive stale or spatially non-relevant in-
formation, then ITS service requirements may be compromised. Reliability also
has elevated importance in the ITS scenario; the loss of information can have
considerable consequences. It is obvious then that the application requirements
will centre on data lifetime and reliability requirements. Data lifetime defines the
time after which the data becomes stale and is of no relevance to the receiver
any longer; reliability describes the loss tolerance for each deployed service.

User preference in the form of cost will also have a significant impact on
selection of a suitable carrier network and will often dictate the selection decision.
This cost can be expressed in monetary or data usage terms. Here, users specify
their willingness to pay (WTP) in relation to the offered ITS services and the
selection strategy must strive to satisfy this.

3.2 Parameter Significance

Given the large scope for development in the ITS domain and the diverse set of
applications that will be deployed, it is necessary to classify the service sets in
relation to their operational requirements. This enables the SCM to identify the
parameter significance for a given set of services. In this study, three classes are
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defined; these are generic categories within which individual applications can be
specified.

• Safety Services
This category encompasses a variety of applications necessary for improved
safety and traffic management. Such services include collision, hazard and
emergency vehicle approach warnings, as well as information regarding dy-
namic speed limits, lane usage and traffic light state notification etc. Appli-
cations in this service category have very strict spatiotemporal properties;
data has a short lifetime and is relevant only at a local level. In this category,
information is generally transmitted via broadcast communication.

• Subscriber Services
This includes a number of commercial and informational services to which
a traveller can subscribe. Drivers may wish to receive information regarding
the traffic state on their chosen route to a particular destination, for ex-
ample. Commercial advertising and vehicle platooning are also envisaged as
subscriber based services where travellers express interest in receiving cer-
tain update information. This category comprises of an information push
based model where notification data is delivered to subscribed users; tem-
poral and reliability constraints are more relaxed than those defined for the
safety service.

• Personalised Services
This category encompasses applications which cater for individual traveller
requirements. Transaction based services such as parking space reservation
and temporary bus lane usage, as well as route planning applications and
commercial vehicle agent systems fall into the category of personalised ser-
vices. This class of services has strict requirements relating to reliability
while data has longer lifetimes.

3.3 Condition Monitoring

Candidate ranking is fundamentally dependent on the quality of the context
information regarding current network conditions. Therefore, the quantification
of parameters which reflect this is a cornerstone in any network selection strategy.
Here, two approaches to candidate condition monitoring are considered:

• Constant Probing takes into consideration the general performance of each
candidate network over time. This is based on the CVIS-CALM implemented
approach whereby the vehicle Mobile IP Home Agent (HA) is periodically
polled using ICMP Echo Request messages. Network latency, jitter, through-
put and loss information is recorded and weighted sliding window analysis
calculates updated performance indicators for these.

• Dynamic Probing reports on the performance of the direct communication
path between source and destination endpoints. This approach also uses
ICMP Echo Request messages to determine the latency, jitter, throughput
and loss performance of each candidate network. This polling is aperiodic;
probing is initiated with every new service request and the intended desti-
nation for the calling service is polled.
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3.4 Candidate Ranking

Once the relevant information has been gathered, all candidates must be ranked
in relation to their ability to meet the identified selection objectives. In this study,
a GRA based approach is proposed. This has been shown to be the best MADM
technique for network selection since reference solutions can be customised for
a varying mix of attributes and optimisation objectives [19].

Grey Relational Analysis (GRA) is a well-known MADM technique, used
across many disciplines, which measures the strength of the relationship between
data sequences. Here, the set of criteria {k1, k2...kn} for each of the alternatives
{x1, x2...xm}, are represented by the decision matrix, D

D =

∣∣∣∣∣∣∣∣∣

x0(k1) x0(k2) . . . x0(kn)
x1(k1) x1(k2) . . . x1(kn)

...
...

...
...

xm(k1) xm(k2) . . . xm(kn)

∣∣∣∣∣∣∣∣∣
(1)

A reference solution, x0, is also defined, to which all candidates are compared.
D is normalised, becoming D′, typically following a larger-the-better, smaller-
the-better or nominal-is-best normalisation policy. The Grey Relational Grade
(GRG),η, used to describe the similarity between each candidate network xi,
and x0, is then computed using the following:

η =
1

n

n∑
i=1

Δmin +Δmax

Δi +Δmax
(2)

where
n = number of decision criteria
Δi = |x0(k)− xi(k)|
Δmax = max(Δi)
Δmin = min(Δi)

The GRG identifies the distance to the reference solution and therefore the
alternative achieving the highest GRG score is deemed the most suitable candi-
date.

Determining a suitable data dissemination alternative for the GRA-based
SCM is a three stage process involving the following tasks:

1. Definition of reference solution, x0

This represents the ideal solution with which all candidates xi are compared.
In an effort to ensure the ASC objective, here x0 is taken to be the operating
requirements of the requesting applications. Therefore, x0 is defined dynam-
ically with every communication request from upper layer ITS applications.
This provides a flexible SCM solution which can cater for a diverse mix of
newly deployed and existing ITS services and also ensures the ASC objective.
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2. Criteria Normalisation
This involves expressing and evaluating the observed network conditions in
a form where they can be easily compared. In this study, the criteria are nor-
malised with respect to the reference solution, x0. Normalisation therefore,
is a measure of the degree of fulfilment of the ITS service requirements by
the network characteristics and is calculated using a set of utility functions.
Since the objective of the proposed SCM solution is ASC, the nature of these
utility functions is dependent on the service category and the requirement
under consideration. The normalised value, δ, is then used to calculate the
GRG score. The utility functions are designed so that only exact matches
for x0 are awarded the highest δ of 1. For candidates which cannot meet
or exceed x0, δ is negatively assessed with varying degree; those unable to
meet the requirements experience sharper decay than those which can exceed
them and is based on the distance between the reported performance and
x0. For this reason the utilities are modelled using exponential behaviour.
- Safety
Safety services are of the highest priority in the ITS environment; these
applications broadcast information at frequency fsafety and have strict

temporal requirements. Network delay and loss statistics reported by
the network monitoring process are normalised for safety services using
the utility functions in (3) and (4) respectively. Safety services have a
hard upper limit on the lifetime of data (x0(d)); therefore, any network
delay value satisfying this requirement is normalised to 1. Network delay
values exceeding x0(d) achieve a zero utility. Safety services also require
100% reliability; this means that all neighbouring vehicles should receive
the data at least once within its lifetime. In equation 4, the smaller
the xi(l), the greater the normalised value, δsafety(l). For increasing
xi(l), δsafety(l) decays exponentially, the rate of which is dictated by
the frequency, fsafety, at which the data is broadcast, and the decay
constant,τsafety.

δsafety(d) =

{
1 xi(d) <= x0(d)
0 otherwise

(3)

δsafety(l) = e
− xi(l)

fsafety∗τsafety (4)

- Subscriber
Subscriber services have longer data lifetimes and are somewhat toler-
ant of fluctuations in reliability. Following the ASC objective, equations 5
and 6 are designed to ensure that the highest normalised value is the one
which most closely matches x0. For network delay, the maximum nor-
malised value, (δsub(d)) of 1 is achieved as the delay value approaches

x0(d) at a rate defined by the distance from x0(d) and τ
in(d)
sub . For values

exceeding the maximum data lifetime, x0(d), δsub(d) exponentially de-

creases at a rate of τ
dc(d)
sub . Candidates whose reported losses are within

the limits defined in x0(l) achieve the maximum normalised value, δsub(l).
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Losses that exceed this threshold cause an exponential decrease in δsub(l)

according to the distance from x0(l) and constant τ
dc(l)
sub .

δsub(d) =

⎧⎨
⎩e

− (x0(d)−xi(d))∗τ
in(d)
sub

xi(d) xi(d) <= x0(d)

e−(xi(d)−x0(d))∗τdc(d)
sub otherwise

(5)

δsub(l) =

{
1 xi(l) <= x0(l)

e−(xi(l)−x0(l))∗τ in(l)
sub otherwise

(6)

- Personalised
The personalised service category is sensitive to network reliability and
data lifetimes are bounded. Network delay values falling in the range
[0,x0(d)] achieve a utility score, δpers(d), approaching 1 as dictated by

the constant τ
in(d)
pers and the distance from x0(d). In cases where these

bounds are exceeded, δpers(d) experiences an exponential decay at a

rate of τ
dc(d)
pers , dictated by the distance from x0(d). Data losses are not

tolerated in this service class; therefore, δpers(l) exponentially decreases

according to τ
dc(l)
pers for any x0(l) <1.

δpers(d) =

⎧⎨
⎩e

− (x0(d)−xi(d))∗τ
in(d)
pers

xi(d) xi(d) <= x0(d)

e−(xi(d)−x0(d))∗τdc(d)
pers otherwise

(7)

δpers(l) = e−(xi(l)−x0(l))∗τdc(l)
pers (8)

The performance of the candidate networks in relation to the cost parameter,
Cn, is normalised according to equation 9. Since the WAVE network has no
associated cost to the user this (and any other free alternative) will always
achieve the maximum score of 1. For candidate networks that exceed the
maximum desired cost, x0(c), defined by the user for each category of service,
the utility value exponentially decreases at a rate associated with the users
willingness to pay (WTP) value.

Cn =

{
1 xi(c) <= x0(c)

e(x0(c)−xi(c))∗(1−wtp)∗SF otherwise
(9)

3. GRG calculation
Once the normalised decision matrix D′ has been computed, equation(2) is
used to calculate the GRG for each alternative. Candidates are ranked in
order and the xi achieving the highest GRG is deemed the most suitable
communication medium for ITS data dissemination.

Analysis of the GRA-based SCM is carried out through simulation, the details
of which are outlined in the following section.
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4 CALMnet Simulation Environment

Simulations are carried out using CALMnet, a comprehensive network-centric
simulation environment, built on top of the OPNET simulation tool, for CALM-
based cooperative vehicular systems [20]. UMTS has ubiquitous coverage within
this environment and 10 RSUs are placed 1km apart along this roadway, acting
as gateways to the network backbone.

The proposed GRA-based candidate ranking scheme is compared with two
other approaches.

• Random Selection: the carrier network for the ITS application traffic is ran-
domly selected. Safety services use broadcast communications and can be
carried over any WAVE channel and UMTS. However, since the WAVE con-
trol channel (CCH) is for non-IP traffic, this is not considered as a candidate
for Subscriber and Personalised services.

• Simple Matching based Selection: here, the selection requirements are simply
matched with the candidate network abilities. The CCH is designed specif-
ically to meet the need of safety applications; therefore a policy is adopted
whereby safety traffic is always carried on this channel. For all other data
traffic, the selection is based on simple candidate scoring. Here, all input
parameters are equally weighted in importance to the overall decision and
candidate scores are incremented to reflect a match with service require-
ments and user preferences. The candidate with the highest score is deemed
the best solution.

Mobility
The open source Simulation of Urban MObility (SUMO) v0.11 package was used
as the road traffic simulator to generate realistic microscopic vehicular mobility
patterns. Vehicles move in each lane on the highway with varying speeds that
are restricted to a maximum speed of 120km/h. The vehicle density for the
simulated scenario is illustrated in Figure 1. The high density of vehicles seen
at approximately 3000m is caused by the presence of a toll plaza. Here the
maximum speed is capped at 50kmph resulting in a build up of vehicles in
this location and thus ensuring that both free flow and congested road traffic
conditions are observed.

Application Modelling
Six distinct applications are defined, the details of which are presented in Table
1. These specify their data lifetime and reliability requirements, which are used
as inputs to the ranking procedure.
User preference in relation to the WTP is modelled based on data plans currently
offered by mobile operators. Three categories of user are defined:

− All you can eat (AYCE)
Users in this category have no limit on their data usage. Therefore, they are
not concerned with the cost of using any ITS services; their WTP = 1 for
all services.
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Fig. 1. Vehicle Density for simulated highway mobility scenario

Table 1. Application specifications

Service Class Application Communication Mode Frequency Data Lifetime Reliabilty

Safety Hazard warning V2V Broadcast 10Hz 100ms 1.0

Flexible lane
change

V2V Broadcast 1Hz 500ms 1.0

Subscriber Platoon V2V exp(45)s 15s 0.98

TUS V2I exp(180)s 30s 0.95

Personalised CVAS V2V - 15 1.0

Buslane reservation V2I - 10 1.0

− 2GB limit
Users on this plan have a moderate data usage plan and can afford to run
ITS services. In this category the WTP ranges between [0, 0.7] for subscriber
services and [0, 0.8] for personalised services.

− 200MB limit
These users have limited data usage and will have a low WTP; between [0,
0.4] for subscriber services and [0, 0.5] for personalised services.

5 SCM Performance Analysis

Assessing the performance of the proposed SCM framework in the cooperative
vehicular environment requires examination of the random, simple matching and
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Fig. 2. Decisions and Satisfaction Index for all selection schemes

GRA based ranking algorithms as well as the two proposed monitoring methods.
Two main factors are considered:

− Selection Decisions
This gives an insight into the operation of the ranking procedure, demon-
strating the choices made under the varying working conditions experienced.
Figures 2(a) and 2(b) illustrate the selection decisions for each of the selection
methods using both constant and dynamic probing. Here, it is evident how
the network condition monitoring technique has an effect on the candidate
ranking procedure with the proportions of CI selection differing for both
probing schemes. As expected, the Simple Policy and GRA schemes have
identical values for the WAVE CCH since all safety services are transported
over this CI. Simple policy matching the WAVE SCH 57% and 33% and
UMTS 10% and 35% for all decisions using constant and dynamic probing
respectively. GRA has a breakdown of 52%/16% for the SCH and 47%/20%
for UMTS in the constant/dynamic probing scenarios.

− Satisfaction Index (SI)
The SI is defined as the degree to which the chosen communications
network satisfies the WTP user preference and the service data lifetime and
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reliability requirements. This is calculated using GRA to determine each
decisions’ distance from the ideally required solution. To assess the perfor-
mance, equations 3 to 9 are used, with the requesting service requirements
representing the reference ideal solution. The maximum grade of 1 will there-
fore only be achieved when exactly all requirements have been met. Referring
to selections which exceed the requesting requirements will not score highly;
the SI is a measure of how well the ASC objective was achieved. When exam-
ining these results, it is important to remember that the selection decision
is a trade off between service requirements and user preference.

The overall SI values for each scheme is presented in Figures 2(c) and 2(d).
Here, GRA-based ranking outperforms the random and simple matching
selection techniques, obtaining the highest index values of 0.67 and 0.68 in
constant and dynamic probing scenarios respectively. The simple matching
scheme scores higher than the random selection, achieving an SI of 0.64
and 0.6. The final set of plots in 2(e) and 2(f) illustrate the breakdown of
SI scores for each service category. As expected, GRA and simple matching
achieve identical SI scores for safety services. For subscriber and personalised
services however, GRA achieves the highest SI scores, again verifying that
it is the principal ranking technique required to achieve the ASC objective.

6 Conclusions

This paper presented a framework for Service and Communication Management
(SCM) in cooperative vehicular systems. Here, the goal is to ensure that ITS
service requirements are met through the selection of an adequate dissemination
medium from the underlying heterogeneous communication network. Specifying
an objective of “Always Satisfactorily Connected”(ASC), random, simple match-
ing and GRA-based selections are examined for both constant and dynamic
probing techniques. Results show that GRA-based selection better services user
and application requirements in the CALM-based cooperative vehicular environ-
ment. Constant probing proved to be the best condition monitoring technique
for simple matching based selection, while the highest satisfaction index was
achieved for GRA-based selection using dynamic probing.

Future work will study the affect of RSU density on the decision process; the
urban scenario will also be examined. Also, the comparison of an “Always Best
Connected” objective with the proposed ASC will be carried out. Additional
communications technologies will also be considered.
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Abstract. QoE- and application-aware scheduling is a new paradigm
for mobile communication networks. It aims at making better use of net-
work resources with respect to the perceived quality of the users. To
achieve this, it specifies an interaction between application and network-
ing layers. Previous work has shown that such a resource management
is possible by the weighting of applications and the definition of key
quality indicators. However, quantification of the benefits and the im-
pact on the application itself is hardly studied, since it requires precise
modeling of both the data transmission in the mobile network as well as
the application itself. In this paper the influence of different cross-layer
scheduling heuristics on the application is examined for the air interface
of LTE mobile networks. For this, not only the physical data transmis-
sion but also the application behavior is simulated in detail for Skype,
YouTube, web browsing, and downloads. For each application quality
indicators are defined that provide information on the current perfor-
mance of the application. The investigated scheduling approaches take
into account detailed application information of different levels like the
application type, the current status of the application, or the ability of
an application to adapt to the network situation.

1 Introduction

Nowadays, high data rates in mobile networks are possible. They allow high
quality streaming or similar services that were usually reserved only for fixed
network users. The requirements for these applications are diverse and typically
vary over time due to video encoding, download patterns, or user behavior. To-
day’s networks support them based on Quality of Service (QoS) parameters.
However, compliance with the QoS policies on the network level does not nec-
essarily guarantee a good quality of applications. From the user’s perspective, a
good application quality is defined by parameters related to the application such
as video quality, waiting times or responsiveness of the application. A major chal-
lenge for network operators is therefore the consideration of these requirements
within the network to meet the user expectations.
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Quality of Experience (QoE) and application-aware scheduling is a new
paradigm for mobile communication networks based on the interaction between
application and network layer. It enhances traditional scheduling approaches
that rely on objective measures such as packet loss rate, channel quality, trans-
fer delay or delay variation, by additionally taking application information into
account. This requires an identification of the key influence parameters on the
application quality as well as means to monitor these parameters. Depending on
the type of application, these parameters may be measured at the end-device
or in the network using techniques like deep packet inspection. Today’s packet
schedulers in cellular networks are based on hard QoS parameters, i.e., they
either can provide the requested QoS or not. This differs for QoE-based sched-
ulers which may provide several thresholds for a certain, as well as, for a varying
application quality. Accordingly, this flexibility can be used to exploit the tem-
poral variability of the transmission channel to better support applications or
compensate local load peaks by using fewer resources.

Previous work has shown that QoE scheduling for applications is possible
through the utilization of certain information and the definition of key quality
indicators. Kahn et al. [1] define cross-layer scheduling with a so-called utility
function. The aim is to maximize the utility in order to optimize the QoE. In [2],
QoE influence factors are determined and measured for web traffic. According
to them, a QoE-oriented scheduling is defined. Wamser et al. [3] utilize the
buffered YouTube playtime for QoE-aware scheduling in OFDMA networks. All
solutions consider QoE or application information. Nevertheless, quantification
of the benefits and the impact on the application itself are hardly studied, since
it requires precise modeling of both the data transmission in the mobile network
as well as the application itself.

In this paper, a simulative investigation is performed on how application infor-
mation of varying degrees of detail may provide a more effective packet schedul-
ing in the air interface of LTE mobile networks. All simulation runs are performed
within an LTE system level simulator which involves a detailed application-layer
model of YouTube, Skype, and TCP, as well as the LTE protocol stack and wire-
less channel models. The scheduling approaches that are proposed and investi-
gated are of increasing complexity. First, fixed service flows for applications are
arranged with respect to the recognized application type. Then, approaches are
proposed that require more information about the application such as applica-
tion status. Finally, a direct signaling of QoE-related application parameters is
assumed. Issues such as scalability are not addressed in this paper. Furthermore,
only one single cell is simulated.

The remainder of the paper is structured as follows. In Section 2 the techni-
cal background for scheduling is summarized as well as an overview of various
scheduling approaches is given. Section 3 describes the investigated scheduling
algorithms. In Section 4 the application models are introduced that are used for
the evaluation of the schedulers. After that follows the description of the simu-
lation in Section 5. In Section 6 a scheduling taking into account the adaptation
behavior of Skype is presented. Finally, a comprehensive statistical evaluation
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of different scheduling approaches is done in Section 7. At the end, conclusions
are drawn in Section 8.

2 Background and Related Work

Unlike random access-based networks, the transmission of data packets in mobile
networks is controlled by the base station. It performs a scheduling of the pending
packets that determines when data is transmitted to a user and when a user is
allowed to send data to the base station. The basic idea of the scheduling is
to dynamically assign resources for the transmission according to their required
data rate and QoS conditions.

Previous approaches often aim at maximizing the potential total throughput
in a cell while providing some degree of fairness. This includes common schedul-
ing approaches that take advantage of time-varying channel conditions such as
proportional fair scheduling or variants of opportunistic scheduling. Current ap-
proaches, however, consider more and more the application or the user as well
as his demands on the network.

For example, there is utility-based scheduling. The idea of utility-based
scheduling [1,4,5] is based on the fact that different QoS parameters have a
different effect on the QoE of an application. Thus, the QoS parameters are
weighted and a utility function is defined based on them. The aim is to maxi-
mize the utility in order to optimize the QoE. Furthermore, there are cross-layer
approaches that consider directly the QoE that the end user experiences. In [6,7],
the continuously monitored QoE of voice connections is considered for scheduling
and admission control decisions for IEEE 802.16 networks. In [3], the buffered
playtime of YouTube video streaming is utilized for a dynamic prioritization of
YouTube traffic to increase the QoE. In [2], a mapping for web traffic is presented
to allow for a direct consideration of web browsing within the scheduling.

In contrast to specific scheduling approaches, there is also a 3GPP working
group to study general mechanisms and approaches to avoid user plane conges-
tion in LTE networks [8]. One use-case of this working group is the specification
of congestion-based policy rules for the radio access network for crowded cells.

3 Description of the Studied Scheduling Algorithms

The objective of the paper is to investigate and simulate different scheduling
concepts or heuristics and have a look at the benefits and the impact on the
applications.

For comparison, we first specify a simple proportional fair scheduler as a
reference scheduler. Afterwards, we start with arranging fixed service flows for
Skype. This is based on the concept of QoS provisioning for applications in
mobile networks where QoS profiles are assigned to LTE bearers or IEEE 802.16
service flows. The idea however is that the classes are selected in such a way
that the throughput is restricted for application that are able to adapt to low
network resources such as Skype. Hence, there are resources that are available
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for other applications. Then, we move on to signaling approaches that provide
direct feedback on the requirements of the applications to the scheduler.

3.1 Proportional Fair Scheduling

The proportional fair scheduler addresses both fairness and throughput in the
network. This is achieved by assigning each user i at transmission frame f a
priority M which is based on the present achievable transmission rate r and the
previously achieved overall throughput R.

MR
i (f) =

ri
α

Ri
β
. (1)

It should be noted that the available total bandwidth B depends on the schedul-
ing since different assignments lead to different user throughputs due to the
adaptive modulation and coding of the users.

3.2 Fixed Service Class for Skype

Service classes define QoS parameters such as maximum throughput and min-
imum latency for all users of the class. The service class schedulers used in
this work are specifically designed for Skype video calls to take advantage of
the adaptation capabilities of Skype. The idea is to restrict a Skype user to a
specified bandwidth in order to gain resources for other users. The constraint is
selected in such a way that only a small QoE degradation occurs since Skype
adapts to the given conditions. More precisely, the goal is to avoid that Skype
changes the resolution but adjusts the frame rate and image quality.

Application-Based Service Class. The application based service class is a
service class with a guaranteed bandwidth for all Skype users in the cell. This
requires the base station to know whether the packets belong to Skype or not.
All packets belonging to Skype users are assigned to this class. It is the simplest
approach to set a restriction for Skype. Within the class a proportional fair
scheduling is done. The scheduling is depicted in Algorithm 1.

Flow-Based Service Class. Flow-based service classes guarantee QoS param-
eters for single flows instead of application groups. In this case, we guarantee
30% of the maximum transmission rate of Skype to each Skype user since this
is slightly higher than the throughput at which Skype changes the resolution of
the video encoding according to our model.

On Demand Flow-Based Service Class. The on demand flow-based service
class is similar to the previous one but instead of throttling the throughput of
the Skype users all the time, this is only done if there is another application
that requires bandwidth. Hence, Skype is able to get more throughput if the
situation allows it. In this paper, the limitation in throughput is only triggered
by the YouTube users. If there is a YouTube flow in its initial best effort phase, or
with a low buffer level (less than 3 s), the service class is activated and all Skype
users get the guaranteed but limited throughput as long as enough resources are
available.
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Algorithm 1. Application-based Service Class Scheduling

1: bandwidth skype class = 0
2:
3: while bandwidth skype class < max. bandwidth for the class do
4: packet list ← ProportionalFair(skype packets)
5: bandwidth skype class + = packet.size
6: end while
7:
8: while bandwidth available do
9: packet list ← ProportionalFair(¬skype packets)
10: end while

3.3 QoE Scheduling Using Application Parameters

The QoE scheduler is similar to the proportional fairness scheduler, but instead of
using a priority proportional to the possible throughput, a throughput inversely
proportional to the current estimated QoE is used. Hence, if the application is
currently in a very good condition, it is assigned a very low priority. However,
if the application is in a poor condition, it gets a higher priority. While this
scheduler achieves good results since every application only is assigned as much
bandwidth as it really needs, it makes signaling between the end-users and the
base station necessary. In our case, we assume that a logical feedback channel
exists between the client application and the scheduling entity in the base sta-
tion [3]. The application condition is mapped onto a mean opinion score (MOS)
scale by the metrics presented in Table 1. The MOS value is the arithmetic mean
of individual subjective ratings of test users for the quality of a service. It ranges
from 1 (poor) to 5 (excellent). According to the QoE model in [9], stalling (in-
terruption in the video playback) is by far the main influence factor of YouTube
QoE. Therefore, the current buffer level of the YouTube player is reported to the
base station. For web browsing, the loading time of a web page is monitored and
for downloads the current throughput is measured, c.f. [10]. In the following, we
call this scheduler QoE feedback scheduler.

Table 1. QoE metric for the different applications

QoE file download web browsing YouTube Skype
throughput page loading buffer frame rate image quality I resolution

[MOS] [Mbps] time [s] level [s] F [fps]

1 < 0.25 > 5 < 2 - - 160x120

2 0.25 - 0.5 3 - 5 2 - 4 - - 320x240

3 0.5 - 1 2 - 3 4 - 8
3 + F

35fps
+ (2I − 1)4 1 - 2 1.5 - 2 8 - 16 640x480

5 > 2 < 1.5 > 16
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4 Modeling of the Investigated Applications

For application-aware scheduling, it is important to model the application accu-
rately. This section describes the modeling of the four investigated applications
for the evaluation, namely file download, web browsing, YouTube, and Skype.

4.1 File Download

The file download is the most simple application in the simulation. It represents
the download of a big data file. Therefore, a best effort transmission over TCP is
simulated. The HTTP protocol is not simulated. The size of the downloaded data
can be specified by the user. Hence, the download only depends on the simulated
physical link and the behavior of the TCP congestion avoidance algorithm.

4.2 Web Browsing

Web browsing of a user is modeled as follows. A web session consists of the
download of a web page followed by an exponentially distributed reading time
of a mean of 3 s. The web page itself consists of a main object and several
embedded objects. Embedded objects are images, JavaScript code or CSS style
sheet instructions. The number of embedded objects, the size of these objects
and the size of the main object follow random variables whose distributions
are listed in Table 2. TCP is used as transport protocol. The web server takes
care about the TCP connection handling. The keep-alive timeout for HTTP/1.1
connections is set to 5s based on the values of the default configuration of the
Apache web server. Furthermore, no speed or connection limit is set.

Table 2. Web session simulation parameters [3]

reading time neg. exponential: Exp(3s)

volume main object log-normal: lnN (10 kbytes, 25 kbytes)
∈ [100 bytes, 2 Mbytes]

number of embedded objects truncated Pareto(scale, shape, max):
Pr(1.1,2,55)

volume embedded object log-normal: lnN (8 kbytes, 126 kbytes)
∈ [50 bytes, 2 Mbytes]

4.3 YouTube

The YouTube Flash Player and a YouTube download server is simulated for
YouTube users. The player processes HTTP data to display the YouTube video.
In particular, it calculates the current buffered video playtime in seconds. The
player may stall if the playtime buffer is empty. The play-out delay after stalling
is set to 3 s buffered playtime which is the current value of the YouTube video
player. The YouTube download server behavior follows [11] with refinements
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according to own measurements. The download speed is controlled by the server
in two phases. The size Sip of the initial best effort phase depends on the mean
data rate x of the Adobe Flash video. It corresponds to a buffered playtime of
40 s, hence it is calculated as

Sip = 40s · x. (2)

The periodic phase sends data in blocks of 64 kB with a fixed inter-arrival time.
The inter-arrival time ΔTarr depends on the target transmission rate which is
125% of the mean data rate x of the Flash video, but has a maximum of 2.096 s.
Therefore it is calculated as

ΔTarr = min(2.096s,
64kbytes

1.25x
). (3)

4.4 Skype-Like Video Conferencing

The objective is to model a Skype-like application that dynamically adjusts the
video parameters depending on the network quality. For this purpose, measure-
ments of Skype from February 2012 serve as a basis for modeling. This section
is separated into two different parts, describing the server model for the sending
behavior on the one hand, and the self-adapting client behavior on the other
hand.

Sending Behavior. We consider only video calls. A call can be started and
finished. Hence, it cannot be degraded to a voice call or instant messaging. Addi-
tionally, no connection process and buddy list updates take place in background.
Only the downlink direction is taken into account. Due to this, the application
in the simulation only performs unidirectional transmitting of data directly from
a so-called Skype server to a client with UDP transport protocol. Consequently,
server and client must be started two times for a realistic video call, as in both
directions usually video is transmitted. It is assumed that Skype can adjust three
parameters in order to adapt to the current network performance. According to
our measurements, the frame rate pmfr, the resolution pres, and the image qual-
ity pqua can be adjusted during video calls. The maximum frame rate is set to
35 fps. The image quality is modeled by a factor between 0 and 1. An image
quality of 1 corresponds to the best quality. Values below 1 indicate that some
kind of lossy compression is used. There are three resolutions available. They are
’640x480’, ’320x240’, and ’160x120’ which result in a data rate ratio of 100%,
25%, and 6.25%. The Skype server periodically sends data blocks to the client.
The block inter-arrival time can be described by

ΔTar = 1/pmfr. (4)

Next to pres and pqua, the blocksize additionally depends on a total data rate.
It is set to ptdr = 1.2Mbps. The maximum frame rate is set to pmfr = 35.
Consequently, the blocksize for our Skype-like application is described by

Bsize = ptdr · pqua · pres/pmfr. (5)
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Self-adapting Behavior. In order to instantly react to poor network condi-
tions, the application in our model measures packet delay. A high packet delay
is assumed to be caused by high network load. Therefore, the client signals the
server that it should enter a ”poor network” routine in order to decrease the
quality of the video call. This is exactly done if the measured mean packet de-
lay during the last second exceeds the threshold of 75ms. In the next step, the
application resets the parameters for the frame rate and the image quality. Af-
terwards, periodic requests of the current packet delay serve to estimate the
current performance of the connection. In case the packet delay stays below the
threshold of 75ms, the frame rate is increased in our model up to 17 fps. In case
the packet delay exceeds the threshold, the image quality is decreased in steps
of 0.1 to a minimum of 0.5. Afterwards, the resolution is decreased, while the
image quality is set to 1. The algorithm stops if either the minimum resolution
and image quality or the targeted frame rate is reached.

In addition, the application in our model also performs a second routine in
order to increase the video quality, if possible. This routine runs periodically
every 10 s during the complete Skype video call. It is only activated if the previous
described routine is not active. If the packet delay is lower than a threshold of
35ms, the algorithm starts to increase the video encoding until the packet delay
exceeds the threshold. The encoding is increased every 500ms. Our model first
tries to increase the resolution, afterwards the image quality is increased and
finally the frame rate is increased. If the packet delay exceeds the threshold
during this procedure, the encoding is set back to the last working encoding and
the routine stops.

5 Description of the Simulation

One mobile cell is simulated with a time-discrete event-based simulator for LTE
mobile networks. The physical data transmission is performed on the basis of
precalculated link-level curves for packet error and goodput from separate simu-
lations with the LTE Downlink Link Level Simulator of the Technical University
of Vienna1. The simulator implements a complete signal processing chain for
the traffic channel. PHY and MAC functions are implemented according to LTE
release 8 [12] as specified in [13,14]. A carrier frequency of 2.5GHz, a bandwidth
of 5MHz, and a cell diameter of 250m have been chosen. The signaling and
control channels are simulated as error-free. Based on this physical simulation a
complete system model is implemented with TCP transport protocol and appli-
cation layer. TCP Cubic with congestion control, error detection and flow control
is simulated for each user to obtain realistic scenarios even in overload situations.
The propagation model for the data transmission consists of path loss, shadow
fading, and multipath fading. Path loss is calculated according to the Winner II
urban macro-cell model [15]. Furthermore, the shadow fading decorrelation dis-
tance is set to 50m. The users move around randomly within the cell with a
speed of 1m/s. For this purpose, 200 SNR channel traces has been precalculated

1 http://www.nt.tuwien.ac.at/ltesimulator

http://www.nt.tuwien.ac.at/ltesimulator
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since on the fly computation is very time consuming. One SNR channel trace is
assigned to each user with a random time offset. The users are able to watch
YouTube videos, conduct Skype video calls, download files, or surf the Internet.
On the packet level, a queue based scheduling at the base station is done.

Only the downlink is considered in this work, since it is assumed that this
constitutes the bottleneck of the access network. The transmission is controlled
by a packet scheduler. Each user has a packet buffer which is limited in size.
The packet scheduler chooses the packets from the user queues according to the
scheduling algorithm and passes them to the resource allocator. The resource
allocation then selects the appropriate modulation and encoding based on the
link-level curves depending on the users channel and places it in the frame.

6 Scheduling Taking into Account the Adaptation
Behavior of Skype

As an example for semi-static scheduling, we demonstrate in the following how
the adaptive capabilities of Skype can be exploited to gain bandwidth for other
users. In overload situations an application like Skype, which adaptively adjusts
to different network situations, is restricted to a reasonable extent to obtain re-
sources for other applications. Such a redistribution of resources does not neces-
sarily mean that the network resources are shared fairly. A reasonable allocation
must be achieved depending on the application type (video, browsing, gaming,
e.g.) because a high definition video obviously needs more bandwidth than a
user surfing the Internet. The overall goal is a consistent and equal QoE on
application level for all users.

The simulated scenario includes 7 Skype and 7 YouTube users and is simulated
for 80 s. One Skype user and two YouTube users are shown exemplarily in the
figures. The explanation of the scheduling behavior is based on these users.
The channel conditions of the Skype user and the two YouTube users during
the simulation are depicted in Figure 1. The YouTube users have good channel
conditions at the beginning and up to a simulation time of 50 s. During this time
period they achieve the maximum possible bandwidth.

Figure 2 shows the resulting behavior of the applications. In this case
the proportional fair scheduler is used. Figure 2(a) depicts the throughput of
the YouTube users, their corresponding buffer levels during the simulation and
the mean data rates of the videos. YouTube user A with a mean data rate of
about 1.2Mbps maintains full video playback buffers during the complete sim-
ulation. In contrast, the video playback of YouTube user B is interrupted for 5
times during the simulation since his throughput is below the mean data rate
of his video. Figure 2(b) shows the throughput of the Skype user and resulting
video quality during the simulation. The resolution is not shown here since it
stays at the maximum during the whole simulation. However, the frame rate and
the image quality is changed often after the YouTube users have started their
transmission. This can be explained by the insufficient channel quality of the
user and the congestion in the cell. As soon as the channel conditions for the
Skype user are better, the video encoding returns to its maximum.
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Fig. 2. Skype and YouTube scenario with proportional fair scheduler

After 50 s the channel quality of YouTube user A drops significantly which
results in about half of the available bandwidth for this user. The channel for
the Skype user is of low quality from 0 s to 50 s, but improves quickly after 50 s.

Figure 3 shows the simulation of the same scenario with the on demand flow-
based service class described in Section 3.2. Figure 3(a) depicts the situation
for the YouTube users. The restriction for Skype users is activated immediately
after the YouTube users start the transmission. The throughput of both YouTube
users is significantly higher now, compared to the scenario with the proportional
fair scheduler. Between 20 s and 30 s the throughput of user B drops below the
mean data rate of his video. Yet this does not lead to stalling (interruptions in
the video playback) since YouTube user A enters his periodic phase after 30 s and
so the throughput of YouTube user B exceeds the mean data rate of his video
again. Both YouTube users experience no stalling during the whole simulation.
Their QoE is not degraded. After 50 s the service class is deactivated since both
YouTube users completed their initial phases and their buffer levels are higher
than three seconds.

Figure 3(b) shows the video encoding of the Skype user for the scheduling with
the on demand flow-based service class scheduler. As soon as the service class
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Fig. 3. Skype and YouTube scenario with on demand flow-based service class scheduler

is activated, the encoding drops to an image quality of 60% and a frame rate
of 17 fps. The resolution nevertheless remains at its maximum. Shortly after the
deactivation of the restriction for the Skype user, the encoding changes again.
It returns to its maximum within 10 seconds.

From these results, it can be concluded that a scheduling mechanism, which
is aware of the Skype-like adaptation capabilities, is able to use this knowledge
in temporary overload situations to help other applications without these capa-
bilities. This is based on the assumption that a stalling of YouTube is considered
worse than a controlled short-term change in the video encoding parameters of
Skype [16]. However, the benefit is dependent on a large number of active Skype
users in the cell because each Skype-user only provides a small resource gain. For
network operators, this means that this solution is only useful if enough Skype
users are on the network.

7 Investigation and Comparison of Scheduling
Approaches and Their Effect on Applications

In the following, the performance of the schedulers described in Section 3 is
statistically evaluated with the aim to compare the benefit and the impact of
the different approaches on the applications. The following paragraph describes
three different scenarios that have been chosen for the evaluation. 100 runs are
conducted per scheduler and scenario. Afterwards the impact of the schedulers
is described for each application separately. The evaluation is based on carefully
chosen application quality indicators which provide a high QoE correlation: For
YouTube the buffered playtime is used, since stalling is the main factor for a QoE
degradation [9]. For web browsing the download time of the content is chosen
while for file downloads the amount of downloaded data is considered as key
quality indicator, c.f. [10]. For Skype the image quality and the steadiness of the
video encoding are used.
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Scenario Description. Scenario I, II, and III represent different situations in
a cell. In the first scenario the cell is frequented only moderately, in the second
scenario highly. In the third scenario the system is overloaded. The Skype users,
download users, and web browsing users start directly at the beginning of the
simulation. The starting time of the YouTube users is calculated from a uniform
distribution between second 5 and second 20. For each user one out of 10 videos
is randomly chosen. The system is simulated for 100 s. Scenario I simulates 19
users. There are 7 Skype users, two download users, four web browsing users,
and 6 YouTube users. Scenario II consists of 25 users. There are 8 Skype users,
three download users, 6 web browsing users, and 8 YouTube users. Scenario
III simulates 34 users. There are 10 Skype users, four download users, 10 web
browsing users and 10 YouTube users.

0

5

10

15

20

25

30

35

prop.
fair

app.
class

flow
class

reactive
flow
class

QoE
feedback

Lo
ad

ed
 d

at
a 

[M
bi

t]

Scenario I Scenario II Scenario III

(a) Average loaded data of
the file download users

0

0.2

0.4

0.6

0.8

1

prop.
fair

app.
class

flow
class

reactive
flow
class

QoE
feedback

P
ag

e 
lo

ad
in

g 
tim

e 
[s

]

Scenario I Scenario II Scenario III

(b) Average loading time
of the web browsing users

0

20

40

60

80

prop.
fair

app.
class

flow
class

reactive
flow
class

QoE
feedback

M
ea

n 
st

al
lin

g 
pr

ob
ab

ili
ty

 [%
]

Scenario I Scenario II Scenario III

(c) Average stalling proba-
bility of the YouTube users

Fig. 4. Evaluation of the amount of downloaded data, the page load time of web
browsing users, and the stalling probability of YouTube

File Download. Figure 4(a) shows the amount of downloaded data of the file
download users for the five different schedulers during all three scenarios. The red
line indicates the median of the loaded data, the red circle indicates the average
loaded data. The box shows the 40% quantile of the results. The complete range
is indicated by the dotted line and the triangles. The results differ but a tendency
can be observed. With a higher number of users in the system the amount of
data that the users are able to load decreases. Accordingly, the 40% quantiles
and the entire range of the results become smaller indicating less variance. The
three service class schedulers provide comparable results. On average, users are
able to load about 17Mbit in Scenario I, 10Mbit in Scenario II, and 7Mbit
in Scenario III. Both, the proportional fair scheduler and the scheduler with
QoE feedback offer less quality to the file download users. The scheduler with
QoE feedback however performs slightly better in Scenario I and II (12 and
8Mbit) than the proportional fair scheduler (10 and 7Mbit). For the overloaded
Scenario III, the proportional fair scheduler shows similar results as the QoE
feedback scheduler.

While the scheduling with service classes performs by far the best regarding
the file download users, it should be noted that a lower download throughput
might be beneficial for the other users. File downloads are flexible applications
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and a certain delay or a low download throughput can be tolerated. From a QoE
perspective, assigning a lot of bandwidth is not necessary or even a waste of
resources. Therefore, a more moderate behavior like the one of the QoE feedback
scheduler is desirable to gain resources for other applications as explained in the
next section.

Web Browsing. Figure 4(b) shows the average page loading time of the web
browsing users between second 30 and 80 of the simulation for the five different
schedulers during all three scenarios. Only the transfer time within the mobile
network is considered. Delays by the web server or the transmission over the In-
ternet are not included here. The 95% confidence intervals are indicated by the
red lines on top of the bars. The results of all schedulers show the same tenden-
cies. If the number of active users inside the system increases, the page loading
time increases, too. However, the respective loading times of the scenarios differ
with different schedulers. While there is no significant difference between the
three service class schedulers, the proportional fair scheduler shows significantly
worse performance by about 0.1 s. The QoE scheduler provides loading times of
0.2 s, 0.3 s and 0.6 s which are about 0.1 s better than the times of the service
class schedulers.

Even the service class schedulers which do not use detailed information about
the web browsing users, show significant advantages in the average page loading
times over the proportional fair scheduler. This benefit is gained by the restric-
tion of the Skype users. The QoE scheduler performs also better. It demonstrates
that basic knowledge about the application conditions can improve the schedul-
ing process.

YouTube. Figure 4(c) shows the average stalling probability for YouTube users.
Stalling is defined as at least one interruption between second 30 and 80 of the
simulation. While the stalling probability increases with a larger number of users
in the system, the use of the different application-aware schedulers has no sig-
nificant impact on the results. All application-aware schedulers result in similar
stalling probabilities for all three scenarios. These are about 4% in Scenario I,
21% in Scenario II, and 47% in Scenario III. Especially in the overload Scenario
III, stalling can not be completely prevented. The proportional fair scheduler
achieves the worst results in all three scenarios with stalling probabilities of
21%, 40%, and 64%.

Skype. Figure 5(a) shows the average time period of a steady video quality
relative to the usage time of Skype. The video encoding is considered steady
if it does not change within 2 seconds. The results for the different schedulers
vary. The video encoding is the most stable with the service class schedulers
since they guarantee a certain data rate which is necessary for Skype users.
The scheduler with QoE feedback achieves the worst results regarding the rela-
tive time period of steady video quality with about 62% in all three scenarios.
The proportional fair scheduler shows different results for the three scenarios.
The relative time period of steady video quality is very high (about 86% in
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Scenario I), but much lower for Scenario II (72%) and Scenario III (65%). The
application-based service class performs comparably in the first two scenarios
with a relative steady time of about 80% but decreases in Scenario III to about
70% due to the overload. The two flow-based service class schedulers achieve by
far the best results.

For this it is concluded that for some applications a smaller but more steady
throughput is more efficient than a slightly higher but fluctuating one. The video
encoding of Skype is very unstable for schedulers like the QoE feedback scheduler
or the proportional fair scheduler. The reason for this is the constantly changing
bandwidth assignments with these schedulers.

The downgrade algorithm which is essentially responsible for the adaptation
to new network conditions always results in a frame rate of 17 fps if there is con-
gestion in the network. The main changing feature is the image quality. There-
fore, the crucial question is how often the video encoding is not at its maximum
while Skype is in an adaptive mode. Figure 5(b) shows the average time period
of Skype’s video coding not being at maximum. During all three scenarios and
with all five schedulers the results are similar. Skype is in an adaptive mode
during 90% of the time period for all schedulers, but for the proportional fair
scheduler. The proportional fair scheduler tries to provide bandwidth fairness
with respect to the throughput. Since Skype requires little bandwidth compared
to applications like YouTube or file downloads, this is sufficient and it is much
more often in a non-adapted state with the maximum video quality. The more
users are in the system, the higher is the probability to be in an adapted state.
In Scenario I the probability is 18%, in Scenario II 55% and in Scenario III it
is 93%.

For some applications certain compromises have to be made. The proportional
fair scheduler is the only one able to provide a high and steady bandwidth
so that the maximum video encoding can be used with Skype. However, as
Figure 5(a) shows, this is achieved at the expense of a constant quality and to the
disadvantage of other applications. Even the scheduler with QoE feedback which
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is the most unstable regarding the video quality does not achieve significantly
higher probabilities for the maximum encoding. This is due to the load in the
network of the other applications which are too greedy to allow this scheduler
to assign high bandwidths for flexible applications such as Skype.

Generally considered, the evaluation of the application-aware schedulers in
comparison to the proportional fair scheduler demonstrated that application
awareness improves the overall situation of the applications in the network.
However, there are different results for different applications. For example, the
YouTube application has achieved useful results with a scheduler with QoE feed-
back because the latter can tolerate dynamic changes in the bandwidth due to
the video buffer. The Skype application in contrast does not require such a
scheduling. For Skype video the QoE scheduling results in a very unstable sit-
uation due to the automatic adaptation. In contrast, Skype can benefit from a
static service class with guaranteed QoS properties like small delay and fixed
throughput.

8 Conclusion

In this paper, we investigated the impact of using application information for
scheduling decisions on the downlink within cellular networks on the user per-
ceived quality. In particular, we investigated different scheduling approaches to-
gether with varying degrees of available application information like application
type, application status or application intelligence, and highlighted their impact
on key QoE indicators for web browsing, file downloading, progressive video
streaming and Skype video conferencing.

Our results reveal a strong improvement of the overall QoE in case of
application-aware scheduling for the investigated use-cases. We further showed
that each of the considered applications can benefit from an application-aware
scheduling. However, different applications may prefer different types of schedul-
ing. Furthermore, for some applications a large signaling overhead is required.
For YouTube a very flexible scheduling can be carried out due to the buffer-
ing of the video content. This can be exploited to obtain a multi-user diversity
gain. However, the signaling of the buffer level to the scheduling entity is re-
quired. Skype in contrast does not require a dynamic scheduling according to
our results. It can sufficiently benefit from a static service class with guaranteed
QoS properties like small delay and fixed throughput. The results quantify the
trade-off between the degree of application information and the gain in terms
of QoE. Thus, our evaluations allow to compare different candidate approaches
with theoretical thresholds and to select the most appropriate ones.

Future work will deal with a precise evaluation of the signaling overhead,
i.e., the costs, and the consideration of other applications for the concept of
QoE-oriented and application aware scheduling. In addition combined scheduling
approaches will be investigated to allow a scenario-independent optimization of
the overall QoE.
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University of Cantabria,
Department of Communication Engineering,

Santander-39140, Spain
{alvaro,jperez}@gtas.dicom.unican.es

Abstract. In this work we address the rate adaptation problem of a
cognitive radio (CR) link in time-variant fading channels. Every time
the primary users (PU) liberate the channel, the secondary user (SU)
selects a transmission rate (from a finite number of available rates) and
begins the transmission of fixed sized packets until a licensed user re-
claims the channel back. After each transmission episode the number of
successfully transmitted packets is used by the SU to update its optimal
rate selection ahead of the next episode. The problem is formulated as
an n-armed bandit problem and it is solved by means of a Monte Carlo
control algorithm.

Keywords: Cognitive radio (CR), rate control, n-armed bandit
problem, reinforcement learning (RL).

1 Introduction

In this work we focus on opportunistic spectrum access (OSA) in hierarchical
cognitive radio (CR) networks where the secondary users (SU’s) only use the li-
censed spectrum when primary users (PU) are not transmitting (in the following
we use “primary user” or PU to refer to the aggregate of primary users). Every
time the PU liberates the channel, the SU begins transmitting until, without
prior notice, the PU reclaims the channel again at any given time.

We consider noncooperative spectrum sharing where each SU makes its own
decision on the spectrum access strategy, based on its error free channel sensing
and the number of data packets successfully transmitted over time. In this work
we focus on a single SU link and we do not take into consideration the compe-
tition between the different SU’s. Nonetheless, the proposed scheme would still
work in an scenario with multiple SU’s competing to access the channel.

In this work we assume that the SU’s support automatic repeat request (ARQ)
protocol, so when a frame is decoded with error, its data is retransmitted in a fur-
ther frame. Rate adaptation of SU links in CR has been widely addressed in the
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technical literature, [1], [2], [3]. However, none of the above works consider frames
retransmission. In [4] frames retransmission was taken into account, but assuming
a time independent channel occupancy model. In [5] the authors present a similar
problem, however they do not consider time variables scenarios or time dependent
occupancymodels. In [6] and [7] we considered frames retransmission andwemade
use of the acknowledgments (ACK’s) for rate control, however, in these cases we as-
sumed perfect knowledge of the channel fading and occupancy statistical models.
To the best of our knowledge, optimal rate adaptation while considering retrans-
missions of failed frames, time-dependent channel occupancy and fading models
have not been addressed so far in the context of OSA.

In this work we aim to go one step further, we introduce a rate adaptation al-
gorithm in which we do not require any additional information about the channel
state and occupancy. The ACK’s sent back by the SU receiver are the only infor-
mation exchangedwith the SU transmitter.We propose an energy efficient scheme
with a reduce computational cost and hardware complexity with relaxed require-
ments in terms of delay and transmission rate. This is the main novelty of this
work.

We formulate the adaptive rate selection as an n-armed bandit problem [8]
where the actions are the different available transmission rates, and the rewards
are based on the number of successfully transmitted packets over time and its
duration. We propose a Monte-Carlo based algorithm [8] capable of tracking
changes in the received signal to noise ratio (SNR), the channel occupancy pro-
cess and others variables over time to select the optimal rate.

The remaining of this paper is organized as follows; system model is presented
in section 2. In section 3 we formulate the problem and we introduce the solving
algorithm. In section 4 we present numerical results to evaluate the tracking capac-
ity, the robustness, the speed of convergence and the performance of the algorithm
under different scenarios. Finally, section 5 presents the conclusions of this work.

2 System Model

We consider an SU that periodically senses the channel ideally (with zero proba-
bility of miss detection and false alarm). Once it detects that the channel is idle,
it begins the transmission of a sequence of fixed size data packets until the PU
reclaims the channel. Each one of these packets is encoded into a single frame.
The SU has the capability of adapting its transmission rate, i.e. the duration of
each frame.

The aim of the SU is to maximize its own throughput during the sojourn
time of the PU. To achieve this goal, the SU selects a transmission rate from
a set A of K = |A| different types of available frames, each one with duration
Ta and frame error rate (FER) denoted by p(a, SNR), where a ∈ A and SNR
is the signal to noise ratio at the receiver during the frame transmission. We
assume a block fading channel model, namely, the SNR does not change during
the transmission of a frame, but it can change from frame to frame.

We consider a conventional and ideal ARQ mechanism to detect frame trans-
mission errors. When the receiver receives a frame, it sends back an ACK packet
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to the transmitter through an instantaneous error-free feedback channel to inform
whether the frame has been correctly decoded or not.Whenever a frame is decoded
with error, the corresponding packet must be retransmitted in a further frame.

The SU transmitter does not have access to any information regarding the
channel state, the receiver SNR or the PU channel occupancy patterns. The
information related to the channel state available to the SU transmitter is:

1. The ACK’s sent back by the receiver.
2. The availability of the channel by means of perfect sensing.

We assume that the transmit power constrains on the SU avoid significant
interference on the normal operation of the PU. Consistently, whenever the PU
occupies the channel, the SU frames are lost.

Primary User Channel Access Model
Figure 1 depicts the channel occupation process by the PU. The channel state
changes alternatively between idle and busy periods over time. The duration of
the idle/busy periods is given by two random variables denoted by di and db
respectively. Let Fi(di) and Fb(db) be the corresponding cumulative distribution
functions (CDF) that model the occupancy process.

busybusybusy idle idle

didi dbdb db

t

Fig. 1. Channel occupancy process

busy

0 t0 d+ t0

t

Fig. 2. Idle period

Regarding figure 2, let β(d|t0) denote the conditional probability that the
channel remains idle at time t0+d given that it was idle at time t0. Using Bayes’
theorem:

β(d|t0) =
⎧⎨
⎩

1− Fi (t0 + d)

1− Fi (t0)
, t0 > 0

1− Fi (d), t0 = 0

(1)

Generally, β(d|t0) depends on t0.

Sensing and Transmission Strategy
Figure 3 illustrates the adopted sensing strategy. The SU periodically senses the
channel every Ti seconds and every sensing instance takes Ts seconds. Once it
detects that the channel is idle, it begins its own transmission. After transmitting
each frame, the SU senses the channel again. As long as the presence of the PU
is not detected the SU continues transmitting. Whenever the channel is sensed
as busy the SU stops transmitting.

Notice that, when the channel is idle, the time interval between two consecutive
sensings depends on the frame duration and itmaydiffer from the interval when the
channel is busy. If the PU reclaims the channel during the transmission of a frame,
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the SU transmitter has no way to detect the collision during the transmission of
the current frame. This last frame is usually lost. Figure 3 illustrate this situation,
transmission of frame 3 is completed even thought the channel is busy during the
last half of the transmission and the frame is therefore lost.

In the following, we will re-
busybusy idle

Tx1 Tx2 Tx3

TsTi Ta Teps

t

Fig. 3. Sensing and transmission strategy

fer to time windows in which
the SU transmits, as episodes
and we will use Teps to denote
their duration. Notice that the
actual time interval in which
the channel is idle, will in gen-
eral differ from the observed
episode.

3 Problem Formulation

We formulate this rate adaptation problem as a n-armed bandit problem [8] with
ε-greedy policy, where the set of actions,A, is formed by the set of available rates.

The SU maintains and updates an action-value function, Q(a), which can be
understood as an estimated measure of performance for each action (rate). In
particular the entries of Q(a) are an estimation of the expected throughput when
transmitting each type frame during an episode. After a rate is selected at the
beginning of the episode, it will be maintained throughout the entire episode.
This approach guarantees that the transmission rate only needs to be changed
once per episode (at most). In [6] we showed that for non fading channels, this is
optimal or close to optimal. However, it is easy to see that under fading channels
and, unless the coherence time of the channel is higher than the average episode
duration, this scheme is not optimal, or close to optimal, anymore [7].

Two possibilities arise, exploration and exploitation. Usually, we are inter-
ested in exploitation, selecting the action that we expect to yield the best per-
formance, namely the one with the highest Q. However, it is also important to
try, or explore, the other actions occasionally in order to keep their estimated
values updated. This is of critical importance in a dynamic environment since
the expected performance of each action will vary over time. To handle the
trade-off between exploration and exploitation we propose to use an ε-greedy
policy [8]. With probability 1 − ε the SU selects exploitation, the action with
highest current value, a∗ = argmaxa Q(a), is selected. With probability ε the
SU explores and the action is randomly picked from A. An ε-greedy policy is
usually expressed as

π(a) =

{
1− ε+ ε/K, a = a∗

ε/K, a �= a∗,
(2)

for a ∈ A and where π(a) is the probability of selecting action a. The greedier a
policy is, the higher the probability of choosing the optimal action.
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After each episode concludes, a reward is granted to the decision maker in
order to update its value-function. These rewards are a measure of how good
performed the selected action (rate). In particular, they are an estimation of the
throughput during the episode

r =
PTx

Teps
, (3)

where PTx is the number of data packets that have been successfully transmitted
during the episode (number of received ACK’s).

Given the reward, the value of the selected action, a, is updated with the
following Monte-Carlo [8] rule:

Q(a) = Q(a) + μ(a) [r −Q(a)] , (4)

where 0 < μ(a) ≤ 1 is the so called adaptation step. Notice that when μ(a) = 1,
the updated value of Q(a) is simply the reward r, the algorithm has no memory
of the past episodes.

Large adaptation steps provide a faster convergence in the action-value es-
timations at the price of smaller precision. On the other hand, smaller values
provide slower convergence but can achieve higher precision. Noisy or inaccurate
action-value estimations can lead to a noisy ε-greedy policy. If the noise level is
high, it can affect the optimal rate selection causing the ε-greedy policy to be
unstable continually changing its choice of a∗ even in stationary environments.
On the other hand, actions that are not currently optimal, are selected less fre-
quently, meaning that their values are most likely outdated. For these actions
it makes sense to use a large adaptation step to be sure that a few, or even a
single adaptation step, is enough to get a reasonable update of the value.

We propose to use two different step sizes. Optimal action-value estimation is
refined with a smaller adaptation step, μopt, while the other values are kept up-
dated only with less precise estimations by using a larger step size μexp. Therefore
we define μ(a)as

μ(a) =

{
μopt, a = a∗

μexp, a �= a∗,
(5)

with μopt ≤ μexp. Table 1 illustrates the complete adaptive rate selection
algorithm.

4 Numerical Results

In this section we first present the general simulation framework and then, the
specific simulations to evaluate the performance of the rate selection algorithm
under different realistic scenarios.
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Table 1. Adaptive Rate Selection Algorithm

Q ← Initialize arbitrarily

π ← Initialize ε-greedy policy from Q
Repeat forever

ChannelState ← Channel Sensing Output

If ChannelState = busy
wait Ti

Else

Select rate a using policy π
PTx = 0, Teps = 0
Repeat until ChannelState = busy

Transmit a type a frame

If an ACK is received → PTx = PTx + 1
Teps = Teps + Ta

ChannelState ← Channel Sensing Output

Teps = Teps + Ts

End

r = PTx/Teps

Q(a) = Q(a) + [r −Q(a)] ·
{
μopt, a = a∗

μexp, a �= a∗

π ← ε-greedy policy from Q
End

End

4.1 Simulation Framework

Frame Types. Throughout section 4 we assume that there are four different
rates available to the SU transmitter, all carrying a payload of 1024 bits. Table
2 shows the frame duration, Ta, for each rate. We also associate each rate with
one of the FER curves shown in figure 4. The FER curves of many practical
system can be approximated by the exponential function, for this reason we
choose to work with the following generic exponential expression to resemble
realistic systems

FER(a) = A · e−B·[SNR+C(a)],

where A = 103 and B = 0.6 are constants, SNR is given in dBs and C(a)
represents a SNR shift in dBs and it is also given in table 2 for each rate. All
frames encode a single packet of 1024 bits.

In the following we will use operational SNR range to refer to the range of
SNR values in which a particular rate is optimal. For example, operational SNR
range of rate 2 is approximately between 7 and 12 dBs.

Sensing Strategy. We assume that the sensing period Ti = 0.1 ms, and negli-
gible sensing time, Ts = 0 ms.
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Table 2. Parameters for the
four types of frames

rate Ta [ms] C(a) [dBs]

1 1.6 10

2 0.8 5

3 0.4 0

4 0.2 -5

PU Channel Access Model. Without loss of generality, and only for simu-
lation purposes, in the following we model di and db as generalized exponential
(GE) random variables with CDF

GEx(x) =
[
1− e−λ(x−μ)

]α
, x ≥ μ (6)

where x ≥ μ > 0, λ > 0 and α > 0. Notice that for α = 1 and μ = 0 the GE
distribution becomes the exponential distribution with parameter λ

β(d|t0) =
1− (

1− e−λ(t0+d)
)

1− (
1− e−λ(t0)

) = e−λd, (7)

which does not depend on t0. This memoryless exponential model has been
extensively used in the literature, however, in many practical cases it is not a
realistic one [9].

Specifically, throughout the simulations section we make use of the four dif-
ferent GE distributions described in table 3.

We propose three different distributions, GEi1, GEi2 and GEi3, for di. In
these cases, given μ = 0, di can take any value greater than zero. Parameter λ is
chosen so that the three distributions share the same mean value. Since α = 1,
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Fig. 5. β (d = 1.6 ms|t0) for the GEi distributions
described in table 3

Table 3. Parameters of the se-
lected CDFs, μ and the mean
value in ms

λ μ α Mean

GEb 200 2 1 7

GEi1 50 0 1 20

GEi2 30.69 0 0.5 20

GEi3 14.41 0 0.2 20
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both GEi1 and GEb are memoryless distributions. Figure 5 illustrates β(d|t0)
for d = 1.6 ms (the duration of the longest frame), as a function of t0, for the
three GEi distributions.

The distribution of db has an important influence on the performance of
the adaptation scheme. In time varying environments, the probability that the
learned value-function resembles the real channel state decreases with the dura-
tion of the busy intervals.

Channel Fading. We consider both, simple additive white Gaussian noise chan-
nels (AWGN) and fading channels. For the fading channels we use a Rayleigh
block fading model so the channel gain remains constant at least during the
transmission of the longest frame. For our experiments we consider three values
for the Doppler frequency for these fading channels: fD = {0.1, 0.5, 1} Hz.

The AWGN channel has a constant unitary channel gain (0 dB), in turn we
assume an average channel gain of 0 dB for the fading channels. In all cases the
average received SNR is assumed to be 15 dB.

Adaptive Algorithm. Unless otherwise indicated, we also assume that:

– The exploration adaptation step is always μexp = 1.
– The exploration parameter is fixed as ε = 0.1.
– The action-value function, Q, is initialized to zero.

Performance Metrics and Upper Bonds. As a measure of performance, we
use the averaged throughput per episode,

Theps = E [r] · payload,
assuming that the four types of frames carry the same payload of 1024 bits.
Unless it is otherwise indicated, all the numerical results have been obtained
averaging ten thousand independent simulations.

Upper bounds are computed as the throughput achieved by selecting the op-
timal rate on each episode but taking the exploration parameter into account.
The optimal actions are selected a priori based on the channel occupancy sta-
tistical models, the variable FER of each type of frame and its duration. The
upper bound on AWGN channels and fading channels might not be the same,
even if the average SNR is the same, simply because the channel gain is not
a random variable but a constant in the AWGN channels. In fading channels
the upper bound is expected to be above the throughput yield by any of the
stationary policies (selecting the same type of frame on every episode). In turn,
for the AWGN channel the upper bound will match the throughput achieved by
one of the stationary policies.

4.2 Adaptation Step and Tracking Capability

In this section we aim to show how the choice of the adaptation step can affect
the tracking capability of the algorithm and hence its performance. We consider
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a fading channel, with fD = 0.1 Hz, a channel occupancy model described by
GEi2 and GEb, three adaptation steps, μopt = {0.1, 0.5, 1}, and we average
ten thousand independent runs of the algorithm. Figure 6 show the throughput
and the corresponding averaged policy. We can see how there is little difference
between μopt = 0.1 and 0.5, however, for μopt = 1 the throughput sinks. In the
latter case the algorithm relays solely on the last reward obtain with each rate,
therefore, and on the face of incomplete information, the algorithm tends to select
the safest rate, the one which can work with a lower SNR. Our experiments show
than in general a fading channel will lead to a less greedy policy simply because
different rates become optimal at different times. The fact that the adaptation
step depends on the selected rate is what gives the algorithm its robustness
against the selection of μopt, in general the performance of the algorithm is not
strongly dependent on μopt as long as we choose a small value.

A key feature of our algorithm is its tracking capability at a reduced computa-
tional cost and complexity. To illustrate how the algorithm is capable of tracking
the changes in the SNR, we generate an independent sampled sequence of the
channel fading process with fD = 0.5 Hz, then we run ten thousand independent
simulations over the same fading sequence and, considering a channel occupancy
process with the memoryless distributions GEi1 and GEb.
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Fig. 6. Throughput per episode (top) and its corresponding policy (bottom) for several
values of μ. Fading channel with fD = 0.1 Hz and occupancy model given by GEi2 and
GEb.
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Figure 7 illustrates the SNR evolution, the achieved throughput and the cor-
responding policy and action value function. We can see how the throughput
varies overtime following the changes in the SNR. By looking at the policy fig-
ure we can see how rates 2 and 3 share most of the probability throughout the
whole simulation, this is because the SNR remains approximately within the
operational SNR ranges of rates 2 and 3. A closer look to the action value figure
reveals that rate 3 is optimal most of the time, however when the SNR falls
below approximately 10 dB rate 2 becomes optimal. On the other hand rates
1 and 4 are deactivated most of the time because the SNR is above and below
their operational SNR ranges respectively. We can see how only rate 4 gains
some value and probability of selection precisely when the SNR is maximum.

0
5

10
15
20
25

 

 

0,5

1,0

1,5

2,0

 

 

0,25

0,50

0,75

 

 

0 200 400 600 800 1000

0,05
0,10
0,15
0,20

 

 

a = 1
a = 2
a = 3
a = 4

Episode

T
h
ro

u
g
h
p
u
t

S
N
R

[d
B
]

π
(a

)
Q
(a

)

Fig. 7. From top to bottom, Signal to noise ratio evolution, Throughput per episode
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4.3 Performance over Fading Channels

In this subsection we measure the performance degradation due to the limited
tracking capability and we show that the algorithm is still capable of exploiting
the transmission opportunities. To do so we consider distributions GEi1 and GEb

for the channel occupancy model and we run the simulations for the AWGN chan-
nel and for three different values of Doppler frequency, fD = {0.1, 0.5, 1} Hz.

Figure 8 depicts the throughput evolution along with the corresponding achiev-
able rates and the averaged policy. As we increase fD, the SNR variation within
an episode increases reducing the probability that the selected rate remains op-
timal. Even more important is the fact that, as we increase fD the correlation
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between two consecutive episodes decreases, for this reason it is harder for the
algorithm to forecast which rate is optimal for the next episode. The gap be-
tween the achievable throughput when transmitting over the AWGN channel
and when transmitting over a fading channel is due to the random nature of the
channel gain in the latter case.

As for the averaged policy evolution we notice that for the AWGN we obtain a
greedy policy after convergence. For the other three cases, the policy is roughly
the same and it is less greedy because the probability is spread more evenly
among the rates. In this particular case π(2) and π(3) stand out meaning that
the SNR oscillates within the SNR operational range of rates 2 and 3 most of
the time.
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Fig. 8. Throughput per episode and achievable rate (top) and the corresponding policy
(bottom) for several values of fD

4.4 Channel Occupancy Model

Next, we explore the effect of different degrees of memory on the channel occu-
pancy model. To do so, we repeat the same simulation but this time only for the
AWGN channel and for the three distributions GEi1, GEi2 and GEi3. Figure 9
depicts the throughput evolution along with the corresponding achievable rates
and the averaged policy. In this case the achievable rate is strongly influenced
by the occupancy model, however, the algorithm is still capable of converging
towards the upper bounds.
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As the memory effect is more noticeable, episodes much shorter and much
longer than the average are more likely to occur. Hence, suboptimal rates might
gain value and be selected more often eventually leading to a less greedy pol-
icy and a degraded performance. We can see how for the distribution with the
largest memory (GEi3), the gap between the achieved rate and the upper bond
is larger than for the other distributions. Correspondingly, by looking at the
policy evolution we can also see how π(3) decreases and π(2) increases resulting
in a less greedy policy. Notice that this effect is different from the one observed
for the fading channels, there is no possibility of tracking here, only the fact that
as the episode duration is more variable, some rates may randomly gain value
introducing noise in the Q(a) estimation and therefore interfering with the rate
selection.
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Fig. 9. Throughput per episode and achievable rates (top) and the corresponding policy
(bottom) for the three distributions in table 3

4.5 Exploration Parameter, ε

Theory suggests that as we increase the value of ε we explore more and therefore
we exploit less, in other words, it takes less time to learn the ε-policy but it
learns a less greedy policy which might lead to a lower achievable throughput.
This is exactly what we found when we run simulations on static environments,
with no fading channels or other variables varying over time. However, when
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the environment varies over time, for example due to a fading channel, a larger
ε does not necessarily lead to a lower throughput. Experiments reveled that
in this cases it is critical to explore sufficiently often in order to maintain an
estimation of Q that resembles the true value of each rate over time. On the
other hand, exploring too often means that we spend less time exploiting what
we learned. The optimal ε depends on how fast the environment changes, slow
changes require less exploration and fast changes require higher values of ε.

5 Conclusions

In this work we have presented a novel adaptive rate selection scheme for cogni-
tive radio links. We introduce a model free adaptive rate selection with a reduce
computational cost and hardware complexity; these are the main novelties of
this work. We consider a SU that opportunistically accesses the channel with
the goal of transmitting an infinite number of data packets. Every time the SU
begins transmitting it has to select the transmission rate following an ε-greedy
policy. After the PU reclaims the channel the decision maker in the SU receives
a reward and updates its value function. These updates are done with different
adaptation steps depending on the nature of the episode, exploration or exploita-
tion. This trick allows the algorithm to maintain an updated and yet accurate
estimation of the action-value function improving the tracking capability.

Experiments illustrate the tracking capabilities of the algorithm under vari-
able SNR channels. We also study the performance and converging properties
for different degrees of fading and different channel occupancy models.
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Abstract. Web applications are becoming the key services in today’s networks 
(both fixed networks and mobile networks). Consideration of web service 
quality has become essential to provide the end users with satisfying Quality of 
Experience (QoE). In order to evaluate and manage the web quality, methods 
for QoE assessment are desired to estimate the service quality perceived by the 
end users. In this paper, we study a number of existing objective quality 
assessment models for assessing the QoE of web applications, and compare 
their performance with simulations to find out their individual advantages and 
limitations to use in practice. Simulation results show that the proposed QoE 
model can be applied for evaluating the quality of different web sources in the 
Long Term Evolution (LTE) networks, considering the lossy property of mobile 
networks. A fitting model is presented to describe the correlation between 
network Quality of Service and User QoE obtained in subjective lab test. To 
overcome the shortcomings of the existing models, this paper also proposes an 
enhanced QoE model which considers the effects of parameters such as page 
download size and content, browser cache setting as well as the packet losses 
and connection throughput in quality assessment e.g., page response time.  To 
study other user related aspects in the evaluation of QoE, subjective tests in real 
systems and environments are planned as the next step. 

Keywords: Web, Quality of Experience, Quality of Service, Modeling. 

1 Introduction 

Web applications have always been the key service with the onset of the Internet in 
both fixed and mobile networks. To provide a high-quality web service for the users, 
evaluating and managing the quality properly is extremely important. The normal 
Quality of Service (QoS) measurements that reflect the technical parameters of a 
service, however, do not reflect the user’s perception of the obtained performance. 
Therefore, in the recent years attention has widely been paid on the concept of Quality 
of experience (QoE).  
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QoE is defined by ITU as “the overall acceptability of an application or service, as 
perceived subjectively by the end-user” [1]. QoE is typically represented using the 
Mean Opinion Score (MOS) [2], which is an empirical quality scale which ranges 
from 5 (excellent) to 1 (bad), indicating the quality from the user’s perspective of the 
received service. To measure the perceived service quality, QoE assessment 
methodologies are indispensable, which are important for service quality management 
as well as for network planning, monitoring and optimization. The QoE assessment 
methods can be based on subjective tests or objective QoE models. Subjective 
evaluation of quality is usually carried out by a test panel of real users. Objective 
evaluation of quality is performed by applying objective QoE assessment models on 
behalf of a real user, trying to imitate or predict user perceptions by mapping network 
level QoS parameters into user level QoE. This provides the operators and service 
providers with a metric of the user satisfaction with the service.  

Web traffic contributes a major part to the overall Internet traffic. According to real 
time monitoring using Akamai platform that handles about 20% of the world’s total 
web traffic, there are 13,639,235 hits per second, 50,794,152 global page views per 
minute [3].  

The key parameter that governs the user web QoE is the page response time i.e., 
the time it takes for the web page to download completely after the web link was 
clicked [4]. In other words, the total response time is defined as the time between 
issuing a web request to the system until the end result is visible to the user. The 
response time can be affected by the sum of time it takes to transfer the request to the 
remote server, the time the remote server needs for satisfying the request and the time 
it takes to transfer the response to the end user [5]. 

There are three main limits for the subjective response time as mentioned in 
(Nielsen 1993) [6]:  

• 0.1s is the limit when a user feels that the system responds instantaneously. 
• 1.0s is the limit until which a user perceives the page to be uninterrupted. 
• 10s are the limit to keep the user’s attention focused on the web page.  

According to a study by Akamai in 2006 [7]:  

• 75% of people would not return to websites that take longer than 4 seconds to 
load.  

• Most of the Internet users rank page-loading time as a priority.  

Another study [8] suggests that most users are willing to wait only about 2 seconds 
for simple information retrieval tasks on the web. A similar conclusion was released 
by Akamai in September 2009 [9]:  

• 40% will leave off the web page if it takes more than 3 seconds to load.  
• 47% expect 2 second or less to load a web page.  

Even fractions of seconds of response time can have significant effects as Google 
found that by moving from a 10-result search web page which loaded in 0.4 seconds 
to a 30 result page loading in 0.9 seconds decreased the ad revenues by 20% [10]. 

The remainder of this paper is structured as follows. A number of selected 
objective QoE models for web applications are described in section 2. Section 3 
discusses the important aspects that should be considered for precise modeling of the 
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web QoE. The subjective tests that were conducted in a lab environment, their results 
and corresponding fitting models are presented in section 4. Section 5 describes the 
simulation scenario that is used to compare the different objective QoE models 
against the proposed fitting models. Finally, section 6 gives the conclusion and also 
an outlook. 

2 Existing Web QoE Objective Models 

Since, the page response time is what a user experiences while opening a web page, it 
is normally assumed to be the parameter that one should map to the web QoE values. 
Therefore, most of the web QoE models described in the literature which are mainly 
based on the page response time [11] [12] are explained in sections 2.1 and 2.2. The 
page response time is dependent on the design of the respective web page and also on 
the quality of the connection. One of the simplest forms used to identify the quality of 
a connection is the data rate that the user gets while opening the web page. Therefore 
in [13], a QoE mapping model is given based on the different user data rates. All 
these models are based on their respective subjective test results and we also follow 
the same norm to propose our new model in section 4.2 and 5. 

2.1 Fitting Functional Models 

In [11], subjective test results were used to map the impact of the web page response 
time (T) to web QoE (MOS) by different curve fitting function models such as based on 
the linear, logarithmic or exponential functions (refer Table 1). To measure the 
closeness of the fitting functions with that of the subjective QoE results, the coefficient 
of correlation was calculated for each fitting function. The exponential function as well 
as the logarithmic functions fit the subjective results best. The logarithmic function 
also has a high correlation as supported by ITU-T Rec. G.1030 [14].  

Table 1. Web QoE functional fitting models [11] 

Relation QoE Model Coefficient of correlation 
Logarithmic ܱܵܯ ൌ െ1.426 · lnሺܶሻ ൅ 4.469 0.994
Linear ܱܵܯ ൌ െ0.318 · ܶ ൅ 4.158 0.983
Exponential ܱܵܯ ൌ 4.836 · expሺെ0.15 · ܶሻ 0.995

 
The QoE values for the different models are depicted in Fig.1 for varying page 

response times. For the subjective tests to which the different models were mapped, 
the QoE values were considered in the normal range of 1 (unacceptable) to 5 
(excellent) with an additional level of 0 which identified when the users simply 
disconnected the session. Therefore in Fig.1, the models map the page response time 
to the web QoE values ranging between 0 and 5. 
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Fig. 1. Mean opinion score (MOS) curve fitting functional models based on page response time 

2.2 Fitting Models Based on the Lorentzian Function 

Like most of the Quality of Experience models, in [12] an experimental survey  
of the subjective quality as perceived by the end user was used to develop a  
mapping function based on the Lorentzian function [13] between the web page 
response time, T (measured in seconds)) and the user’s quality experience (MOS). 
This model will be referred as the PRT non-linear model in this paper; it is defined as 
given in Eq. (1). ܱܵܯ ൌ 5 െ 5781 ൅ ቀ11.77 ൅ 22.61ܶ ቁଶ  

 

(1) 

One of the important factors that influences the page response time is the user data 
rate for the web connection. The authors in [15] formulated a mapping function 
between the web QoE and the user data rate, r (measured in kbps) with which the web 
page was downloaded. This model will be referred as UDR non-linear model in this 
paper; it is defined as specified in Eq. (2). ܱܵܯ ൌ 5 െ 5781 ൅ ቀ ݎ ൅ 541.145.98 ቁଶ  

 

(2) 

The QoE values for these two models based on the Lorentzian function are depicted 
in Fig. 2. According to these results, a 10s limit exists for a user to fall into the 
category of being completely dissatisfied i.e., a mean opinion score of less than 2.  
A similar QoE value is obtained for a user data rate of around 100kbps. The user data 
rate can also be seen as the goodput of the web connection. 
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Fig. 2. Mean opinion score (MOS) curve fitting Lorentzian models w.r.t. a) Page response time 
(PRT non-linear model) and b) User data rate (UDR non-linear model) 

3 Important Aspects for Web Browsing Experience 

When a user visits a webpage, the browser first performs a DNS lookup to obtain the 
IP address of the web server. It then establishes a TCP connection with the server 
before it starts to download the main webpage. The main page may embed many web 
objects, including CSS, Java scripts, and images, which sometimes are hosted by 
servers in multiple domains. In that case, the browser has to perform more DNS 
lookups, establish multiple connections to different servers, and download objects in 
parallel. This process continues recursively until all the objects are downloaded. Thus 
the page response time depends on factors such as DNS lookup time, TCP setup and 
transfer (including the slow start phase and other congestion control aspects), and the 
client browser itself (the browser’s response time and rendering speed of the 
displayed page). In addition, contents of most of the popular web pages are dynamic 
i.e., the structure and embedded objects, e.g. advertisements, may change over time.  

Some of the important aspects to evaluate web browsing performance (or page 
response time) are listed here: 

• Total page size: the page response time is monotonically increasing with the 
downloaded page size. A web page usually contains several embedded objects 
and all these add to the total page size.  

• DNS lookup time: the web page’s embedded objects may be hosted under 
different domains leading to a significant delay caused due to the DNS lookup 
process. Fig. 3 shows a snapshot of a web page (www.radiobremen.de) 
download, where the DNS lookup time is depicted for two embedded objects 
that are hosted at two different domains [16]. Fig.3 also shows other types of 
delays such as the connection setup delay, the time to first byte and finally the 
download time. 

• Browser concurrency: Browsers support concurrent TCP connections within 
the same domain to improve download efficiency. If no network bottleneck 
exists, a higher concurrency means better utilization of bandwidth and shorter 
page response time. The maximum number of concurrent TCP connections 
within a domain varies for different browsers [17]. 
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• Cache strategy: To speed up the web page response, browsers and web page 
designers allow for caching the web page content for a certain time. Thus if the 
same page is re-visited then the page can be reloaded from the cache or if only 
certain parts of the page are updated in the interactive browsing session then 
only the incremental information (embedded objects) are retrieved from the 
server. 

• Effective page size: Due to the cache effect, during an interactive browsing 
session, a user may click on several embedded links and observe a favorable 
performance as in most cases the whole page is not required to be retrieved from 
the web server. The amount of downloaded data is referred to as effective page 
size. This reduces the load on the network as well as makes the response time 
shorter and hence should be considered whenever browser cache is used instead 
of the total page size.  

 

Fig. 3. Waterfall view shows DNS lookup, initial connection and object download time for 
different domains 

4 Subjective Test for Web QoE 

The concept of Quality of Experience (QoE) [1] is an approach to measure the network 
performance from the user's point of view, which means that degradations or disruptions 
of the service are being considered. The challenge of QoE measurements is that the 
perception of the user is a subjective phenomenon which varies between different users. 
Hence, in order to design a model to map QoS to QoE, tests with multiple users have to 
be performed. This section discusses QoE measurement experiments which were 
performed in the scope of the investigations discussed in this paper. 

4.1 Experimental Setup 

The hardware setup is shown in Fig. 4. Six probands can be tested at a time; each of 
them is provided a netbook (Lenovo S10-2) with a screen size of approx. 26 cm (10 
inches) and a screen resolution of 1024ൈ600 pixels. The netbooks are connected via 
an Ethernet switch to each other as well as to the Internet. The switch is manageable 
which allows configuring the uplink and downlink speed separately for each port. The 
switch is also connected to the Internet by a router which is required for the web 
browsing test. A controlling computer inside the network allows the automatic 
configuration of the switch and the start of required software on the netbooks. 
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Fig. 4. Experimental setup for the Web QoE subjective tests 

For web browsing, the netbooks connect to a preconfigured server on the Internet 
(www.radiobremen.de/vier) which provides a web page with a mix of text and photos. 
The photos play an important role in the experiment. They are objects embedded into 
the web page and have a considerable file size, so the speed by which they appear on 
the terminal screen provides a good way of ranking the connection quality. The 
experiment is repeated with different link speeds which are given in the results 
section. After the end of each experiment, the user has to fill in a questionnaire where 
the QoE of the service is ranked and some additional comments about the individual 
impression can be given. 

The questionnaires are provided in an electronic way so that the data can be 
automatically collected inside a database which allows a flexible evaluation according to 
certain criteria. E.g., for the determination of the QoE/QoS relationship, it is important to 
consider whether a user is an “expert” with sound knowledge about networking devices 
or an inexperienced user who might use the Internet only occasionally.  

During the preparation phase of the experiment, link speeds suitable to run 
experiments with the different services were determined by friendly-user tests (FUT). 
Five speeds have been selected individually for each service, where the number of 
five is chosen according to the Mean Opinion Score model as described in section 1. 
For one of the five speeds, the experiment is run twice, once after an experiment with 
a higher speed and once after a lower speed. The aim is the identification of memory 
effects, i.e. it is considered that the user has a different perception when coming from 
an experience worse than the current one or when coming from a better one. During 
the FUT, the tendency that different users sometimes have different opinions about 
the same technical service quality already could be observed, which highlights the 
need to perform the experiment with a large number of users to find the Mean 
Opinion Score (MOS) for each speed. 

4.2 Subjective Test Results 

In the subjective tests, 35 users took part which with equal gender distribution (18 
male, 17 female). Most of the test users were either university students (21) or 
employees (10) with sufficient knowledge about the Internet and related terminology 
to web related applications. Fig. 5 depicts the average number of hours spent per day 
by the test users for different applications on the Internet. It is clear that web surfing 
and e-mail are two most often used applications. 
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Fig. 5. Average number of hours spent per day on the Internet for different activities  

Fig. 6 depicts the QoE results obtained for different link speeds. The test for a link 
speed of 512kbps was done twice, once after the best speed of 2Mbps and then again 
after the worst speed of 256 kbps. Both the set of results are not too much apart 
though the one that follows the speed of 2 Mbps gives a slightly better MOS value.  

 

 

Fig. 6. Web QoE values for the different link speeds in the order of performed tests  

Fig. 7 indicates the frequency of the different Individual Opinion Score (IOS) 
values that the test users gave for different link speeds. As expected, different users 
rate the quality differently but the trend shows a shift towards higher MOS values for 
larger link speeds. 
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Fig. 7. Number of occurrences (indicated by bubble area) of Individual Opinion Score (IOS) vs. 
link speed 

4.3 Fitting Model for Web QoE 

The MATLAB curve fitting toolbox provides graphical tools and functions for fitting 
curves and surfaces [18]. Regression analysis can be conducted using a library of 
linear and nonlinear models or by providing custom equations like we did here with 
the Lorentzian, power and logarithmic (Log_our) functions depicted in Eq. (3), (4) 
and (5), respectively to fit the subjective web QoE results for varying user data rates. ܱܵܯ ൌ 5 െ 5001 ൅ ቀݎ ൅ 1271123.2 ቁଶ 

 

(3) 

ൌ ܱܵܯ   െ 104 · ሺିݎ଴.଺ଵ଺଼ሻ ൅ 5.016 (4) 
ܱܵܯ  ൌ  1.1592 · ln ሺݎሻ െ 4.6099 (5) 
 

Table 2 evaluates the goodness of fit based on the following metrics [19], [20]: 
• Sum of Squares Errors (SSE): the total deviation of the data values from the 

fitting values. SSE values closer to 0 indicate better fitting results. 
• R-Square: the square of the correlation between the data values and the fitting 

values. R-square values range from 0 to 1, with 1 indicating a perfect fit. 
• Adjusted R-Square: it is considered to be one of the best goodness statistics for 

the fitting quality as it considers additional coefficients. Adjusted R-square is 
particularly useful in the feature selection stage of model building. Unlike R-
square, the adjusted R-square increases only if the new term improves the model 
more than would be expected by chance.  

• Root Mean Squared Error (RMSE): this statistic is also used to measure the 
difference between the fitting values and the data values with a better fit having 
RMSE value closer to 0. 

From Table 2, it can be seen that the power fitting model gives the best results, and 
a comparison between the subjective web QoE results and the fitting model results is 
depicted in Fig. 8. 
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Table 2. Web QoE fitting models goodness of fit statistics 

Fitting method SSE R-Square Adjusted R-square RMSE 
Power ૙. ૙૞ૢૢ૛ ૙. ૢૡ૝૞ ૙. ૢ૟ૡૢ ૙. ૚ૠ૜૚ 

Log_our ૙. ૚ૢૠ૚ ૙. ૢ૝ૡૢ ૙. ૢ૜૚ૢ ૙. ૛૞૟૜ 
Lorentzian ૙. ૚ૠ૙ૡ ૙. ૢ૞૞ૠ ૙. ૢ૝૚ ૙. ૛૜ૡ૟ 

 

 

Fig. 8. Power fitting model for the obtained web QoE subjective test results 

5 Simulation Scenario and Results 

This section discusses the results obtained by the simulation of an LTE Scenario in 
the OPNET simulator. To realize controlled packet losses and link delay, an 
impairment object is added on the link between the eNB1 and router R2, as depicted 
in Fig. 9.  
 

 

Fig. 9. Simulation scenario for a LTE network in OPNET simulator 

Fig. 10 depicts the variation of the user data rate and the corresponding page 
response time for different packet loss rate configurations in the LTE scenario 
described in Fig. 9. The web QoE results for different fitting models with respect to 
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varying packet loss rates and link delays are shown in Fig. 11 and 12, respectively. 
The logarithmic curve is the fitting model taken from Table 1, while the PRT non-
linear and UDR non-linear models are described by equation (1) and (2), respectively. 
The Lorentzian and power fitting models are the ones obtained to fit our subjective 
web QoE results and are described by Eq. (3) and (4), respectively. 

 

 

Fig. 10. Effect of the packet loss rate on the user data rate and the web page response time 

 

Fig. 11. Effect of the packet loss rate on the web QoE for various models 

From Fig. 11 and 12, it can be seen that the UDR non-linear model is too 
optimistic while evaluating the web QoE whereas the PRT non-linear model is  
too conservative with the logarithmic curves (from Table 1) being the most 
conservative. 

The missing link between the user data rate (UDR) and the page response time 
(PRT) based model is the effective page size, ps (in kB) of the downloaded page. 
Therefore, the Lorentzian fitting model described in Eq. (3) has been extended as  
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like the UDR non-linear model, it cannot be used for different web pages as they differ 
in their size. As the next step, we will extend the power model to also consider the 
effective page size in addition to the user data rate.   

6 Conclusion and Outlook 

A number of existing objective models for assessing the QoE of web applications was 
studied and compared for different QoS parameters such as packet loss rate and link 
delay. To improve the existing objective QoE models or develop new models, 
different aspects related to web applications were identified and for validation 
subjective tests were carried out.  

The aim of the subjective tests was to understand the human perception of quality 
with respect to the Key Performance Indicators (KPI) defined by ETSI such as the 
user data rate. After each controlled test, the user was asked to answer a questionnaire 
to ascertain the QoE as well as other related aspects. Based on the obtained results, 
different fitting (objective) QoE models were evaluated with an LTE scenario in an 
OPNET simulation. The model given in Eq. (6) that considers both user data rate and 
effective page size is proposed as the most suitable one to model web QoE 
objectively. 

The knowledge gained from the lab tests will be used to roll out a larger campaign 
in the form of field tests that will be conducted using real networks based on various 
technologies e.g. xDSL, UMTS, HSPA, LTE, etc. The persons under field test install 
an app on their smartphone which measures different technical (QoS) parameters i.e., 
the connection quality as well as at which time different services are used and where 
the person is located while using the service. In this way, it can be identified whether 
the environment and context of the usage (e.g. at home, in the stadium, on the way, at 
the department store or at work) will affect which services are used and how they are 
rated in terms of QoE. After a completed service, the app presents a small 
questionnaire to the user to enquire the QoE rating. Thus the information about how 
the service quality is perceived by the user in the respective context and technical link 
quality. The results obtained from the field test will be used to further refine the 
proposed objective QoE model for web and also consider other aspects such as DNS 
lookup time and other related delays. 
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Abstract. Traffic in communication networks is not constant but fluc-
tuates heavily, which makes the network planning task very challenging.
Overestimating the traffic volume results in an expensive solution, while
underestimating it leads to a poor Quality of Service (QoS) in the net-
work.

In this paper, we propose a new approach to address the network
planning problem under stochastic traffic demands. We first formulate
the problem as a chance-constrained programming problem, in which the
capacity constraints need to be satisfied in probabilistic sense. Since we
do not assume a normal distribution for the traffic demands, the problem
does not have deterministic equivalent and hence cannot be solved by the
well-known techniques. A heuristic approach based on genetic algorithm
is therefore proposed. The experiment results show that the proposed
approach can significantly reduce the network costs compared to the
peak-load-based approach, while still maintaining the robustness of the
solution. This approach can be applied to different network types with
different QoS requirements.

Keywords: Network planning, stochastic traffic demands, chance
constrained programming, genetic algorithm.

1 Introduction

Network planning is an old but never outdated research topic in telecommuni-
cation networks. It is a very complex task because it has to resolve the conflict
of interest between the network service provider, who wants to minimize the
expenditure and the services users, who expect a good QoS. Accurate network
planning is one of the crutial factors that ensure a business success for the net-
work operators.

The classical network planning problem, assuming static traffic demands given
by single trafic matrix, has been studied extensively for decades [1]. Different
studies focused on different network technologies with different QoS require-
ments. But the general objective is to find a network with minimum cost, which
can accomodate the given traffic demand. The common approach to solve this
problem is to model it as Linear Programming (LP) problem and use some well-
known optimization tools, e.g. CPLEX [2] to solve it. Besides, many researchers
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have also proposed heuristic algorithms such as genetic algorithm, simulated
annealing, local search, and etc, to solve the problem for large networks whose
solution cannot be obtained from CPLEX within a reasonable time. Even though
the above problem is already very complex, its solution can be inefficient. This is
because the traffic is not deterministic but fluctuates heavily over time, as shown
in Fig.1. If the traffic demand matrix covers the peak rate of the traffic demands,
the network will be very costly due to the overestimated traffic volume. If the
traffic demand matrix represents the mean rate, the resulted network may not
be able to guarantee a certain QoS. Therefore, the traffic demands must be rep-
resented by so-called effective rates, which are between the peak rates and the
mean rates. However, there is so far no effective way to determine these rates
that can result in the most efficient network.

Fig. 1. Traffic fluctuation - Data was taken from GEANT project [3]

Assuming static traffic demandsmay be acceptable when the traffic characteris-
tic is unknown to the operator. However, for a better network planning, one should
carefully study the potential traffic behaviour and has some assumption on the
stochastic traffic model. Moreover, once the network is already under operation
and the traffic volume can be easily captured by measurement, re-optimizing (re-
planning) the network should definitely take into account the stochastic behavior
of the traffic. Nowadays, when the traditional networking infrastructure tends to
migrate to the cloud networking, in which the network resourses can be easily ac-
commodated on demand, the re-planning should be done frequently to optimize
the expenditure as well as the network QoS. This motivates us to study the net-
work planning problem for stochastic traffic demands.

2 Related Work

The network design problem under traffic uncertainty has attracted many
researchers. Many methods have been proposed to handle the data uncertainty.
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The first approach is to use Stochastic Programming [4]. In this approach, traffic
uncertainty is captured by a finite number of matrice, each of which is assumed to
occur with a certain probability. This is then modelled by a deterministic equiva-
lent linear programming problem. Even though it is one of the earliest techniques
to deal with uncertainty data, it is not very popular in telecommunications.

The second approach, a well-known method in communication network design,
is Robust Optimization introduced by Soyster in 1973 [5]. Using this approach,
no information of the probabilistic distribution of the traffic uncertainty is re-
quired. Instead, a solution is robust if it is feasible for all traffic volumes in the
given uncertainty set. Robust Optimization can be applied differently in net-
work design. In multi-hour network planning, the traffic fluctuation is modelled
by multiple traffic matrice [6, 7]. The network is designed so that each traffic
matrix can be accommodated non-simultaneously in installed capacities. This
problem can be formulated as an LP problem in a similar way to the classical
network planning, but it is much more complex due to a larger ammount of con-
straints. Another realization of Robust Optimization is to use the hose model [8].
The model defines upper bounds on the sum of the incoming and outgoing traffic
flows for all network nodes while allowing each traffic flow to vary. This model
has attracted a lot of attention recently [9–11]. In 2004, Bertsimas and Sim in-
troduced the Γ -model as an extention of Robust Optimization [12]. In realistic
scenarios, it is unlikely that all traffic demands are at their peak rate at the same
time. Hence, in the Γ -model, a (small) non-negative value Γ is introduced to
restrict the number of simultaneous peaks. Changing Γ relates to adjusting the
robustness and the level of conservatism of the solutions and therefore provides
additional flexibility. The Γ -model was used for robust network design in [13–16].
The weakness of this model is that its complexity increases exponentially with Γ
due to a large combination of simultaneous peaks. Additionally, the choice of Γ
is rather vague because it does not say much about the robustness of a solution
although they are related.

The third approach is to use Chance-Constrained Programming (CCP) intro-
duced by Charnes and Cooper in 1959 [17]. In CCP, the constraints must be
maintained at a prescribed level of probability. In communication network plan-
ning, these are usually capacity constraints guaranteed at a certain probability,
which is actually the overload probability of the links. Using the CCP, we must
assume that the probability distribution of traffic demands is known. This is
usually not the case of greenfield network planning. However, when a network
already exists and re-optimizing is required, this information can be obtained
from traffic measurement data. If the traffic follows a normal distribution, the
CCP problem has a deterministic equivalent, and hence becomes an LP prob-
lem, which can be solved by optimization tools. If the traffic follows a log-normal
distribution, the CCP problem can be approximated by a deterministic equiv-
alent, which turns into an LP problem as well. In other cases, the problem is
very hard. Our contribution in this work is a genetic algorithm to solve the net-
work planning problem for stochastic traffic demands with arbitrary probability
distribution modelled by Chance-Constrained Programming.
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The rest of the paper is organized as follows. Section 3 presents the mathemat-
ical model of the problem using CCP. Section 4 introduces our proposed genetic
algorithm. Section 5 discusses the performance of the algorithm and Section 6
concludes our work.

3 Problem Formulation

We consider the following network design problem. An undirected connected
graph G = (V,E) representing a potential network topology is given. On each
link, capacity can be installed with a certain cost. The installed capacity is
bounded by the available physical capacity of the link. A traffic demand between
any two nodes is stochastic and is given by a (discrete) probability distribution
function. Traffic demands are assumed to be statistically independent from each
other. A coefficient ε is introduced as the QoS parameter. The task is to find a
network with the minimal cost, in which the overload probability of each link is
bounded by ε.

The problem can be mathematically presented using the following notations:

– k ∈ K denotes a commodity representing a traffic demand.

– l denotes a link in the potential topology.
– r ∈ R denotes a route conneting the source and destination nodes. A set of
possible routes R connecting any two nodes is pre-computed.

Given Parameters

– Tk: traffic demand of the commodity k. Since the traffic demands are stochas-
tic, Tk is a probability density function (PDF).

– Cl: available physical capacity of link l.
– cl: cost of a bandwidth unit on link l.

Decision Variables

– Bandwidth assignment bl: a positive real variable denoting the bandwidth
allocated on link l

– Routing variable: fk
r = 1 if the traffic of the commodity k is routed through

route r. Otherwise, fk
r = 0. We assume a single-path routing, hence fk

r is a
binary variable.

Constraints

– Routing constraint: ∑
r∈R

fk
r = 1 ∀k (1)
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Equation (1) ensures that every flow is routed through one of the pre-computed
paths.

Assuming N(N ≤ K) traffic flows going through link l and Tk being the PDF
of each traffic demand, the PDF of the aggregated traffic on link l, T l, is the
convolution of all flows and given as:

T l = T1 ⊗ T2 ⊗ ...⊗ TN (2)

– Link overload probability constraint:∫ bl

0

T l(x) dx ≥ 1− ε ∀l (3)

Equation (3) guarantees that the traffic load on link l is smaller than or equal
to its installed capacity bl with the probability of 1 − ε. This equals to link
overload probability smaller than ε. Equation (3) is equivalent to:

∏
k,fk

l
=1

∫ bl

0

Tk(x) dx ≥ 1− ε ∀l (4)

– Physical capacity constraint:

bl ≤ Cl ∀l (5)

Objective

min
∑
l

cl · bl (6)

The objective is simply to minimize the total network cost.

4 Genetic Algorithm

The mathematical model presented in the previous section is a non-linear opti-
mization problem. In this section, we introduce a heuristic approach based on
the genetic algorithm to solve it. Genetic algorithm uses the concepts of popu-
lation genetics and evolution theory to optimize the fitness of a population of
individuals through mutation and crossover of their genes. The advantage of the
genetic algorithm is that it is able to explore a large solution space and hence
to avoid local optima.

4.1 Encoding

A chromosome is encoded by a set of numbers {r1, r2, ..., rk, ...rK} where rp is a
positive integer representing a route of commodity p. Each position k is related
to a certain commodity and the corresponding traffic demand. A chromosome
thus represents the routing solution for all demands on the network.
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4.2 Forming a New Population

A new population is evolved by a mechanism to select and to form new individ-
uals using genetic operators called crossover and mutation. Crossover produces
new individuals that inherit genes from their parents while mutation enables
offsprings to have different genes from their parents. Both of these genetic oper-
ators aim to produce some (hopefully) better individuals for the next generation
(iteration). The bad performing individuals (according to the fitness parameter)
from the previous iteration will be naturally removed and substituted by the
new ones. In this work, each population is composed of 20 individuals. At each
iteration, 20 new individuals will be generated.

4.3 Calculating the Solution Cost and Fitness Evaluation

The cost of a solution is the the total cost of capacities installed on all links to
accommodate traffic using the routing solution represented by an encoded chro-
mosome. From the chromosome, one knows which flows are going through each
link. The PDFs of all traffic flows are convoluted to get the PDF of the aggre-
gated traffic flow. After that, we can calculate the bandwidth needed on the link
so that the overload probability is bounded by a given parameter ε. In this work,
we assume a discrete PDF, which is represented by a finite vector, for the ease
of the computation. If the PDFs of the traffic demands are given as continuous
functions, they should be discretized for the convolution computation.

Fitness evaluation is to decide which chromosomes meet the expectation and
can be carried to the next iteration. In this work, the fitness is reflected by
the total cost of a solution. The current five best solutions (with lowest cost)
are always chosen to the next step. The other solutions including the invalid
solutions, are chosen with a certain probability. The reason to choose some bad
solutions is to avoid the local optima.

4.4 Algorithm Framework

The algorithm is represented in details by the flowchart in Fig. 2 The algo-
rithm starts with 20 initial individuals encoded into chromosomes as described
in section IV.A. From this initial population, 20 child solutions are generated by
crossover or mutation of random genes. The cost of these solutions (including
the parent solutions) are calculated and evaluated. 20 solutions which qualify the
fitness evaluation will be carried to the next iteration. The process is repeated
until a termination condition is reached. The condition can be for example a
pre-determined number of iterations or a certain number of iterations during
which no better solution is found.

5 Performance Evaluation

To evaluate the performance of the proposed network planning algorithm, we
carried out two experiments on a small 6-node network and the German 16-
node network, shown in Fig.3. The genetic algorithm was implemented in C++.
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Fig. 2. Genetic algorithm framework

The traffic demands for the 6-node network are taken from GEANT project
[3], while the traffic demands for the German network are taken from the DFN
network provided at [18]. The traffic data was firstly extracted and its discrete
PDF was constructed. We assumed that the cost of a bandwidth unit on each
link is 1, so that the total cost is simply the sumation of the bandwidths. For
the German network, 5 shortest paths were pre-calculated while for the 6-node
network, all possible routes were considered.

5.1 Performance of Genetic Algorithm

In this work, the number of iterations in the genetic algorithm is set to 500 for
the small network and 1000 for the big network. In practice, one can terminate
the algorithm based on the quality of the solution, e.g. the objective function
reaches a certain value or the best solution does not change over a certain number
of iterations. Fig.4 and 5 show the evolution of the genetic algorithm over time
(iterations) in two experiments. The red curve represents the best solution at
each iteration while the blue one represents the average of the whole population.
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Fig. 3. Network topologies: a) 6-node network, b) German 16-node
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Fig. 4. Performance of genetic algorithm - 6-node network

The best solution always gets better or at least stays the same after each
iteration, while the average solution can get worse. This is due to the fact that a
bad solution can still be selected to the next iteration with a certain probability.
This helps to avoid the local optima. As can be seen from the figures, the larger
the network is, the more iterations are required to obtain a good solution. For
the small network, from the iteration 250, the solution is improved very slowly
and not much. For the German network, the solution still has potential to be
improved at the iteration 1000. Therefore, it is difficult in practice to determine
the number of iterations before terminating the algorithm. It is recommended
to terminate the algorithm when the best solution does not change for a certain
time.
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Fig. 5. Performance of genetic algorithm - German network

5.2 Network Cost

The resulting network cost under different link overload probability is shown in
the Fig.6 and 7. The higher the acceptable link overload probability is, the lower
is the network cost. Especially, the network cost in case of a small link violation
probability can decrease significantly compared to the one when no link overload
is tolerated at all. The cost decreases slowlier when the link overload probability
is high. Therefore, it makes sense to accept a small link violation probability to
reduce the cost while not sacrifying much the QoS.

In the small network, if 5% link overload proability is accepted, we can save
about 45% of the cost. However, for the large network, at 5% link violation
probability, we save only about 25% network cost. This is because in a large
network, there are many more flows going through a link. The traffic loads on
links tend to be averaged out, rather than heavily fluctuate. This avoids some
extreme peak and hence the cost saving from a small violation probability is also
reduced. This can be seen in the Fig.8 and 9.

Table 1. Comparison of statistical network planning with other approaches

Peak-based ε = 0% Mean-based ε = 5%

Normalized cost 1.24 1 0.45 0.53

Link overload prob. 0% 0% 18% - 25% 5%

Table 1 shows the comparison of the proposed statistical network planing
method with mean-load-based and peak-load-based approach for the 6-node net-
work. The solution for the mean-load-based and peak-load-based approaches are
found by linear programming (CPLEX). Using the peak-load-based approach,
the normalized network cost is 1.24 while using the proposed statistical planning
method, the normalized cost is 1. In both cases, the link violation probability is
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Fig. 6. Network cost vs. link overload probability - 6-node network
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Fig. 7. Network cost vs. link overload probability - German network

0%. Using the mean-load-based approach, the cost is low (only 0.42) but the QoS
is also very poor. The link overload probability ranges from 18%-25%. Accepting
5% of link overload probability results in a good compromise.

Another advantage of this proposed approach is that for different networks
with different QoS requirements, one can simply adjust the link violation prob-
ability accordingly.

5.3 Aggregated Traffic on Links

Fig.8 and 9 shows the traffic load on a link in the 6-node network and the Ger-
man network, respectively. In each figure, the red line indicates the bandwidth
allocated on the link. As can be seen from the figure, the link overload probability
is bounded by the predefined parameter ε = 5%. We can see that by accepting a
small violation probability, the capacity needed on the link is reduced, especially
for the small network.
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Fig. 9. Traffic load on the link (1-2) - ≤ 5% violation probability

6 Conclusion

In this paper, we have proposed a new approach to solve the network plan-
ning problem under stochastic traffic demands using the genetic algorithm. The
proposed method guarantees the network to carry stochastic traffic under a pre-
defined link overload probability. The experiments showed that by accepting a
small link overload probability, the network cost can be reduced significantly.
Compared to the peak-load-based approach, the proposed method applied for
ε = 0% results in a clearly lower cost. Even though the algorithm cannot guar-
antee the optimal solution (due to the nature of the heuristic), it provides a
relatively good solution. The limitation of this approach is that it guarantees
the overload probability for each link only. In the future, we will develop an
algorithm that can guarantee the overload probability for the end-to-end flows.
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Abstract. This position paper presents SoftINTERNET an initiative for a 
service-aware and management-aware network control infrastructure for 
heterogeneous networks (i.e., wired and wireless) that uses software driven 
features for the elaboration, development, and validation of networking concepts. 
The proposed infrastructure aims to optimally integrate the connectivity and 
management layers. It operates across multiple network environments and on top 
of private and public network clouds utilising fixed and mobile virtual resources, 
OpenFlow enabled network devices like switches and routers, and networks of 
Smart Objects. In this position paper, we discuss the motivation, architecture and 
research challenges for such a promising concept.  

Keywords: Software Defined Networks, Software Enabled Networks, 
Virtualization, Orchestration. 

1 Introduction 

1.1 Background 

In this paper we present an initiative to integrate heterogeneous networks, including 
wired/wireless networks and smart-objects, from both the service and management 
and control viewpoints, considering them as crucial aspects of Future Networks. The 
intention is to define a service-aware control and management architecture which 
provides a service infrastructure and an on-demand programmable network, along 
with dynamic and global resources, and self-management capabilities that are based 
on interoperable connectivity protocols and open interfaces.  

The initiative presented in this paper is named SoftINTERNET (i.e., Software 
Enabled Networks Connecting and Orchestrating the future Internet of people, 
content, clouds [51], devices and things) [1]. SoftINTERNET aims to integrate, 
orchestrate, and map control enablers as embedded capabilities into Software-Driven 
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Network infrastructures, in order to make them service-aware and management-
aware, as a natural evolution of the software-defined network initiatives (i.e., see 
section 2). The mapping of these enablers into virtual infrastructure and physical 
resources involves an aggregation of connectivity, computation and storage resources.  

Our approach to this challenge is through the deployment of a flexible and 
programmable network infrastructure supporting software driven network features 
that can be instantiated on-demand. These instantiations will be addressing the 
changing service requirements and resource constraints, yet scalable across multiple 
services and multiple domains, that can maintain QoS for the end-users of a service, 
and that provide a level of isolation and security from one service to another. 

SoftINTERNET targets and addresses requirements for Future Networks [55] 
including: 

 

• Software Driven Networking – Future Networks should support the following 
design goals: Functional Programmability and Elasticity; Integrated Virtualisation of 
Connectivity, Storage and Processing Resources, including the limited resources in 
Smart Objects and mobile devices; personalized services and embedded In-Network 
Management. This we call ‘Software Driven and Enabled Networks as a Service’. 

• Interworking – Future Networks are represented by the interconnection, 
interoperation and orchestration of heterogeneous networks (i.e. fixed and mobile) 
that are sharing their virtualised resources. Processing, Storage and Communication 
Resources spanning over multiple network domains are being aggregated to provide 
services in a simple and pervasive manner. 

• Service Provider Access – Future Networks should offer unrestrictive access to 
different service providers by supporting qualified access mechanisms to a set of 
network-embedded resource-facing services, and by providing scalable, personalized 
and self-managed inexpensive networking infrastructures on demand. 

• Service Provisioning – Future Networks can support the complete lifecycle of 
complex services by combining existing elements in a new and creative ways that 
were often not efficiently interoperable before. QoS and security guarantees are 
pivotal for the management of the services’ lifecycle. 

 

This paper is organized as follows. Related work is presented in Section 1.2 which 
is followed by the motivation for the SoftINTERNET concept as presented in Section 
2. The architectural model is presented in Section 3. Section 4 presents the research 
challenges of SoftINTERNET. Section 5 provides concluding remarks of this paper.  

1.2 Related Work 

The areas related to the SoftINTERNET concept are summarized in this Section. 
These areas include future Internet architectures, programmable networks, open 
networking, and infrastructure and mobile clouds.  

1.2.1 Future Internet Architectures 
Architectural changes of the Internet have been promoted by several initiatives. In 
USA, there are several significant initiatives. NeTS [4] (Networking Technology and 
Systems) was a program of the National Science Foundation (NSF) on networking 



230 A. Galis et al. 

research with the objectives of developing the technology advances required to build 
next generation networks and improve the understanding of large, complex and 
heterogeneous networks. NetSE [5] proposes a clean-state approach to properly meet 
new requirements in security, privacy and economic sustainability. GENI [6] (Global 
Environment for Network Innovations) is a virtual laboratory for network 
experimentation, based on a 40 Gbps real infrastructure. Stanford Clean Slate [7] 
proposes a disruptive approach by creating service platforms available to the research 
and user communities. In Europe, Future Internet initiatives mostly try to develop 
platforms to support services and applications by utilizing the current Internet 
infrastructure. G-Lab [8] (Design and experiment the network of the future, 
Germany), which is the German national platform for Future Internet studies, includes 
both research studies of Future Internet technologies and the design and setup of 
experimental facilities. GRIF [9] (Research Group for the Future Internet, France) and 
Internet del Futuro [10] (Spain) promote cooperation based on several application 
areas (e.g. health) and technology platforms. Moving towards modern content-aware 
networking, we can highlight DONA (Data-Oriented Network Architecture) [11] and 
TRIAD [12] approaches, where content providers can publish content and users 
request named data from the network.  

In the clean-slate Future Internet design track and building on wireless and mobile 
background, the 4WARD project [13] proposes four main architecture pillars: 
network virtualization, in-network management, new path abstraction (Generic Path) 
and networking of information. The SAIL [14] project builds around the concepts of 
the network of information, cloud networking (for managing and controlling 
computing, storage and connectivity resources by automatically moving or scaling up 
or down the resources required by the applications and open connectivity services for 
providing efficient multi-path/multi-layer/multi-domain transport and routing. 

Other projects working in the area of Future Internet include: a) NEBULA [15] 
with focus on secure and trustworthy cloud computing; b) eXressive Internet 
Architecture [16], with emphasis on an architecture that inherently supports 
communication between diverse entities, provides for intrinsic security and includes a 
pervasive minimal functionality that needs to be present in network nodes for 
functions like trust management, access to services, hosts and content, and interaction 
among users, ISPs and content providers; c) PURSUIT [17], which builds on the 
results of PSIRP [18] and aims at changing the routing and forwarding fabric of the 
global internetwork so as to operate entirely based on the notion of information 
according to the publish/subscribe communication model; d) FI-WARE [19], which is 
developing a platform providing all the necessary technologies to support Future 
Internet service delivery and provisioning; and e) AKARI Project [20] of Japan, 
which advocates the use of virtualization as the basis of the Internet architecture in the 
next generation [21], extending the idea of isolated virtual networks to (1) Transitive 
virtual networks - cooperation and/or communication between virtual networks, and 
(2) Overlaid virtual networks-one virtual network over the other. 

1.2.2 Programmable Networks 
Many projects use virtualization to support programmability [49], [52], [22]. The 
physical switch interfaces are abstracted and partitioned into so called switchlets, 
which allow a shared use of the physical switch resources. Different research projects 
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address the virtualization of various network components and their programmability. 
From switches and links [23] to switchlets [22], active nodes [24] and routelets [25]. 

The dynamic deployment of new services includes the composition of complete 
network architectures as virtual networks [26], [27], [25]. Projects like Netscript [28] 
or Tempest [27] support the notion of Virtual Active Networks [26] over IP networks 
or virtual networks using safe partitioning over ATM respectively.  

Motivated by concepts introduced in the RESERVOIR project [29], providing 
isolation between the physical infrastructure, and the virtual environment using an 
overlay network, our goal is to provide a managed network virtualization 
infrastructure that is based on the SoftINTERNET approach. Thus, instead of 
reproducing the control complexity and overhead associated with existing networks, 
we create an abstraction layer, based on a common network model, enabling multiple 
independent and isolated network applications run over a single physical network 
infrastructure, dealing with the network logical functionality and its control aspects. 

1.2.3 Open Networking 
Stanford University has developed a solution for Open Networking, with the aim to: 
(1) separate data and control planes and define a vendor agnostic API/protocol 
between the two; (2) design a logically centralized control plane with an open API for 
network applications and services and (3) virtualize the network infrastructure. The 
OpenFlow protocol [30] has been proposed for the communication between the 
network nodes and the centralized network controller, and the FlowVisor [31] 
framework has been proposed for resource virtualization in this context. The interest 
on the Open Networking approach and on the OpenFlow protocol is growing 
worldwide, and in March 2011 the Open Networking Foundation [32] was created 
with the aim to promote the Open Networking approach and to standardize the 
OpenFlow protocol. 

Specifications of OpenFlow version 1.3.1 have been published in September 2012. 
Several manufacturers have already developed network nodes supporting OpenFlow, 
and several open source OpenFlow controllers are available (i.e. NOX [33], Beacon, 
Maestro, etc.). A lot of works in the area of OpenFlow are in place worldwide in order 
to extend its field of applications, from LAN to WLAN [34], and even core and 
GMPLS networks. In addition several EU FP7 projects are dealing with OpenFlow, 
like OFELIA [35], OpenLAB [36], SPARC [37] and with Open Networking in 
general SAIL [38]. The main objectives of these projects are to provide testing 
facilities based on the OpenFlow protocol, and to investigate and propose possible 
extensions to it in order to overcome its main limitations, in particular related to 
scalability. Moreover, the FI-WARE project [39] is taking into consideration the 
OpenFlow technology as a mean to provide open APIs to control and monitor 
networks and network nodes. Even if several OpenFlow controllers have already been 
proposed to control and manage open networks,(see NOX, Maestro, Beacon, etc.) 
there does not exist a clear reference architecture for them. SoftINTERNET aims to 
define a reference structure for an Open Network controller, able to support 
virtualization and programmability for this kind of networks. 
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1.2.4 Infrastructure and Mobile Clouds 
Server virtualization technology commonly used in data centres and clouds raises new 
challenges for both the research and the industry community. In such environments, 
not only the number of network endpoints is significantly large compared to the 
physical network infrastructure (due to the fact that each physical server can host 
dozens of virtual servers), but these endpoints are dynamically created, terminated, 
and migrated from one physical server to another. One approach to provide data 
networking in a virtual environment, extending the physical network into the virtual 
server domain using L2 virtual switches such as Cisco Nexus 1000 or openVSwitch, 
may be based on the IEEE 802.1qbg [40] standard, in which virtual machines are 
considered as clients of the physical network. It has the limitation associated with the 
dynamic nature of such an environment, and the fact that typically it should serve 
more than one independent tenant. A recent approach to deal with these challenges is 
by creating an overlay network used to connect the virtual servers (see [41, 42, 43]). 
Following this approach, virtual networks are no longer considered as clients of the 
physical infrastructure, thus reducing the network complexity and the dependency 
between the virtual environment and the physical network infrastructure. 

The research area of Mobile Cloud Computing (MCC) is relatively new and there 
is no consensus even for basic definitions yet. For example, Cisco defines the mobile 
cloud as mobile services and applications delivered from a centralized (and perhaps 
virtualized) data center to a mobile device such as a smartphone [44]. The Mobile 
Cloud Computing Forum [45] defines MCC as an infrastructure where both the data 
storage and the data processing happen outside of the mobile device. Alternatively, 
MCC is defined as a combination of mobile web and cloud computing [46][47][48]. 

2 Motivation for the SoftINTERNET Approach 

The integration of the Internet, software technologies and traditional 
telecommunications and communication technologies, has been always a challenge 
for network and service operators, as far as service deployment and management [53], 
[54] is concerned. Different frameworks and architectural approaches have been 
proposed in the research literature and in commercial work. New approaches and 
technologies are causing a paradigm shift in the world of network architectures. The 
motivation behind this shift is the still-elusive goal of rapid and autonomous service 
creation, deployment, activation, and management, resulting from ever-changing 
customer and application requirements. Research and development activity in this 
area has clearly focused on the synergy of a number of concepts: programmable 
networks, network virtualization, self-managing networks, open interfaces and 
platforms, and increasing degrees of intelligence inside the network. The next 
generation of Software Defined Networks (SDN) needs to move from being merely 
Defined by software to be Driven by software and must be capable of supporting a 
multitude of providers of services that exploit an environment in which services are 
dynamically deployed and quickly adapted over a heterogeneous physical 
infrastructure, according to varying and sometimes conflicting customer 
requirements. The three key stages of this technological synergy for the main 
Software Driven Network concepts are depicted in Fig. 1.  
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The next generation SDNs are engineered to facilitate the integration and delivery 
of a variety of ICT services, Computing and Network Clouds and to enhance 
integration of the key enabling technologies: programmability, networks, network 
virtualization and network function virtualisation and self-management. 

SoftINTERNET elaborates on programmability in the context of different 
examples of virtual networks (i.e., clouds, virtualized wireless/mobile networks and 
open networks). Using virtualization on network components allows multiple 
independent networks to coexist on the same physical substrate. Additionally, as 
virtualization provides an abstraction from the underlying hardware, it allows a 
simplified way for network programmability.  

The fundamental difference between the envisaged SoftINTERNET concept and 
previous SDNs [50] is the switch to a connectivity and computation infrastructure which 
is both a service-aware and a management-aware network foundation, where the network 
elements have direct support for service lifecycle and built-in support for management 
functionality. This infrastructure utilizing shared virtualised resources, including those in 
wire, wireless and resource-constrained mobile devices and smart objects.  

All these initiatives including SoftINTERNET would result in OPEX reduction for 
the telecom and cloud operators. SoftINTERNET focuses on the service orchestration 
and the additional systemic opportunity of additional revenue creation that is enabled 
by the service-aware and management-aware control plane (e.g. rapid and on-demand 
service deployment, activation, management and programmability [1]).  

3 SoftINTERNET Architectural Model 

In SoftINTERNET, the focus is on the service-aware control and management plane, 
the details of its operation, and the APIs which make it operate. As SoftINTERNET 
relies on existing wired and wireless networks and devices, these control elements 
provide a mapping downwards so there is less emphasis on devising new physical 
features. This is the main systemic difference to the traditional programmable 
networks and the recent activities on Network Function Virtualisation Network 
Functions Virtualisation (NFV) [56], Network Operating System and Network 
Orchestration, which are manly targeted to ONF validation. An important feature of 
the architecture is a cross-layer approach i.e. interfaces and mechanisms that enable 
control and exchange of information between different SoftINTERNET layers – this 
provides the ability to push requirements from one layer to the next in a configurable 
and dynamic way. The proposed functional decomposition simplifies the 
implementation that is driven by the envisioned functionality. It has to be noted that 
such an approach is completely different from that of OpenFlow which does not 
decompose network layers into functional blocks. 

One key component of the SoftINTERNET architecture is the description of 
services provided by each layer using building blocks defined by an abstract model. 
SoftINTERNET does not intend to create new models, but rather to examine and 
reuse well-established ones, e.g. IETF ForCES, ONF’s OpenFlow’s switch model and 
YANG (NETCONF). Accordingly, SoftINTERNET will extend the chosen model to 
satisfy the requirements in order to depart from their current 'network function' view 
and get closer to the ‘network service’ view. 
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functions to other layers, for example there is monitoring and controlling of resources 
used by other layers. The monitoring information provides not only the information 
about the resource health and usage but also about the power consumption, which 
makes the SoftINTERNET approach energy efficiency ready. It is assumed that such 
‘physical resources’ can be provided by multiple owners/operators across multiple 
domains. The deployment of the SoftINTERNET architecture will be in a form of 
additional control elements to the wired and mobile environments with adaptation to 
specific physical resources.  

It is worth mentioning that Smart Objects are also part of the architecture. IoT and 
“Smart Objects” are expected to become active participants in information, social, 
industrial and business processes where they are enabled to interact with services and 
application and communicate among themselves and with the environment by 
exchanging data and information about the environment, while reacting autonomously 
to the “real/physical world” events and influencing it by running processes that trigger 
actions and create services with or without direct human intervention. 

From the underlying physical resources, a set of virtual networks can be created 
using the mechanisms of the Virtual Network Programmability Layer. These virtual 
networks have different properties according to specific needs. As in case of the 
physical resources, the virtual networks have embedded self-managed mechanisms. 
Moreover, they can control and monitor the underlying physical resources. The self-
management operations include self-configuration, performance optimization, and 
self-healing. The performance optimization deals with efficient usage of physical 
resources and cross virtual network optimizations (traffic management). The creation 
of virtual networks can be programmable using the SDN paradigm. It is assumed that 
there can be multiple virtual networks operators. All of these facilities aid in the 
scalability of a SoftINTERNET solution.  

The end-users and application providers can use specific virtual networks 
according to their needs in order to create high-quality, personalized, QoS-aware, and 
secure services. It is assumed in the proposed approach that programmability of end 
user services is provided by the Network Application Programmability Layer. A 
simple example would be of a user defining the network topology that he requires 
from the network along with specific functionalities (firewall, transcoder, load-
balancers) instantiated at specific points in his virtual network. The SoftINTERNET 
would be able to create this virtual network and instantiate the requested user’s 
functionalities at the required locations to provide the desired QoS, e.g. minimizing 
network latency. 

It has to be noted that the aforementioned programmability and self-management 
of different layers of SoftINTERNET requires the ability to send, execute and monitor 
the execution code and therefore the management operations should be extended 
appropriately. In order to do that we need an execution environment that can be 
centralized (for example OSGi [2]) or distributed.  

The scalability of the proposed architecture is enabled by the scalability for the 
following architectural elements: virtualisation of all types of physical resources; the 
separate mechanisms and mappings of virtual resources to wire, wireless and smart 
objects networks; the control elements of the service-aware and management-aware 
control layer; the northern APIs as depicted in Fig. 1 and by the use of Virtual 
Machines for the programmability of the service and network components.  
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4.2 Mapping Virtual to Physical Resources for Wireless Environments 

This challenge includes the design and implementation of specific mechanisms and 
algorithms for optimised mapping of virtual resources onto the physical resources in 
the wireless environment. Specific optimisation techniques will be developed for 
efficiently mapping between virtual resources and the physical network infrastructure. 
In this case of wireless infrastructures, certain characteristics and capabilities have to 
be considered, e.g. limited bandwidth, processing capabilities, storage, energy 
(battery), type of interfaces supported of the mobile nodes and mobility, conflicting 
requirements.. As the mapping of virtual to physical resources should be transparent 
to higher control layers, mechanisms have to be developed that allow the seamless 
hand-off between different wireless devices. Additionally, algorithms will be 
identified that optimize the coverage of wireless radio connections to provide access 
to enough physical resources while avoiding unnecessary energy consumption. By 
addressing this challenge virtual networks will be customized with optimally 
allocated capabilities such as virtual nodes (with computing and storage capabilities), 
virtual links and paths for specific networked services. 

4.3 Mechanisms for Controlling Virtual Resources for Wireline Environments 

This challenge includes the design and implementation of specific mechanisms and 
algorithms for run-time control over local virtual resources in wireline environments. 
OpenFlow environments are considered for representative wireline environments.  
A major aspect of this challenge is the development of technology-specific methods 
that enable the provisioning of virtual networks and storage/processing resources over 
OpenFlow substrate infrastructures. This includes the creation, configuration and 
tearing-down of virtual resource components, considering both networking and 
computational/storage resources, e.g. so that link bandwidth or network computation 
power can be adjusted on-the-fly based on conflicting requirements.. By using 
OpenFlow switch virtualization, networking resources can be re-allocated according 
to changing network conditions or service demands. Additionally, this challenge 
considers the development of autonomous actions that provide virtual network 
stability, performance and optimizations even in absence of higher-level control. 
These include e.g. virtual resource remapping in case of resource scarcity, increased 
resilience through transparent resource migration in case of hardware failure or 
energy saving using adaptive virtual resource consolidation. 

4.4 Mapping Virtual to Physical Resources for Wireline Environments 

This challenge includes the design and implementation of specific mechanisms and 
algorithms for optimised mapping of virtual resources onto the physical resources in 
wireline environments. Specific optimisation techniques will be developed for efficiently 
mapping between virtual resources and the physical network infrastructure. Such 
mapping will involve a wide variety of resources available from the underlying wireline 
network, including communication, computing and storage capabilities. The mapping 
will take into account the top-level service/operational requirements such as the 
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demanded QoS requirement and resilience capability to be embedded into the resulting 
virtual network. By addressing this challenge virtual networks will be customized with 
optimally allocated capabilities such as virtual nodes (with computing and storage 
capabilities), virtual links and paths for specific networked services. 

4.5 Mechanisms for Controlling Virtual Resources for Smart Objects 

This challenge will identify and implement the mechanisms required for the 
discovery, registration and monitoring of virtual and physical resources, configuration 
and control (including reservation, isolation and release) of virtual resources, and 
creation of service components in smart objects environments. Taking into account 
the technology-agnostic requirements of the SoftINTERNET virtual network control 
layer, this challenge will identify the technology-dependent control mechanisms 
needed to meet these requirements.  

The control mechanisms will not only be used at this layer/level but they will also 
need to expose information to the upper layers in order to allow management and 
control of virtual networks across more than one technology-specific physical 
domain. It will allow receiving triggers from the upper layers for setting up and 
tearing resources, as well as adding/removing functionalities and creating service 
components within the virtual networks which will be accommodated on virtual 
components residing on smart objects substrates. In this context, an abstract 
identification model needs to be defined to reference each smart object, as single 
element or part of a group, for all the control/configuration processes. To realize this, 
appropriate interfaces need to be defined. 

Regarding the management and control of the smart object substrate, this challenge 
includes investigating relevant mechanisms both for substrates with integrated control 
and data planes (current practice) and for substrates with a Software Defined (e.g., 
OpenFlow-based) type of control. The latter approach, recently proposed in [3], is 
based on a clear separation between control and data forwarding. It has the potential 
to provide the necessary abstractions and to ease management needed for supporting 
multiple applications over smart object networks and results in better utilization of the 
physical infrastructure resources. With respect to this, this challenge deals with the 
adaptations that are required to support the Software Defined Networking concept on 
smart object virtual networks taking into account the limited capabilities of the nodes 
and focusing on the need to manage the control overhead. 

4.6 Mapping Virtual to Physical Resources for Smart Objects 

This challenge deals with the critical nature of developing the mechanisms and 
techniques needed to optimize the mapping of virtual resources on physical smart 
object resources. The objective is to continuously optimize the use of the physical 
resources (e.g. utilization, energy efficiency) as well as to provide self-organization 
and self-healing capabilities by appropriately (re)grouping virtual resources and 
mapping them accordingly to the best set of physical resources. This mapping should 
ensure that each operation made on a virtual device has to take effect on the physical 
object. In fact, all the operations allowed by SoftINTERNET on virtual instances of 
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physical resources, but also virtual resources located inside the network. In addition, a 
unification of all autonomic functions should be realised to enable coordination, 
orchestration, governance and knowledge closed control loops as applied to all 
autonomic functions. In this approach the management and control functions would 
be distributed and located or hosted in or close to the managed network and service 
elements.  

4.9 Scalable Programmable Delivery Infrastructures as Systems of Inter-
Orchestration for Big Data and Service Networks 

This challenge deals with the critical nature of developing the mechanisms for the 
transition from current systems designed around discrete and static pieces of 
uncorrelated silos of content centric information or silos of networks to systems 
which are more programmable with decentralized control of big data and service 
networks, incorporating technologies which enable associative orchestration and 
interactions, and which often leverage virtualisation technologies to provide the 
capabilities to enable those interactions. In order to integrate such delivery systems, as 
well as offer new systems to support enhanced composition and correlation - which is 
what systems of Inter-orchestration is all about, in the end appropriate virtual platform 
technologies will need to be deployed.  

5 Concluding Remarks 

This position paper discusses the motivation, architecture and research challenges for 
the next generation Software Defined Networks (SDN). The next generation of 
Software Defined Networks (SDN) needs to move from being merely Defined by 
software to be Driven and Enabled by software and must be capable of supporting a 
multitude of providers of services that exploit an environment in which services are 
dynamically deployed and quickly adapted over a heterogeneous physical 
infrastructure, according to varying and sometimes conflicting customer 
requirements. 

This paper presents SoftINTERNET an initiative for a service-aware and 
management-aware network control infrastructure for heterogeneous networks that 
uses software driven features for the elaboration, development, and validation of 
networking concepts. The proposed infrastructure aims to optimally integrate the 
connectivity and management layers. It operates across multiple network 
environments and on top of private and public network clouds utilising fixed and 
mobile virtual resources, OpenFlow enabled network devices like switches and 
routers, and networks of Smart Objects. 
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Abstract. Cloud environments play an important role for network and
service providers. Cloud network providers require ubiquitous, broad-
band and minimum-delay connectivity from network providers. There
are different realizations of cloud connectivity based on the Software De-
fined Networking (SDN) and the Network Function Virtualization (NFV)
paradigm. In this paper we introduce a new concept based on the OConS
architecture developed within the SAIL FP7 project. Our advanced con-
nectivity concept focuses on interdomain connectivity.

Keywords: Interdomain path computation, cloud resource
management, SDN, NFV, open connectivity, SAIL.

1 Introduction

Provisioning cloud services based on a platform of distributed data centers was
the emerging approach of the past years (Amazon EC2 [1], Google Cloud Plat-
form [2]). By means of virtualization of storage and processing resources, and
more and more also network resources, the distributed cloud is able to pro-
vide infrastructure as a service for a wide range of applications. Two concepts
support service-oriented (virtual) connectivity in the cloud: Software Defined
Networking (SDN) and Network Function Virtualization (NFV). Based on these
concepts we show how cloud connectivity can be realized in a multi-domain
network of distributed clouds. The interdomain resource allocation described in
this paper provides an open connectivity service to cope with the complexity
of multi-domain networks, especially with regard to control, management and
algorithmic elasticity.

This paper is organized as follows: In section 2 we give an overview on
the current developments and problems concerning open connectivity concepts.
In section 3 we handle the provisioning of resources for cloud connectivity. In
section 4 we study the hierarchical and flat interdomain connection management.
Section 5 concludes the paper and gives a short outlook to future work.

2 Current Developments and Problems

The concept of Software-defined Networking (SDN) was formally defined in 2009
by Martin Casado but originated as far back as 2007 on work from him, Nick
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McKeown and Scott Shenker. In 2011 SDN was taken up by IETF [3] and is
nowadays brought forward by the Software-defined Networking Research Group
(SDNRG) [4]. The second trend that is gaining more and more ground is called
Network Function Virtualization (NFV) and is promoted by ETSI [5]. In the
following we take a closer look at both technologies and clarify the relation
between them and the current developments and the concerning problems.

SDN was originally conceived for a campus network usage and was later ap-
plied in data centers and is used today also between them. The SDN model is
based on the split between the forwarding plane and the control plane. One goal
of SDN is to allow applications to request services from the network which can
automatically be deployed and monitored. Thus SDN is about bridging the gap
between application and network.

In the past applications assumed bandwidth as free and abundant, but in to-
days networks bandwidth is a scarce resource and must be managed accordingly.
Applications also could not impact the delay, availability and dynamicity of the
network. SDN was conceived to allow applications to inform the network about
their preferences such that it can configure the connectivity accordingly. On
the other hand the network can also inform the applications about the changes
of topology, bandwidth, delay etc. If the application is implemented to behave
appropriately, an improved service is the result.

A prominent implementation that facilitates SDN is OpenFlow which was
originally developed by the Stanford University. Today OpenFlow is being taken
care of by the Open Networking Foundation [6]. However OpenFlow is not the
only representative of an SDN implementation. With ForCES [7], General Switch
Management Protocol (GSMP) [8], NetConf [9], and even the well known SNMP
[10] there are more standard control technologies and interfaces that are able to
configure the forwarding plane at least inside a single network node.

Another approach is the virtualization of network functions so that they can
run on more or less general purpose hardware instead of dedicated hardware ap-
plied in telecommunication networks today. With the NFV approach operators
have the possibility to implement their needed functions anywhere in the net-
work. These functions include switching elements and routers, mobile network
nodes, security equipment like firewalls and deep packet inspection appliances, as
well as application layer solutions like session controllers, load balancers, content
distribution networks, etc. Thereby NFV seeks to reuse existing virtualization
mechanisms and is standardizing the interfaces between network elements. NFV
is brought forward today by an ETSI ISG (Industry Specification Group).

It is to note that single network functions can also be virtualized and deployed
without SDN. An SDN can also exist without NFV-based services. Thus, SDN
and NFV are orthogonal technologies.

Network operators are not only interested to save equipment costs by apply-
ing NFV-based services on industry standard high volume servers, switches and
storages, but also in the possibility to scale them arbitrarily. Furthermore opera-
tors need a management system that can orchestrate all the virtualized functions
to offer optimized services. This latter goal was addressed in the Scalable and
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Adaptive Internet Solutions (SAIL) Project [11] in the Open Connectivity Ser-
vices (OConS) framework conceived to cope with the challenges posed by the
Future Internet. OConS relieves the instantiation, launch and interconnection
of functions by use of a specified orchestration procedure. With this OConS can
even support challenging flash crowd situations as well as cloud networking and
network of information scenarios [12].

SDN and NVF were conceived to enable an easy integration of new services
and applications into the cloud. However there are some caveats with both tech-
nologies. The problem of SDN is that centralized SDN controllers are a bottle-
neck and represent a single point of failure. Moreover the performance of the
software switch is an issue of concern, for example when it has to carry out com-
plex rules or extensive header rewrites. The latter raises the need for expensive
hardware counteracting the wish for a simple switch equipment. And, last but
not least, for some applications where the rules in the switch are not preconfig-
urable additional delay must be taken into account when a logically central and
physically distributed set of central controllers must be consulted for packets
that a switch cannot handle on its own.

The problem with the NFV partly lies in the fact that the NFV software
is more complex to build and harder to maintain due to its distribution onto
several machines. Also the reliability of the service is not easily accomplished
and depends on interconnectivity, link throughput and delay.

3 Provisioning Connectivity in the Cloud

In the age of social communities, web-based applications connect many social
groups with many users via their shared and linked multi-media content like
pictures, audio or video. New services built from combinations of such content
sources can become popular in a very short time and need a dynamic and power-
ful infrastructure to be processed. In order to decouple the service growth from
the available physical hardware basis, a cloud provider may be used to manage
the virtual infrastructure.

The SAIL [11] project developed a model how a cloud provider that owns or
contracts several distributed data centers can offer a system for service creation
and deployment in a heterogeneous environment, i.e. dealing with several local
cloud management systems, and interconnecting the local cloud domains [13].

Figure 1 gives a simplified view of the proposed interworking of cloud and
network domains. At the cloud level the cloud provider will set up a distributed
cloud manager to create and configure the storage and processing resources to
be deployed as virtual machines (VMs, not shown in Figure 1) in the distributed
data centers DCn.

Thinking about real implementations, the OpenStack [14] collection of open
source technologies delivers a scalable cloud operating system. Initially the Open-
Stack project was announced in 2010 by Rackspace and NASA but today many
players build on the OpenStack open source software initiative for building clouds.
Over 150 companies gathered in the OpenStack collaboration and provide archi-
tectural input, contribute code, and/or integrate it into their business offerings.
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Fig. 1. Interworking of cloud and network domain functions

The OpenStack cloud operating system is able to control large pools of com-
puting, storage, and networking resources. All these resources are managed
through a so called dashboard which runs in a browser in a RESTful man-
ner. The dashboard gives administrators and users the control needed to setup
and monitor a complete service consisting of computing, storage and networking
instances.

In order to set up an application network between the created VMs in the
data centers, three steps are necessary as described in the approach of SAIL
[15,16]:

– The first step is to transfer an application graph into a virtual network of
communicating VMs.

– The second step is to connect the virtual VMs with the physical interfaces in
the data centers which is typically done by support of a hypervisor respective
the management tools that come with it (e.g. based on libvirt in an open
source environment). This has to be managed in each data center by the
local Cloud Controller (CC) in a coordinated way. To enhance this task, the
SAIL project proposes to use the OCCI-based description technique OCNI
[17], and provides the corresponding tools via the libNetVirt library [18,19].

– The third step is to connect the distributed data centers with dedicated
managed networking resources, also across different network domains that
guarantees a certain degree of end-to-end (i.e. DC to DC) QoS as required
by the application network.

Typically the connectivity view between the distributed data centers at the
cloud level is based on a ”single router abstraction” for the network. The dis-
tributed cloud manager delegates the task of network and path deployment to
the contracted network provider which first translates the single router net-
work descriptions into potential subtasks to related network domains (and their
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providers) and then orchestrates the appropriate managed network services. At
the attachment points between data center and network as well as between
network domains, the corresponding dynamic protocol parameters have to be
exchanged through a link negotiation protocol [13].

Within this approach, the current paper discusses a proposal for the architec-
ture, protocols and algorithms for resource and path management across multiple
network domains offering interconnectivity services to cloud providers.

4 Interdomain Connection Management

The effort for connection management can significantly increase due to the dy-
namics of the network resources, and due to the universality of users’ (cloud
providers’, end-users’, applications’, etc.) resource demands and preferences. To
relieve the intradomain network controller in our architecture the management
of domain-external resources is delegated to an entity called interdomain DCU
(Domain Control Unit). The interdomain DCU treats each connected domain as
a single resource with specific attributes.

In [20] we introduced a network architecture with a DCU in each domain sep-
arating the data plane from the control plane and comprising most of the control
plane mechanisms (i.e. path computing) into one single entity. The DCU clients
in each network element deliver topological and resource information to the lo-
cal DCU which then abstracts from the details of domain-internal topology and
resource information to a global information, e.g. domain load state, such that
detailed domain-specific topology and resource information is hidden towards
the interdomain DCU. Detailed information about topology (e.g. addresses of
the network entities) and resources remains in the local DCU.

There are already diverse path computation mechanisms that can be applied
for the interdomain resource allocation. In this paper we describe enhanced con-
cepts that utilize additional resource information to improve the efficiency of the
interdomain connectivity management.

Generally, the connection management can be divided into three parts: The
first part comprises the gathering of current network topology and resource infor-
mation. We focus on delivering abstract resource information from each domain
to the interdomain DCU and storing them in its Traffic Engineering Database
(TED) together with a timestamp. This TED also stores network topology, op-
erator policies and predefined interdomain paths. In section 4.4 we introduce
a novel mechanism called PSCEH (Publish Subscribe with Configurable Event
Handling) to increase the efficiency and quality of the information exchange.
Resource information can be for example the load of computational resources,
current storage capacity, link bandwidth, and network topology. The second part
consists of path computation and connectivity configuration performed by the
interdomain DCU based on the available topology and resource information.
In the third part controllers’ decisions are enforced on the respective network
entities in order to realize the connectivity.

Some aspects of information retrieval and path calculation follow the ideas
of interdomain PCE (Path Computation Entity) procedures, e.g. [21]. Based on
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the PCE concept the mechanisms described in this paper in sections 4.3 and 4.4
utilize additional resource information and interact tightly with the TED which
further includes operator policies to improve the efficiency of the interdomain
connectivity management.

4.1 Hierarchical Interdomain Connection Management

For hierarchical interdomain connection management the DCU of each domain
registers at an interdomain DCU during network startup. The DCUs send a
registration request to potential interdomain DCUs and receive an ACK from
the responsible instance. Since the network structure is supposed to be quite
static the mapping of the DCUs to the responsible interdomain DCU can be
predefined by the network provider in order to reduce the discovery effort. During
registration the operators deliver their policies to the interdomain DCU, which
stores them in the TED together with the respective topology information.

Figure 2 shows the hierarchical interdomain connection management per-
formed by the interdomain DCU to set up a path between the source domain S
and the destination domain D.

Fig. 2. Interdomain connection management by the interdomain DCU between a source
domain S and a destination domain D via intermediate domains 1 and 2

When a request arrives at a local DCU, the DCU first checks whether the
destination address of the request can be found in the topology information of
the local TED. If the DCU cannot resolve the request, it forwards the request
to its interdomain DCU. The interdomain DCU first sends a request to all of its
DCUs in order to identify the domain containing the destination address. The
DCUs then check whether the requested destination address is stored in their
TEDs. The DCU which keeps the requested address in its TED responds to the
interdomain DCU with an ACK. The information the local DCUs submit to the
interdomain DCU is kept at minimum possible level to encapsulate the data only
within elements where they are needed.
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After the destination domain is identified, the interdomain DCU first retrieves
the resource information from its TED to compute candidate paths from source
to destination with respect to the constraints defined in the request. Constraints
can be for example a minimum bandwidth, an application class like HD video,
real-time video conferencing, user class, security level, etc.

If the resource information of some DCUs in the candidate paths is not up-
to-date, i.e. the corresponding time stamp is too old, the interdomain DCU
sends an explicit request to all concerned DCUs to retrieve the current resource
state. Triggered by this request the respective DCUs perform a path computa-
tion within their domain to determine the current resource information. After
receiving the resource state updates the interdomain DCU selects the optimum
final solution among the candidate paths and informs the source DCU.

The hierarchical architecture however has two disadvantages. If the processing
capacity of the interdomain DCU and the links towards the interdomain DCU are
not dimensioned sufficiently (which can be very expensive) an overload situation
might occur which in worst case can lead to an outage of the interdomain DCU
and consequently of the complete interdomain connection management, if no
duplicate interdomain DCU is available.

4.2 Peer-to-Peer Interdomain Connection Management

In order to cope with the disadvantages of the hierarchical interdomain connec-
tion management we define a flat architecture by transferring the interdomain
DCU functionality into the DCUs. In this case unresolved resource requests are
forwarded by the source DCU to all neighboring peer DCUs. For avoiding the
flooding of the entire DCU network, it can be organized according to a spanning
tree.

Like in the hierarchical architecture each DCU checks whether the requested
destination address is stored in its TED. The DCU which keeps the destination
address in its TED responds to the requesting DCU with an ACK. After the des-
tination domain has been identified, the source DCU first retrieves the resource
information from its TED to compute the candidate paths to the destination
with respect to the constraints defined in the request.

If current resource information is needed, the source DCU triggers all DCUs
of the candidate path to deliver current resource state updates. The source DCU
then determines the optimum final solution. Figure 3 shows the flat peer-to-peer
interconnection management architecture. In this example a path set up between
a source domain S and a destination domain D is triggered by the DCU S.

In order to speed up the path computation process the source DCU can pro-
voke each DCU on the candidate path to compute a local path and perform local
flow establishment during the time when the source DCU itself does the same.
This preconfiguration of the involved domains allows for immediate forwarding
of the packets of the request.

The advantage of a flat architecture is the lack of a single point of failure,
however its disadvantage is an increase of interdomain communication and more
delay in responding to requests due to the absence of a central supervisor and
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Fig. 3. Peer-to-peer interdomain connection management between a source domain S
and a destination domain D via intermediate domains 1 and 2

database. Further, the transfer of the interdomain DCU intelligence into the
DCUs makes the latter more complex and more expensive.

4.3 Multi-criteria Resource Management

For a rapid and adaptive path computation and for responding elastically to the
requests of clients we introduce an algorithm for multi-criteria path computation
to be applied by the interdomain DCU in a hierarchical architecture or by the
source DCU in a flat architecture.

To cope with the complexity of the path computation the interdomain or
the source DCU first considers the priorities of performance indicators (e.g.
bandwidth, delay, etc.) as defined by the client through weights assigned to
them. Given a set of n performance indicators with priorities p1, p2, · · ·, pn the
DCU successively computes the paths satisfying the defined optimization criteria
with respect to the corresponding indicators in decreasing order of importance.
After sorting the indicators in descending order of their priorities the algorithm
starts the computation of the optimum solutions {S1} with respect to the first
indicator and a predefined default solution tolerance t1,0. In case that no solution
is found, the algorithm checks whether the acceptable tolerance limit is already
reached or not. If not, it increases the tolerance and restarts the computation
of solutions. Otherwise, if no more tolerance is acceptable, it returns an empty
solution set {∅}.

In case that a solution set {S1} is found, the algorithm continues the procedure
with the next parameter only if it exists and has a non-negligible priority (pi+1 ∼
pi) that justifies the computation effort. In this case the algorithm searches
the solutions {S2} within the previously found solution set {S1} that satisfied
the criteria concerning the first indicator. If no solution is found the algorithm
tries again to relax the solution constraints (increase the tolerance t2) first with
respect to the current less important indicator, and then successively, if still no
solution is found, with respect to the previous more important indicators. In case
that multiple solutions are found the final solution is randomly chosen among
them. Figure 4 depicts a schematic flow chart of the algorithm.
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Fig. 4. Multi-criteria path computation starts with the performance indicator with the
highest priority pi and with a predefined initial solution tolerance ti,0. It only proceeds
to the next indicator if its priority pi+1 is non-negligible. In case of an empty solution
set {∅} the algorithm tries to expand the tolerance interval of solutions and restarts
the optimization. The process stops when an exit event occurs.

The priorities of indicators are predefined by the clients according their needs.
The less the number of indicators and the larger the tolerances, the less the
computational effort, but also the lower the quality of solutions. To increase the
efficiency of the process, each solution can be tagged with a time stamp and
stored in the TED such that a new computation of solutions is only started if
the already available solution has become obsolete. The expiration conditions
can be dynamically defined by the controller. However, a re-computation can
also be triggered proactively to improve the quality of available solutions. The
new solution can then be offered to the requester without its explicit request.

The described mechanism can be enhanced to estimate the resource demand
of arriving requests in advance by applying statistical and probabilistic methods
on the current network resource state.
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4.4 Publish/Subscribe with Configurable Event Handling (PSCEH)

The algorithms described in section 4 need support from efficient and adjustable
resource state reporting mechanisms. The manner of information exchange in
distributed systems has a significant impact on the resource management effi-
ciency. On the one hand, a low reporting frequency leads to a coarse knowledge
of the state of the concerning resources which reduces the resource management
performance. On the other hand, a high frequency of notifications leads to an in-
crease of signaling overhead which again reduces the management performance.

There are diverse kinds of publish/subscribe mechanisms based on polling,
pulling, pushing or advertising, e.g. [22]. For optimizing the information report-
ing we developed the PSCEHmechanism. It enhances the basic publish/subscribe
paradigm by introducing provider-tailored publishing and consumer-oriented
subscription, which represents the main advantage compared to already known
information reporting mechanisms.

The PSCEH method defines a generic and flexible generalization of pub-
lish/subscribe techniques and exploits the advantages of them. It enables the
involved resource management entities to customize their information exchange
in order to minimize the computation effort and the required signaling, and thus
enhances the resource management quality.

In the PSCEH process the subscribing DCU compiles a subscription profile
containing its identity, the resource parameters of interest (bandwidth, delay,
etc.) and the configuration parameters (events, event granularities, time hys-
tereses, event thresholds, notification frequencies, etc.) for reporting. By sending
this profile to the monitoring DCUs the subscribing DCU subscribes to the re-
ports of them. The parameters in the profile may be defined as optional or
mandatory. In case that an event as defined in the profile occurs, the concerning
DCUs send a notification to the subscribing DCU.

Figure 5 shows an example of the PSCEH in a hierarchical environment with
exchange of subscription and notification messages between interdomain DCU as
subscriber and DCUs as publishers. If the interdomain DCU needs the resource
information of the DCUs 1, 2 and D, it compiles a subscription profile as de-
scribed above and sends it to them. Thus, whenever an event of interest occurs,
the DCUs notify the subscribing interdomain DCU according to its subscription
profile.

Figure 6 shows an example of the PSCEH in a flat peer-to-peer environment
with exchange of subscription and notification messages between peer DCUs. In
this case, if the DCU S needs the resource state information of DCUs 1, 2 and D,
it compiles a subscription as above and sends it to them. The rest of the process
is the same as described above.
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Fig. 5. PSCEH supporting hierarchical interdomain connection management

Fig. 6. PSCEH supporting peer-to-peer interdomain connection management

The subscribing DCU has the possibility to redefine the parameters of the
reporting by updating the corresponding entries in the profile. This way, the
PSCEHmechanism allows the DCUs to adapt not only the notification frequency
but also the measurement parameters and the reporting events to their actual
needs and privacy requirements.

Further, the PSCEH allows for collecting resource information prior to the
arrival of resource requests such that the DCUs are relieved from time consuming
message exchange. This depicts a non-trivial advantage in time-critical stress
phases with short inter-arrival times of requests. By decoupling the information
exchange from the time-critical decision phase the PSCEH enables the DCUs
to apply more complex resource management and optimization algorithms with
sophisticated and customized preprocessing of resource information.

For relieving the DCUs in the central architecture from interdomain path com-
putation the interdomain DCU has to be protected by redundancy mechanisms
to prevent any inoperability.
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5 Conclusion and Future Work

In this paper we showed how cloud connectivity can be realized in a multi-domain
network of distributed clouds. The SAIL open connectivity service (OConS) and
the resource management algorithm of the DCU described in this paper support
interdomain resource allocation that can deal with the complexity of forthcoming
multi-domain networks. The introduced concepts are promising for dynamic ser-
vice deployment in future cloud networks. Thereby OConS facilitates the instan-
tiation, initiatian and interconnection of functions by a specified orchestration
procedure.

A first proof-of-concept demonstration was shown at the FuNeMS 2012 in
Berlin [20] with focus on the principles of load-dependent resource allocation
between application, cloud management (CloNe) and network (OConS). Thereby
a web-based service and management interface was used to demonstrate the
control and management of the requested data paths. The DCU with its domain
controller was built as an OpenFlow controller and the connectivity was provided
using the OpenFlow protocol. To demonstrate elastic networking between cloud
nodes (data centers) and network domains we used a distributed video processing
application [23].

In the future we intend to take the NFV and ”networked cloud” paradigm
a step further by applying it to the mobility algorithms in a 4G mobile ac-
cess network. Virtualization activities for the wireless access system are already
studied, e.g. in the NGMN CRAN activities [24] or discussed in [25]. Addition-
ally, mechanisms described in this paper can be considered in order to allow
a better resource usage of processing resources in the wireless network. For a
centralized architecture a subscription mechanism for the information exchange
described in section 4.4 can be applied whereas for a decentralized architecture
an information retrieval triggered by broadcast messages is more advantageous.
Furthermore, it will enable a more efficient (physical processing) resource utiliza-
tion allowing for either energy saving gains or additional processing headroom
for next-generation features in wireless networks as already envisaged in the
LTE-Advanced specifications.

Acknowledgments. This work has been partially funded by the European
Commission under grant FP7-ICT-2009-5-257448-SAIL. We would like to thank
our colleagues in the SAIL project for the many fruitful discussions.



Enabling Cloud Connectivity Using SDN and NFV Technologies 257

Abbreviations

ACK Acknowledgement
D Destination
DC Data Center
DCU Domain Control Unit
I-DCU Interdomain DCU
NFV Network Function Virtualization
OCCI Open Cloud Computing Interface
OCNI Open Cloud Networking Interface
OConS Open Connectivity Services
PCE Path Computation Entity
PSCEH Publish Subscribe with Configurable Event Handling
S Source
SAIL Scalable and Adaptive Internet Solutions
SDN Software-Defined Networking
TED Traffic Engineering Database
VM Virtual Machine
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Abstract. Future Internet (FI), a dynamic and complex environment, imposes 
management requirements, complexity and volume of data which can hardly be 
handled by traditional management schemes. Autonomic network and service 
management can be a powerful vision; a promising solution paving the way 
towards fully autonomic systems provides a three-level management approach 
and develops Information Modelling extensions for semantic continuity. This 
paper aims at proposing an Information Model for abstracting autonomic 
mechanisms for network management tasks and convincing on the relevance of 
using/extending standardized information models for system specification. 

Keywords: Information Model, Autonomic Communications, Network 
Management, Future Networks. 

1 Introduction 

Operators today are facing large scale issues: they serve hundreds of millions of 
customers and mass of customization; they rely on thousands of different network 
elements with proprietary implementations; they spend M-euros for the adaptation 
and integration of Network Elements (NEs), Element Management Systems (EMSs) 
and Network Management Systems (NMSs); they need to handle thousands of alarms 
per day in each medium-size Network Operating Centre. In this sense, Operators are 
seeking for advanced management solutions implementing self-* functions to handle 
complexity, alleviating integration issues, reducing both CAPEX and OPEX and 
minimising Time-to-Market of new services. 

Autonomic network management is expected to solve these issues, but this 
adoption is yet far from being generalized. That is why in UniverSelf project [1], 
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which has the goal to foster the conditions for such an adoption, the paradigm shifted 
from autonomic network management to management of autonomic functions which 
are themselves managing the network. To achieve such a result, a novel Unified 
Management Framework (UMF) has been specified. Hence, the UMF revolve around 
autonomic functions which embody intelligence into network entities (physical or 
virtualized). The set of specifications imposed to these autonomic functions define 
what is hereafter named Network Empowering Mechanisms (NEMs). UMF also 
defines a set of core functions, operations and mechanisms for the proper governance, 
coordination and knowledge exchange among the NEMs. 

The design of an Information Model able to support the management operations of 
thousands of vendor-specific NEMs, becomes of utmost importance. This Information 
Model needs to support the seamless integration with existing management systems. 

The aim of this paper is to propose subsets of Information Model for autonomic 
functions (NEMs) based on the TM Forum's Information Framework (SID) [2]. The 
extensions of the SID model were designed to achieve the specification of UMF 
interfaces and cover the NEMs structure and lifecycle of NEMs, actions and 
information manipulated by NEMs, as well as the policies driving the NEM 
behaviour. The rest of the paper is organized as follows. Section 2 presents the UMF 
and essential information flows. Section 3 presents the information modelling within 
the UMF framework whilst Section 4 details the UMF Information Model following 
SID patterns. Section 5 presents the usage of the UMF Information Model in deriving 
object-level information items utilised during the NEMs lifecycle. 

2 UMF-Framework for Autonomic Mechanisms 

UMF has been designed based on FI autonomic networks requirements and 
encompasses a set of functionalities resolving manifold networking problems. UMF 
primal objective is to enable trustworthy integration (plug-and-play) and interworking 
of NEMs within the operator's management ecosystem. The successful deployment of 
NEMs necessitates their governance/administration, their orchestration/coordination 
and corresponding information and knowledge sharing. These demands steered to 
introduction of the concept of UMF core (Fig. 1), which consists of three functional 
blocks: Governance (GOV), Knowledge (KNOW) and Coordination (COORD). UMF 
follows a three level approach; UMF manages NEMs which, in turn, manage and 
optimise network resources and services (Fig. 1). 

NEMs specifications details that a NEM is designed as a piece of software 
implementing an algorithm forming a control loop that can be deployed in a (part of 
a) network to enhance/simplify its control and management (e.g. take over some 
operations). An intrinsic capability of a NEM is to be deployable and interoperable in 
an UMF context (e.g. an UMF compliant network). 

The GOV block provides interfaces and functions for the Operators to deploy, 
pilot, control and track progress of NEMs in a unified way, including fusion of 
business goals and respective translation to NEM-policies thus realising the policy-
continuum [3]; the COORD block provides tools for identifying and avoiding 
conflicts among autonomic functions (as realized by NEMs) and ensure stability and 
performance when several NEMs are concurrently working; the KNOW provides 
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tools to make NEMs find, formulate and share relevant information and knowledge 
towards enabling or improving their operation. 

Fig. 1 illustrates also the key information flows among UMF blocks as well as 
between the UMF and the NEMs. Operator’s business goals and services description 
form the key input for GOV block which provides policies to the other UMF blocks. 
COORD sends the “Call-for-GOV” notification, in cases a problem needs direct 
invocation of GOV mechanisms; KNOW provides (i) COORD with information 
enabling NEM coordination, (e.g. NEM objective, type, etc) as well as network-level 
knowledge, and (ii) GOV with aggregated knowledge and performance measurements 
targeting policy evaluation (i.e. whether and in what extent the policies communicated 
by GOV have achieved the intended improvement on the network performance). 
Moreover, UMF supports certain interactions with NEMs, such as NEMs registration 
to the UMF core blocks; GOV communicates the NEM mandate (a “turn-on” 
command); COORD communicates the NEM Control Policy whilst KNOW 
communicates Information Exchange Policy (for knowledge production and sharing). 

 

Fig. 1. UMF: 3-level management and information flows. 

The need for an Information Model to formalize the interactions between NEMs 
and the UMF core and address interoperability among different NEM developers is 
apparent. Information Model enables semantic interoperability among management 
systems (e.g. EMS, NMS, etc.) which are being managed in a unified way by the 
UMF and in turn manage network and service resources through NEMs’ deployment. 
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3 Information Modelling 

An Information Model provides a system conceptualisation; several definitions have 
been provided by standardization fora and initiatives. According to IETF, an 
Information Model is “an abstraction and representation of the entities in a managed 
environment including definition of their properties, operations and relationships. It 
is independent of any specific type of repository, software usage, platform, or access 
protocol.” [4]. TMF states that “an Information Model is a representation of business 
concepts, their characteristics and relationships, described in an implementation 
independent manner” [2]. In 3GPP “Information Model denotes an abstract, formal 
representation of entity types, including their properties and relationships, the 
operations that can be performed on them, and related rules and constrains.” [5].  

The presented (and other) definitions conclude on conceptualisation and formality. 
Within UMF, Information Model is considered as an enabler for 
convergence/unification of management systems. It is applicable to legacy and 
emerging management systems, in particular those featuring autonomic capabilities 
[6]. Moreover, an Information Model is also used to define management system 
interfaces, communication interfaces between application and upper management 
layers as well as repository data models. From a software engineering point of view, 
Information Model is an enabler for software development, ontology development 
and conceptual reasoning as well as model transformation (e.g. Model-Driven 
Architecture (MDA), Model-Driven Engineering (MDE)).  

The following sections present the UMF Information Model Approach, the SID as 
the model basis and the identified extensions. 

3.1 UMF Information Model Selection 

The set up of an Information Model can be of – at least – two types; (i) defining from 
scratch to fill gaps within a domain; or (ii) selecting and extending an existing 
Information Model. When it comes to the selection of a model for UMF, the second 
approach has been applied. Particularly, various Information Models have been 
established and are in use in Telco’s domain, covering service, resource, customer and 
device management: TMF Information Framework (SID) [2], the DMTF Common 
Information Model (CIM) [7] and the Directory Enabled Network next generation 
(DEN-ng) [8][9]; therefore, the second approach has been applied. Table 1 compares 
the above mentioned Information Models. A key criterion for selecting a reference 
Information Model for UMF is standardisation.  

Typically, Operators are involved within the TM Forum Frameworx in general and 
specifically for the definition of the SID in use within the Operator Information 
System (Operations Support System, OSS and Business Support Systems, BSS). 
Moreover, SID covers various management domains (e.g. customer, resources, 
services, and partnerships) whilst it also defines a set of common business entities, 
specifically policy domain modelling including policy architecture, policy 
specification, and policy management. These are key elements to UMF objectives in 
particular managing autonomic functions through the GOV block, and the reasons to 
take SID as a basis for the UMF Information Model.  
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Table 1. Information Model Comparison 

Comparison Features CIM SID DEN-ng 

Software patterns No Some Many 
Compatibility to OMG [14] No1 Yes Yes 

Standardized No Yes No 
Link with business Not clear Yes2 Yes3 
Context model No No Yes4  
Finite state machine/dynamic diagrams No No Yes5 

3.2 UMF Information Model Basis and Extensions 

The approach for establishing the UMF Information Model and extending the SID starts 
with the identification of concepts defining and characterising the exchanged information 
items within UMF and between the UMF core blocks and the NEMs. A mapping was 
made to SID equivalent concepts followed by either semantic alignment to SID concepts 
or elaborating on extensions following the “SID usage Guide” and the “SID patterns” [2]. 
Iterations ensured consistency within the identified concepts.  
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Fig. 2. Proposed NEM layer in SID ABEs 

The resulted SID extensions are mainly related to the NEM concept. For example, 
for service and resource performance, service class or service profile we reuse 
existing concepts from the SID. With the deployment of UMF and NEM, there is a 
need to model the NEM data and information that Operators need to be aware of for 

                                                           
1 It has its own Meta-Object Facility (MOF). 
2 Part of global Business Process Framework (ETOM), Application Framework (TAM) and 

Information Framework (IF). 
3 Policy continuum for translating business goals to low-level configuration actions. 
4 To apply policies with respect to the context of resource, service and customer. 
5 To describe the state/behaviour of a managed entity. 
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communication with these NEMs, switch them on/off, customize their actions and 
configurations, etc. The NEM is a new managed entity that Operators need to handle; 
in this sense, we propose extending the SID layers with new NEM layer (Fig. 2) 
containing specific ABEs (Aggregation Business Entities, a group of entities 
belonging to a common domain).  

Apart from basing the UMF Information Model on the SID, we also adopted the 
DEN-ng context diagram [10] and then tried to reuse it as we considered it mandatory 
for managing autonomic entities. In fact, from the literature one can see the potential 
and adequacy of DEN-ng to manage autonomic mechanisms; albeit the fact that 
DEN-ng has not been standardised or even open sourced so far, is still a crucial issue. 

4 UMF Information Model 

The proposed Information Model components aim at conceptualising NEMs as 
autonomic functions and potentially incorporating them within SID framework. 
Following initial modelling attempt [13] UML diagrams have been elaborated 
following SID modelling approach for proposing the main concepts: the NEM 
Structure, NEM Policy, NEM Action, and NEM Information. Concepts in NEM 
Structure abstract NEM as provided functionality, software package, and manager of 
specific network resources. NEM Policy provides specification related to policies for 
governing the NEM’s behaviour. NEM Action diagram specifies the possible NEM 
actions (linked to management actions). Finally, NEM Information specifies the 
information items managed by NEMs and their relation to specification of 
management information. 

4.1 Extensions to SID 

In the SID root diagram (Fig. 3) the RootEntity class defines the attributes common to 
define/select SID entities related to service, resources and policies. The commonName 
attribute enables SID users to refer to a specific object using terminology as defined 
by application-specific needs. The description attribute (optional) enables SID users 
to customize the description of a SID object. The objectID attribute provides a unique 
identity to each entity. The abstract class Entity extends the RootEntity class and 
represents those entities playing a business function  . 

An abstract class NEM extends the class Entity (Fig. 3). NEM captures 
functionality related to management of network resources and services which is part 
of the Operator’s mission. This is captured by the “manages” association showing the 
link to the set of Managed Entity (i.e. a resource or a service) managed by a given 
NEM. The NEMpolicy defines the policies applicable to a given NEM and extends the 
SID policy class, whilst the NEMStates capture the state of a NEM (section 5.2). 

Following the SID specification pattern, NEMSpecification and NEMPolicy 
Specification classes have been defined for the NEM and NEMPolicy classes 
respectively. The specification classes describe the invariant part/information of the 
entity, which enables the construction of an entity.  
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Fig. 3. NEM linked to TMF-SID root diagram 
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Fig. 4. NEM Structure 

4.2 NEM Structure 

Fig. 4 represents the structure of NEM which is specified by attributes grouped in a 
NEMSpecification which is identifiedBy the NEMSpecID allowing a unique 
identification of the “NEM class” in the catalogue. The NEMSpecID regroups three 
(3) attributes, namely, name, provider and version. A NEM exposes a management 
interface enabling UMF control over NEM.  

A NEM can be either NEMAtomic or NEMComposite. An atomic NEM has 
centralized software running on a single machine, while a composite NEM has 
distributed software running on multiple machines. This is slightly different from the 
SID pattern as the NEMComposite is not composed of multiple NEMs but of multiple 
NEMComponents, and a NEMAtomic is composed of a single NEMComponent which 
may expose a KnowledgeExchangeInterface. The NEMMainComponent handles the 
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NEM control tasks manages the relation with UMF core for ensuring that the NEM 
instance is behaving accordingly to UMF instructions.  

4.3 NEM Policy 

Quite extended argumentation exists on the importance of Policies in autonomic 
management of networks [11]. UMF framework provides a Human-to-Network 
interface enabling Operator to fuse own business goals which will be translated to 
business, service and NEM policies [12] following the Policy Continuum [3]. NEM-
level policies are targeting NEM management.  

 class ###NEMPolicy

NEMPolicySpecification

RegimePolicySpec

+ default:  String
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+ unitOfMeasure:  string
+ validFor:  String
+ valueFrom:  String
+ valueTo:  String

GenericNEMpolicySpec

SpecificNEMpolicySpec

NEMpolicy

ReportingPolicySpec

ActionConstrainingPolicySpec

InformationExchangePolicySpec

NEM

+ loopImpact:  Map<UMFInformationSpecification, List<NEMImpact>>
+ managedResource:  List<URI>
+ regime:  Regime
+ state:  NEMStates
+ url:  URL

NEMSpecification

+ atomicLoop:  Boolean
+ id:  NEMSpecID
+ isComposite:  Boolean
+ manageableEntities:  List<ManagedEntitySpecification>
+ possibleHost:  List<OS>
+ releaseDate:  Date

ManagementAction

NEMAction

+ actionValue
+ executionStatus:  String/Enum
+ executionTime:  Date
+ method:  ManagementMethodEntity

UMFInformation

+ content:  ManagementInfo
+ isAggregated:  boolean
+ isAggregationNeeded:  boolean
+ monitoringFrequency:  int
+ typeOfMonitoringInformation:  String

appl ies

1

speci fiedBy

1..*

1..*

executes

1..*

uses/provides

1..

advertises

1..*

1..*

isTriggeredBy

1..*

 

Fig. 5. NEM Policy 

Fig. 5 depicts the inheritance of different policy types within the NEMs scope 
following the inheritance of SID PolicySpecification . Different policy types have 
been specified applicable to NEMs inheriting from NEMPolicy class. 
GenericNEMpolicySpec specifies the GenericNEMPolicy abstract class representing 
policy types applicable to any NEM; the format is defined by the UMF specification.  

RegimePolicySpec specifies the RegimePolicy communicated to NEMs by 
COORD for setting the frequency and the modalities at which the NEM autonomic 
loop is invoked (e.g. “run once every 10 min”, “run continuously”, “run now only 
once”, “run when such X condition is true”, etc.).  

ActionConstrainingPolicies (specified by the ActionConstrainingPolicySpec)  
are issued by COORD to constraint a NEM instance possible actions, aiming  
for example, at avoiding conflicts among NEM instances and can either disable 
specific NEM actions, or suspend the enforcement of the planned action to a 
validation by COORD or constrain the range in which a parameter can be  
set. InformationExchangePolicies (specified by InformationExchangePolicySpec)  
are issued by KNOW for organizing the information exchange, as for example,  



 Information Model for Managing Autonomic Functions in Future Networks 267 

when a NEM share information needed by another NEM; KNOW is to organize  
a subscription between these NEMs. ReportingPolicies are specific 
InformationExchangePolicies issued by GOV to set the rules of information reporting 
from the NEM to GOV. SpecificNEMPolicies (specified by SpecificNEMPolicySpec) 
are tailored to NEM behaviour and objectives. In traffic engineering, for example, 
such policy sets whether NEM targets energy saving or congestion avoidance.  

4.4 NEM Action 

NEM actions include management, configuration and optimization actions to be 
applied by a NEM instance to network resources or services, driven by respective 
policies, as presented in section 4.3. Fig. 6 depicts the inheritance of Actions: 
NEMActions are executed by NEMs onto ManagedEntities (i.e. resources or services).  
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Fig. 6. NEM Action 

Three levels of NEM actions specifications are depicted. ManagementAction 
Specification corresponds to the nature of the action, e.g. “switch on/off a router’s 
port” and is used to build catalogues of actions e.g. the list of the nature of all the 
actions performed by a given NEM, which corresponds to the Possible_Actions field 
of the NEM Manifest (section 5.1,Fig. 8). A NEM-agnostic catalogue should be also 
used to complete an ontology describing the relations among the network elements. 
This ontology could describe, for example, that “switching on/off a port” is changing 
“link capacity” if “port” is “composing” the “link”.  

NEMActionSpecification designates the action, e.g. “Switch on/off the port 12 of 
router 1.1.1.1” and is used to build catalogues such as the indexation in COORD of 
NEMs actions for conflict identification. NEMActionSpecification extends the 
ManagementActionSpecification with the context attribute (in the above example the 
designation of the port 12 of the router 1.1.1.1) taken from DEN-ng [10]. 

NEMAction represents the action actually performed by the NEM and contains  
the actionValue, which in the above example can be either “On” or “Off”. The 



268 M. Stamatelatos et al. 

NEMActionSpecification describes (with its controlStatus attribute) the allowed 
control of the action, while the ManagementActionSpecification describes (with its 
controlFlexibility attribute) the allowed control of this kind of action (this property 
only depends on the flexibility offered by the NEM designer at implementation time).  

4.5 NEM Information 

Fig. 7 depicts the inheritance of NEM Information. UMFInformation objects are 
exchanged among UMF blocks as well as between UMF blocks and NEMs. Fig. 
7depicts three levels regarding information. 

ManagementInfoSpecification correspond to the nature of the information, e.g. 
“link load” and is used to build information catalogues. Such class can capture the 
information types acquired by a given NEM class which can be “optional” or 
“mandatory” (as reflected by the Acquired_Inputs, Optional_External_Input and 
Mandatory_External_Input of the NEM Manifest, Fig. 8 in section 5.1) as well as the 
NEM outputs (captured by the Available_Outputs within the Manifest). The 
mentioned ontology could describe that “link load” is related to “link capacity” which 
is the “sum” of “ports capacity” “composing” the “link” whilst it would be further 
used to assist COORD identifying conflicts among NEMs.  

 class NEMInformation

UMFInformation

+ content:  ManagementInfo
+ isAggregated:  boolean
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Fig. 7. NEM Information 

UMFInformationSpecification designates the information, e.g. “The link load 
between router 1.1.1.1 and router 2.2.2.2” for building catalogues, e.g. the indexation 
in KNOW of all NEMs’ available outputs for the identifying knowledge source  
when organizing knowledge exchange with other UMF entities, and the  
indexation in COORD of NEMs’ inputs for identifying NEM conflicts. 
UMFInformationSpecification extends the ManagementInfoSpecification with the 
context attribute (in the above example the designation of the link: router 1.1.1.1 to 
2.2.2.2), taken from DEN-ng extensions.  

UMFInformation represents the information actually exchanged through  
a Knowledge Exchange. To this aim, KNOW takes in charge its organization, which 
will be materialized by an InformationExchangePolicy (Fig. 5). UMFInformation 
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inherits from ManagementInformation (from SID) specified by an UMFInformation 
Specification and enriched with a context (in order to know that the “load” which is 
“70%” is actually referring to the “link” between “router 1.1.1.1” and “router 
2.2.2.2”.). The actual value is of any sub-class of ManagementInformation (in SID). 
The ManagementInformationSpecification and the contentType which sub-class 
ManagementInfo will be used to describe the value of the UMFInformation.  

5 Information Model in Action 

In the following paragraphs a case for the utilisation of the UMF Information Model 
is presented. Initially, the derivation of object level information is provided; in turn, 
the usage of those objects in the NEM lifecycle is described. 

NEMSpecID

+ name: String
+ provider: String
+ version: int

NEMSpecification

+ atomicLoop: Boolean
+ id: NEMSpecID
+ isComposite: Boolean
+ manageableEntities: List<ManagedEntitySpecification>
+ possibleHost: List<OS>
+ releaseDate: Date

ManagementInterface

ManagementInfoSpecification

+ contentType: Class
+ descriptor: String
+ genericImpacts: List<Impact>
+ imformationUsage: InformationUsage
+ type: InfoType

ManagementActionSpecification

+ contentType: Class
+ controlFlexibility: Enum
+ descriptor: String
+ genericImpact: Impact

SpecificNEMPolicySpec

NEM Mandate

GOV@

COORD@

KNOW@

Managed Entities

Configuration Options

NEM Instance Description

Class ID

Instance ID

Management@

Acquired Inputs

Optional External Inputs

Mandatory External Inputs

Available Outputs

Possible Actions

NEM Manifest

ID

oName 

oProvider ID

oVersion

Release Date

Features

User Guide URL

Technology

Network Segment

Possible Hosts

Manageable Entities

Functionality Family

Is Composite

Is Atomic Loop

Acquired Inputs

Optional External Inputs

Mandatory External Inputs

Available Outputs

Possible Actions

Configuration Options

Specific NEM Policy Spec

oName

oDescription

oEvent

oConditions

Condition Variable

Operator

Default Value
 

Fig. 8. Derivation of NEM Manifest, NEM Mandate and NEM Instance Description 

5.1 Derivation of Object-Level Entities 

A NEM class is described by a machine-readable Manifest, providing object-level 
information (e.g. managed network elements, NEM class identification, etc.) for the 
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Operator to deploy the NEM in its infrastructure. A NEM Mandate is issued by GOV 
to a NEM instance as a set of instructions identifying the NEM instance settings and 
the network elements, resources, and services assigned to this NEM instance. NEM 
Mandate provides the needed information for exchanges with all UMF blocks. A 
NEM Instance Description is issued by the NEM during its registration to the UMF 
system and details information monitored and actions taken by the NEM instance. 
Fig. 8 presents the derivation of the NEM Manifest, the NEM Mandate and the NEM 
Instance Description from the UMF Information Model. 

5.2 Information Model in NEM Lifecycle 

This section presents the NEM lifecycle and the interactions between a NEM and the 
UMF using the derived objects (i.e. Manifest, Mandate, and Instance Description). 
The NEM lifecycle can be traced as illustrated in Fig. 9. 

 

Fig. 9. NEM Lifecycle 

The Operator deploys the NEM at the network according to the NEM Manifest, 
setting the NEM to the Instantiating state. Once the NEM instance has been created, it 
reaches the Void Instantiated state, and it is ready for receiving a NEM Mandate from 
GOV. The Mandate determines the network resources that will be managed by this 
instance and its configuration options, and its delivery completes the deployment of 
the NEM instance (which passes to the Deploying state). The NEM then proceeds to  
the Registering state by providing the NEM Instance Description to the UMF core 
blocks; NEM reaches then the Ready state and, providing no conflicts have been 
identified by COORD, will move to the Operational state following a Setup command 
from GOV . In this state the NEM instance is operational and works under the control 
of COORD block. The Updating trans-state is reached every time an updated NEM 
Mandate is received from GOV, which forces the NEM instance to get back to 
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Deploying. On reception of a revokeNEM message from GOV, the NEM instance 
reaches the Void Instantiated through the Un-registering and Un-Deploying states 
whilst on reception of a Delete message from GOV the NEM instance will disappear 
from the UMF system.  

6 Conclusions 

Autonomic mechanisms are cornerstones of the next generation of Telco’s 
management approaches. However, to reach large deployment and efficient 
management of those mechanisms, Operators need specific key enablers. UMF 
Information Model for autonomic functions abstracts and represents what Operators 
need to know in order to deploy, configure and activate efficiently autonomic 
mechanisms.  

In UniverSelf project we consider autonomic mechanisms as managed entities and 
define the main data and information that enable Operators govern, coordinate and 
develop knowledge about them. Deploying autonomic mechanisms without 
Information Model will lead to “vendor-specific” and proprietary implementations 
which will increase the integration issues and prevent adoption. Operators are 
investing in information model set up in TMForum or in 3GPP, as well as the 
harmonization between both efforts. It is mandatory that the data exchange, interfaces 
of Autonomic mechanisms follow these standards bodies. In this paper we selected 
the Information Framework (SID) in order to be compliant to Operators choices and 
to reduce integration costs and we proposed a set of classes and concepts towards 
defining the needed concepts for the management of autonomic functions. 

The proposed models have been developed following SID patterns; this means that 
related semantics can be incorporated in the models in an automated way. This way, 
as reported in [15] a set of benefits can be gained, regarding implementation 
challenges as tools can work with the patterns through the transformation, ultimately 
pulling implementation code from a library written by experts and inserting it into the 
final application and/or system. 
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Abstract. Massively distributed clouds (MDC) have a huge potential
in serving novel applications and services in many situations. Mainly,
they are able to provide communication without the use of an infras-
tructure and to guarantee full data and user anonymity. However, their
implementation is not trivial and requires innovation in many different
fields, such as opportunistic communications, big data management and
security. In this paper, we present our first design of a MDC supporting
architecture, called DICE: Distributed Infrastructureless Cloud sErvices.
We present our main application scenario and focus on implementation
challenges and early results.

1 Introduction

Recently, the idea of massively distributed clouds (MDC) has emerged, where
services are provided in a completely distributed and infrastructureless manner.
Many applications, e.g. environmental monitoring, participatory sensing, or so-
cial networking, can be much better served by a such a paradigm, where users
do not need to use or pay for an infrastructure. Instead, they can leverage the
direct communication between devices in their proximity to exchange localized
data.

The main novel properties of MDC are a decentralised architecture with infras-
tructureless communications and data anonymity, which would indeed change
the existing understanding of cloud services and their markets. Its realisation re-
lies on innovation in opportunistic and heterogeneous communications, security
and privacy, big data management, and energy management. These make the
implementation of an MDC a challenging task. Furthermore, real users and their
behaviour need to be incorporated very really in the implementation process, as
they cannot be simulated satisfactorily.

On the other side, implementation of MDCs has been hindered also by prej-
udices in the area of wireless communications, where the prevailing opinion is
that only a stable and highly available infrastructure can guarantee a particu-
lar level of service. However, even the best infrastructure cannot guarantee the
timely and local availability of data itself, such as touristic information or envi-
ronmental properties. Such data is mostly gathered by end users and needs to be
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inserted by them into the data cloud to be useful. However, current practice does
not allow to do this in a cost-free and user-friendly manner, thus data quality
suffers. On the other hand, opportunistic communications require people and
devices to cooperatively exchange data and to be geographically close to each
other. This is typically seen as a limitation, as it possibly delays the propagation
of data. However, our own preliminary study on the impact of device density on
data propagation in a purely opportunistic environment [2] has shown that even
low country-wise population densities can support fast data propagation.

Motivated by these early results and by the high interest shown in the com-
munity 1,2 we have decided to proceed with a prototype implementation of an
architecture, able to support MDCs, called DICE (Distributed Infrastructure-
less Cloud sErvices). In the rest of this paper, we first present and discuss some
related efforts in Section 2, before presenting our main application scenario in
Section 3. Section 4 gives an overview of the DICE architecture, which is un-
der active development. Then we discuss possible usage and business models for
our envisioned services in Section 5. Finally, we summarise our next steps and
conclude the paper in Section 6.

2 Motivation and Related Efforts

The motivation of our work is many-fold. It is mainly based on the general user
dissatisfaction with existing cloud and mobile services, their usability, functional-
ity and privacy preservation. There are three main arguments, which we discuss
here: service accessibility, service usability and user privacy.

2.1 Service Accessibility

Currently cloud services are in theory accessible by anyone at zero cost. However,
reality looks differently. A clear requirement to use any of these services is to have
Internet connection. However, Internet penetration rates worldwide were still
only 34.3% in 20123. Even in the most “connected” continent, North America,
the penetration rate was 78.6% – thus, at the best case, only two third of the
population has access to these services. In the worst case, in Africa, only 15.6%
can leverage them.

We can already see some interesting approaches of providing Internet connec-
tion to remote areas, such as Google’s Loon Project4. The main idea is to launch
Internet Balloons over rural areas, which connect to satellites to provide Internet
connection. However, such projects are not cost-efficient and do not scale well.

Another challenge are the services themselves. Metropolitan areas tend to have
more and more sophisticated services for their citizens than rural areas. Low-
population regions are simply not attractive from the business point of view.

1 http://www.smartsantander.eu
2 http://citi-sense.nilu.no
3 Source: www.internetworldstats.com/stats.htm
4 http://www.google.com/loon/

http://www.smartsantander.eu
http://citi-sense.nilu.no
www.internetworldstats.com/stats.htm
http://www.google.com/loon/
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Thus, the gap between urban and rural areas becomes even larger, sharpening
also other problems such as health, employment, etc.

Moreover, provision of cloud services seems to be restricted mostly to large
industrial players. Independent developers, startup companies, charity organisa-
tions and academia have little chances to provide services because of their high
support costs. Standard support for cloud services, such as identification and
security applications, data management, etc, are costly. This problem has been
already partially addressed by the OpenStack initiative5, which provides such
services to developers free of charge. While this is an important step, the service
and infrastructural support remain a stumbling block.

2.2 Service Usability

Existing cloud and mobile applications and services typically concentrate on one
particular application scenario, such as place rating, message exchange, data
storage, etc. Some of the most prominent examples are listed and compared
in Table 1, such as Facebook, Twitter, Foursquare, Dropbox, etc. A very sim-
ple example is provided by state-of-the-art everyday communications and the
“share” buttons, e.g. to share something on Facebook, Twitter or Wordpress.
There, sharing a particular piece of information is simple and at the same time
complex: it is simple to push the button, but then you need to decide which of
all available services to use, maybe you need to authenticate yourself again, to
write a small comment, etc. This broad spectrum of various social networks is

Table 1. Comparison between existing web and cloud services and the envisioned
Massively Distributed Heterogeneous Clouds.

Service/ Network Architecture Communication Anonymity Geographic Usage

Application Connectivity /Privacy Relevance

Infra-
structure

No
Infr.

Centr. Distr. Single
User

Mult.
Users

Any
User

Global Local Passive Active

Social networks
(Twitter, Face-
book)

X X (X) X (X) none X (X) X

News Feed (RSS) X X X hidden from
other users

X X

Streaming
(Youtube)

X X (X) X hidden from
other users

X X

Community-
based webpages
(Tripadvisor,
Foursquare)

X X X partial X X X

Event or Tourist
Information
(LongLake Festi-
val Lugano)

X X X hidden from
other users

X X

Participatory
Sensing
(Bikenet)

X X X hidden from
other users

X X

Cloud Storage
(Dropbox)

X X X X none X X

Cloud Services
(Googledocs)

X X X X none X X

MDC (DICE) X X X anonymous X X X X

5 http://www.openstack.org

http://www.openstack.org
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a very good example of the rather bad usability of current mobile services and
their high complexity.

Another example is the broad spectrum of locally available services and appli-
cations. Nowadays, every festival and every event in any city provides its users
with its own mobile application. However, before such an app becomes useful, it
needs to be found and installed. Many disappoint with bad user interface, with
missing language settings or with outdated or missing information. In every city,
there is currently a myriad of these services and applications and it is impossible
even for locals to find and use them all. For tourists, who would profit most
from such services, they are impossible to find. Namely, they face also the lan-
guage and cost challenges: information about services is mostly defined in the
local language and the cost for searching for them online is very high because of
roaming charges.

2.3 User Privacy

Another challenge is user privacy in these services. Here, we differentiate between
passive and active usage of services. If an application or service has a purely
informative characteristic, like an event or tourist service, the user is passive, as
she never inserts any information. However, even if the user is only asked to rank
or review a particular item, like a hotel or a restaurant, she becomes an active
user. In the first case, user privacy or anonymity does not play a significant role.
However, also here the complete privacy of the user is violated, as it is known
that she uses a particular application. In the second case, user privacy has a
significant role, as she gives away personal data.

In our Table 1, none of the presented services or application offer complete
data or user privacy. In all cases, the privacy is supported by state-of-the-art
authentication and encoding mechanisms, but these do not guarantee that the
data cannot be viewed by a third party, legally or illegally.

The only solution to this problem is to offer complete anonymity to the users.
This is different from post-anonymization of their data for presentation purposes,
as it requires that their personal data or any description of the data (e.g. location
and time of acquisition) is never stored nor propagated through the network.. To
the best of our knowledge, this service is not offered by any current service or
application. This can be seen also in Table 1, where we also compare existing
services and applications to our novel MDC approach.

3 Application Scenario

There exist already many different applications and systems targeted to environ-
mental monitoring. However, they tend to concentrate on one particular issue
or topic: e.g. on air pollution, on restaurant rating, etc. We refer to all these
applications as environmental awareness applications. These applications refer
to any kind of simple or complex data, related to our environment. However, in
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our scenario, we do not limit in any way the kind of data users can gather or
exchange. Instead, users are completely free to gather any data:

– Environmental properties, such as noise levels, humidity, temperature, air
pollution, or crowdness.

– Envirornmental ratings, such as a dark street you should avoid, a romantic
place for a picnic, or a great street with many restaurants.

– Problems, such as broken street lamps, or trash in the park.

By using such an application, the users will create and leverage a generally
better awareness about their environment. They insert this information into the
“cloud” and can retrieve it from there. Depending on their needs or interests,
they will be able to view instantaneously important information.

3.1 Requirements Analysis

This application scenario exhibits some important requirements in order to be
truly useful and safe at the same time:

1. Data heterogeneity: The cloud must be able to handle any kind of data,
without any restrictions in size or type.

2. Data anonymity: In order to guarantee safe exchange of data and thus
true user security, the data must be completely anonymous.

3. Scalability: The cloud must be able to handle very big data.
4. Low support and usage cost: To facilitate usefulness, the cloud service

must be free of charge for users and very low cost to providers and supporters.

Especially points 2 and 4 are new to cloud services and generally to mo-
bile applications. While current solutions attempt to guarantee user safety with
complex and expensive encryption and identification algorithms, we turn to a
new perspective: anonymous data. State of the art security mechanisms have
one trivial, but crucial disadvantage: they rely on storing user data somewhere.
Thus, at least in theory, the possibility to access this data is always present, be it
by mistake or on purpose. This problem is often described also as the “friendly,
but curious cloud”.

With our requirements of data anonymity, the application will become much
more lightweight and will in fact guarantee user safety. Provided that data is
never associated with any user, it is impossible to break the privacy of the users,
on purpose or mistake.

Another requirement worth discussing is the last one, low support and us-
age cost. This is typically not or only weakly considered in research-oriented
applications. Furthermore, it is usually assumed, that cloud and generally mo-
bile applications are low-cost by default. This is not necessarily true, as practice
shows. For example, while an application like FourSquare is free of charge, its
usage is very expensive in roaming areas. On the other side, such environmental
awareness applications are most useful for people out of their comfort zone, i.e.
outside their country of residence. Consequently, the usefulness of our applica-
tion is only provided when usage and support cost are always close to zero.
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3.2 MDC Paradigm

The requirements analysis above clearly shows that this application scenario is
perfectly suited for the Massively Distributed Cloud (MDC) paradigm, described
in [1] and previous sections. MDC not only fulfils all requirements of our appli-
cation scenario, but also exceeds them. Mainly and most importantly, it fully
supports at the maximum possible level the following three:

– Full data and user anonymity
– Complete infrastructural independence
– Zero usage cost

MDC is completely distributed and each device runs its own instantiation of
the MDC platform. The so called ”cloud nodes” can be any communication-
enabled devices: smartphones, sensor nodes, but also more powerful nodes such
as laptops or tablets. Depending on their location and available resources, we
differentiate between mobile against static and fully functional against low
capability cloud nodes. While end users typically carry their devices with them
(fully functional mobile nodes), special points of interest can be equipped with
fully functional, but static cloud nodes. There is no functional difference between
these mobile and static nodes. The difference arises rather from their availability
at a particular location, thus providing service guarantee. For example, the city
counsel office or the train station might decide to fix a MDC-enabled device to
make sure that data is always available at a particular location.

Low capability devices are crucial to MDC and its properties. Current Wire-
less Sensor Network (WSN) installations are under-utilized, running typically a
single, simple data gathering application. While a single node has severely re-
stricted resources, a sensor network can have more significant freely available
distributed resources. Thus, individual resource-restricted nodes can act as nor-
mal MDC nodes, but can also organize into groups and coordinate to manage
the available data together. These sensor networks are typically static, but there
are also some mobile examples (e.g. sensors installed on buses or trains).

In the next section we will discuss our architectural design called Distributed
Infrastructureless Cloud sErvices (DICE) to support such an environmental
awareness application, using the MDC approach.

4 DICE Architecture

Figure 1 offers a high level overview of the envisioned DICE architecture. This
highlights our first implementation attempt to realise the MDC paradigm. The
DICE architecture differentiates between the main cloud platform with its pro-
vided services and applications running on top. In contrast to typical middleware
solutions, the main DICE platform can also be run stand-alone and provides the
user with a simple interface to select sensor sources and to share them. Thus,
users may decide to contribute without leveraging the results themselves. This
includes especially sensor nodes, where the sensor nodes themselves are not in-
terested in the data, but provide data and resources to the rest of the cloud.
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DICE applications run on top of the platform and provide means of processing
various sensor data and representing them in a meaningful way to the user. For
example, air pollution data can be represented as a map and combined with
pedestrian navigation systems. However, also high-level data can be handled,
such as problems in the city, where the problem and the required intervention
are represented on a map or on a list.
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Fig. 1. General DICE Architecture

The main DICE services include data acquisition and management, oppor-
tunistic heterogeneous communications, security and resource management. The
latter, complemented with a controller and scheduler, builds the central DICE
component. It provides resource access to all other services and is crucial to
resource-restricted devices such as smartphone or sensor nodes.

4.1 Scheduler and Resource Management

Even with modern smartphones, resource management is an important and cru-
cial task. DICE requires massive data exchange and sensor data acquisition.
Thus, a scheduler is used to allow access to different resources and components
of the system, such as communication, data storage, sensor data access, etc. The
scheduler is combined with a smart resource manager, which learns the behavior
of the device (either its user or the applications running on it) to optimally use
its free resources.

Therefore, the scheduler monitors and manages the available resources in a
very flexible way. It requires a sophisticated interface to all other DICE services,
such as communication or data management, and gives them access to resources
or hinders them from using resources. An example is newly available data at a
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cloud node: the data management service must signal this to the scheduler, who
will evaluate the available resources and either allow or disallow the data manage-
ment to communicate the new data to the cloud neighbors. The functionalities
of the scheduler are implemented with state of the art scheduling techniques,
complemented with machine-learning techniques for monitoring and prediction
of available resources at individual cloud nodes. Figure 2 shows the interaction
of the scheduler with other components and services in a fully functional cloud
node.
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applications

Resource Prediction Scheduler

DICE Controller/Scheduler
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New data
Request data
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Trash data
Store data
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Allow resource usage
Schedule resource usage
Cancel resource usage

Fig. 2. Overview of the DICE Scheduler/Controller

4.2 Data Acquisition and Management

The data management service of DICE is envisioned to be a highly flexible
and smart component, able to identify new data, to aggregate it with existing
data, and to identify old or irrelevant data. The main implementation specific
requirements are:

– Opportunistic data exchange and management: DICE requires data to be
stored throughout the network, and accessible at different points in oppor-
tunistic and distributed manner.

– Guarantee the anonymity of data by merging it with existing data and thus
loosing any hints to the original source.

– Manage the available resources and compress the available data: For exam-
ple, while fully functional nodes like smartphones can probably hold a large
amount of data, low capability nodes cannot and probably need to organize
into clusters to enable meaningful data storage.

– Prepare the data for presentation to the user, e.g. in form of maps or lists
of latest data.
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In order to fulfill the above requirements in Data Acquisition and Man-
agement in DICE, we consider the following approaches.

– Use of geo-spatial data stamps and hash-codes: These techniques are used in
order to avoid data duplicates while preserving the full anonymity of data.
Thus, traditional meta-data, such as creator address, is not necessary to
recognise duplicate data.

– Use of smart clustering algorithms: moving the data to the right place where
it should be accessed, replicating the data so that it is not lost in case
of failure, etc. Furthermore, local organization and role assignment will be
considered in order to cope with the resource restrictions on low capability
nodes. For example, a single node can take over the role of an access node for
several of its neighbors. The same node can also serve as a communication
gateway to smartphone and other low capability cloud nodes.

– Novel data distribution and aggregation techniques: Some cloud nodes act
as on-the-fly aggregation points (very different from standard aggregation).
Therefore, we consider decentralized aggregation protocols to establish com-
munication to these nodes, to continuously update that data, and to decide
when to offload data. The gossip-based approaches that have been success-
fully applied to peer-to-peer systems [3] are adapted to work in opportunistic
and distributed manner [4].

4.3 Heterogeneous Opportunistic Communications

Our objective is to develop a radically different communication paradigm than
existing networking approaches have: dedicated endpoints (source/sink) do not
exist, data is not forwarded, but aggregated and an omnipresent distributed
knowledge base is created. This consists of mainly 2 components of (1) the
neighbourhood management and (2) the selective transmission of information to
neighbours (e.g., it has to be decided, which information is to be sent at which
time to which neighbors). For the neighborhood management the following
requirements are being considered:

– The communication technology is heterogeneous: e.g. WiFi Direct, Bluetooth
and NFC for smartphones and IEEE 802.15.4 and Bluetooth for WSNs.

– Most devices are battery powered, therefore energy efficiency is an important
requirement.

– Support of cecurity, privacy and anonymity schemes of the higher layers.

The second component of selective transmission of information is de-
signed based on some ideas on caching and forwarding strategies from Informa-
tion Centric Networking (ICN) [5] based architectures. Once the neighbors are
discovered, one-hop data communications between neighbors are initiated. We
focus on the content that parties need to exchange instead of the hosts on which
the content resides. The content itself is named and this is ideally suited for the
DICE neighborhood as the participants’ focus in this environment is simply the
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Fig. 3. First Prototype of Heterogeneous Opportunistic Communication Module using
WiFi Direct and Bluetooth

information itself. The information is disseminated in a distributed environment
to support the selection of suitable neighbors based on the amount or quality of
available data in the nodes (instead of the distance to the sink) [6].

Figure 3(a) and 3(b) show our first prototype implementation of Hetero-
geneous Opportunistic Communication module on the Android platform.
The WiFi Direct and Bluetooth communication technologies are used in the
initial implementation. We use extremely simple forwarding protocol. When a
device wants to send a message, or receives a message it hasn’t seen before, it
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will simply forward the message to all of its peers who have also installed the
DICE service. The WiFi Direct operates in infrastructure mode, which affords
it a number of advantages over ad-hoc mode.

As shown in Figure 3(a), the Android WifiP2pManager class provides a
number of relatively simple functions for identifying and connecting with peers.
Once a connection has been established,WifiP2pInfo object provides the neces-
sary information to open a socket with the group owner. Although WiFi Direct
requires Android API level 14, legacy devices can still connect to an existing
WiFi Direct network as if it were a regular access point. This may allow us to
extend the app to support older devices in the future. The BluetoothAdapter is
the primary object used in Android’s Bluetooth API. It represents the device’s
physical Bluetooth Adapter, and enables device discovery, changing bluetooth
visibility, and accepting connections. As shown in figure 3(b), upon the comple-
tion of Bluetooth discovery, Android provides us with a list of BluetoothDevices,
which allows us to open a BluetoothSocket to connect with a remote device.

The current implementation will be extended to support the following features
of Heterogeneous Opportunistic Communication of DICE.

– Develop a reliable neighbor discovery protocol: neighboring participants in a
DICE environment across heterogeneous network technologies (WiFi Direct,
Bluetooth, NFC) need to be identified, updates of the neighborhood need
to be detected with minimum signalling. Therefore different modes need to
be supported, e.g., push/pull. This means DICE nodes can announce their
presence as well as they can probe their environment to retrieve information.

– Develop a smart broadcasting scheme making use of the wireless broadcast
advantage for information distribution.

– Develop algorithms to predict the quality of a link to a neighbour in means of
link stability and link quality, but also in relation to the amount and quality
of available data.

– Develop methods (gateway concepts) to communicate between neighbors
with heterogeneous link layer technologies, e.g. connect sensor nodes with
IEEE 802.15.4 to smartphones with WiFi access.

– Develop an efficient data link-layer protocol: the signalling overhead needs
to be kept to a minimum to optimize performance and energy-efficiency, still
the reliability of the transmission between neighbors needs to be maintained.

– Develop schemes supporting the information security realized in the the
higher layers: e.g., encryption on link layer, link-layer protection against
modification

– Support anonymity of data already in link-layer: this needs to be considered
together with higher layers functions, but it needs to be ensured that link
layer protocols do not contradict higher layer anonymity of data.

– Develop a smart forwarding protocol: The features such as named based
information dissemination, caching at different points and transmitting of
the information, specially in a distributed environment should be considered.
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4.4 Data Security and Safety

The DICE collects and propagates data from several users. This data consists of
the primary data on the one hand, but also of derived data. The protection of this
information must be assured by trustful handling without being too restrictive,
as the usage of this (derived) information is the key to having handy and useful
applications. However, the innovative concept of anonymous, infrastructureless
data transfer and storage in DICE leads to new security threats:

– How to ensure no users are acting purely selfishly and only consuming data
from the DICE instead of also contributing and forwarding?

– How to prevent an application or any third party from manipulating the
data used by other applications in order to distort the data base? As there is
no global server the data that is sent by devices nearby cannot be validated
and must therefore be trusted.

– How to guarantee anonymity on the one hand and prevent abuse of the
system on the other hand?

Though we do not focus on implementing very sophisticated security features
for the first prototype, we will concentrate on lightweight (in term of memory and
CPU usage) protocols and energy efficient implementations. Particular attention
will be given to design interoperability between devices with very different capa-
bilities, thus the need to support negotiations between different cryptographic
and security parameters. Our first prototype implementation will be open to
possible trade-offs between degree of security and system efficiency.

5 Application Ecosystem

In the previous section we have presented the implementation design of our DICE
architecture. However, its usage and the possible business models behind it are
as important as its functionality or performance. In summary, DICE is and will
be implemented as an open-source community effort, so that everybody can take
advantage of it everywhere. Any other business model for the main supporting
architecture is unthinkable because of the targeted applications. However, DICE
provides only the platform, not the data and not the user-oriented applications.
At the same time, we assume that data emerges from usage: i.e. if you want to
use a DICE service, you need to also produce/sense data. Thus, the remaining
question is which kind of applications DICE is able to support and what are
their underlying business models. We differentiate between:

End-user simple applications. These applications are end-user oriented and vi-
sualise or generally consume directly the data provided by other users. For ex-
ample, a map representation of the noise levels around the current location of
a user or a list representation of the closest vegetarian restaurants. The shared
properties are simple visualization/representation in a map/list/table and simple
processing of the available data by summarising, averaging, etc.
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These applications are simple to implement. However, different users have
different tastes and preferences for how a particular piece of data should be
represented. For example, some people prefer generally using a map, some prefer
using a list. Additionally, while the processing of the data is trivial, there are
also billions of possibilities how to combine it. For example, Alice might want
to see all vegetarian or biological restaurants around but also all Jazz bars, but
Bob might be interested in all non-Asian grill restaurants.

Thus, the solution is to provide the users directly with the possibility to “im-
plement” their data consumption applications in a building-block style. There,
several visualisation options are provided together with a free selection of data
filters. Not only that the user will be able to customise their own applications,
they will also be able to exchange the applications themselves through the DICE
platform. This will further motivate end users to participate in the process and
increase the attractiveness of the platform, keeping it at zero costs for the users.
The building-block style application programming will be part of the open-source
community effort, to make sure again that the service can reach all citizens.

Sophisticated or specialised applications. Some applications will require a more
sophisticated data mining processing behind the scenes than simple data pre-
sentation. For example, all reports arriving from citizens about their environ-
ment, such as broken street lamps, need to carefully recognised to make it more
comfortable to the end users. For example, a typical report would be “broken
street lamp!” or “flowers need some more water here!”. These reports will have a
geospatial timestamp to localise the problem, but no tags nor meta data. Thus,
the application running on the smartphone of the gardening brigade in the city
needs to filter all messages relevant to it, irrespective of the language or the
exact wording they use. This will require a sophisticated data mining approach.

However, also other usages are possible, such as using DICE as the main
traditional-style communication platform in case of emergencies of disasters. In
this case, a specialised application is needed to serve the needs of fire brigades,
police or volunteers. Thus, such applications become the task of professional
programmers and data mining experts, who can sell their products to local au-
thorities, industries or organisations, who need more complex data processing or
non-standard solutions.

Advertisements. Another possible usage of the DICE platform is to launch ad-
vertisements or other paid information to local users. For example, a small shop
in the city centre might decide to send a 20% coupon to all users around to draw
their attention and to come in. The payment option makes it possible to keep
the advertisement for a longer time near the shop or to give it priority when
propagated within the DICE platform.

The above examples show in how many different ways such a platform can be
used and how many novel business models can arise form it especially for small,
medium and startup businesses. Similarly to the app boom in all currently avail-
able app stores, DICE is able to generate a whole new ecosystem of applications
and services at extremely low cost for end users.
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6 Conclusion and Outlook

In this paper, we have discussed a feasible implementation design for a new
approach to cloud computing, called the Massively Distributed Cloud (MDC).
The DICE architecture is completely independent from communication infras-
tructures and instead uses direct communications between devices to exchange
relevant data. Services in this cloud are also distributed, where users are able
to define their very own requirements. The DICE architecture presented here is
under active development for the Android platform.

As future work, both simulative and theoretical analysis will be done to evalu-
ate DICE platform and its services. The objective is to do a requirement analysis
(in terms of requirements in communication and networking, resource manage-
ment, security, data management, etc) to investigate how the proposed architec-
ture can be adapted and scalable in different application scenarios. Further, our
implementation work should be extended for heterogenous platforms (Android,
IoS, WSN, etc) and devices (smart phones, tablets, sensors, etc). Last but not
least, we will launch a real user pilot study to evaluate the social attractiveness
of this novel paradigm and better meet user requirements and expectations.
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Kukliński, S�lawomir 228
Kuladinithi, Koojana 273
Kus, Mehmet 202

Li, Xi 202

Mahmoud, Ahmed 202
Mamatas, Lefteris 228
Marwat, Safdar Nawaz Khan 149
Maskey, Niwas 57
Médard, Muriel 1

Peloso, Pierre 259
Pentikousis, Kostas 69
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