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Preface

The current volume constitutes the revised proceedings of the Second International
Workshop on Citizen Sensor Networks (CitiSens 2013), which includes revised ver-
sions of the papers presented at the workshop. The aim of CitiSens is to promote and
stimulate the international collaboration and research exchange on novel smart cities
and sensor networks topics. This second edition of the workshop was co-located with
the ECCS 2013 conference in Barcelona (Catalonia, Spain).

The program of this year’s workshop consisted of the presentation of seven
accepted full papers (out of 16 submitted papers). The accepted papers deal with
topics such as trajectory mining, smart cities, multi-agents systems, networks simu-
lation, smart sensors, clustering, or data anonymization. Each paper was reviewed by
at least three reviewers.

We would like to acknowledge and thank all the support received from the Pro-
gram Committee members, external reviewers, and the Organizing Committee of
ECCS 2013. We would like to warmly thank Josep Domingo-Ferrer for his support
through the UNESCO Chair in Data Privacy.

Last, but definitely not least, we would like to thank all the authors who submitted
papers, all the attendees, and the keynote speakers, Dirk Helbing (ETH Zurich,
Switzerland) and Daniele Quercia (Yahoo! Labs), who accepted our invitation to give
two talks, entitled ‘‘Sensorship or Censorship - That’s the Question’’ and ‘‘Crowd-
sourcing for the Good of London,’’ respectively, for all the attendants of Citisens
2013.

December 2013 Jordi Nin
Daniel Villatoro
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Actions in Context: System for People
with Dementia

Àlex Pardo1(B), Albert Clapés1,2, Sergio Escalera1,2, and Oriol Pujol1,2

1 Dept. Matemàtica Aplicada i Anàlisi, UB, Gran Via 585, 08007 Barcelona, Spain
2 Centre de Visió per Computador, Campus UAB, Edifici O, 08193 Barcelona, Spain

alexpardo.5@gmail.com, aclapes@cvc.uab.cat, sergio@maia.ub.es,

oriol pujol@ub.edu

Abstract. In the next forty years, the number of people living with
dementia is expected to triple. In the last stages, people affected by this
disease become dependent. This hinders the autonomy of the patient and
has a huge social impact in time, money and effort. Given this scenario,
we propose an ubiquitous system capable of recognizing daily specific
actions. The system fuses and synchronizes data obtained from two com-
plementary modalities - ambient and egocentric. The ambient approach
consists in a fixed RGB-Depth camera for user and object recognition
and user-object interaction, whereas the egocentric point of view is given
by a personal area network (PAN) formed by a few wearable sensors
and a smartphone, used for gesture recognition. The system processes
multi-modal data in real-time, performing paralleled task recognition and
modality synchronization, showing high performance recognizing sub-
jects, objects, and interactions, showing its reliability to be applied in
real case scenarios.

Keywords: Multi-modal data Fusion · Computer vision ·Wearable sen-
sors · Gesture recognition · Dementia

1 Introduction

The number of people living with dementia increases every year. According to The
World Alzheimer Report, in 2010 there were 35.6 million dementia affected people
and this number is expected to increase to 65.7 million by 2030 and 115.4 million
by 2050. The most common type of dementia is Alzheimer’s disease. It mainly
affects elder people and the most common symptom of this disease is lack of aware-
ness. This hinders the autonomy of the patient because he could not remember
where he is, what he had already done, or what he has to do. As a result, he requires
constant attention. Intelligent systems help patients to reduce their dependence
on carers and improve their quality of life in the early stages of the disease. In this
paper, we present an ubiquitous system to assist people with dementia. Our frame-
work can be split into two main modalities, an “ambient” one based on multi-
modal visual data for user, object, and user-object relationship recognition, and
an “egocentric” one based on wearable sensors to model user gestures.

J. Nin and D. Villatoro (Eds.): CitiSens 2013, LNAI 8313, pp. 3–14, 2014.
DOI: 10.1007/978-3-319-04178-0 1, c∈ Springer International Publishing Switzerland 2014
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From an ambient perspective, different visual-based sensors are placed in
the environment and computer vision and pattern recognition techniques are
applied. In this field, different ubiquitous systems have been recently proposed
in order to assist people with dementia, most of them focused on the detection of
falls and risky events. In [2], the authors present a privacy preserving automatic
fall detection method. The system is able to recognize five different scenarios
(standing, fall from standing, fall from chair, sit on chair, and sit on floor) based
on the 3D depth information provided by a 3D camera. Whereas the former sys-
tem uses quite simple features, more refined approaches to the fall detection have
been proposed. In [3], the authors use fuzzy clustering techniques to accurately
detect the activity (sitting, being upright, or being on the floor) performed by an
elder. In [1], a system for passive fall risk assessment in home environments using
Microsoft R∈ KinectTM(RGB-Depth camera) is presented. The risk is evaluated
obtaining measurements of temporal and spatial gait parameters. Most of these
works are based on background subtraction and people tracking techniques [8].
And, with the increasing adoption of depth sensor data, novel multi-modal RGB
and depth object descriptors are being proposed [5,6].

From an egocentric perspective, previous works on wearable sensors and
health-care are based on activity recognition for promoting active lifestyles and
prevent related diseases [9,10]. The authors of [12] propose a Smart Reminder of
intended activities for people with dementia. In this case, Dynamic Time Warp-
ing (DTW) [13] algorithm is applied to perform activity recognitions. DTW is
also applied in [14] in order to perform context recognition by means of data
acquired from wearable sensors.

Finally, few works have been recently presented combining the power of ambi-
ent and egocentric paradigms within the same framework. In [16] a single wear-
able sensor and a blob-based vision system is used in order to identify daily activ-
ities, such as walking, sitting, standing, laying down. The work shows improved
recognition results when both modalities are jointly considered. In [17], bicycle
maintenance activities are recognized using an ultrasonic hand tracking system
and motion sensors placed on the arms. In [18], the authors use a camera worn
by the user and an inertial sensor fused data to estimate the pose and create
mixed reality scenes. Nevertheless, most of previous works use high complexity
algorithms to fuse the data, such as Neural Networks, Hidden Markov Models
[19], Gaussian Mixture Model Bayes classifiers [16] and Extended Kalman Fil-
ter in [18]. In those cases, the complexity of the algorithms make the reliable
and non-invasive implantation of a real-time home-care ubiquitous system for
assistance for the elder and people with dementia difficult.

In this paper, we propose a multi-modal fusion pipeline for real-time user
detection, object detection, object identification, and user-object relationship
recognition using computer vision by analyzing data from a RGB-Depth cam-
era (Microsoft R∈ KinectTM) combined with gesture recognition by means of
processing streaming data from a 9-degrees-of-freedom wearable IMUS sensors
(Shimmer R∈) which measure acceleration, angular speed and magnetic field
strength and direction. In order to recognize the subject environment (context),
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the computer vision part models a RGB-D environment learning a Gaussian dis-
tribution for each pixel from a set of initial frames. Then, in each new frame, the
foreground is segmented according to the confidence with respect to the learnt
environment. From the depth image, subjects are also detected and tracked
using robust depth features and a Random Forest classifier. The previously seg-
mented foreground regions, not classified as subjects are considered to be objects.
These object regions are described, matched, and recognized using 3D descrip-
tors of normal vectors distributions (FPFH). In the Personal Area Network sce-
nario (PAN), actions are recognized by means of a parallel proposed version of
Dynamic Time Warping over the spatio-temporal measurements given by the
wearable sensors. Thus, given an interaction between a patient and an object,
we can determine which action is done by fusing both modalities. The proposed
system is simple yet efficient, runs in real-time and has a high performance
rates. The presented ubiquitous system is successfully evaluated on real multi-
modal data simulating real use-case scenario for people with dementia taking a
medication.

The rest of the paper is structured as follows: Sect. 2 explains the proposed
system. Section 3 describes the data, scenarios, settings and validation measure-
ments and the results. Finally, conclusions are given in Sect. 4.

2 System

In this section, we present our multi-modal activity recognition system for people
with dementia. Actions are meaningful with respect to the context where they
took place. Actions in Context means mixing ambient and egocentric features,
giving the system a two-sided reality, one from the perspective of the environment
and the other from the point of view of the user.

Figure 1 shows the architecture of the proposed system. In the egocentric
computing part, we have an IMUS Sensor connected with an smartphone using
a Bluetooth R∈ connection. This mobile device is used as a HUB and its function
is to label every sample with a time-stamp and stream it using IP to the server
which will process all the data in real-time. This part of the application is relative
to subject who is wearing the inertial sensors. The ambient part consists on a
RGB-D camera monitoring the scene. This device gives us information about
color and depth. Processing this information allows us to be able to perform
user and object detection and recognition. Both data streams are synchronized
by means of the NIST Internet Time Service. The different modules of our system
are described in detail next.

2.1 Egocentric Computing

This part of the system is centered on the gestures the user is performing with
his/her dominant arm (left part of block shown in Fig. 1). For this task, we
first compute a set of inertial features which are then used to perform gesture
recognition based on a parallel version of DTW.
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Fig. 1. Block diagram of the overall system.

Egocentric Features. Sensors used in the system have nine degrees of freedom
(accelerometer, gyroscope and magnetometer with 3-axis each one). Selected
features are raw inputs given from accelerometer and gyroscope and also their
acceleration and angular speed energies. Magnetometer data is disregarded since
we found it is not useful in gesture recognition.

Parallel Dynamic Time Warping. The problem of processing the informa-
tion in real-time is solved using a variant of Dynamic Programming. The system
has to process a large amount of input data (50 samples per second with 8 val-
ues and a time-stamp). In this sense, we use a parallel version of Dynamic Time
Warping (DTW) [15] in order to speed up the activity recognition process. DTW
algorithm provides a simple and fast way of aligning sequences. It computes the
minimum path reconstruction of the input given a pattern. It is simply paral-
lelized by taking each new sample as a possible beginning of a gesture. For each
sample there will be a new thread processing it. We propose to store only the
last two iterations and a reference to the beginning of the sample (i.e. the time-
stamp). Then, when a pattern is accepted, we have the ending sample (with its
time-stamp) and the reference we previously stored at the creation of the thread.
This effectively identifies the gesture duration. Squared weighted Euclidean dis-
tance between the two eight-dimensional vectors is used as a composed metric.
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The update rule is as follows,

M(i, j) = min(M(i − 1, j),M(i, j − 1),M(i − 1, j − 1)) + d(pi, sj),

d(pi, si) = (pi − si)T (ωT I)(pi − si),

where si is a sample vector, pi is a pattern vector, M is the dynamic program-
ming cost matrix, and I is the identity matrix. The weight vector ω is used to
balance the importance of the accelerometer energy and gyroscope energy and
to account for the different dynamic ranges of each feature. In order to speed up
the performance of the algorithm, all threads computing a partial result higher
than the acceptance threshold are finished at once.

2.2 Ambient Intelligence

The ambient module of the system is capable of detecting subjects that appear
in the scene as well as to detect and recognize new objects appearing in the
environment. This part is composed of 4 main submodules: environment model-
ing, user detection, object detection and recognition, and user-object interaction
analysis.

Environment Modeling. A background subtraction strategy is applied. This
allows to learn an adaptive model of the scene [6]. Given an initial set of multi-
modal frames, each one composed of a RGB image and a range image obtained
from the KinectTM device, a gaussian-distribution for each pixel is modeled.1

Once the background has been modeled at pixel level, the apparition/removal of
objects in the scene is detected whenever the pixels in a region show an absolute
difference bigger than their learnt confidence values, i.e. greater than δ standard
deviations.

User Detection. At each new frame, we perform user detection by segmen-
tation using Random Forest approach on depth data. For this task, each cloud
voxel captured from the scene is evaluated by a forest of trees trained on offsets
of depth features. As a result, we obtain a user pseudo-probability for each point
in the scene. From this, the user can be detected and an skeletal model as a
spatial configuration of body limbs defined [4].

Object Recognition. Let the segmented image contain 1 at positions detected
as foreground “objects” by the background subtraction ambient module. Each
connected component of the segmented image which has not been classified as
user is considered as a new object whenever its distance to the camera is smaller
than the one obtained for the modeled background. In that case we compute a
1 Note that due to the enrichment given by range data a single Gaussian model suf-

fices for modeling background. Very small improvements have been observed using
Gaussian Mixture Models in the studied environments.
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normalized description of that particular 3D object view using the Fast Point
Feature Histogram (FPFH) [7]. The FPFH is a point-wise 3D descriptor which
describes the relative orientation of each point surface normal vector with respect
to the average normal vector of the points in the k-neighborhood and encodes
the information in a one-dimensional histogram. Those relative orientations are,
basically, the roll, pitch, and yaw rotations discretized into 11 bins each one,
summing up to a 33-bin descriptor. When a new object is detected in the scene,
the descriptor for each point is computed to describe that particular object view.
This description is compared to the data set of object descriptions using k-NN
to classify the object.

2.3 Fusing Egocentric and Ambient Intelligence

Outputs from egocentric computing and ambient modules are synchronized in
order combine the user, object, and activity recognition performed by both
modalities. The synchronization is made using time-stamps adjusted with the
NIST (National Institute of Standards) Internet time. Since an activity is defined
as an action performed with a specific object, the intersection between object
interaction and gesture recognition defines the activity the user is performing.

3 Results

In order to present the results, first, we describe the hardware, data and settings
of the system in order to perform the experiments.

3.1 Hardware

The system is composed by a RGB-Depth camera (i.e. Microsoft R∈ KinectTM)
and a 9-degrees-of-freedom wearable Shimmer R∈ device (Fig. 2), that includes
triaxial accelerometer, gyroscope and magnetometer, Bluetooth R∈ communica-
tion, up to 50 Hz sampling rate and the possibility to include additional modules
(ECG, GPS, etc.). Also we used a Samsung GT-I9250 smartphone to stream the
data to the PC running the server on a quad-core processor equipped with 8GB
of RAM memory.

3.2 Data

We defined a dataset containing 13 different multi-modal synchronized record-
ings in 4 different types of scenes, with a length between 30 and 60 s. As a case
of study for people with dementia, we include a scenario where the patient is
taking his/her medication (a pill from a pillbox). This enables the evaluation of
different objects, users and interactions in several scenarios.

In this case, the scenario has a table with three objects on it: a pillbox, a
glass of water and a box. The camera is pointing towards the pillbox and the
glass so the user will appear from one of the sides (see Fig. 2(a)).
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(a) (b)

Fig. 2. (a) Setup of the ubiquitous system in a test scenario (b) On the left ShimmerR©

device tied to the arm of the user. On the right, the point clouds with the estimated
surface normals of the objects (used in the FPFH object descriptor computation).

We have defined four possible scenarios for the validation: An unknown sub-
ject leaves the pillbox and a glass on the table. The patient appears in the scene.
Then,

1. He takes the pillbox standing sideways from the camera, puts the pill on the
mouth, leaves the pillbox on the table, drinks water, and leaves the room.

2. He takes the pillbox facing the camera, turns so that the camera cannot see
what is doing, puts the pill on the mouth, leaves the pillbox on the table,
drinks a bit of water, and leaves the room.

3. He takes the pillbox facing the camera, turns so that the camera cannot see
what is doing, puts the pill on the mouth, leaves the pillbox on the table,
drinks a bit of water, and leaves the room with the glass on the hand.

4. He takes the pillbox facing the camera, puts the pill on the mouth, leaves the
pillbox on the table, drinks a bit of water, and leaves the room.

Although there are more than one scenario, the system only recognizes a single
gesture.2 Two important constraints of these recordings are: first, the camera
has to see the patient taking the pillbox and leaving it to be able to detect the
interaction. And second, the pill has to be taken by using the dominant arm, i.e.
the one wearing the sensor. All objects, users and actions have been manually
annotated in order to validate the performance of the system. The scenarios were
performed by a single user without dementia.
2 The extension to a small set of gestures of interest can be easily achieved without a

significant loss in performance [11].
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3.3 Settings

Parallel Dynamic Time Warping threshold is set using leave-one-out cross-
validation to value 5.7107, weights w used to compute the distance in DTW
are experimentally set to 0.8 for raw data and 0.2 for the energy measures. 400
frames are used to learn a background model. Pixels segmented in each frame are
those with change in its value with respect to the learnt model greater δ = 1.15
standard deviations. A set of objects of interest is defined offline. Once a new
object appears in the scene, it is classified as the nearest object minimizing he
distance among the corresponding FPFH descriptors (see Fig. 2(b)) if this value
is lower than 0.5 (otherwise it will be considered an unknown object).

3.4 Validation

The system is aimed to recognize activities. Recognizing an activity involves
two main processes, knowing the object which the user is interacting with and
also understanding the gesture performed during this interaction. In order to
validate the system, we considered an overlapping measure, the Jaccard Index
(J = A∩B

A∪B = TP
TP+FP+FN ).

The different parts of the system work as follows:

– The interaction begins with the change of depth in the region of the object
of interest. That is, moving the object out of its bounding box of the sta-
tic position. The detection may take some frames from the beginning of the
interaction (pick up event).

– In order to detect a new object, it has to be dropped and remain static for a
few frames. This delay constraint in the object detection is set for the sake of
robustness.

– Gesture detection is performed when the hand of the user starts a motion
towards the mouth and returns to the first position.3

Figure 3 shows the average Jaccard index split in the four different scenarios,
compared to the average system performance. Three bar sets show the individual
performance measurements using only ambient data, egocentric data and the
fusion of both. Observe that ambient analysis (multi-modal vision) achieve lower
results. That is because in the vision system the taking-a-pill action is defined
by the pick-up and release events but the action could be shorter if the users
keep holding the object in his/her hands. This decreases the accuracy of the
recognition since the detection could be done before the action begins or could
exceed the action end. Additionally wearable sensor data usually performs well
but not as well as the fused version. Notice the performance difference between
scenarios 1–4 and 2–3 in the accuracy of the sensor. This happens when the
subject is turning, that increases the length of the gesture of taking the pill. The
fusion of the system maintains its robustness thanks to the help of the camera
3 Notice that the drinking action is not detected because the system is sensitive to the

hand orientation.
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(a) (b)

(c) (d)

Fig. 3. Mean Jaccard value for each of the scenarios.

in the elimination of these outliers. Figure 4(a), (b) shows a real example of
the system working. The interface of the application shows the depth map, the
detected user, the detected objects in the scene, and detects the action of taking
the medication (red square in (b)) shown by the inertial sensor features on the
bottom of the images. Figure 4(c) shows an example of how fusion decreases the
number of false positives. The patient touching his mouth is similar to taking
a pill, thus it would be recognized by the sensor but not by the camera; in the
fused data it would be a negative response.

Next, we include a discussion about the performance and reliability of the
proposed system performing subject and object detection, object identification,
and interaction and gesture recognition.

– The subject detection in RGB-D data by means of Random Forest (RF)
has become a standard approach, being also exploited in commercial enter-
tainment systems as Microsoft R∈ XBOX360

TM
. This technique provides very

accurate results, and in our case it is reinforced by the usage of a background
subtraction technique, since those regions not subtracted from the background
are not considered people even if the RF detector gives a false positive,
and thus discarded. From this, we cope with almost all the possible subject
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(a) (b)

(c)

Fig. 4. (a) and (b) show object and gesture recognition. (c) Is an example of the fusion.

detection false positives except for the ones in non-human segmented fore-
ground which actually never occur since we deal with small objects that differ
from the random depth features learnt by the algorithm. Although the method
can still give very few false negatives, it turns out to be very fast and accurate
approach.

– The object detection performance is highly dependent on the capability of
the system to accurately model the environment. Even though the infrared
sensor of the Kinect

TM
device provides quite noisy measures, its price makes

it a very good device to be considered in a wide range of applications. Because
of these hardware limitations, the depth measures in a given pixel, even with
the device fixed, range considerably. However, the variance in a certain pixel
follows the same distribution throughout time, which we assumed to be nor-
mal. Then, to correctly model the pixels’ variability a considerably large set
of frames (400) is needed. Due to the noisy acquisition, very small objects can
not be correctly modeled. Despite this, we have seen the system is able to
detect objects with high precision if their area greater than 150 pixels in the
dense depth map.

– The object recognition part presents the typical difficulties when perform-
ing in noisy and low-resolution images, as the case of dense depth images.
One of the main limitations of the presented system is scalability, i.e. consid-
erably increasing the number of objects to discriminate. In many applications,
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such as the presented one, we are interested in being able to classify among a
small set of objects of interest. In this scenario, the method has shown a high
classification accuracy performance.

– From the point of view of ambient intelligence, the subject interaction
with objects task depends on the goodness of both the background sub-
traction and the subject detection. Since both of them perform correctly, and
the interaction is straightforward to detect, the results are also accurate and
precise.

– In the egocentric computing area, the action recognition is very accurate
and delimits the gesture with high precision. However, in a future work we plan
to include additional interaction and gesture recognition categories in order to
analyze the scalability of generalization capability of both multi-modal vision
and egocentric features.

4 Conclusion

We proposed to fuse egocentric and ambient features to define an integrated ubiq-
uitous system to model daily actions of people with dementia. From the point
of view of ambient intelligence, we learned a pixel-based Gaussian distribution
of the background. Foreground segmentation is used to detect and recognize
both user and objects based on 3D descriptor and statistical classifiers. From
the egocentric point of view, we used a set of movement features computed from
wearable sensors to test a parallelized Dynamic Time Warping gesture recogni-
tion method. We showed that fusing ambient and egocentric modalities provides
a fast and robust system with high application potential, capable of recogniz-
ing different everyday activities involving different objects under the natural
conditions of indoor scenes.
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Abstract. In this work we present an analysis process that exploits
mobile phone transaction (trajectory) data to infer a transport demand
model for the territory under monitoring. In particular, long-term analy-
sis of individual call traces are performed to reconstruct systematic move-
ments, and to infer an origin-destination matrix. We will show a case
study on Ivory Coast, with emphasis on its major urbanization Abid-
jan. The case study includes the exploitation of the inferred mobility
demand model in the construction of a transport model that projects
the demand onto the transportation network (obtained from open data),
and thus allows an understanding of current and future infrastructure
requirements of the country.

1 Introduction

Population growth, massive urbanization and, particularly, the extensive increase
of car use in the last century have led to serious spatial, transport, infrastructural
and environmental problems in almost all urbanized areas. As a consequence,
since the 1960s urban and transport planning methodologies were developed to
forecast future traffic volumes and the expected use of infrastructure and facili-
ties. The purpose of such forecasts is evident: infrastructure and urban planning
provide keys to the mitigation and preclusion of transport and environmental
problems. Today, urban and transport planning are major tasks of all public
authorities.

The availability of spatial data on demographics, labor and land use has until
now been a prerequisite for establishing an Origin and Destination matrix (OD
matrix) for a transport model. It is a time consuming activity to obtain the nec-
essary data in many developed countries. Moreover, in most developing countries
the overall availability of data is very limited and, therefore, the use of transport
models has never been a promising option for such countries. In this work we
explore the possibility of deriving a proper OD matrix from mobile phone data,
by using publicly available (free) transport network data and standard trans-
portation modeling software, in order to build a basic transport demand model.
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DOI: 10.1007/978-3-319-04178-0 2, c© Springer International Publishing Switzerland 2014



16 M. Nanni et al.

In this way, we also provide evidence that also for countries or cities where many
data seem to be lacking, now transport demand models can be created. This will
on the one hand allow national and local authorities to have a far better under-
standing of transportation needs and challenges, and will help funding agencies
and investors to better assess their potential risks and benefits.

In the next sections we will describe step by step the process we propose
to derive transport demand models from phone data, and use it to build a (as
far as we know) first transport demand model for Ivory Coast and its major
urbanization Abidjan.

2 Background

This work tries to combine data mining of GSM traces with transportation
modeling methodologies to gain insights into mobility in a monitored area, to
allow what-if analysis through simulation or modeling.

GSM data have already been used to describe mobility in several studies,
essentially based on the fact that a sequence of geo-referenced calls of users
constitutes approximate trajectories of their movements. The key limitations of
GSM data are that locations are only approximations and that sampling rate
may be low and erratic. Works like [1] try to overcome these issues by working
at a large geographical scale and/or under specific conditions (in that case,
users where tourists in a large area). In the present work we follow a different
approach, and try to exploit the relatively long temporal extension of a dataset
to infer more reliable movement information. In particular, an approach similar
to [2] (translated from GPS to GSM data) [6] and [9] is adopted, where we try
to extract regular movements that repeat consistently in time, which therefore
are less likely to be artifacts of the data sampling procedure, and use them to
measure systematic mobility in the area (details are provided in next sections).
Also, concepts like most favored location, which are exploited in this work, have
already been applied in the scientific studies, e.g. [3], but mainly for simple
distributions of a population or the recognition of specific activities, such as
working, being at home, or leisure.

Macroscopic transport modeling methodology is well established [7,8]. This
methodology is mainly implemented through commercial and academic software
tools (e.g. OmniTRANS, Visum, Cube, Emme/2, TransCAD), and readily avail-
able. These tools can be used only by professionals with accurate knowledge of
traffic theory and transport modeling experience. Macroscopic modeling has been
used widely by governments and engineering firms to predict future transport
network problems and for infrastructure planning. The current paper does not
address network or transport planning as such. Its main purpose is to use data
mining of GSM traces as an input for transport models, thus integrating these
traces as widely and readily available sources of information into the transport
planning realm.
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3 Introduction of the Case Study

The data used in this work is composed of anonymized Call Detail Records
(CDR) of mobile phone calls and SMS exchanges between five million of Oranges
customers in Ivory Coast (corresponding to around one quarter of the national
population) between December 1, 2011 and April 28, 2012. The data was made
available by Orange in the context of the D4D (Data for Development) data
challenge [10]. The data contains 10 samples taken in different time windows,
each covering 50,000 individuals, corresponding to around 1 % of the population
of customers. The IDs of individuals are changed from sample to sample and
it is not known whether the sub-populations described in the different samples
overlap, making it impossible to link data among different samples. The data
provided contains for each observation the coordinates of the antenna serving
the user during a communication, in other words the device is operating in an
area covered by that antenna.

In general the coverage of an antenna is influenced by several factors: strength
of the signal, the height of the pole, the orientation, the weather, the nearby
buildings, etc. Since the provided data does not contain this information and it is
not easy to retrieve it from external sources, we apply a well-known methodology
in order to estimate the coverage of the antennas using only their spatial location.
The method is called as centroid Voronoi tessellation and assumes that the space
is partitioned into separate areas, each defined as the set of locations that are
closer to our antenna than any other one. The partitioning of the space obtained
will be used in all the following analysis.

4 Systematic Traffic Analysis and Transport Modeling

The basic events we are interested to spot in the data are systematic trips. Fol-
lowing the approach in [2], we define systematic trips as routine movements that
users perform (almost) every day at (approximately) the same hours. By com-
bining together the systematic movements of each individual in our population,
we can obtain an estimated OD matrix that describes the expected flow of people
between pairs of spatial locations as in [4].

Since the current GSM data are not detailed enough to detect whether a user
stopped at a location or initiated a trip within an input sequence, we tackled
the problem through a two-step procedure: first, we identified locations that
are significant for the mobility of the individual, also called attractors; second,
we identified movements between significant locations that occur with a high
frequency, which are later aggregated across the whole population to fill in an
OD matrix. The first step is performed according to the standard approach, also
illustrated in [3]: the location where the largest number of calls took place is
identified and labeled as L1 (most frequent location). Then, the second most
frequent location is identified and labeled as L2. It seems likely that in most
cases L1 corresponds to the home location and L2 to work or any other main
activity of the individual, or vice versa. The second step is performed over the
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sequences of L1 and L2 that appear in the traces of each single user. We checked
the frequency of movements L1 L2 and L2 L1 within specified time slots. Each
movement identifies a trip, and if its frequency is high enough, we assume it to
be a systematic trip that the user performs during a typical day.

4.1 Detecting Users Attractors

The available data provide the information of the zone from which a phone call is
started. Thanks to the large amount of data provided by the telephone operator
it is possible to use the spatio-temporal footprint left by the users for the purpose
of monitoring their movements in the territory.

Several studies [5] assert that most people spend most of their time at a
few locations, and the most important ones may be labelled as home and work.
In this section we will explain the methodology used for the extraction of such
important locations, which we will call L1 (most important one) and L2 (second
most important one) using the frequency of calls made by users. The location L1
relates to the antenna from which the user made the greatest number of phone
calls. For both technical and infrastructure reasons due to the load balancing of
the antenna, it may happen that the serving antenna for different calls made at
the same place, may be different, even though such antennas are usually close to
each other. To mitigate this effect, we have redefined L1 as a bigger area that also
includes the adjacent cells. In Fig. 1, the most frequent location is represented
by the central pink cell, but according to the method just described, we define
as L1 the bigger area that includes the adjacent blue cells.

Fig. 1. Example of L1 detection (left), distribution of number of calls in L1 (right)

It is necessary to point out that, for the most of the users, the call frequency
associated to L1 is quite low , thus rising issues of statistical significance and
reliability of such a location (see Fig. 1). If we consider as a minimum frequency
threshold for L1 of one call per day (therefore 15 calls in 15 days) from the area,
only for 20 % of users (100 K) the associated L1 would result meaningful. The
rest of this work assumes to use such subset of locations.
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Fig. 2. Example of L1 and L2 detection (left), distribution of number of calls in the
second most frequent location (right)

The L2 is defined as the area that ranked second in terms of call frequency,
excluding all areas already absorbed into L1. Figure 2 Shows a visual example
of L1 and L2. While in the example L1 and L2 are quite distant (for instance,
these individuals might come to the city to work), in some cases they might be
adjacent, which happens quite often in city centers where antennas are more
dense. Also in this case it is necessary to consider a minimum support of phone
calls to identify the significance of the places identified based on the distribution
shown in Fig. 2(right). The result of this analysis will be used in the next step
for the study of the systematic movements between preferred locations.

4.2 Detecting Systematic Movements

The focus of this analysis is the detection of systematic movements considering
two separated time frames: a morning time frame, and an afternoon time frame,
in which the users usually move, respectively, from home to work and from work
to home. The first step is to identify the movements performed by individuals
from L1 to L2 (L1 → L2) and from L2 to L1 (L2 → L1). It is important to notice
that we are looking for movement between these two areas even if they are not
contiguous, i.e. other areas were traversed between them, as shown in Fig. 3 (A
is distinct from L1 and L2).

The second step consists in selecting only the systematic movements, which
is done by applying two different constraints: (i) request a minimum number
of movements between the pair; and (ii) request a minimum value for the lift
measure [11] of the pattern L1 → L2, which we define as:

LIFT (L1, L2) =
P (L1 ∧ L2)

P (L1) · P (L2)
(1)

where P (Li) (i ∈ {1, 2}) represents the frequency of Li, expressed as fraction of
days where it appears at least once, and P (L1 ∧L2) represents the frequency of
L1 and L2 appearing together. Lift measures the correlation between L1 and L2,
resulting high if they appear together often w.r.t. the frequency of L1 and L2
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Fig. 3. Example of flow from L1 to L2

taken separately. The main purpose is to normalize the frequency of L1 → L2
w.r.t. the frequency of calls of the user, since otherwise the candidate movements
of frequent callers would be excessively favoured in the selection. The threshold
on the number of movements is usually adopted in literature to exclude extreme
cases where the lift (or other correlation or relative frequency measures) is not
significant. More important is the LIFT measure, in fact to select. In our case,
after a preliminary exploration we chose to select only pairs that appeared at
least 3 times. The threshold for the lift measure was chosen based on the study of
its distribution, selecting the value where the slope of the cumulative distribution
begins a sudden drop, corresponding to 0.7.

4.3 Systematic OD Matrix

As previously mentioned, the final goal of our analysis is the synthesis of O/D
matrices that summarize the expected traffic flows between spatial regions. Our
O/D matrices will focus systematic mobility, which represents the core (though
not the only) part of traffic. In Fig. 4 some examples of intra-city traffic are
shown, the first one from one origin to several different destinations, the second
one from several origins to a single destination.

5 Application to the Case Study

In this section we summarize the process and results of inferring a transport
model for Ivory Coast by applying the systematic mobility demand model
extracted through the methodology illustrated in the previous section.

Network. We used data of the OpenStreetMap (OSM) road networks for Ivory
Coast and Abidjan as a base for modeling. Although of great detail,in these
network data many links are not, or not properly, connected. For route cal-
culation this evidently is problematic. We therefore used an algorithm in
a Geographic Information System (GIS) to find unconnected or badly con-
nected roads and connected them properly or at least logically. Furthermore
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Fig. 4. Examples of traffic flows taken from one of the O/D matrices produced: (a)
flows from the outskirts of Abidjian to the city; (b) from a single area to other districts.

Fig. 5. Mobile phone movements in Ivory Coast and Abidjan.

we programmed an algorithm to identify small island-networks. They were
either connected to the main network, typically we added a few ferries to
connect real islands, or erased because they seemed illogical or unimportant.
The resulting digital road network was imported in OmniTRANS, the soft-
ware for transport modeling. Network link attributes, such as speed, which
are necessary to calculate the shortest route between an origin and desti-
nation, were derived from link type information which is available from the
OSM-network. The next step was to connect the antennas, e.g. the data car-
riers, to the network. In anticipation of this step we did not remove all the
small roads from the network, which is often done in transport models. By
keeping them we could simply connect each antenna to the nearest road. Of
course this gives an overload on that particular minor road, but this quickly
flattens out as all trips divert in different directions and converge on the
major roads.
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Fig. 6. Traffic model for 24 h period for Ivory Coast (left) and Abidjan area (right)

OD Matrix. The previously described OD-matrices derived from mobile phone
data were imported in the transport model using a simple format (origin,
destination and number of trips between them). Different OD-matrices were
established for different time periods: an AM peak period (5–11), a PM peak
period (15–21) and a 24h-period. Without assignment to a network these
data already provide interesting images of movements. Figure 5 shows tower
locations in Ivory Coast and movements of mobile phones between tower
locations for Ivory Coast and the Abidjan area. These figures already provide
a rough idea of the road network and major flows. However, a transport
model is needed to gain insight into flows on the road network.

Assignment. We used OmniTRANS V6 software to assign OD-matrices to the
road network. A simple all-or-nothing assignment technique was used by
which all trips on an OD-relation are assigned to the calculated shortest
route in time between the origin and the destination. More sophisticated
assignment techniques are available (though requiring more data, like the
road capacity), which take into account that different routes may be chosen
because of congestion, but we felt the use of more sophisticated assignment
technique was beyond the scope of this research.

Results and Interpretation of the Transport Model. Figure 6 shows
assignments of the OD-matrices based on the GSM data for a typical 24 hour
period for Ivory Coast and the Abidjan area. All major, national and urban
transportation corridors are immediately visible from these plots. Also, the
comparison between the linear movements between cell towers in Fig. 5 and
the assigned movements in Fig. 6 provides a clear impression of the added
value of assigning the movements to the road network. For purposes of read-
ability we have decreased the level of detail in the figures in this paper. The
original model plots allow much more detailed analysis of volumes on road
links, in both directions of roads. Figure 7 shows traffic assignment on the
network for the morning peak period in the greater (left) and central Abid-
jan area (right). As can be seen from all assignments the absolute flows,
or traffic volumes on the network are very low and do not represent real
traffic volumes on the network, since they are based on a selection of the
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sample provided for this study. Still, as a relative measure all figures show
roads with more and less dense traffic. To make the transport model suitable
for identifying and exploring current or future transport problems in Ivory
Coast, an accurate assessment of absolute traffic flows on relevant parts of
the network is necessary. In the following discussion we will deal with what
must be done to overcome the limitations of the current model.

Discussion. It is highly rewarding that we were able to create a transport model
for an area where we, as researchers, have never been, and for which data
were solely obtained from the internet and from a completely new source
(GSM call traces). However, the transport model is not yet finished, and
this is mainly due to a number of remaining limitations in the data which
were available. The good news is, that all these limitations can be solved,
but the effort to do this varies.
First, to make an estimate of actual and validated traffic flows on the net-
work, the current model values should be augmented or weighed by a factor.
This factor will depend for instance on the market penetration of Orange
operated cellphones, cellphone ownership and cellphone usage in Ivory Coast
etc. As these levels may differ throughout the country, the weighing-method
should take into account local differences. Techniques to do this are already
available since also in transport modeling using conventional data, OD matri-
ces are calibrated from traffic counts. A set of reliable traffic counts in the net-
work should therefore suffice to establish augmented OD matrices to describe
not just the traffic based on mobile phones traces, but the total traffic flows.
A second, more serious limitation in the present model is that it does not
make a distinction between the different transport modalities. To achieve
such a distinction filters and algorithms must be developed to detect and
estimate different modes of travel from data. The data available now would
hardly allow a distinction of modes that is based on travel speeds. However,
for modeling purposes, some basic statistics on modal split can be obtained
from the same traffic counts as are needed to augment the traffic present in
the model and could highly increase the quality of the model.
If we could overcome the above mentioned problems, and it seems absolutely
feasible that this can be done, then we will have a model that can be used
both for an accurate assessment of the current traffic situation in CI and
Abidjan and for forecasting purposes. For forecasting purposes one needs to
implement future planned projects in the model and specify the expected
general growth in mobility for all modes. Once we have an adequately aug-
mented mode specific OD matrix, the model immediately allows other calcu-
lations and forecasts for environmental impact analysis, such as greenhouse
gasses, NOx and PM10 emissions. Of course, for these purposes additional
statistics on the Ivory Coasts vehicle park must be incorporated.
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Fig. 7. Traffic model for morning peak period for greater Abidjan (left) and Abidjan
Centre Area (right).

6 Conclusions

The present study shows that even with limited data from GSM traces, as in the
case study considered, it is possible to derive valid information on systematic
mobility behavior of people between frequently visited locations for areas that
lack information on mobility. From these mobile phone data, origin-destination
tables can be created for a chosen geographical area, which can then be used
as an input for a transport model of the area. The fact that this can be done,
overcomes one of the serious hurdles that until now have impeded the use of
transport models in many developmental countries: lack of data. It is therefore
absolutely worthwhile to take this proof of concept one step further, and create
and validate a transport model that can indeed be used by public authorities,
engineering firms, investors etc. in developmental countries. In this paper we
discussed the most important steps which need to be taken.
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Abstract. This paper proposes and experiments new techniques to
detect urban mobility patterns and anomalies by analyzing trajectories
mined from publicly available geo-positioned social media traces left by
the citizens (namely Twitter). By collecting a large set of geo-located
tweets characterizing a specific urban area over time, we semantically
enrich the available tweets with information about its author – i.e. a res-
ident or a tourist – and the purpose of the movement – i.e. the activity
performed in each place.

We exploit mobility data mining techniques together with social net-
work analysis methods to aggregate similar trajectories thus pointing
out hot spots of activities and flows of people together with their varia-
tions over time. We apply and validate the proposed trajectory mining
approaches to a large set of trajectories built from the geo-positioned
tweets gathered in Barcelona during the Mobile World Congress 2012
(MWC2012), one of the greatest events that affected the city in 2012.

Keywords: Trajectory analysis · Social media · Urban mobility ·
Geographic data mining

1 Introduction: Mining Urban Mobility

The digital breadcrumbs produced by individuals while using modern ICT ser-
vices provide us with the opportunities of tracking personal behaviors with an
unprecedented granularity. Thanks to the modern social networks, like Face-
book, Twitter, Foursquare, it is possible to observe each individual from dif-
ferent points of view, considering for instance her mobility, social status and
relationships, preferences [1].

In this paper, we address the problem of reconstructing collective mobility
patterns by the retrieval and analysis of publically available opportunistic data
sources: in particular, we investigate approaches to sense the mobility of people
by mining the collection of geo-located tweets crawled from a specific geographic
area [2]. By properly aggregating geo-located tweets, we are able to reconstruct
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the movement of users, i.e. the trajectory they followed to move across several
locations [3]. Location-based social networking has attracted a lot of attention in
the last years, since it provides an effective repository of crowd-sourced behav-
ioral information [4,5]. The different approaches in the literature address the
discovery of extraordinary events in near-real time by analyzing the content
of the tweeted messages [6,7], or providing analytical methods to understand
individual mobility [8].

We exploit the repertoire of mobility data mining techniques to analyze such
movement data [9]. By accessing DBpedia, we characterize each trajectory as
performed by a local person or a tourist. Moreover, the information describing
these trajectories is also increased by pointing out the activity the user is going
to do in her destination as well as by the activity the same user was performing
before moving. To this purpose, we exploit Foursquare to associate a candidate
venue and thus a specific venue category related to the activity performed by
the same user, to both the origin and destination of each displacement. We rely
on the geographic, temporal and semantic information related to trajectories to
get a vision of user mobility from both the spatiotemporal and the semantic
perspective thus deriving proper insights.

To demonstrate the validity of our approach we selected a set of tweets col-
lected in three consecutive weeks in the metropolitan area of Barcelona, where
the central week presents a burst in the number of tweets produced. To motivate
this unusual behavior we build trajectories from the set of geo-located tweets and
we analyze the temporal evolution of collective mobility within the city looking
for regularities as well as for relevant anomalies. In particular, we manage to
clearly mark and delimit geographically the presence of such a large event in
the city and, by exploiting the semantic annotation of the activities character-
izing each trip, we are able to better understand the type of the event we have
discovered. In particular, the three weeks corresponds to the period around the
Mobile World Congress 2012 (MWC2012), one of the biggest events occurred in
2012 in Barcelona.

The paper is organized as follows. In Sect. 2 we describe the MWC2012
dataset. Section 3 presents the main analytical approaches we adopt to mine
mobility patterns and the main results emerging from their application to the
MWC2012 dataset. Section 4 explains how we can get useful urban mobility
insights exploiting the semantic characterization of trajectories and validates
this approach by exploiting the MWC2012 dataset. Section 5 summarizes the
analysis presented in this paper and sketches future work.

2 Extraction Twitter Trajectories

To demonstrate the analytical approach we are presenting, we collected around
183 k geolocated tweets generated by 11 k distinct users in the metropolitan
area of Barcelona during a period of three weeks. Geo-located tweets concerning
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these three weeks have been gathered by means of bounding-box filtered Twitter
Streaming API.1

Trajectories have been created by aggregating two or more geo-located tweets
produced by the same user in locations more than 100 m far away one from
the other, within a time interval lower than 75 min. The spatial threshold was
determined by analyzing the distribution of spatial gaps among two consecutive
tweets of the same user. The temporal threshold was chosen in relation of the
maximal duration of a ticket of the public transportation system. In this way, a
total of 9689 trajectories have been identified: 2991 during week 0, 4139 during
week 1, and 2559 during week 2.

Fig. 1. Enriching geo-located tweets by associating Foursquare venue/category

Each one of these trajectories has been enriched with the following informa-
tion (see Fig. 1):

– Local/Tourist Flag: by considering the location of the Twitter user asso-
ciated to each trajectory, we classified the trajectory as related to a local
inhabitant or a tourist. In particular, we performed such annotation with two
distinct strategies. The first approach uses DBpedia2 to retrieved the set of
Populated Places (such as cities, towns or villages) in the Catalonia Region
by means of SPARQL queries. The second approach, exploits the information
associated with the account of each user to deterime his/her home location.
After manual refinement and enrichment of this dataset, we built a classi-
fier able to point out if a Twitter user is Catalan or not (thus a tourist) by
analyzing the information contained in his Twitter user profile. In this way,
over 9689 trajectories, we managed to classify as local or tourist related 7236
trajectories (83,3 %). The details of the outcomes of this process are summa-
rized in Table 1. To estimate biases of locals versus tourists, we checked the
observed number of trajectories per user in the three week for the two cate-
gories. Figure 2 shows that the distribution of the number of trajectories per
user are comparable for the two categories of users.

1 Twitter Streaming API: https://dev.twitter.com/docs/streaming-apis/parameters#
locations

2 DBpedia: http://dbpedia.org/

https://dev.twitter.com/docs/streaming-apis/parameters#locations
https://dev.twitter.com/docs/streaming-apis/parameters#locations
http://dbpedia.org/
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Table 1. Number of trajectories by Week, considering All trajectories, Tourist trajec-
tories and Local trajectories

Trajectories All Tourist Local

Week 0 2991 525 1453
Week 1 4139 1437 1749
Week 2 2559 537 1535

– Foursquare Venue Top Category of Origin and Destination: by exploit-
ing Foursquare API3 we retrieved the most-likely Foursquare venue that can
be associated to the GPS position of the origin and the destination of each
trajectory (see Fig. 3). In particular, given a GPS location (for instance the
one of a tweet), the Foursquare API provides an ordered list of locations that
could be related to it: we consider the first/most-likely location present in
such list, relying on the outcomes of the research on venue proximity ranking
supporting the same Foursquare API [10]. In this way, for almost the complete
set of trajectories included in our dataset (99.83 %), we managed to associate
both origins and destinations to a Foursquare venue. Since Foursquare venues
are classified by means of a hierarchy of categories, it is possible to retrieve
for each venue the root of this hierarchy, referred to as Foursquare Top Cate-
gory. In particular, Foursquare venues classification includes 9 Top Categories:
Nightlife Spot, Travel & Transport, Outdoors & Recreation, Shop & Service,
College & University, Food, Arts & Entertainment, Residence, Professional &
Other Places.
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Fig. 2. Distribution of the number of trajectories per user in the three weeks for (A)
all users, (B) locals, and (C) tourists

3 Foursquare API: https://developer.foursquare.com/

https://developer.foursquare.com/
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Fig. 3. Enriching geo-located tweets (origin and destination of trajectories) by associ-
ating Foursquare venue/category

3 Hot Spot Identification by Geographic OD Matrix
Analysis

The identification of relevant zones associated with urban anomalies like large
events is performed by means of the analysis of variations in regular patterns
of movement. We exploit the trajectories built from the geo-located tweets (see
Sect. 2) to analyze flows within the city of Barcelona in successive time periods
in order to automatically identify variations within a specific time period. For
the identification of flows across time, we choose to adopt OD matrix analysis in
order to deterministically extract geo-referenced moves from a set of fixed geo-
graphic regions. In particular, we consider the districts included in the admin-
istrative territory of the city. For each pair of such regions we estimated the
observed number of trajectories starting in the first one and ending in the sec-
ond one. Since the spatial tessellation is fixed a priori, it is straightforward to
observe the evolution of each flow across different time periods. Thus, our strat-
egy to identify relevant flows consists in monitoring and comparing these flows
across the time.

However, we do not limit the observation only to the actual number of tra-
jectories for each flow but we address also the structural influence of each link.
We consider each OD matrix as a graph: the nodes represent the regions of the
geographic tessellation and the links are associated with the flows between the
two corresponding nodes. Such representation is easily extracted from the infor-
mation of the OD matrix. According to this network representation, we can use
network statistics to measure the relevance of each node or edge. In particular,
we adopted the measure of edge betweenness [11] to state the relevance of the
link within the graph. The edge betweenness of an edge e is the number of min-
imum paths traversing that specific edge, where the set of minimum paths is
computed by determining the path for each pair of nodes in the graph. Edge
betweenness provides a more robust measure than the count of trajectories of
each flow, since it takes into account the topological structure of the network
and it is capable of handle local spikes within a single link.

In Fig. 4 we show the distribution of the edge betweenness considering all
the edges for the three consecutive weeks of the dataset. On the x axis it is
reported the list of all the links sorted by the edge weight decreasing. Each
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chart represents the statistics for two distinct populations: tourists or visitors,
and residents. There are significant increments in edge betweenness in week 1 if
compared to week 0 and week 2. These differences are even more evident when
considering tourist flows. In fact, it can be noted how the betweenness for week
1 is much higher than the other two weeks. In the chart, we have highlighted
the origin and destination of the most relevant flows. In particular, the flows
that show a sensible increment are related to two regions: Eixample and Sants-
Montjuic. We will focus our analysis on these two flows to better understand the
reasons of this increment in the week.

We consider two classes of users: locals and tourists, as described in Sect. 2,
and we distinguish among flows related to both classes. From Fig. 4, we can
notice that the increment related to the regions Eixample and Sants-Montjuic
is more evident for the movements of tourists (Fig. 4 - A) during week 1, than
locals (Fig. 4 - B). Thus, the cause of this augmented mobility is influenced
primarily by persons visiting the city, probably for a specific event happening in
that district.

Moreover, if we consider the semantics associated to each visited location
according to Foursquare classification, we can notice that the people entering
the Eixample district come to perform a preeminent activity, namely an activ-
ity associated with Professional venues. Figure 5 - A shows the distribution of
the activities performed by people entering Saint-Montjuic district. These indi-
viduals came mainly to venues associated with Professional & other category,
i.e. to perform something associated with their job. Once leaving this area, the
activities associated with their destinations are mainly associated with Food and
Shopping (Fig. 5 - B). This evidence reinforces our hypothesis that these are peo-
ple arrived in the city for a specific event linked to their job. By looking into the
event lists of that week in the city we found an event that is compatible with the
hypotheses found so far: the annual Mobile Week Conference that took place in
the Sants-Montjuic area.

4 The Purpose of Trajectories: Analysis of the Semantic
OD Matrix

Thanks to the association of the origin and the destination of each Twitter-mined
trajectory to the most-likely Foursquare venue, it is possible to characterize
urban displacements by considering their semantics. In particular, we perform
our analyses by taking into account the Foursquare Top Category of the venues
associated to the origin and the destination of each trajectory: as a consequence
we are able to build the Semantic Origin Destination matrix of the 9 Foursquare
Top Categories. By means of this matrix, we manage to characterize both the
relevance of the activities carried out at the beginning and at the end of each
trajectory together with the importance of these activities with respect to the
urban context.

We exploit both a classical tabular representation as well as a chord diagram
to visualize the Semantic OD matrix of the 9 Foursquare Top Categories. In
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Fig. 4. Distribution of edge betweenness for flows in OD matrix for the three consecu-
tive weeks of the MWC2012 dataset (week 0: week before week 1: week of MWC2012
week 2: week after) and three distinct populations: residents (B), tourists (C), and all
(A)
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Fig. 5. Distribution of activities per location: (A) activities of people arriving to Sants
Montjuic; (B) activities of people leaving Sants-Montjuic

Fig. 6. Chord diagrams of Semantic Origin Destination Matrix of Twitter trajectories
during the week of MWC2012, the week before and the week after

particular, Fig. 6 shows the chord diagram of the Semantic OD matrix concerning
all the trajectories related to the area of Barcelona during the week of MWC2012,
the week before and the week after the event.

An interactive Web visualization of the Semantic OD matrix of the 9
Foursquare Top Categories including the division of trajectories across tourist
and local ones can be accessed at: http://penggalian.org/semanticTrajectories/.
From Fig. 5 we can notice how the relevance of trajectories related to Profes-
sional & Other Places is considerable during the week before MWC2012 and

http://penggalian.org/semanticTrajectories/
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reaches its maximum during the week of MWC2012. The week after MWC2012,
the relevance of these trajectories drops in favor of Food and Shop & Services
ones.

This fact clearly points out the professional nature of the event that takes
place in the city, suggesting also that the greatest part of attendees reached
Barcelona the week before, probably for touristic activities or to prepare the
location for MWC2012.

5 Conclusions and Future Works

In this paper we address the problem of analyzing human mobility in order to
identify relevant patterns, flows and anomalies within people displacements in
urban scenarios. To this purpose we retrieve, aggregate and semantically enrich
data from opportunistic sources so as to form trajectories: in particular we con-
sider geo-located tweets. Our analyses are tailored to the automated identifica-
tion and characterization of variations of flows and urban activities in order to
point out relevant mobility patterns, identify outliers and link them to events. To
this purpose, we consider semantically enriched trajectories characterizing urban
mobility during a defined time lapse: these trajectories are mined by building of
OD matrices, by analyzing the edge betweenness of the resulting graph and by
proposing and exploiting a semantic version of the same OD matrix.

Our approaches can be located at the crossroad of distinct analytical tech-
niques: mobility data mining, semantic annotation and data enrichment, and
social network analysis. The proposed analyses, focused on semantic trajectory
mining, have been experimented for the detection and characterization of a large
congress held in Barcelona in 2012, the Mobile World Congress.

We have presented and discussed the initial results of our experimentation,
consequent to the application of the proposed techniques, demonstrating that,
currently, the analysis of information gathered from opportunistic data sources
constitutes a relevant, cost-effective way to extract several typologies of urban
mobility insights.

Acknowledgements. This work has been completed with the support of ACC1Ó,
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Abstract. The problem of finding parking slots imposes both societal
and infrastructural issues in modern cities. It is a daily hurdle that affects
millions of people, but existing approaches fail to solve this conundrum.
Thus, there is an urgent demand for reputable, motivated, and replicable
solutions that can be used by cities of any size. We are proposing an
experiment to analyse the interplay between incentive mechanisms, user
participation, and the truthfulness of reports. For that, we are developing
the “wePark application” based on concepts of crowd sourcing and social
regulation. As a differential, we are examining alternative methods to
motivate adoption, such as reciprocity, reputation, altruism, and money.
In this paper, we analyse the requirements of the solution, propose a
development test bed, and an experimental environment for this study.

1 Introduction

The problem of finding free parking imposes both (a) social issues, due to the
annoyance caused to citizens, and (b) traffic infrastructure impact. For instance,
[10] reports that around 40 % of traffic in New York is generated by cars searching
for parking spaces. Different approaches have been proposed such as the SFpark
[6] in San Francisco, which provides centrally controlled “parking sensors” to
identify free parking in real-time. However, even with the large budget of this
project, only a small part of San Francisco is covered. Meanwhile the advent
of commonly available smartphones, with GPS and online capability, allows for
citizens to fulfill the role of sensor, should the proper motivation exist for them to
provide such information. Google released an Android application called Open
Spot [3], which allow users to report and find free parking spaces. However,
this proposal failed because people did not correctly report enough free parking
spaces [7]. This scenario reinforces the demand for reputable, motivated, and
replicable solutions that can be used by cities anywhere.

However, there is a lack of understanding on how to engineer a working solu-
tion applying participatory sensing [4] approaches for this problem. We hypoth-
esise that it will require a balance between crowd sourcing, reputation models,
and incentive mechanisms. We propose an experiment based on a mobile appli-
cation (to collect data) being use in a controllable environment, and analytic

J. Nin and D. Villatoro (Eds.): CitiSens 2013, LNAI 8313, pp. 36–43, 2014.
DOI: 10.1007/978-3-319-04178-0 4, c© Springer International Publishing Switzerland 2014
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models to analyse social behaviour and reputation parameters. We want to bet-
ter understand the influence of motivation mechanisms, social behaviour, and
social interactions in this problem domain. In specific, we aim to address two
research questions: (i) how to incentivise citizen participation in such projects,
and (ii) how to model and understand individual behaviour whilst utilising these
systems?

To that end, we are developing the “wePark application” for reporting and
finding parking spaces in a specific area. The solution works based on crowd
sourcing concepts and allows for participants to provide feedback on others’
reports, providing an interface for social networking. As a differential, we are
promoting alternative methods to incentivise adoption, such as reciprocity, rep-
utation, altruism and money. Moreover, we are focusing on the development of
reputation models, trying to identify and filter misleading reports, which will
help to promote credibility and usage.

We intend to validate this approach in a “Living Campus Experiment” along
with the UFGRS campus. That is, we want to create the infrastructure of Smart
City technologies to transform the campus in a living lab, integrating mobile
computing resources, open services, and advanced Analytic Models similar to the
proposal in [5], previously conceptualised by IBM Research. This setup provides
a unique resource for joint research, allowing the development of meaningful field
tests and fast turn around.

This paper is structure as follows. Section 2 provides an overview of related
research and the prior art. Section 3 present the “wePark Application” as a
tool to conduce our research. Section 4 concludes with the expected results and
analysis.

2 Background

There are a number of research projects in the domain of crowdsourcing to find
a suitable incentive model in order to attract participation, such as the ones
described in [1,9]. Nonetheless, it is an ongoing research topic and very much
domain dependent. Yan et al. [11] propose a market-based approach for traffic,
where people who are leaving their parking space can sell information about its
location to people in need of a parking space. However, this must be done in
advance, and drivers must know when they are leaving, or arriving, to sell or
buy a parking space, respectively.

A more general approach, that is also more similar to the approach taken by
Google’s Open Spot and similar commercial Apps, is proposed by Chen et al. [2]:
participation itself is the incentive mechanism. However, they propose a number
of improvements over commercial apps in order to make the user’s experience
better, and thus more likely to use the service. Nevertheless, their evaluation is
simulation-based, so it is unclear whether this is truly sufficient.

Tokarchuk et al. [9] have categorised the motivations of people participating
in crowdsourcing activities as follows:
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– Reciprocity and expectancy
– Reputation
– Altruism
– Self-esteem and learning
– Fun and personal enjoyment
– Implicit promise of future monetary rewards
– Money

Other references provide slightly different lists, but in general agree. Not all
these motivational methods are available to different applications, and even when
available, may be more, or less, effective. It may also not always be obvious what
incentive works. For instance, the Old Weather project [8] found that they could
motivate people by giving them a story to read, thus motivating participants
with personal enjoyment: something they were not expecting in a serious Citizen
Science project.

One way of motivating people to report free parking spaces is to improve the
functioning of the app, thus lowering the “cost” of reporting while simultaneously
increasing the utility of the provided information. This is similar to the proposed
in Chen et al. [2]. Alternatively, Yan et al. [11] proposes to provide a monetary
incentive. Nevertheless, these have not been tested in an real-world experiment
leaving a gap for experimentation.

In our project, we hypothesise that the main motivating factors for report-
ing parking spaces are: reciprocity, reputation, altruism, and money. Altruism
and reciprocity seem straightforward: people are reporting parking spaces out of
sympathy for others, or by installing the app they intend to use it to search for
parking spaces when they are in need, and hope others will be reporting them
(reciprocating). This also seems to be the main reason Open Spot and similar
programs failed: these motivating factors were not enough. Nor was Google’s rep-
utation incentive, by awarding so-called Karma points for reporting free parking
spaces.

Therefore, we propose an experiment to put this to the test in a controlled
environment, in order to discover what can incentivise participation.

3 Proposal

In order to conduce this experiment, we are proposing to research and develop
the wePark application and analytic models to understand social behaviour and
reputation parameters. This environment will develop upon the concepts of Cit-
izen Participation, Social Networking and Community Engagement.

The architecture of this framework is depicted in Fig. 1. The application will
run as a crowd sourcing solution, allowing for end-users to: (i) easily report
free parking spaces, and; (ii) search for a parking space nearby or at a distant
location (related to his programmed trip). In addition, the back-end solution
will implement the algorithms that provide the intelligence to the system, such
as reputation ranking, filtering of parking places reported by, and to, different
users, clustering of reports to avoid reporting the same spot multiple times, and
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Fig. 1. Architecture for the wePark experimental framework

other possible processes for improving the functioning of the system. We will
test how this intelligence can be used to ensure the social balance, by detecting
and eliminating misleading information and erratic behaviour.

We intend to use the “wePark application” to gather data on users’ behaviour
and improve the application incrementally. This data set will provide insight
into how similar crowd sourcing applications could be used for dissemination
of other traffic information, such as the location of traffic jams. The advantage
of this approach is that there is very little known about user behaviour in such
situations. We start from the principle that for some crowd sourcing applications
the intrinsic incentives are enough to be successful, while others require external
incentives to be added, such as credit systems. Similarly, whether users’ reports
are truthful depends on many different factors, which are largely unknown in
the traffic environment.

The app will be integrated with route planner software, and the initial iter-
ation will have the following functionality:

– One-click reporting: if the user clicks the report button, it will report a free
parking space at the user’s current GPS coordinates, and at the current time.

– Automatic parking space display: any reported parking spaces that are near
the route’s destination will be displayed on the map. These will be colour
coded according to the time they were reported. The map can be browsed
through as well.

Figure 2 depicts the screenshot of a prototype. The features being introduced
in this application provide improved functionality over other solution, making it
easier to report parking spaces, as well as incorporating them into the navigation
software. We purposefully do not propose to use any other incentives, such as
Google’s Karma points, or monetary incentives for reporting a parking space.
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Fig. 2. Prototype wePark application

We also do not intend to punish malicious users in any way, because we are
particularly interested in how the app is used.

3.1 Trial Setup

The user trial will follow students and university employees on the UFRGS Cam-
pus do Vale in Porto Alegre, Brazil. The main advantage of deploying this in
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the Living Campus context is because it is a restricted environment in which
a controlled user experiment can be conducted. After monitoring users’ partic-
ipation throughout a month we will ask them about their experience with the
app, and compare this with the collected data. This will serve as input for a
next iteration, in which incentive mechanisms can be added, we can sanction
malicious users or improve the app in other ways.

While we do not know for sure how many users we will include in the trial, the
aim is to reach as many commuters as possible in order to have a sufficient group
for accurately reporting parking spaces on the campus. We will initially distrib-
ute it among CS students and professors, but make it available for download
and do some advertising of the app on the campus to disseminate information
about it.

We realize that a university campus has a different demographic to the city
as a whole and any conclusions we draw will have to be confirmed in a larger
population. Nevertheless, as an initial field trial environment, the advantages of
a small area with a large number of drivers who are easily contacted outweigh
this disadvantage.

3.2 Collected Data

The data being collected consists of usage data, as well as answers to a ques-
tionnaire. The usage data will record how often, when, and where participants
report parking spaces, or open the app to search for a parking space. We will also
collect a user’s route when using the app, and can match this to either success-
fully finding a parking space, or driving past spaces that have been reported as
free. The questionnaire will ask for the user’s subjective opinion on their use of
the app, with questions such as: “are you pleased with your usage of the report
function?”, “what are the main reasons for not reporting a parking space?” and
“did you ever falsely report a parking space? If so, why?” to discover what might
better motivate users to truthfully report parking spaces. Similar questions will
serve to discover if users are pleased with the experience of finding a parking
space with the app, and what can be done to make it better.

The usage data will then be coupled with questionnaire answers to discover
usage profiles, which we will classify, roughly, according to what motivates the
participants. We can then improve the app with further incentives to reinforce
these motivations. The improved app will be tested in a second iteration of the
experiment, thus allowing us to test specific hypotheses about the motivations
of users and how to incentivise participation in a collaborative software.

4 Conclusion

In this paper we analysed the requirements of a solution for the free parking
problem by studying the interplay between incentive mechanisms, user partic-
ipation and the truthfulness of reports. We are developing wePark, a proof-of-
concept solution for reporting and finding parking spaces, which provides the



42 A. Koster et al.

data collecting capabilities in our platform. As a differential, we are promot-
ing alternative methods to incentivise adoption, such as reciprocity, reputation,
altruism and money. The empirical experiment that we propose is designed to
answer the following two questions: (i) how to incentivise citizen participation
in such projects, and (ii) how to model and understand individual behaviour
whilst utilising these systems. We presented a prototype proposal and discussed
some design decisions, such as provided advanced end-user experience, not cre-
ating any monetary incentives, and implementing on-line surveys to model user
profiles. We will be applying this solution in a “Living Campus” experiment at
UFRGS, collect data, and apply analytic models to analyse how user behaviour
and social interaction impacts the utilisation of this solution. Our objective is
to engineer a working solution applying participatory sensing approaches, and
make it work based on the balance between crowd sourcing, reputation models,
and incentive mechanisms.
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Abstract. A crowdsensing network is a sensor network in which sensors are
users that sense the environment and send the obtained data using, for instance,
their smartphones. The performance of such sensor networks depends heavily on
the mobility of the users and their willingness to collaborate. It is hard to obtain a
stable set of users to evaluate such kinds of sensor networks and, for that reason,
studies of crowdsensing networks are scarce. In this paper, we describe how the
ns-3 network simulator can be used to simulate some crowdsensing networks with
specific characteristics by using the mobility properties of network nodes together
with the wireless interface in ad hoc network mode. We model the identification
of network nodes with users of the crowdsensing network and we define how to
simulate user sensing capabilities. Finally, we present a simulation example for
a specific crowdsensing network where users report incidents in the public rail
transport.

1 Introduction

Mobile sensing has become one of the most appealing areas in sensor network research
over the last decade as the penetration of mobile devices in our daily life activities
reaches unprecedented levels [13].

Indeed, smartphones, besides being sophisticated computing platforms, come along
with a complete set of sensing tools (positioning -GPS-, motion -accelerometer-, image
-camera-, audio -microphone-, among others), empowering these devices to sense and
monitor their surrounding environment. Moreover, smartphone owners should not be
ignored since they can also detect distinct properties of their surrounding environment
and their human-readable descriptions could complement hardware sensor readings,
leading to a new level of sensing, that is smart sensing. Relying on users to sense the
environment and send the obtained data using their smartphones leads the way to a new
generation of sensor network, commonly referred as crowdsensing networks, where
users become crowdsensors.

Therefore, we can leverage the power of collective intelligence, as stated by Car-
done et al. [9], together with the sensing capabilities of these smart devices in order
to build more powerful and richer sensor networks. Although crowdsensing networks
can help overcome many of the limitations of existing proposals in sensor networks,
their performance strongly depends on the mobility of the users and their willingness

This work has been partially supported by the Spanish Government through project TIN2010-
15764 N-KHRONOUS and the UAB grant PIF 472-01-1/E2010.

J. Nin and D. Villatoro (Eds.): CitiSens 2013, LNAI 8313, pp. 47–58, 2014.
DOI: 10.1007/978-3-319-04178-0 5, c© Springer International Publishing Switzerland 2014



48 C. Tanas and J. Herrera-Joancomartı́

to cooperate. In other words, the number of users in a crowdsensing network and their
mobility patterns determine unequivocally the area that can be sensed. Also, persuading
users to participate in the sensing tasks of a crowdsensing network is highly challeng-
ing and, for that reason, only a few crowdsensing network application proposals can be
found in the literature and all with an experimental nature. For instance, the MetroSense
project [8] offers a network architecture for people-centric sensing that harnesses exist-
ing urban infrastructure and human mobility to opportunistically sense environmental
data, with applications such as BikeNet [11] or SkiScape [10]. However, none of the
applications provide any estimation of the number of users or sensor density required
to assure their usefulness.

Simulation may seem a viable solution to analyse the performance of a crowdsens-
ing network application before to launch a real deployment. There are many software-
based simulation platforms available, including ns-2 and GloMoSim which are the two
most popular ones, that provide a simplified model of the real world and a complete
environment to conduct extensive simulations in a wide range of possible scenarios.
Even though there are many studies for wireless or mobile ad hoc networks (MANETs)
simulation [18], there are no proposals to simulate people-centric sensor networks. Nev-
ertheless, due to the similarities of crowdsensing networks with MANET scenarios, we
can still use existing network simulators to analyse the behaviour and performance of
specific crowdsensing network applications, and to study the impact that parameters
such as sensor density or mobility patterns have on these new kind of environments.

In this paper, we present the ns-3 network simulation platform focusing on its capa-
bilities of modelling, simulating and analysing the performance of a wide range of
crowdsensing networks. We harness the mobility and wireless communication prop-
erties of the simulator in order to simulate user sensing capabilities and bring a sense
of crowdsensing applications into the simulated world. Furthermore, we introduce a
new mobility model for users whose motion behaviour is constrained by the underly-
ing infrastructure of the crowdsensing network and provide a simulation example of a
real-world crowdsensing application.

The particular kind of sensing scenarios we bring under discussion in this paper are
those where users sense their environment for events that are discrete in time and space,
regardless of the events’ semantics. That is to say, events occur at precise moments
of time and at particular locations, and they can only be detected by the users in the
nearby area. Then, the overall goal of the crowdsensing network is to detect and inform
of all the events that take place in the area it is supposed to cover. Although this may
seem a hard simplification, many smart sensing applications, focusing on the presence
or absence of an event and allowing an a posteriori processing of the semantics, fall into
this category.

This paper is organized as follows. In Sect. 2, we review some of the most popular
network simulation tools. Section 3 presents the architecture of the ns-3 network sim-
ulator and a procedure for crowdsensing network simulation with special emphasis on
node mobility. In Sect. 4, we introduce a new mobility model for crowdsensors based
on graph theory. A simulation example is provided in Sect. 5. Finally, Sect. 6 concludes
the paper.
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2 State of the Art

In order to provide an insight of the tools we can use in smart sensing-related research,
and without claiming completeness, this section presents some of the most popular
simulation platforms, both commercial and open-sourced, that can be used in order to
simulate the behaviours of a crowdsensing network.

Most network simulators follow an open source philosophy in order to enable
researchers to contribute with new models and protocols to the simulation platform.
Two of the most popular network simulators in this category are NS-2 and GLO-
MOSIM. The former is considered to be the de facto simulation tool for networking
research, including wireless and ad hoc scenarios [3], as confirmed by Kurkowski et
alter in [18], while the latter offers a discrete-event simulation platform targeting wire-
less network systems and suitable for large-scale wireless network simulations [27].

In the open source category we can also find J-SIM [1], which provides a distinct
architecture built upon the notion of the autonomous component architecture (ACA)
[25]. Its design principles mimic those of an integrated circuit where different com-
ponents are assembled together and interactions between these components occur to
simulate specific behaviours. However, if performance is a requirement, a better choice
would be SWANS [4], which is a scalable wireless network simulator built on top
of the JiST simulation engine [5]. A notable characteristic of this simulator is that
it can run regular, unmodified Java network applications (web servers, multicast
protocols, . . . ) over the simulated network.

Another open source network simulator that is worth mentioning is GTNETS, a
discrete-event simulation tool targeting general networking research [21]. The archi-
tecture and design of the simulator match those of a real network protocol stack and
hardware, and is implemented entirely in C++.

There are also simulation tools that only allow application level protocols in the
ISO/OSI Reference Model to be simulated, assuming that an approximate emulation of
the lower levels is available, including DIANEMU [17] and JANE [14,15].

A more recent simulator is THE ONE [16], a Java-based network simulator
designed to simulate specific Delay-Tolerant Network protocols and applications [12].
It provides a rich framework for simulating scenarios where node mobility is a critical
characteristic.

As for commercial suites for network simulation, QUALNET [24], OPNET [22],
and OMNET++ [23] are worth mentioning. All of them provide a complete set of user-
friendly tools for protocol programming, simulation configuration and data visualiza-
tion. Although they are commercial solutions, they also support academia and research
licences which are free of charge.

Despite the great number of available simulators, the majority of them fail to pro-
vide a good, in-depth documentation of their architecture and the procedure required to
contribute new models or application protocols.

On the other hand, every crowdsensing application scenario has to be simulated
under realistic assumptions, being the mobility of the sensors the most compelling one.
In order to simulate that mobility we can use either traces or synthetic models. Traces
correspond to motion behaviours observed in real-life systems, while synthetic mod-
els aim at providing a realistic behaviour of mobile users motion. Although traces are
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much more realistic, obtaining them is a challenging task. Therefore, the most used
models are synthetic ones [7]. Typically, random-based models are used for perfor-
mance assessment, such as Random Walk or Random Waypoint where mobile users are
assumed to move towards new locations by randomly selecting a direction and speed,
and additionally a pause time, in the case of the Random Waypoint model. Furthermore,
the Gauss-Markov mobility model is often used in order to avoid the erratic motion
behaviour presented by the above models since it uses a parameter that tunes the degree
of randomness in the mobility pattern.

Most of the existing proposals in synthetic mobility models are already imple-
mented in the majority of network simulators. Nevertheless, new models can be used
by means of mobility trace files which contain the motion behaviour of all the mobile
nodes in the simulation employing a specific format. A widely used mobility definition
format is the ns-2 mobility format, which provides a simple set of instructions that can
be used to indicate the initial and future locations of mobile nodes, as well as their
speed. There are several tools that can generate movement trace files using this format,
including BonnMotion [6], SUMO [2] or TraNS [19].

3 ns-3 Overview

ns-3 is a completely renewed version of the discrete-event ns-2 network simulator, mak-
ing a huge step forward in organization and performance from its predecessor. Designed
for both networking research and education, ns-3 provides a new, well documented core
implemented entirely in C++ adding new models, based on well-known abstractions,
including a Wifi link type and several mobility models.

ns-3 is built as a library and its functionalities are divided into separate modules
which may be statically or dynamically linked to a C++ main program that defines the
simulation topology and conducts the actual simulation. Moreover, it provides Python
wrappers to conduct simulations using the Python programming language. Existing
models can be more or less heavily modified and even new models can be built from
scratch using the C++ programming language in order to enable richer simulations.

The core architecture of ns-3 emulates the real behaviour of complex network sys-
tems, including the ISO/OSI protocol stack. The key abstractions defined by the sim-
ulator correspond to the most commonly used concepts in networking, such as nodes,
applications, transmission channels, etc. So, the basic unit of interaction throughout
the simulation is the Node which encapsulates the behaviour of any computing device
that connects to a network. Therefore, we can resemble the behaviour of web servers,
data storage facilities or even individuals carrying a smartphone by referring to them as
Nodes in the simulation. Nodes by themselves perform no actions and have to be assem-
bled in a similar way a manufacturer customizes its devices. Figure 1 depicts the basic
model of interaction in ns-3. As we can see, each Node runs Applications that define
its behaviour, has its own protocol stack following the ISO/OSI model, and has periph-
eral network interface cards (NICs) installed to enable it to communicate with other
Nodes in the same network. Additionally, Nodes may be static or mobile, in which case
they have associated a mobility pattern that specifies the motion behaviour of the Node
around the simulation area.
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Fig. 1. Basic model of interaction in ns-3

3.1 Modelling a Crowdsensing Network

As we have mentioned before, a crowdsensing network is a sensor network where users
sense their surrounding environment and send the sensed data using their smartphones.
We focus on a specific kind of sensing, that of events that are discrete in time and space.
We suppose that a crowdsensing node is able to detect the presence of an event if and
only if he or she falls within a given range from the location of the event. Moreover,
collective knowledge of the event can be derived from the observations of all the crowd-
sensing nodes in the area determined by the maximum range at which the event can be
detected, considering that users can share information through their smartphones’ wire-
less communication properties.

Given the above assumptions, we can map a user of the crowdsensing network in
the real world to a Node in the ns-3 architecture. Then, the simulation will consists of
as many nodes as crowdsensors whose behaviour we want to analyse. Every Node in
the simulation will have attached a specific Application that will emulate the sensing
behaviour of the users of a particular crowdsensing network. Therefore, the Application
will drive the simulation of the interactions between these users.

We can take advantage of the Node’s wireless communication capabilities in order
to enable communication between crowdsensors. In this way, the action of sensing an
event and sending the collected information trough the smartphone will be mapped to a
network packet sent via a wireless communication channel. Moreover, we can leverage
the ad hoc mode1 of a wireless NIC to ensure that the sent data will only reach those
nodes that are in the nearby area. The meaning of a “nearby area” can be quantified by
restricting the communication range of network Nodes. ns-3 provides a wireless channel
implementation that follows the physical layer model described in [20] and, typically,
simulates a wireless channel with a propagation delay equal to the speed of light and a
propagation loss based on a distance model, which defines the maximum range at which

1 All devices are assumed to have equal status in the network and are free to communicate with
any other ad hoc device in link range.
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a network Node is capable of sending wireless data. Therefore, by restricting a node’s
maximum communication range we can simulate the maximum distance at which a user
of the crowdsensing network could sense the occurrence of an event.

Furthermore, we can take advantage of the mobility properties of a network Node to
simulate the mobility of users in a crowdsensing network. A more extensive discussion
regarding mobility is provided in the following section.

4 A Graph-Based Mobility Model

Crowdsensing performance depends heavily on the mobility of its users since, for
instance, users mobility determines the bounds of the area that the crowdsensing appli-
cation can cover. Any events, whose location fall outside of this area will remain unde-
tected for the users of the crowdsensing network.

We can benefit from the mobility properties of network nodes in order to simu-
late the mobility of users in the real world. ns-3 provides extensive support for user
mobility and mobility patterns can be applied to network nodes in different ways. On
the one hand, implementation of several well-known mobility models are available for
simulation. These include Random Walk, Random Waypoint or Gauss-Markov, among
others. Nonetheless, new models can be built from scratch or by combining some of
the existing models. On the other hand, mobility models can be specified using the ns-2
mobility format. A separate mobility trace file must be provided at the configuration
phase of the simulation, which the simulator parses in order to set the mobility pattern
for each node in the simulation. Note that this method is only valid for those scenarios
where the mobility of the crowd is not affected by its sensing activity. In other words, a
node can not dynamically alter its destination based on the information sensed from the
surrounding environment.

The most used mobility models in wireless or ad hoc network simulation are
random-based (e.g. Random Walk, Random Waypoint, etc.). However, the motion
behaviour of the users in a crowdsensing application highly differs from such mod-
els. Instead, the mobility of users is strongly influenced by their daily activities and by
the infrastructure of the area in which they are located. Under these assumptions, we
present a graph-based approach to model the mobility of crowdsensing network users,
taking into account the time constraints of their daily life activities and those of the
infrastructure underlying the sensor network.

We denote by G = (V,E) the graph that represents the underlying infrastructure of
a particular crowdsensing network. The set of vertices of the graph, V = {v1, · · · , vn},
corresponds to the n locations that users may visit, while the set of edges, E = {eab =
(va, vb) for va, vb ∈ V }, map all the possible routes between these locations (e.g.
streets or train connections). We also denote by ω(eab) the weight of the edge connect-
ing vertices va and vb, which represents the relation between the locations mapped to
those vertices (e.g. distance, time). Figure 2 depicts an example of such a graph mod-
elling the Barcelona underground service.

Our mobility model is based on paths over the graph G. A path of the graph G is a
possible route between two given vertices of the graph, vi1 and vim , without revisiting
any vertex:
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Fig. 2. Example of a graph modelling the underground railway system of the metropolitan area
of Barcelona

Pi1im = {(vi1 , · · · , vim) where vij ∈ V , eijij+1 ∈ E}

Since the path can be seen as an edge sequence, a straightforward definition of the cost
of a path is the sum of the weights of its edges:

Ω(Pi1im) =
∑

eij ,ij+1∈Pi1im

ω(eij ,ij+1)

In order to determine the mobility of the users from vertex va to vertex vb, assuming
that more than one path between those nodes may exist in G, we take the one that
minimizes Ω(Pab), that is the shortest path. Depending on the definition of the edge
weight, the shortest path may minimize time, distance or even other variables such as
economic cost.

Besides the path that a user follows to go from one node to another, a simulation
environment should define which are the initial and final nodes that have to be assigned
to each user of the crowdsensing network. In order to avoid a random selection, we
select initial and final destination points for each user through different probabilities.
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Every vertex of the graph is assigned two distinct probabilities: an initial probability,
Pini(va), that expresses the likeliness of the vertex to be selected as initial point, and a
final probability, Pend(va), which determines the likeliness of the vertex to be selected
as destination. Then, when selecting the initial and destination points for each node,
each vertex is subjected to an independent Bernoulli trial, based on the corresponding
probability, which determines whether the vertex is selected as the initial location of
the user or as the destination respectively. Notice that the journeys of citizens in a city
exhibits such a behaviour as vertices located in the city center are more likely to be
selected as destination points, while vertices located in the outer areas of the city are
more likely to be the origin of most journeys.

5 Simulation Example

In this section we provide a simulation example of a crowdsensing network where users
sense and report incidents in the Barcelona underground service, while they are travel-
ling towards their places of work. Simulations were conducted using the ns-3.14 version
of the ns-3 simulator, in which we add a new application corresponding to this sensing
scenario.

5.1 Simulation Configuration

First of all, we define the simulation area to match the area covered by the underground
service of the city of Barcelona. Then, we perform several simulations varying the total
number of users (crowdsensors), from 100 to 1200, whose mobility is constrained by
the underground infrastructure.

We assume that each user will follow a graph-based mobility model as described in
Sect. 4, using a GraphML description of the graph seen in Fig. 2. Such graph consists
of |V | = 116 vertices corresponding to underground stations and |E| = 262 edges
corresponding to the underground connections between the stations. The weight of each
edge, ω(eab), is defined as the distance (in meters) between the locations represented
by vertices va and vb respectively.

The mobility of each user is defined by the shortest path between a pair of sta-
tions, probabilistically sampled from the set of all station, following a Poisson sampling
model. However, initially, each user will be placed at a distance of 300 m from his or
her initial selected station. We use an initial probability distribution based on vertices’
degree, assuming that vertices with higher degree are more likely to be selected as des-
tination points as they represent an intersection point of several underground routes.
Therefore, vertices having a degree greater or equal to 6 are assigned a final probability
Pend(va) = 0.9, while their initial probability Pini(va) = 1 − 0.9. In other words, if
3 or more underground routes intersect in one station, the vertex corresponding to this
station will be selected as a destination point with probability 0.9. On the contrary, ver-
tices having a degree less than 6 are assigned a final probability Pend(vb) = 0.1, while
their initial probability is Pini(vb) = 1 − 0.1. This behaviour tries to model a mobility
scenario where people living in the outer zones of Barcelona travel by underground to
their jobs located mostly in the center of the city.
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In order to provide another degree of realism to the simulation, we assume that
not all users begin their journeys at the same time, since the timetable restrictions may
vary for each user. Therefore, we define an one hour interval for users to begin moving
towards their initial assigned station. Then, the final simulation time is determined by
the maximum instant of time a user reaches his or her destination.

Incidents, the events that have to be sensed, are generated every 100 s at a randomly-
chosen vertex of the graph. Then, we examine all the users whose journeys include the
selected vertex between 3 min prior and after the occurrence of the event. From the set
of crowdsensors satisfying this requirements, we select one at random which will be
responsible for generating a new incident report. Moreover, we demand other users in
the area to confirm the generated incident in order to consider it valid. However, we
establish a maximum communication range of 100 m. Consequently, only those users
located at less than 100 m from the location of the incident will be able to confirm it.

As the users move around the simulation area, the number of crowdsensors available
at a specific location will vary with time, defining the node density around the location
of the event. Such parameter bounds the maximum number of observations that can be
gathered from that event. Moreover, node density is of extreme importance in a crowd-
sensing network since a value below 1 would mean that most of the events generated
would remain undetected.

5.2 Simulation Data Results

Next, we provide the results of our simulation analysis regarding the configuration
described in the previous section. In order to avoid biased results due to the standard
deviation of the random number distributions used during the simulation, we repeat
each simulation 10 times and compute the final results as the average of the results
obtained in each individual stage.

First of all, we want to account the total number of incidents that are detected by the
users of the crowdsensing network. In Fig. 3 we present the number of detected inci-
dents based on the total number of users of the crowdsensing network. As we can see,
the percentage of detected incidents increases from 29 %, in a crowdsensing network
formed by 100 users, to nearly 70 % in a crowdsensing network formed by 1200 users.
It is worth to notice that even with 100 crowdsensors we can still detect nearly 30 % of
the incidents, which is quite acceptable given the large area of the considered scenario.
Moreover, since the final simulation time is defined by the maximum instant of time a
user reaches his or her destination and the paths that users follow towards their desti-
nation may vary significantly in length, the actual number of active crowdsensors at the
end of the simulation may fall dramatically.

Using our simulation scenario we can also evaluate the sensor density depending
on the total number of sensors for our system. Table 1 illustrates the results, showing
the total number of users required to reach a given average user density around the
location of an incident. We can observe that the number of users needed grows in a
linear way as we increase the required average user density. However, notice that in
order to reach a sensor density of 6 around the location of an incident, we only need
over 1000 users. That means when an incident is generated there are, on average, 6
users of the crowdsensing network at a distance less than 100 m from the location of the
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Fig. 3. Number of detected incidents by the users of the crowdsensing network

Table 1. Average node density by total number of users

Total users 100 200 300 400 600 800 1000 1200
Node density 1.42 1.91 2.45 3.15 4.12 5.15 5.98 7.01

incident. Therefore, if we request an incident to be confirmed by other users to consider
it valid, the sensor density becomes a critical parameter and, in the case of an 1000 users
crowdsensing network, we could reach a 5 confirmation threshold. In addition, if our
scenario requires just an 1 confirmation threshold for any incident, we could reach that
threshold with little over 200 crowdsensors. Although 1000 crowdsensors may seem a
large number, we can compare it with the number of users travelling by underground
within the metropolitan area of the city of Barcelona supplied by TMB, the company
that provides the service. In its 2011 annual report [26], TMB estimates that nearly 389
million users travelled by underground during that year, which gives us around 1.07
million users travelling by underground in one day (on average). Therefore, 1000 users
represent roughly 0.001 % of the estimated underground users on an average day.

6 Conclusion and Further Research

The wide spread and use of smartphones unfolds great potential to effectively map
human-centric sensing task to end-user controlled smartphones. However, the perfor-
mance and usefulness of such sensor networks depends heavily on the mobility char-
acteristics of users and their willingness to cooperate. Moreover, it is hard to deploy a
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crowdsensing network in a real scenario and validating design principles for crowdsens-
ing networks is a highly challenging task. In this paper, we have presented a software-
based approach for crowdsensing network simulation, which allows researchers to
analyse the performance of such sensor networks without having to deploy the sens-
ing application on real devices. Furthermore, we propose a graph-based mobility model
that takes into account the underlying infrastructure of a crowdsensing network to define
mobility patterns for its users. We also provide a simulation example of a crowdsens-
ing network application where users report incidents in the underground service of
Barcelona. The data obtained from the simulation shows us that with little over 1000
users, we could detect nearly 70 % of the incidents that occur in the underground sys-
tem. Nonetheless, predicting the mobility patterns of a crowdsensing network raises
complex security and privacy-related issues that we intend to analyse and bring under
discussion in further research.
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Abstract. Public transport optimisation is becoming everyday a more
difficult and challenging task, because of the increasing number of trans-
portation options as well as the increase of users. Many research contri-
butions about this issue have been recently published under the umbrella
of the smart cities research. In this work, we sketch a possible framework
to optimize the tourist bus in the city of Barcelona. Our framework
will extract information from Twitter and other web services, such as
Foursquare to infer not only the most visited places in Barcelona, but
also the trajectories and routes that tourist follow. After that, instead of
using complex geospatial or trajectory clustering methods, we propose to
use simpler clustering techniques as k-means or DBScan but using a real
sequence of symbols as a distance measure to incorporate in theclustering
process the trajectory information.

Keywords: Smart cities · Geospatial clustering · Metric spaces · OSA
distance · Cloud computing · High performance computing

1 Introduction

Trajectory clustering algorithms [24] group similar trajectories into groups (clus-
ters), thus discovering common trajectories. These methods are different from
geospatial clustering [38]. This latter clustering methods group similar objects
(points in an Euclidian or geodesic space) based on their distance, connectivity,
or relative density in the space.

Since geospatial clustering methods are in general easier than trajectory clus-
tering algorithms, they has been employed in the field of spatial analysis for
years. Spatial clustering is the process of grouping similar objects based on their
distance, connectivity, or relative density in space. Thanks to that, such methods
prevail over trajectory clustering algorithms in pattern recognition smart cities
applications, such as public transport optimization. The main problem behind
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the use of geospatial clustering methods for this purpose is that patterns (most of
times trajectories) must be built over geospatial clustering results. To do that,
expert knowledge is usually required making this approach less useful for big
cities and highly dynamic city environments.

Since trajectory clustering algorithms include by definition all the trajectory
information, it is possible to adjust these algorithms to reduce the expert’s time
to take the decision about which global trajectories are the most interesting ones.
In addition, trajectory clustering algorithms can help the data practitioners to
discover common sub-trajectories inside a cluster. This information can be very
valuable in many applications, especially if we have regions of special interest
for analysis inside a big city, such as, the city centre or certain regions with a
high number of touristic attractions or city services.

All trajectory clustering algorithms are based on computing a distance assum-
ing that trajectory elements are represented by means of space coordinates. This
lack of element semantics makes that clusters construction only considers space
similarities. In this paper, we would like to study how to convert trajectory coor-
dinates to symbols, in such a way, we can include semantics inside the trajectory
elements. Therefore, it will be possible to group similar trajectories considering
the nature of their elements, for instance if they are touristic attractions, city ser-
vices, restaurants, etc. The main drawback of this approach is that it is required
to define an appropriate distance for this type of sequences.

In this paper we propose to use the Optimal Symbol Alignment (OSA) dis-
tance [18] for semantic-aware trajectory clustering. To do that, we would like to
integrate it into the clustering framework ELKI [1] to perform some experiments
using trajectories about tourists visiting Barcelona.

1.1 Paper Organization

The rest of this paper is organized as follows. Firstly, in Sect. 2 we introduce some
basic concepts about sequences of symbols distances. We also provide a complete
definition of the Edit and OSA distances. Then, in Sect. 3 we provide a taxonomy
for the currently used clustering algorithms, as well as, some implementation
decisions we have already taken. In Sect. 4 we describe how we have obtained
the data required for our clustering analysis using several social network services.
Later, in Sect. 5, we mention several computational issues we must consider due
to the high amount of data available. Finally, Sect. 6 depicts the following steps
in our proposal.

2 Distances for Sequences of Symbols

Comparison functions for sequences (of symbols) are important components of
many applications, for example clustering, data cleansing and integration.

For this reason, there is a lot of work in computing similarities among
sequences of symbols [8,15,29]. However, the similarity measures presented in
most of those works either do not fulfil the mandatory conditions to be a real
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distance (most of the times, because the triangular inequality does not hold) or
do not contain a proof for that. Formally, a distance function d must satisfy the
following properties:

1. Symmetry: d(A,B) = d(B,A) for all sequences A,B
2. Positivity: d(A,B) ≥ 0 for all sequences A,B
3. Reflexivity: d(A,A) = 0 for all sequence A
4. Triangular Inequality: d(A,B) ≤ d(A,C) + d(B,C) for all sequences A,B,C

To the best of our knowledge, there are only three sequence measures that
fulfil these conditions: the Hamming distance [17], the Levenshtein (Edit) dis-
tance [25] and the OSA Distance [18]. The remaining measures are similarity
functions instead of real distances because they do not comply with the tri-
angular inequality (or this is not proved). For this reason the application of
such measures to the scenarios where having a metric space is a must, such as
metric spaces [5], clustering [19] or k-nearest neighbors algorithms [6], becomes
unfeasible from a theoretical point of view.

The Hamming and Edit distances present also some problems. For instance,
the Hamming distance can only be applied to sequences of the same length,
while the Edit distance has a large, both practical and theoretical, complexity
(O(n2)). For these reasons many similarity measures have been developed, albeit
sacrificing some of the mandatory properties of a distance. For example, the
Jaro-Winkler distance [21] is very efficient in terms of practical computational
cost when the compared strings are not too large. Therefore, it saves execution
time (when compared to Edit distance) in applications where there are many
comparisons to be done.

2.1 Edit Distance

The Edit distance [25,32] measures the difference between two sequences, given
by the minimum number of edit operations needed to transform one sequence
into the other. An edit operation can be either an insertion, deletion or sub-
stitution of a single symbol, although many variations exist in which the set
of allowed operations is larger or more restricted. In some way, Edit distance
assumes that the differences between two sequences are due to typos or spelling
errors.

The Edit distance has found a large variety of applications in many scenarios
and has achieved very good results [31]. However, the Edit distance has a large
complexity: its computation using classical algorithms [36] based on dynamic
programming has a complexity equal to O(n2), where n is the size of the shortest
string. Other algorithms to compute the Edit distance exist [4,34], having a lower
complexity of O(dn), for example, where d is the real Edit distance. Note that,
when two completely different strings have to be compared, the complexity of
these variants is the same as that of the classical algorithm.
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2.2 Optimal Symbol Alignment (OSA) Distance

The intuition behind the Optimal Symbol Alignment (OSA) distance [18] is
that strings are close if they have many common symbols, and in addition their
common symbols are placed in similar positions, in the strings being compared.

Given a finite alphabet of symbols X, let A = (a1, . . . , anA
) and B =

(b1, . . . , bnB
) be two sequences of symbols, where ai, bj ∈ X, for i = 1, . . . , nA,

j = 1, . . . , nB . For any sequence of symbols A, we define as XA ⊆ X the subset
of symbols that appear in A; that is, XA = {x ∈ X s.t. ∃i ∈ {1, 2, . . . , nA}
with ai = x}. For a symbol x ∈ XA, we also define the subset of positions
Ax = {i ∈ {1, . . . , nA} s.t. ai = x}.

We define the OSA distance d(A,B) between the sequences A and B as

d(A,B) =
∑

x∩XA∪XB

d(x,A,B),

where the value d(x,A,B) is defined as

d(x,A,B) =

⎧
⎪⎨

⎪⎩

|Ax| if x ∈ XA − XB

|Bx| if x ∈ XB − XA

f(x,A,B) if x ∈ XA ∩ XB

Finally, we have to define the value of f(x,A,B), which is the contribution
of the symbol x to the distance d(A,B), when this symbol x is included in both
sequences A and B. Let us assume without loss of generality that |Ax| ≤ |Bx|.
The idea is to select the subset of |Ax| positions j, from the set Bx, which are
globally closest to the set of |Ax| positions in Ax. Namely, if i1 < i2 < . . . < i|Ax|
are the positions in Ax, then we select |Ax| positions j1 < j2 < . . . < j|Ax| in Bx

minimizing the global distance |i1 − j1| + . . . + |i|Ax| − j|Ax||. We use notation
jh = pj(ih, A,B), for h = 1, . . . , |Ax|, to denote the position in Bx that optimally
matches position ih ∈ Ax. We say that jh is the projection of position ih from
sequence A to sequence B. For completeness, we also use the symmetric notation
ih = pj(jh, B,A).

Each of these common symbols aih = bjh = x, for h = 1, . . . , |Ax|, will
contribute with |ih−jh|

nAB
to the value f(x,A,B), where nAB = max{nA, nB}. In

this way, we ensure that these contributions are bounded by 1. The remaining
|Bx|− |Ax| symbols will be considered as non-common symbols, so each of them
will contribute with a 1 to the global distance d(A,B).

Taking all these facts into account, we finally have

f(x,A,B) = (|Bx| − |Ax|) +
1

nAB

∑

ih∩Ax

|ih − pj(ih, A,B)| .

Depending on the differences between the two sequences to be compared
(more or less repeated symbols, more or less transpositions, etc.) the OSA dis-
tance dOSA(A,B) will be more or less similar to the Edit distance dEdit(A,B).
But in any case, they will not be very far, because it is easy to prove that
dEdit(A,B)

2 ≤ dOSA(A,B) ≤ 2 · dEdit(A,B), for any two sequences A,B.
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3 Clustering

Clustering is the task of relating similar elements in a dataset to build groups
and create general representations (centroids). It is widely used in many fields
as data mining, machine learning, image analysis, etc. Since clustering is a very
general concept, there are a great variety of algorithms that apply clustering,
focusing, for example, on possible centroids, density, data structures, etc.

Clustering algorithms are divided into different categories: space partitioning,
also called top-down methods, hierarchical methods, known as bottom-up meth-
ods as well or Density-Based Clustering Methods. Now, we review three well-
known clustering algorithms which illustrate these categories: k-means (a space
partitioning method), the agglomerative hierarchical clustering and DBScan

k-means Algorithm [26]. It is one of the most commonly used clustering tech-
niques. It is an algorithm to cluster n objects into k partitions (k < n). K-means
starts by partitioning randomly the input objects into k initial sets. Then, it
calculates the centroid of each set. Following, it constructs a new partition by
associating each object with the closest centroid. Finally, the centroids are recal-
culated for the new clusters. This algorithm is repeated until it convergences,
i.e. there is no changes in its centroids. Figure 1 shows an example of k-means
over a dataset of 100 gaussian random pairs.

Agglomerative Hierarchical Clustering [20]. This method builds a hierarchy tree,
called dendrogram, from the individual elements by progressively merging clus-
ters. Note that, at the beginning each element is considered as an independent
cluster. The algorithm starts computing a distance matrix among all the ele-
ments to be clustered, where the distance in the (i, j) position corresponds to

Fig. 1. Example of clustering using k-means algorithm with k = 5
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Fig. 2. Example of dendrogram after applying hierarchical clustering

the distance between the ith and jth elements. Then, when clustering progresses,
the corresponding rows and columns have to be also merged. This algorithm does
not explicitly builds a number of clusters, instead, we must decide the number of
clusters and where we split them within the dendrogram. An example, over the
same dataset as Fig. 1, is illustrated by Fig. 2, which suggests to cut at height
3 or 4.

DBScan [9]. It starts with an arbitrary starting point r that has not been visited.
r’s close neighbours are retrieved, and if this set contains sufficiently many points,
a cluster is started. Otherwise, r is labeled as noise. Note that this point might
later be found in a sufficiently sized environment of a different point and hence
be made part of a cluster. If a point is found to be a dense part of a cluster, its
neighbours are also part of that cluster. Hence, all points that are found within
the neighborhood limit are added to the dense cluster. This process continues
until the density-connected cluster is completely found. Then, a new unvisited
point is retrieved and processed, leading to the discovery of a further cluster or
noise. Figure 3 shows the output of DBScan within a two dense clusters dataset.

3.1 Geospatial Clustering

Geospatial clustering is a special kind of clustering, its main goal is to group
similar objects based on their distance, connectivity, or relative density in space.
General clustering methods can be used for geospatial clustering, however due
to its inherent spatial nature, specific clustering algorithms categories have been
defined in the last years:

Grid-Based Clustering Methods. Such methods divide the clustering space into
a finite number of cells and then perform all the clustering operations on the
grid. Cells containing more than a certain number of points are considered to be
dense. Contiguous dense cells are connected to form clusters. One examples of
grid-based clustering methods is CLIQUE [2].
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Fig. 3. Example of DBScan with 2 clusters

Constraint-Based Clustering Methods. These clustering methods add spatial con-
straints, such as obstacles, to obtain more desirable clusters for real geospatial
information systems. Depending on the nature of the constraints and applica-
tions, constraint-based clustering methods includes four different types of con-
strains: constraints on individual objects, obstacle objects as constraints, clus-
tering parameters as constraints, and constraints imposed on each individual
cluster [33]. DBRS+ [37] is one example of these clustering methods.

3.2 Trajectory Clustering

A number of trajectory clustering methods have been proposed. A common
characteristic of first trajectory clustering methods is that they use the shapes
of whole trajectories to do the clusters, using for instance hidden Markov models
(HMM). Later, more complex clustering algorithms [23] were proposed. In these
papers authors divide the space into a grid to allow to compute sub-trajectories
and consider more complex patterns than using only the whole trajectory.

Our approach is far from these ideas. Here we would like to adapt classical
clustering methods, which has been largely studied to cluster trajectories using
well-defined distances for sequences of symbols.

3.3 Clustering Tools

Nowadays, it is possible to find a large variety of clustering tools, such as
WEKA [16]. However, most of these tools are not able to work with big data or
cannot be parameterized using an external distance.
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To solve the first problem, MongoDB [28] offers special data structures and
indices called Geohash [27]. When you create a geospatial index on legacy coor-
dinate pairs, MongoDB computes geohash values for the coordinate pairs within
the specified location range and then indexes the geohash values. Geohash val-
ues, recursively divide a two-dimensional map into quadrants until a desired level
of specificity is reach. We have used MongoDB and geohash data structures to
create our trajectory dataset.

In order to easily execute several clustering algorithms coming from the dif-
ferent families described in this section, we will use the ELKI framework [1].
ELKI separates data mining algorithms and data management tasks to allow
for including different components inside the library. Additionally, ELKI allows
for the use of external distances as the OSA distance described in Sect. 2.2. For
these reasons we have selected ELKi for our experiments.

4 Social Sensing Trajectory Data Extraction

In order to capture citizens’ mobility traces of citizens, different data sources
have been used in the literature such as GPS traces [39], call detail records
(CDR) from mobile phones [7], and even geopositioned social media [30].

In this work we focus on geopositioned tweets. Twitter allows developers to
obtain all the geopositioned tweets within a certain bounding box that covers
a certain city. We have used the data-acquisition architecture depicted in [35].
The dataset generated contains the geopositioned tweets generated in Barcelona
during six months from July 2012 to the end of December 2012, resulting in
approximately 1.160.000 geopositioned data traces.

To transport the geopositioned tweets into actual trajectories, we borrow a
methodology presented elsewhere [12]: a trajectory can be understood as the set
described by at least two consecutive tweets with a minimum distance of 100 m
amongst them and published in less that 75 min of difference.

Moreover, we also profit from a semantically-enhanced module that allows to
detect the origin country of each user leaving a digital mobility trace. Each tweet
contains the user-specified origin location, allowing users to specify free text
values. Other than handling fake values, such as “From heaven”, user-specified
locations can be referred at different levels of granularity (GPS coordinate, neigh-
borhood, city, region, or country level) and in different languages (e.g. London,
Londra, Londres, etc...). In order to deal with this ambiguity, we use the GeoN-
ames service [13], which provides an unique country identifier per any input,
being also successful dealing with fake values.1

Therefore, our technological infrastructure allows us to capture user trajec-
tories and classify them per user origin country.

By applying clustering algorithms on the digital traces of our 6 months dataset,
we obtain clusters of activity whose cluster identifier provides us with an unique
tag to identify users origins and destinations.
1 A human-supervised test on 100 random user-specified locations obtained from our

dataset obtained an 72% accuracy rate.
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5 High Performance Computing Challenges in Geospatial
Clustering

To avoid the problems associated to persisting data to disks, persistent memo-
ries are leveraged (Flash memory at the current time, any kind of Storage Class
Memories in the near future).

To increase the address space made available to a particular workload, the
memory of all nodes involved in the execution of such workload are given access
to the memory of all other compute nodes through software APIs.

The major problem from the infrastructure point of view for Geospatial Clus-
tering is dealing with large amounts of data. It is a common case that the perfor-
mance of clustering algorithms is I/O bound because they are data-intensive and
process very large data sets. Therefore, novel ways of managing data are required
to deliver scalability and performance. The common approach nowadays is to dis-
tribute data across many compute nodes and provide applications with a flat and
shared name space to access data, independently if it is stored locally or remotely.

The single namespace can be provided either by a distributed file system (the
case of MapReduce Distributed File System [3,14]) or using key/value pairs (the
case for most NoSQL databases [22,28] and key/value stores [11]).

Over the last years an intersection of different technologies is gaining momen-
tum performance-wise: RDMA-enabled network technologies and persistent
memories. The goal of combining these technologies is to provide low latency and
high bandwidth all-to-all in a network topology, and therefore fast access to all
data in a distributed dataset.

High speed networks require lightweight protocol stacks and CPU offloading
to move data between nodes at high speeds (e.g. using Infiniband verbs instead of
a heavyweight TCP/IP stack to achieve 56 Gbps bandwidth in Infiniband FDR
networks), what is achieved using RDMA-enabled networks such as Infiniband or
iWARP.

At the same time, to achieve high bandwidth to store data, fast memories are
used instead of slow rotational disks. Such memory can be accessed in different
ways: through conventional disk interfaces, what is the case of Solid State Disks
(SSD); through conventional PCIe buses, what is the case of PCIe Flash boards;
or directly through the memory buses in the processors, what is the case of Phase
ChangeMemories (PCM)or any generic StorageClassMemory (SCM) technology.

The outcome of this technology trend is middlewares that allow for transparent
access to remote or local data at the same speeds and with the same latencies,
unifying the memory space of all nodes involved in the execution of a workload,
and simplifying the programmability of the applications by providing simple user
APIs, such as the Blue Gene Active Storage [10] (BGAS) platform does.

6 Conclusions

In this abstract we have described all the components of a possible framework
for public transport optimisation in big cities, in our case Barcelona. We have
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described several distances and clustering algorithms to illustrate that combining
a distance for sequences of symbols with classical clustering algorithms is possible
to create a clustering algorithm for this goal. We have also introduced some per-
formance problems and how we can overcome them. Finally, we have explained
how to collect the required data to convert this framework in a real tool during
the next year.

Acknowledgments. This work is partially supported by the Ministry of Science and
Technology of Spain under contract TIN2012-34557 and by the BSC-CNS Severo Ochoa
program (SEV-2011-00067) and with the support of ACC1Ó, the Catalan Agency to pro-
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Abstract. The dynamics behind human migrations are very complex.
Economists have intensely studied them because of their importance for
the global economy. However, tracking migration is costly, and available
data tends to be outdated. Online data can be used to extract proxies for
migration flows, and these proxies would not be meant to replicate tradi-
tional measurements but are meant to complement them. We analyze a
random sample of a microblogging service popular in Brazil (more than
13M posts and 22M reposts) and accurately predict the total number of
migrants in 35 Brazilian cities. These results are so accurate that they
have promising implications in monitoring emerging economies.

1 Introduction

For census agencies, migrations are difficult to track in the developed countries,
let alone in developing ones. In emerging economies, authorities rely on inaccu-
rate, outdated, de-contextualized census data even for the local population [15].

Migrants who have left their home country searching for better opportunities
rely also on electronic communication to maintain their bonds with their home
communities [3]. Publishing and ‘consuming’ content such as news and photos
in online platforms is “a parcel of everyday life in transnational families” [2].
Previous studies have found that indicators characterizing offline communities
(e.g., economic deprivation) can be extracted from online data (e.g., use of emo-
tion words in Twitter) [22]. Therefore, we propose to consider online data in
Brazil and track the number of migrants in a city by considering the interaction
between users who live in the city and those outside.

Our main contribution is to propose a set of metrics extracted from online data
to estimate migration levels. These metrics reflect the intuition that the higher the
number of migrants in a city, the more online interactions between users in the
city and those outside it. We compute these metrics for 35 cities in a Yahoo Meme
dataset that includes more than 13M posts and 22M reposts exchanged between
users in more than 1K cities around the world. We find that the proposed metrics
work, in that, they correlate with the number migrants reported by the Brazilian
census authority. By then combining these metrics in a linear regression model,
we show that the model fits the data extremely well (the Adj. R2 = 0.61).

J. Nin and D. Villatoro (Eds.): CitiSens 2013, LNAI 8313, pp. 73–83, 2014.
DOI: 10.1007/978-3-319-04178-0 7, c∈ Springer International Publishing Switzerland 2014
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(c) (d)

(a) (b)

Fig. 1. Evolution of the follower graph: edges connect the geographical locations of the
users in our dataset. The picture shows the cumulative set of graph edges after the (a)
1st, (b) 2nd, (c) 3rd and (d) 7th month after the platform launch. The brightest point
in (a) corresponds to the city of Sao Paulo.

2 Dataset

Yahoo Meme was a microblogging platform, similar to Twitter, with the excep-
tion that users can post content of any length or type (text, pictures, audio,
video), being text and pictures the more frequently posted content. In addition
to posting, users could also follow other users, repost others’ content, and com-
ment on it. In this study, we use a random sample of interactions on Yahoo
Meme from its birth in 2009 until the day it was discontinued in 2012 (Table 1).
Despite its moderate popularity in USA, Yahoo Meme was popular in Brazil,
as witnessed by the fact that the top 45 cities in terms of number of interac-
tions are all located there. Reposting was the main activity in the service (22M
sample records) compared to comments (4M). We extract the users who posted
the content in our sample and georeference them based on their IP addresses
using a Yahoo service. We remove the users for whom we did not obtain results
at city level (e.g., users employing proxy servers to connect to the Internet)
obtaining 80 K users. For this set of users and their respective posts, we extract
all the repost cascades and the follower relationships. Month after month, users
across different Brazilian cities tended to intensify their follower connections till
reaching a certain stability at month 7 after the platform launch (Fig. 1).
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Table 1. Yahoo Meme dataset statistics

Property Value

Number of users 80 K
Number of posts 13M+
Number of reposts 22M+
Number of follower links 19M+
Number of comments 4M
Number of reposts cascades 1.4M
Number of cities 1.3 K
Number repost edges between cities 25 K

To attain geographic representability, we ascertain that the number of users
in the top Brazilian cities in our dataset is significantly correlated with the
number of Internet users (Fig. 2). As a result, any city outside the confidence
area calculated (outlier) is excluded from the study. This leaves us with 35 cities,
and we will see that such a number grants statistical significant results. That
is because we are left with 1.4M repost cascades whose original content was
produced in the 35 cities and was consumed across the world.

3 Attention Metrics

It has been shown that migrants maintain their strong ties in their home coun-
tries mainly using digital means [2]. We thus expect that studying online inter-
actions in Yahoo! Meme across geographic areas would result in good estimators
of migration flows. More specifically, we connect places every time that a user
ui located in city i interacts with a user located in city j either by reposting
ui’s content or by following him/her. The volume of such connections is then
correlated with migration rates for 35 cities in Brazil. We consider migrants from
Brazil itself and from the rest of the world.

Previous studies have shown that interactions on social media cannot be
quantified with simple metrics such as popularity or number of followers but
they are best characterized with metrics that also reflect the extent to which
content is re-shared or liked [1,6,23,30,32]. That is because social media users
make specific decisions about the content they want to consume or who they wish
to follow. Such decisions are taken based on offline social ties [31], homophily,
and physical distance [25].

We thus resort to attention metrics, and these metrics capture the attention
that a city’s users are able to attract from the Rest of the World and from other
Brazilian cities:

Cross Border Attention. Our first set of attention metrics for city i is defined
as the number of reposts that the city has attracted from the rest of the world
(ROW repost

i ) or from other Brazilian cities (BRrepost
i ), normalized with respect

to the total number ni of users in that city:
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Fig. 2. Number of users in our sample versus number of Internet users. Both quantities
are log-transformed. Regression line and 95% confidence intervals are shown

ROW repost
i =

outi
ni

, BRrepost
i =

out∩i
ni

where outi is the number of times a post originated in city i has been reposted
outside it (the world excluding Brazil); out∩i, instead, counts the reposts received
outside the city but inside Brazil.

We repeat the same definition considering now the number of cross-borders
followers attracted by users in city i:

ROW followers
i =

outfi
ni

, BRfollowers
i =

outf ∩
i

ni

where outfi is the number of times a user in city i has been followed by a user
outside it (the world excluding Brazil); outf ∩

i , instead, counts the follower links
outside the city but inside Brazil. As a result, we obtain the first four metrics.

Authority. The previous metrics consider all cities equally. However, certain
cities might be more central to migration flows than others. To capture this con-
cept of centrality, we built an attention graph using reposts. This is a weighted
directed graph where nodes are cities, and directed weighted edges (i, j, w) rep-
resent the volume w of reposts between city j where the reposter lives, and city
i where the original poster lives. Self-edges are allowed as many reposts occur
between users living in the same city. The resulting attention graph has 1,310
nodes and 25 K weighted edges (Fig. 3). Then, we measure the ‘authority’ index
of each city using the HITS algorithm [14]. In the HITS algorithm the autorithy
centrality of a vertex is defined to be proportional to the aggregated values of the
hub centrality indexes that point to it. For a city i, the two indexes as defined
as follows:
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Fig. 3. Attention graph whose nodes are cities and whose weighted edges reflect the
intensity of reposting between cities’ users. Size and color of the nodes are proportional
to the node degree. The network was plotted using the GeoLayout plugin of the Gephi
software package [14].

Authorityi = ω ·
∑

j∪C

AijHubj ,

Hubi = δ ·
∑

j∪C

AjiAuthorityi,

where ω and δ are constants, C is the set of cities in our dataset and A is
the attention graph’s corresponding city adjacency matrix.
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The Authority index calculated by the HITS algorithm is more informative
for the vertex centrality in directed networks than simpler measures such as the
number of incident edges or indegree centrality [12] and, thus, it better captures
the importance of a node in the network.

We calculate the correlation among each pair of the five metrics: ROW repost
i ,

BRrepost
i , ROW followers

i , BRfollowers
i , Authorityi (Fig. 4) and observe that they

are all correlated with each other. That is why, when we will run our predictions,
we will account for interaction effects.

4 Correlations Between Attention and Migration

From the 2010 data provided by the Brazilian census bureau1, we compute two
migration rates for each of the 35 cities: mROW is the number of people coming
from other countries and mBR is that from other Brazilian cities. Both val-
ues are normalized by city population. We then correlate these two migration
rates with our five attention metrics. To account for skewness, the metrics are
log-transformed. The results obtained are statistically significant, with at least
p-value < 0.05.

Fig. 4. Correlations among the five attention metrics. We observe that the ROW atten-
tion metrics are correlated among each other more than they are with the Authority
metric. Values are log-transformed.

1 http://www.ibge.gov.br

http://www.ibge.gov.br
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Reposts and Follower metrics. We find positive correlations between migration
rates and attention received by the rest of the world: r = 0.28 for attention
computed on reposts, and r = 0.33 for attention computed on number of
followers. Stronger correlations are also found for attention received from
other Brazilian cities: r = 0.33 for attention computed on reposts, and r =
0.46 for attention computed on number of followers.

Authority metric. Since the authority measure can be only computed on the
aggregate (Brazil plus rest-of-the-world) dataset, we should correlate the
authority measure with the total number of migrants (mROW + mBR). In
so doing, we obtain, again, a positive correlation r = 0.32.

5 Predicting Migration from Attention

We model the number of migrants as a linear combination of the five attention
metrics. This is what we call Model1:

log(MigrantsNumberi) = ω + δ1 · log(ROW repost
i )+

δ2 · log(ROW followers
i ) + δ3 · log(BRrepost

i )+

δ4 · log(BRfollowers
i ) + δ5 · log(Authorityi)+

εi

(1)

We also build a model to account for the pairwise interactions effects between
indicators:

log(MigrantsNumberi) = ω + δ1 · log(ROW repost
i )+

δ2 · log(ROW followers
i ) + δ3 · log(BRrepost

i )+

δ4 · log(BRfollowers
i ) + δ5 · log(Authorityi)+

γm · Interactionsim + εi

(2)

where Interactionsim accounts for the pairwise interactions among the five
attention metrics. This is model 2 (Table 2).

To account for Internet penetration rates and population, we build a model
adding these two census variables

log(MigrantsNumberi) = ω + δ1 · log(ROW repost
i )+

δ2 · log(ROW followers
i ) + δ3 · log(BRrepost

i )+

δ4 · log(BRfollowers
i ) + δ5 · log(Authorityi)+

+μiInterneti + ρiPopulationi+

+γmInteractionsim + εi

(3)

where Interneti is the city’s Internet’s penetration rate, Populationi is the city’s
population, and εi is the error term. This is Model 3. We control for Internet
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Fig. 5. Predicted values versus actual values calcuated by Model 2 (Adj. R2=0.61)
that includes the five attention metrics and their pairwise interactions. The model’s
prediction error is low: its Mean Absolute Error is 0.21.

Table 2. Adj. R2 for different models predicting city i’s number of migrants. Model 1’s
predictors are the five attention metrics Attentionim, Model 2 adds their interaction
effects, Model 3 controls for the city’s Internet penetration rates and population. All
p-values are < 0.001.

Model Predictors Adjusted.R2

1 {Attentionim} 0.54
2 {Attentionim} + {Interactionsim} 0.61
3 {Attentionim} + {Interactionsim} + 0.70

Interneti + Populationi

penetration because it is associated with online activity, and for city size because
larger cities tend to be economically prosperous and enjoy “increasing returns
to scale”: a city becomes more attractive as it grows [12].

By computing the beta coefficients of model 2, the one with the best per-
formance (without census data), we find that cross border attention in terms of
followers accounts for 22 % of the model’s explanatory power, while the cross
border attention for reposts explains 18 %. Authority attention, instead, only
explains 7 % of the variance. As for model 2’s accuracy, the model achieves a
Mean Absolute Error (MAE) of 0.21 on a logarithmic scale, where the minimum
value is 2.6 and maximum is 5.23, meaning that, on average, the model pre-
dicts the log of the number of migrants within 1.16 % of its true value. Figure 5
plots the values predicted by model 2 against actual ones. Rio de Janeiro, one
of the most international Brazilian cities, is one outlier for which the number of
migrants level is higher than the predicted value.
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6 Related Work

Real-life Processes and Social Media. Email exchanges have been used
to track migration flows among developed and developing countries [26]. Also,
Quercia et al. have shown a correlation between the sentiment expressed in
tweets originated by residents of London neighborhoods and the neighborhoods’
well-being [22].

In the last few years, there have appeared some initiatives for measuring
socio-economic conditions of city residents in developing countries using online
data. For example, the United Nations and the World Bank have recently
launched a program called “Data4Good”. This promotes the use of (currently
untapped) digital data for, say, improving poverty measurement (“How can we
measure poverty more often and more accurately?”) or dealing with corruption
in international investment projects (“Can we detect fraud by looking at aid
data?”). Recently, Orange released an anonymized dataset of mobile phone calls
in Côte d’Ivoire, and launched a challenge in which researchers had to predict
economic indicators from the activity metrics extracted from the call records [17].
Our research complements this line of work by proposing a set of metrics that can
be applied to data extracted from any data source that reflects social exchanges,
including social media data.

Migration. Davis et al. [8] conducted a study of human mobility using data pub-
lished by the World Bank. They built a network of countries based on migration
flows, and found that the most well connected countries remain stable over time
and that migration is directed towards low and mid degree countries.

7 Conclusion

We have shown that online metrics are effective at predicting number of migrants.
These metrics are particularly useful in developing countries, where economic
changes happen at fast pace. As part of future work, we will study socio-economic
indicators other than migration rates, and we will start with GDP and social
capital.

Acknowledgments. Carmen Vaca Ruiz’s research work has been funded by
SENESCYT and ESPOL, Ecuador.
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Abstract. Microaggregation is one of the most commonly employed
microdata protection methods. The basic idea of microaggregation is
to anonymize data by aggregating original records into small groups of
at least k elements and, therefore, preserving k-anonymity. Usually, in
order to avoid information loss, when records are large, i.e., the number
of attributes of the data set is large, this data set is split into smaller
blocks of attributes and microaggregation is applied to each block, suc-
cessively and independently. This is called multivariate microaggregation.
By using this technique, the information loss after collapsing several val-
ues to the centroid of their group is reduced. Unfortunately, with multi-
variate microaggregation, the k-anonymity property is lost when at least
two attributes of different blocks are known by the intruder, which might
be the usual case.

In this work, we present a new microaggregation method called one
dimension microaggregation (Mic1D − k). With Mic1D − k, the prob-
lem of k-anonymity loss is mitigated by mixing all the values in the
original microdata file into a single non-attributed data set using a set
of simple pre-processing steps and then, microaggregating all the mixed
values together. Our experiments show that, using real data, our pro-
posal obtains lower disclosure risk than previous approaches whereas the
information loss is preserved.

Keywords: Microaggregation · k-anonymity · Privacy in statistical
databases

1 Introduction

Managing confidential data is a common practice in any organization. In many
cases, these data contain valuable statistical information required by third par-
ties for data analysis and, thus, privacy becomes essential, making it necessary
to release data sets preserving the statistics without revealing confidential infor-
mation. This is a typical problem, for instance, in statistics institutes.

One of the most popular approaches to achieve such a privacy level is to
apply perturbative protection methods on the microdata source file to be pro-
tected. This approach consists in distorting the original data file so that the
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resulting data, which is publicly released, does not permit the disclosure of sen-
sitive information. A large number of protection methods exist (see e.g. [1,6,28]).
Apart from protecting the privacy of the confidential information, perturbative
data protection methods must preserve the statistical utility of the original data
as far as possible. In this situation, the main challenge is to find the trade-off
between privacy and statistical utility.

Recently, microaggregation has emerged as one of the most promising per-
turbative data protection methods. For example, Ref. [9] shows that microag-
gregation is used by many statistical agencies for data anonymization. The basic
implementation of microaggregation works as follows [6,7,23]: given a data set
with natt attributes, small clusters of at least k elements (records) are built and
each original record is replaced with the centroid of the cluster to which the
record belongs to. A certain level of privacy is ensured because k records have
an identical protected value (k-anonymity [22,25,26]).

However, when natt is large, the statistical utility of the basic microaggrega-
tion technique is diminished, specially if the attributes are not highly correlated
[2]. This is so because the larger the number of attributes, the larger the distance
between the original records in the data set and their corresponding centroids.
Therefore, a lot of information on the original data is lost when the protected
microdata file is released. To solve this drawback, the following natural strategy
is applied by statistical agencies: the microdata file is split into smaller blocks
of attributes, and microaggregation is independently applied to each block. This
way, the information loss decreases, at the cost of decreasing the achieved level
of privacy since the property of k-anonymity is not ensured, as we see later on
in this paper. This kind of microaggregation methods are known as multivariate
microaggregation methods. Another important drawback of this type of meth-
ods is that finding the optimal multivariate microaggregation (i.e., finding the
clusters that minimize the sum of square errors) is NP-hard [20].

In this work, we propose to combine a set of preprocessing steps along with
microaggregation in order to minimize the disclosure risk without losing infor-
mation. We test this new method using real data showing that Mic1D−k is able
to outperform previous multivariate microaggregation methods diminishing the
risk of disclosure without increasing the information loss. Specifically, we com-
pare our new method with some of the most commonly used microaggregation
methods, showing that Mic1D − k achieves lower disclosure risk than previous
algorithms when different groups of attributes are known by an intruder.

This paper is organized as follows. In Sect. 2 we review some basic con-
cepts related to protection methods, focusing on microaggregation techniques.
In Sect. 3, we present our new microaggregation method called One dimension
microaggregation. Section 4 is devoted to compare traditional microaggregation
algorithms and our new microaggregation method using real data; we present
our experiments and the obtained results. Finally, Sect. 5 draws some conclusions
and presents some future work.
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2 Preliminaries on Protection Methods

In this section we present some basic concepts that will be useful for the under-
standing of the work presented in this paper. Namely, we first describe the sce-
nario where a microdata protection method is applied to preserve the privacy of
the owners of some statistical data. Then, we explain in detail several microag-
gregation techniques. Finally, we describe the most usual ways to measure the
quality of microaggregation methods, according to the levels of privacy and sta-
tistical utility that they provide.

2.1 Statistical Data Protection

Let a microdata file X be a matrix with n rows (records) and natt columns
(attributes), where each row contains natt attributes of an individual. The
attributes in a microdata file can be classified into two different categories, iden-
tifiers or quasi-identifiers, depending on their capability to identify unique indi-
viduals. Identifier attributes are used to identify the individual unambiguously.
The matrix containing all the values related to these attributes will be denoted in
this paper by Id. A typical example of identifier is the passport number. A quasi-
identifier attribute is an attribute that is not able to identify a single individual
when it is used alone. However, when it is combined with other quasi-identifier
attributes, they can uniquely identify an individual. Among the quasi-identifier
attributes, we distinguish between confidential (Xc) and non-confidential (Xnc),
depending on the kind of information they contain. Therefore, we define a micro-
data file as X = (Id,Xnc,Xc). A first naive approach would be to eliminate the
identifier attributes and release (Xnc,Xc) in order to avoid the linkage of con-
fidential data (Xc) to real individuals. In this scenario, an intruder would be
able to re-identify individuals by obtaining the non-confidential quasi-identifier
attributes together with identifiers from other data sources and, therefore, dis-
closing confidential information.

In order to preserve statistical disclosure control, we use assume the solu-
tion proposed in [6] to compare several protection methods. This solution is
graphically depicted in Fig. 1 and it works as follows:

(i) Identifier attributes in X are either removed or encrypted.
(ii) Confidential quasi-identifier attributes Xc are not modified; in this way, the

statistical utility of the confidential attributes is completely preserved.
(iii) A microdata protection method ρ is applied to non-confidential quasi-

identifier attributes, in order to preserve the privacy of the individuals whose
confidential data is being released, X ∩

nc = ρ(Xnc).
(iv) The released microdata file is X ∩ = (ρ(Xnc),Xc).

In this scenario, as shown in Fig. 2, an intruder might try to re-identify indi-
viduals by obtaining the non-confidential quasi-identifier data (Xnc) together
with identifiers (Id) from other data sources. By applying record linkage between
the protected attributes (X ∩

nc) and the same attributes obtained from other data
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Fig. 1. Data protection and release process.

sources (Xnc), the intruder might be able to re-identify a percentage of the pro-
tected individuals together with their confidential data (Xc). The quality of a
protection methods depends on the percentage of information that it allows to
re-identify, among other aspects.

2.2 Microaggregation

As introduced before, microaggregation ensures k-anonymity by building small
clusters of at least k elements and replacing the original values by the centroid
of the cluster to which the record belongs to.

There are other ways to achieve k-anonymity. For instance, in [3] authors
present a clustering technique where the released microdata file preserves k-
anonymity, as in basic microaggregation. In other solutions, such as those pre-
sented in [10], the data holder chooses different subsets of attributes ensuring
k-anonymity for each of these subsets independently, similarly to multivariate
microaggregation.

We have seen that, in order to solve the information loss problem of the basic
microaggregation method, multivariate microaggregation is used at the cost of
increasing the disclosure risk. Specifically, after dividing attributes into different
blocks and applying the basic microaggregation technique to each block sepa-
rately, the k records which fall in the same cluster for the first block of attributes,
may fall in a different cluster for any of the other blocks of attributes. So, the
resulting protected records will not be equal and no k-anonymity is ensured.
The easiest case for microaggregation in terms of attribute blocking complexity
occurs when the size of the attribute blocks is equal to one. In other words,
when each attribute is protected independently. This corresponds to Univariate
Microaggregation or Individual Ranking Microaggregation.
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Fig. 2. Disclosure risk scenario.

In order to preserve information loss as low as possible, microaggregation
methods try to minimize the total sum of distances between all the elements to
be protected and the centroid of the cluster where an element belongs to, i.e
minimize the total Sum of Square Errors (SSE):

SSE =
c∑

i=1

∑

xij∪Ci

(xij − x̄i)T (xij − x̄i),

where c is the total number of clusters, Ci is the ith cluster and x̄i is the centroid
of Ci. The restriction is |Ci| → k, for all i = 1, . . . , c. In general, the larger value
of k the lower the disclosure risk. Therefore, in order to parametrize microag-
gregation methods, k has to be as large as possible without compromising the
statistical utility of the protected information.

The rational of this process is to make the protected data as similar as pos-
sible to the original one. In any case, methods should provide clusters with at
least k elements. As introduced before, finding the optimal multivariate microag-
gregation has been proven to be an NP-Hard problem. For this reason, heuristic
methods have been proposed in the literature.

For our work, we will use some of these different algorithms proposed for
microaggregation in order to compare them to our new microaggregation tech-
nique. In this section, we explain a deterministic and optimal algorithm for
univariate microaggregation, which is also used by two other methods for pro-
jection based multivariate microaggregation: PCP microaggregation and Zscores
microaggregation. Finally, we describe one of the most used methods for heuristic
microaggregation (specially for the multivariate case, although it can be applied
to the univariate case as well): the MDAV (Maximum Distance to Average Vec-
tor) algorithm.
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Optimal Univariate Microaggregation. Although multivariate microag-
gregation has been proven to be a very complex problem, several polynomial
approaches for the optimal univariate microaggregation as [11] may be found in
the literature. In [7], the authors present two relevant conclusions for the optimal
univariate microaggregation:

1. When elements are sorted according to an attribute, for any optimal partition,
elements in each cluster are contiguous (non overlapping clusters exist)

2. All the clusters of any optimal partition contain between k and 2k − 1
elements.

Based on these two results, in [11] authors define an optimal univariate
microaggregation as follows. Let A = (v1 . . . vn) be a vector of size n containing
all the values for the attribute being protected. The values are sorted in ascend-
ing order so that if i < j then vi ∧ vj , where v1 is the smallest element and vn is
the largest element in A. Let k be an integer such that 1 ∧ k < n (k is directly
obtained from the microaggregation configuration).

Given A and k, a graph Gk,n is defined as follows. Firstly, we define the
nodes of G as the elements vi in A plus one additional node g0 (this node is
later needed to apply the Dijkstra algorithm). Then, for each node gi, we add to
the graph the directed edges (gi, gj) for all j such that i + k ∧ j < i + 2k. The
edge (gi, gj) means that the values (vi, . . . , vj) might define one of the possible
clusters. Then, the cost of the edge (gi, gj) is defined as the within-group sum
of squared error for such cluster. That is, SSE = Σj

l=i(vl − v̄)2, where v̄ is the
average record of the cluster.

Given this graph, the optimal univariate microaggregation is defined by the
shortest path algorithm between the nodes g0 and gn. This shortest path can
be computed using the Dijkstra algorithm. Thus, the optimal clustering can be
computed in linear time.

Projection Based Microaggregation. The basic idea of Projection Based
Microaggregation methods is to approximately reduce the multivariate microag-
gregation problem into the univariate case, by projecting natt > 1 attributes
(corresponding to some attributes of the records) into a single one.

The use of this projection techniques is motivated by the difficulty of sorting
multivariate data that arises when one tries to extend the optimal univariate
solution to the case of multivariate microaggregation.

Ideally, the employed projection should maintain the global statistical prop-
erties of the initial (non-projected) values. With this goal in mind, two projection
methods seem particularly suitable: the principal component projection [12] and
the sum of Z-scores [13].

Projected multivariate microaggregation is described in Algorithm 1, when
applied to a microdata file X with n records and nattr attributes.

Ideally, the employed projection should maintain the global statistical prop-
erties of the initial (non-projected) values. With this goal in mind, two projection
methods seem particularly suitable: the principal component projection (PCP)
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Algorithm 1: Projected Microaggregation
Data: X: original microdata, k: integer
Result: X’: protected microdata
begin

Split the microdata file X into r sub-files {Xi}1≤i≤r, each one with vi

attributes of the n records, such that
r∑

i=1

vi = V ;

foreach (Xi ∈ X) do
Apply a projection algorithm to the attributes in Xi, which results in
an univariate vector zi with n components (one for each record) ;
Sort the components of zi in increasing order;
Apply to the sorted vector zi the following variant of the univariate
optimal microaggregation method explained in Sect. 2.2: use the
algorithm defining the cost of the edges 〈zi,s, zi,t〉, with s < t, as the
within-group sum of square error for the vi-dimensional cluster in Xi

which contains the original attributes of the records whose projected
values are in the set {zi,s, zi,s+1, . . . , zi,t} ;
For each cluster resulting from the previous step, compute the
vi-dimensional centroid and replace all the records in the cluster by the
centroid ;

end

[12] and the sum of Z-scores [13]. PCP is a projection technique that preserves
the variance of the multivariate data set as much as possible in the projected
data set in order to simplify the complexity of the data set, while preserving
the statistical utility of the projected data. On the other hand, Z-score is a
dimensionless quantity derived by subtracting the mean of each attribute from
a single value and then dividing the difference by the standard deviation of that
attribute. The resulting microaggregation algorithms obtained after the applica-
tion of these two projection methods, called PCP microaggregation and Zscores
microaggregation, will be used in Sect. 4 to test the quality of our new technique.
See [17] for more details.

MDAV Microaggregation. The MDAV (Maximum Distance to Average Vec-
tor) algorithm [7,14] is an heuristic algorithm for clustering records in a micro-
data file X so that each cluster is constrained to contain at least k records.
This algorithm can be used for univariate microaggregation and multivariate
microaggregation. The MDAV algorithm is described in Algorithm2.

MDAV generic algorithm can be instantiated for different data types, using
appropriate definitions for distance and average. Normally, the most distant
record and the closest records are computed using the Euclidean distance, and
the average record is defined as the arithmetic mean of the records. The aver-
age record is used to replace the original records when building the protected
microdata file.
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Algorithm 2: MDAV
Data: X: original microdata, k: integer
Result: X’: protected microdata
begin

while (|X| > k) do
Compute the average record x̄ of all records in X;
Consider the most distant record xr to the average record x̄;
Form a cluster around xr. The cluster contains xr together with the
k − 1 closest records to xr;
Remove these records from microdata file X;
if (|X| > k) then

Find the most distant record xs from record xr;
Form a cluster around xs. The cluster contains xs together with the
k − 1 closest records to xs;
Remove these records from microdata file X;

Form a cluster with the remaining records;

end

2.3 Measures to Evaluate Risk and Utility

As we discussed before, a microdata protection method must guarantee a certain
level of privacy (low disclosure risk). At the same time, since the goal is to
allow third parties to perform reliable statistical computations over the released
(protected) data, the protection method must ensure that the protected data is
statistically close enough to the original one.

Therefore, given a microdata protection method, we have two inversely
related aspects to measure: the disclosure risk (DR), which is the risk that
an intruder obtains correct links between the protected and the original data;
and the information loss (IL) caused by the protection method. When one of
them increases, the other one decreases. The two extreme cases are the following
ones: (i) if the original microdata is released, then information loss is zero, but
the disclosure risk is maximum; (ii) if the original microdata is encrypted and
then released, the disclosure risk is (almost) zero, but the information loss is
maximum.

There are different generic measures proposed in the literature to evaluate
the quality of a data protection method. One approach was presented in [5,6],
where the authors combine both information loss and disclosure risk in a score
using the arithmetic mean. This method is refined in subsequent works [19,24].

In order to calculate the score, first we need to calculate some information
loss and disclosure risk meausures:

– Information Loss (IL): Let X and X ∩ be matrices representing the original
and the protected microdata files, respectively. Let V and R be the covariance
matrix and the correlation matrix of X, respectively; let X be the vector of
variable averages for X and let S be the diagonal of V . Define V ∩, R∩, X

∩
,

and S∩ analogously from X ∩. The information loss is computed by averaging
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the mean variations of X − X ∩,V − V ∩,S − S∩, and the mean absolute error of
R − R∩ and multiplying the resulting average by 100.

– Disclosure Risk (DR): For this measure in the original paper, the authors
assume two different scenarios in order to evaluate DR: (i) Distance Link-
age Disclosure risk (DLD), which is the average percentage of linked records
using distance based RL [21]. Note that, this scenario is the same described
in Sect. 2.1, where the intruder has access to an external data source and he
is interested in disclosure the identity of the individual and (ii) Interval Dis-
closure risk (ID) which is the average percentage of original values falling into
the intervals around their corresponding masked values, in this scenario the
intruder has no access to an external data source and he is interested to dis-
close the original value of a protected one. The two values are computed over
the number of attributes that the intruder is assumed to know, in particular, in
this paper we assume the scenario described in [19] where the intruder knows
all the possible combinations from one to all the attributes. The Disclosure
Risk is computed as DR = 0.5 · DLD + 0.5 · ID.

– Score: The final score measure is computed by weighting the presented mea-
sures and it was also proposed in [6]:

score = 0.5 IL + 0.5DR

Note that the better a protection method, the lower its score.

Apart from this generic measure for protection method evaluation, we can
find specific IL and DR measures for microaggregation in the literature. For
instance, the total Sum of Square Error SSE is usually used for information loss
evaluation, since it is the fitness function used by microaggregation to minimize
the loss of statistical utility of the protected microdata file. In order to compute
the DR, in [18], a specific DR measure is defined. The idea is to consider the ratio
between the total number n of records and the number of protected records which
are different. This gives the average size of each ‘global cluster’ in the protected
microdata file. This measure was denoted as k∩, this real anonymity measure is
computed as

k∩ =
n

|{x∩|x∩ ∈ X ∩}|
Since our work compares our new microaggregation algorithm with other

classical microaggregation methods, we use both the specific measures presented
above and the general score measure.

3 One Dimension Microaggregation

In this section, we present a new microaggregation method called one dimension
microaggregation (Mic1D-k, for short). This method gathers all the values of
the microdata file into a single sorted vector, independently of the attribute
they belong to. Then, it microaggregates all the mixed values together. The
experiments presented here show that, by using real data, our proposal obtains
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Fig. 3. Mic1D-k schema.

lower disclosure risk than previous approaches whereas the information loss is
preserved.

As shown in Fig. 3, Mic1D-k is based on an important data pre-processing
technique that must be applied before starting the protection process. This pre-
processing phase is decomposed in several steps. Namely, vectorization, sorting,
partitioning and normalization. Following, we go into further details about these
steps.

Vectorization

The vectorization step gathers all the values from the microdata file in a single
vector, independently on the attribute they belong to. Thereby, we ignore the
attribute semantics and therefore the possible correlation between two different
attributes in the microdata file. In other words, we desemantize the microdata
file. Later, this process plays a central role in the discussion about the results
achieved by Mic1D-k.

Formally speaking, let D be the original microdata file to be protected. We
denote by R the number of records in D. Each record consists of natt numerical
attributes. We assume that none of the records contains missing values. We
denote by N the total number of values in D. As a consequence, N = R · natt.

Let V be a vector of size N containing all the values in the microdata file.
Mic1D-k treats values in the microdata file as if they were completely indepen-
dent. In other words, the concept of record and attribute is ignored and the N
values in the microdata file are placed in V .

The effect of this step on a certain microdata file is depicted in the upper
half of Fig. 3.

Sorting

Since the values in the vectorized microdata file belong to different source
attributes, they present a pseudo-random aspect and it becomes very difficult to
find the optimal partitions, i.e. partitions with SSE value as low as possible. In
order to simplify this search, the whole vector is sorted. This way, by the conclu-
sions extracted from the univariate microaggregation presented in Subsect. 2.2,
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optimal partitions are contiguous and, therefore, the partitioning process in this
new vector can be done easily, as we will see later.

Formally, V is sorted increasingly. Let us call Vs the sorted vector of size N
containing the sorted data and vi the ith element of Vs, where 0 ∧ i < N .

Partitioning

Similarly to general microaggregation, in order to ensure a certain level of pri-
vacy (k-anonymity), Mic1D-k splits the vectorized microdata file in several k-
partitions and it calculates the average value for each partition. By modifying
the value of k, Mic1D-k allows us to adjust the trade-off between information
loss (SSE) and disclosure risk. Note that if the vectorized microdata file was not
sorted (previous step), k would not have this property.

Formally, Vs is divided into smaller sub-vectors or partitions. We define k
where 1 < k ∧ N as the number of values per partition. Note that if k is not a
divisor of N , the last partition will contain a smaller number of values. Let P
be the number of partitions containing k values. We call r the number of values
in the last partition where 0 ∧ r < k. Therefore, N = kP + r. We will suppose
that r > 0, so we have P + 1 partitions (note that r > 0 if and only if k does
not divide N). We denote by Pm the mth partition.

Let vm,n be defined as the nth element of Pm:
{

vm,n := vmk+n n = 0 . . . k − 1 m = 0 . . . P − 1
vP,n := vPk+n n = 0 . . . r − 1

The upper half of Fig. 3 shows the effect of this step on a certain microdata file.

Normalization

Since the range of the values in the different attributes could differ significantly
among them, it is necessary to normalize the data to a certain predefined range
of values.

There are many ways to normalize a microdata file. A possible solution would
be to normalize each attribute independently before the application of the vec-
torization step. However, this normalization method could present problems with
skewed attributes and therefore the attributes could not be merged in the sorting
step. For this reason, we propose to normalize the data stored in each partition
separately. Thereby, similar values are assigned to the same partition and there-
fore the chances to avoid the effect of skewness in the data are higher.

Formally, we denote the normalized values as v̄m,n and the normalized par-
titions as P̄m. Let maxm and minm be the maximum and the minimum values
in the mth partition:

max
m

:= max
0≤i<k

{vm,i} min
m

:= min
0≤i<k

{vm,i}
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The normalized values are then defined as:
{

v̄m,n := vm,n−minm

maxm −minm
if maxm ⊆= minm

v̄m,n := 0.5 if maxm = minm

where 0 ∧ m < P (or 0 ∧ m ∧ P if k does not divide N ,) and 0 ∧ n < k. Note
that maxm = minm means that all the values in the partition are the same. In
this case, the normalized value is centered in the normalization range.

Re-sorting and Re-normalization

One of the goals of the sorting process, apart from reducing the SSE value, is
to desemantize the microdata file, i.e., to merge values from different attributes in
order to completely break their semantics and therefore make the
re-identification process more difficult. If the range of values of a certain attribute
differs significantly from the others, it is likely that it is not merged in previous
steps.

Then, in order to appropriately mingle all attributes, once data has been
sorted and normalized, we repeat these two steps (sorting and normalization).
Since the range of values have been homogenized by normalization, attributes
are conveniently mixed in the second sorting step and thus the microdata file is
correctly preprocessed.

Mean Value Computation

Once data is preprocessed, for each partition P̄m, the mean value of its compo-
nents is computed:

μm =
k−1∑

n=0

v̄m,n

k
m = 0 . . . P − 1 μP =

r−1∑

n=0

v̄P,n

r

where the latter expression is applied to the last partition if r > 0, i.e., if k does
not divide the total number of values in the microdata file.

The protected value p̄m,n for v̄m,n is then:
{

p̄m,n = μm n = 0 . . . k − 1 m = 0 . . . P − 1
p̄P,n = μP n = 0 . . . r − 1

Finally, Mic1D-k denormalizes the data into the original range, according to
the normalization and re-normalization steps in the previous block. Then, the
protected values are placed in the protected microdata file in the same place
occupied by the corresponding vm,n in the original microdata file. In this way,
we are undoing the sorting and vectorization steps.
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4 Experiments

We have tested Mic1D-k with real data extracted from two microdata files avail-
able in the Internet. The first one, denoted as Water-treatment, was extracted
from the UCI repository [15], and it has already been used in other works dealing
with disclosure risk evaluation, e.g. [16]. It contains 35 attributes corresponding
to 380 entries or records. The second microdata file, called Census, was extracted
using the Data Extraction System [27] of the U.S. Census Bureau, and it has
been used as a reference database in many works dealing with statistical data
protection, e.g. [4,6,17]. It contains 1080 records and 13 attributes.

As we will see later on, Mic1D-k achieves lower disclosure risk using real data
than other multivariate microaggregation methods, such as MDAV, whereas it
preserves a lower information loss.

4.1 Attribute Selection

To apply multivariate microaggregation to a microdata file X, we need to choose
among the different microaggregation methods, the parameter k, and the number
of blocks the microdata file X is split into. However, there are other parame-
ters to be considered when the number of blocks B is larger than 1. As it was
explained in [18], the way in which the attributes are grouped into blocks affects
significantly the results and the quality of multivariate microaggregation.

It is a standard practice in statistical agencies to select the attributes on
the basis of statistical utility. It is clear that, if the considered attributes are
highly correlated, two records which are similar with respect to one attribute,
will be also similar with respect to another one. Due to this, if microaggregation
is applied to correlated attributes, when two values of the same attribute coming
from different records are close, each pair of attributes coming from the remaining
attributes in the cluster will be also close. Then, the intra-cluster distance is short
and the information loss is low.

Nevertheless, as usual, statistical utility and privacy are inversely related.
Therefore, the disclosure risk of microaggregation in this case is higher than
in the case where correlated attributes are put into different blocks. Then as
pointed out in [18], it is possible to group the attributes in a different way:
blocks are formed in such a way that the first attributes of all blocks are (highly)
correlated, the second attributes of all blocks are also (highly) correlated, and
so on. This way, we are making blocks correlated, instead of constructing blocks
with correlated attributes. The goal of this approach is to increase the resulting
real anonymity k∩. If two records A and B are in the same cluster for some
blocks, this means that the first attribute values of these records are more or
less close to each other, and the same for the second attribute of the block, etc.
Then, when we consider another block, if the jth attribute of this new block is
(highly) correlated with the jth attribute of the latter block, records A and B
will probably be close to each other as well, with respect to the attributes in the
second block. Therefore, with some non-negligible probability, A and B will fall
in the same cluster, again. Ideally, some records will fall inside the same clusters,
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for each block of attributes, and so the number of protected records which will
be exactly equal will be higher, increasing in this way the real anonymity and
the privacy level of the released data.

4.2 Algorithms Parameterization

We have tested Mic1D-k and compared our results with those obtained by the
projected microaggregation (PCP and Zscores) and MDAV microaggregation,
using the Census and Water Treatment microdata files. As we explained above,
when protecting a microdata file using multivariate microaggregation, the way
in which the data is split to form blocks is highly relevant with regard to the
degree of privacy achieved (k∩ value). For this reason, we have reduced both
microdata files to have 9 attributes, which we detail in Tables 1 and 2.

In both files, attributes a1, a2 and a3 are highly correlated as well as
attributes a4, a5 and a6 and attributes a7, a8 and a9. On the contrary, attributes
in different blocks (e.g. a1 and a4) are non-correlated. For our experiments,
when protecting data, we assume attributes to be split into three blocks of three
attributes each. Also, we consider two situations when protecting the microdata
files: blocking correlated attributes and, therefore, having non-correlated blocks
(low information loss and low disclosure risk), i.e., (a1, a2, a3), (a4, a5, a6) and

Table 1. Attribute description of the water-treatment microdata file.

id Name Description

a1 PH-E Input pH to plant
a2 PH-P Input pH to primary settler
a3 PH-D Input pH to secondary settler
a4 DQO-E Input chemical demand of oxygen to plant
a5 COND-P Input conductivity to primary settler
a6 COND-D Input conductivity to secondary settler
a7 DBO-S Output biological demand of oxygen
a8 SS-S Output suspended solids
a9 SED-S Output sediments

Table 2. Attribute description of the census microdata file.

id Name Description

a1 AGI Adjusted gross income
a2 FICA Social security retirement payroll deduction
a3 INTVAL Amount of interest income
a4 EMCONTRB Employer contribution for health insurance
a5 TAXINC Taxable income amount
a6 WSALVAL Amount: Total wage and salary
a7 ERNVAL Business or farm net earnings in 19
a8 PEARNVAL Total person earnings
a9 POTHVAL Total other persons income
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(a7, a8, a9); and blocking non-correlated attributes but correlated blocks, i.e.,
(a1, a4, a7), (a2, a5, a8) and (a3, a6, a9).

For each microdata file and attribute selection method, we apply all microag-
gregation methods using different configurations (i.e. different values of k). The
selection of these values aims at covering a wide range of SSE values and, thus,
studying scenarios with different information loss values. Namely, we protect
the microdata files with parameter k = 5, 25, 50 for the Census microdata file,
and k = 5, 15, 25 for the Water-treatment microdata file.

Table 3. Different groups of attributes known by the intruder.

For Mic1D-k, we use k = 3000, 4000, 5000 for the Census microdata file
and k = 500, 800, 900 for the Water Treatment microdata file. Note that, since
Mic1D-k desemantizes the microdata file, it does not make sense to consider
different situations related to the correlation of the attributes and, therefore,
we protect the data just once for each parametrization. In order to make a fair
comparison, we have chosen the values of k in Mic1D-k to obtain similar SSE
values to those obtained by MDAV after protecting the microdata files.

4.3 Algorithms Comparison

In order to compare the disclosure risk of microaggregation methods, we consider
that a possible intruder knows the values of three random attributes of the
original microdata file. Different tests are performed assuming that the intruder
knows different sets of three attributes. Depending on these attributes, by using
multivariate microaggregation, the intruder will have information coming from
one or more groups. Table 3 shows all the considered possibilities.

Firstly, we suppose that the three known attributes belong to the same
microaggregated block (e.g. (a1, a2, a3) in the correlated scenario or (a1, a4, a7)
in the non-correlated). Since the size of the three microagreggation blocks is
3, there are only three options to consider. We denote this case by 1G. Since



102 J. Nin

Table 4. SSE and real k′ of different microaggregation methods and parameteriza-
tions using the Census microdata file. Method-k corresponds to microaggregation using
method Method (MDAV, PCP or Zscores) with initial anonymity value k.

k SSE k′

1G 2G 3G

M
D

A
V

-k 5 64.99 5.00 1.92 1.00
25 223.73 25.12 7.00 1.09
50 328.31 51.43 14.66 1.41

P
C

P
-k 5 131.05 5.06 1.91 1.00

25 320.76 25.12 6.72 1.02
50 441.66 51.43 13.97 1.15

Z
sc

o
re

s-
k 5 66.62 5.05 1.91 1.00

25 159.95 25.12 6.80 1.04
50 243.81 51.43 14.23 1.30

M
ic

1
D

-k 3000 32.27 8.37 9.87 5.77
4000 129.06 20.10 22.09 13.89
5000 738.12 72.83 76.08 55.02

Correlated attributes

k SSE k′

1G 2G 3G

M
D

A
V

-k 5 58.49 5.00 1.96 1.02
25 260.13 25.12 7.35 1.24
50 356.47 51.43 15.86 2.05

P
C

P
- k 5 124.99 5.03 1.91 1.00

25 251.53 25.12 6.74 1.03
50 382.69 51.43 14.00 1.22

Z
sc

o
re

s-
k 5 121.68 5.04 1.93 1.00

25 242.26 25.12 6.97 1.07
50 354.83 51.43 14.86 1.45

M
ic

1
D

-k 3000 32.27 5.63 8.51 8.04
4000 129.06 13.53 19.45 19.19
5000 738.12 59.77 67.77 67.25

Non-correlated attributes

Table 5. SSE and real k′ of different microaggregation methods and parameterizations
using the Water Treatment microdata file.Method-k corresponds to microaggregation
using method Method (MDAV, PCP or Zscores) with initial anonymity value k.

k SSE k′

1G 2G 3G

M
D

A
V

-k 5 28.18 5.09 1.94 1.00
15 72.03 15.20 4.42 1.01
25 114.56 25.33 7.28 1.10

P
C

P
- k 5 28.59 5.14 1.94 1.01

15 71.99 15.20 4.41 1.02
25 110.91 25.33 7.24 1.04

Z
sc

o
re

s-
k 5 23.78 5.14 1.94 1.01

15 72.23 15.20 4.43 1.03
25 111.69 25.33 7.23 1.07

M
ic

1
D

-k 500 65.89 3.25 3.39 1.76
800 80.95 7.87 7.55 4.67
900 255.64 12.95 13.61 9.14

Correlated attributes

k SSE k′

1G 2G 3G

M
D

A
V

-k 5 69.51 5.00 2.03 1.03
15 173.96 15.20 5.28 1.39
25 259.07 25.33 9.22 1.91

P
C

P
- k 5 93.67 5.02 1.94 1.01

15 170.12 15.20 4.47 1.03
25 229.50 25.33 7.33 1.13

Z
sc

o
re

s-
k 5 73.52 5.02 1.97 1.02

15 160.30 15.20 4.75 1.10
25 231.81 25.33 8.21 1.46

M
ic

1
D

- k 500 65.89 2.78 2.58 2.63
800 80.95 4.74 7.17 6.88
900 255.64 9.07 14.52 11.71

Non-correlated attributes

the intruder has only access to data from one group, multivariate microaggre-
gation ensures the k-anonymity property (this is the best possible scenario for
multivariate microaggregation). However, note that, usually, the intruder cannot
choose the attributes obtained from external sources and it might be difficult to
obtain all the attributes for the same group. Secondly, we assume that the known
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attributes belong to two different microaggregated groups. There are many pos-
sible combinations of three attributes under this assumption, so nine of them
were chosen randomly. We refer to this case as 2G. Finally, case 3G is defined
analogously to 2G, and also nine possibilities of known attributes are considered.
Note that, in both scenarios 2G and 3G, k-anonymity is not ensured by mul-
tivariate microaggregation. Note also that, if the intruder had more than three
attributes, it would not be possible to consider 1G. We are considering the case
were the intruder only has three attributes to study a scenario were multivariate
microaggregation can still preserve k-anonymity.

The second column of Tables 4 and 5 presents the SSE values for all the
parameterizations and situations described before. Note that the range of SSE
covered by all the methods is similar. This allows us to compare the disclosure
risk of all the algorithms fairly. For all these scenarios, we compute k∩ and the
mean of all the k∩ values in each situation is presented in the third, fourth
and fifth columns. Note that, whereas multivariate microaggregation is affected
by the fact that the chosen attributes are correlated or not, this effect is not
noticeable using Mic1D-k. Specifically, when the attributes in a group are not
correlated, the information loss (SSE) using multivariate microaggregation tends
to be increased since we are trying to collapse the records in a single value, using
three independent attributes or dimensions. For instance, as it is illustrated
in the first row of Table 5 (MDAV microaggregation with k equal to 5), the
SSE value increases from 28.18 to 69.51 when the blocks are made using non
correlated attributes . Nevertheless, this effect can be neglected with Mic1D-k
since, thanks to the data preprocessing, the whole microaggregation process is
performed on a single dimension (vector of values), the semantics of attributes
are ignored and the effect caused by attribute correlations is avoided. For this
reason, in Tables 4 and 5 SSE values are identical for the correlated and non
correlated attribute blocking.

The results described in Tables 4 and 5 also show that, Mic1D-k achieves
lower disclosure risk levels (larger values of k∩) than those achieved by mul-
tivariate microaggregation for similar information loss (SSE), especially when
the attributes chosen come from different microaggregated groups (2G and 3G),
which is the most common case. For instance, if we observe the k∩ values of
MDAV microaggregation using the most ‘private’ configuration (k equal to 25
and using non correlated attributes) we can see that the resulting k∩ values
where the intruder has access to attributes coming from more than one group
(G2 equal to 9.22 and G3 equal to 1.91) are lower than using Mic1D-k with sim-
ilar SSE value (G2 equal to 14.52 and G3 equal to 11.71). Note also that, when
the intruder has access to the three attributes coming from a single microag-
gregated group, multivariate microaggregation configurations present k∩ values
which are similar or, in some cases, even larger than those obtained by Mic1D-k
(comparing cases with similar SSE). This is normal since such methods pre-
serve the k-anonymity in this case. However, in the remaining scenarios (2G and
3G), that represent most of the cases, Mic1D-k achieves larger k∩ values than
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those obtained by multivariate microaggregation when similar SSE values are
compared.

4.4 Method Comparison Using Generic Measures

We have repeated the experiments presented in [6] where a large variety of
protection methods were compared using the Census microdata file based on
the score, presented in Subsect. 2.3, to measure the results. We have computed
the disclosure risk considering different scenarios ranging from the extreme case
where the intruder knows only one attribute, to the opposite case where it knows
all the attributes, as in [19]. Specifically, we have considered 512 different sets
of attributes for each Mic1D-k and multivariate microaggregation parameteriza-
tion. The total number of executions run in these experiments is 10752.

Table 6. Score k′ of different microaggregation methods and parameterizations using
the Census microdata file. Method-k corresponds to microaggregation using method
Method (MDAV, PCP or Zscores) with initial anonymity value k.

The first main conclusion extracted from the results presented in Table 6 is
that the quality obtained by Mic1D-k is orthogonal to the degree of correla-
tion between the attributes in a cluster. On the contrary, this correlation has a
significant effect on the remaining techniques. For example, the best score for
MDAV using correlated attributes is 41.79 while it is 33.84 using non-correlated
attributes. In this experiments we test two extreme cases where all the attributes
are correlated or none of them. In a real scenario, we would not be able to choose
the attributes to be protected, and, as a consequence, we do not have any control
on the correlation between them making the application of these multivariate
microaggregation techniques less suitable than our proposal.

Also, the configuration process is simplified for Mic1D-k. While the other
multivariate microaggregation methods must choose the best attribute blocking
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selection for clustering, which may be as difficult as the anonymization problem
itself, we avoid this problem by replacing the attribute selection phase by a
significantly less complex pre-processing phase.

Finally, Mic1D-k obtains the lowest score when k is equal to 3000 (33.61).
MDAV algorithm also obtains low scores when non-correlated attributes are
grouped together (k equal to 50, 33.84). However, as we have said before, using
MDAV one has to decide which attributes are to be grouped together and this
is not a straightforward decision.

5 Conclusions and Future Work

In this paper, we have presented a new type of microaggregation called One
Dimension microaggregation. This microaggregation method significantly dimin-
ish the problem of attribute selection in multivariate microaggregation achieving
in general a higher level of privacy than that obtained by three of the most well-
known microaggregation algorithms. This is specially true as, from the attributes
known by the intruder, the number of these coming from different microaggre-
gation groups of multivariate microaggregation increases.

As future work, we plan to develop and implement a method for vector
partitioning which considers the SSE value when the partitions are done so that
we can reduce the SSE value of our method and, therefore, the information loss.

All in all, in this paper we show that microaggregation is a very useful
method for the anonymization of complex records containing a large number
of attributes, when it is combined with the data preprocessing proposed in our
work.
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