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Abstract. Multiple camera tracking is a challenging task for many
surveillance systems. The objective of multiple camera tracking is to
maintain trajectories of objects in the camera network. Due to ambi-
guities in appearance of objects, it is challenging to re-identify objects
when they re-appear in other cameras. Most research works associate
objects by using appearance features. In this work, we fuse appearance
and spatio-temporal features for person re-identification. Our framework
consists of two steps: preprocessing to reduce the number of association
candidates and associating objects by using the probabilistic relative dis-
tance. We set up an experimental environment including 10 cameras and
achieve a better performance than using appearance features only.
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1 Introduction

Maintaining trajectories of objects in a wide area is an interesting research is-
sue for many surveillance systems. If the camera network in the system has a
full coverage of the surveillance area, objects probably can be monitored in a
wide area. Due to many issues such as cost of cameras, storage and communi-
cation bandwidth, it is not affordable to have a full coverage camera network in
the surveillance area in most cases. Hence, tracking objects over non-overlapped
cameras becomes important for surveillance systems. Although there have been
significant improvements in the multiple non-overlapped camera tracking, this
problem is still an open issue because of challenges such as ambiguities in ap-
pearance of objects, light changing between cameras, and changing of object
poses in multiple cameras.

With the recent developments of tracking methods [1], [2], [3], performance
of object tracking under occlusions improves significantly. These methods can
handle a crowd up to 30-40 objects in a local camera. When objects go from
a camera to another one, it is required to have methods to re-identify them
and maintain their trajectories. If cameras are overlapped, some methods can
be used such as [4], [5]. However, these methods are not suitable for multiple
non-overlapped camera tracking due to assumptions on overlapped cameras.
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The problem of multiple non-overlapped camera tracking can be summarized
as follows: given tracks of objects which disappeared in cameras and tracks
of objects just appeared in other cameras, we need to find the correspondences
between disappeared tracks and new appeared tracks. Most methods for multiple
non-overlapped camera tracking consists of two steps: feature extraction and
object association.

Features in multiple non-overlapped camera tracking can be appearance fea-
tures and spatio-temporal features. First, a brightness transfer function is intro-
duced to compensate the lighting change between cameras [6]. Then, features
are extracted for the object association. Appearance features include color fea-
tures in [7], [8], [9], textures (Gabor features) [9], [10], covariance features [11],
histogram of gradient orientation [12] and local descriptor features [13]. Fea-
tures can also be color name [14]. They can be fused together to improve the
performance. Using appearance features can find objects that have consistent
appearance across multiple cameras. However, they also find difficulties when
other objects are similar in appearance. To overcome this problem, some meth-
ods proposed to use the spatio-temporal features [15], [16], [17]. However, these
features do not contain enough information when the direction of tracks changes
when the objects move between cameras.

For object association, some methods can be applied such as Markov chain
Monte Carlo [16], support vector machine (SVM) [9], probabilistic relative dis-
tance (PRD) [10], rankboost [14], Munkres assignment algorithms [15]. It is
observed that the object association will be better if the number of candidates
for the association is reduced.

In this paper, we propose a spatio-temporal feature to take care of changes
of directions when objects move between cameras. Appearance features are ob-
tained from color distributions by discriminative color representations [18]. Then,
appearance and spatio-temporal features are fused in PRD [10]. Moreover, a pre-
processing step is to reduce the number of track candidates by using time and
movement directions is also proposed in the paper.

2 Problem Description

The problem can be described as follows. Let T = {T1, T2, ..., TN} be tracks of
objects moved out of cameras and S = {S1, S2, ..., SL} be tracks just appeared
(at least 5 frames) in cameras. T and S can be obtained from single camera
tracking methods. For each track S ∈ S, the problem is to find track T ∈ T
that can be associated with S. If track T can be found, the ID of track S will
be the same with the ID of track T and some features of track T can be trans-
ferred to track S. Otherwise, a new ID will be assigned to track S. When the
number of tracks in T is large, the performance of the association can be re-
duced. It is observed that finding a person in a crowd is much more difficult
than finding a person in a less crowded situation. Hence, in the next section,
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we will propose a preprocessing method to reduce the number of candidates for
the object association. Sec. 4 will introduce the feature extraction and the object
association method.

3 Preprocessing for Object Association

Let S ∈ S be a track. When the number of tracks in T is large, the possible of
wrong associations with S will increase. In this section, we try to reduce possible
candidates in T to associate with S. Let T ∈ T be another track. Track T will be
a potential candidate of associating with S when it is satisfied three constraints:
camera topology constraint, time constraint and direction constraint.

First, camera topology constraint allows objects move from one camera to
defined neighbor cameras. The camera topology is described by graph Gc =
{V c, Ec}, where V c is a set of cameras and Ec is a set of edges represented
for movements between cameras. Weight w for an edge is 1 if the movement
between cameras on this edge is allowed. Otherwise, this edge weight will be 0.
The camera topology constraint is defined as

TopologyConstraint (S, T ) =

{
1, if w (vT , vS) = 1
0, otherwise

(1)

where vT , vS are cameras capture S and T . The time constraint will be

TimeConstraint (S, T ) =

{
1, if α1 < tb (S)− te (T ) < α2

0, otherwise
(2)

where te (·) and tb (·) are functions to extract the end time and the begin time of
tracks. α1 and α2 are time thresholds for moving between cameras. The direction
constraint will be

DirectionConstraint (S, T ) =

⎧⎨
⎩

1,
if dir (T ) = D (vT |Ec (vT , vS))
∧dir (S) = D (vS |Ec (vT , vS))

0, otherwise
(3)

where vT , vS are camera nodes in Gc represented for cameras which capture T
and S. dir (·) is the direction function of a track defined as in Fig. 1. D (·) is the
direction function of movements between cameras that is trained by experimental
data.

Fig. 1. Directions of tracks move between cameras
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Fig. 2. Time thresholds for Time Constraint. Red lines are upper bound and lower
bound for time constraint.

4 Object Association across Multiple Cameras

4.1 Spatio-temporal Feature

Let consider track S ∈ S and the track T ∈ T . The spatio-temporal feature
for associating T with S is defined as fs (S, T ) = {fae , fas} where fae , fas are
angle differences between track T and S with typical tracks. They can be ob-
tained as follows. Let K = {{T1, S1} , {T2, S2} , ..., {TP , SP }} be a set of training
tracks move from the camera capture T to the camera capture S. A set of direc-
tions of training tracks is obtained from K, D = {{de1, ds1} , {de2, ds2} , ..., {deP , dsP }}
where dei is the direction of Ti and dsi is the direction of Si. The direction of a
track is the vector from the start position to the end position of the track.
After using K-Mean clustering on {de1, de2, ..., deP } and {ds1, ds2, ..., dsP }, we can
have typical directions of moving between cameras De =

{
d̄e1, d̄

e
2, ..., d̄

e
Q

}
and

Ds =
{
d̄s1, d̄

s
2, ..., d̄

s
Q

}
where Q is the number of clusters. An example of extract-

ing representation vectors is shown in Fig. 3. Spatio-temporal feature fae , fas

will be

fae = min
d̄e∈De

(
dcos

(
v (T ) , d̄e

))
(4)

fas = min
d̄s∈Ds

(
dcos

(
v (S) , d̄s

))
(5)

where dcos (·) is the cosine similarity distance and v (·) is the function to extract
the vector from the start position to end position of a track.

4.2 Appearance Feature

In this paper, the color distribution is applied to obtain the appearance feature.
Due to illumination changes between cameras, color values of image patches of a
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Fig. 3. An example of vector representations for movements between two cameras.
Red vectors are representations, blue vectors are from the previous camera and black
vectors are from the current camera.

person are also not consistent when this person moves across cameras. This cause
many difficulties in using color distribution to re-identify persons. Fortunately,
in [18], Khan etal. tried to cluster color values based on the Divisible Information
Theoretic Clustering method [19]. Color clusters will be trained so that they have
an optimum discriminative power of classification for the training data. This dis-
criminative power is measured by the mutual information theory. These clusters
are called discriminative color representations. Here, we use 25 color clusters
from [18]. The color distribution for the track S is h (S) =

[
hS
1 , ..., h

S
NH

]
, where

NH = 25, and color distribution for the track T is h (T ) =
[
hT
1 , ..., h

T
NH

]
. An

example of the robustness of the color distribution by using the discriminative
color representations is shown in Fig. 4. In this figure, although color changes
due to different illuminations, densities of major colors in two color distribu-
tions are still similar. The Hellinger distance for these two color distributions is

1
2

∑NH

i=1

(√
hS
i −

√
hT
i

)2

. Hence, the appearance feature for associating tracks is

defined as

f c (S, T ) =

[∣∣∣∣
√
hS
1 −

√
hT
1

∣∣∣∣ , ...,
∣∣∣
√
hS
NH

−
√
hT
NH

∣∣∣
]

(6)

4.3 Probabilistic Relative Distance for Fusing Appearance
and Spatio-temporal Features

Features for an association between the track T ∈ T and the track S ∈ S will be
f (S, T ) = {f s (S, T ) , f c (S, T )}, where f s (S, T ) is the spatio-temporal feature
in Sec. 4.1 and f c (S, T ) is the appearance feature in Sec. 4.2. For simplification,
f (S, T ) = fT . Let consider T, T

′ ∈ T where T is the correct match to S. In [10],
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Fig. 4. Color distribution by using discriminative color representations when an object
acrosses two cameras

a probabilistic relative distance function r is proposed so that r (fT ) < r (fT ′).
r is defined as

r (f) = fTMf, M � 0 (7)

where M is a semi-definite matrix. r will be trained so that the probability of
r (fT ) < r (fT ′) needs to be maximized. The probability of r (fT ) < r (fT ′) is

p (r (fT ) < r (fT ′)) =
1

1 + exp {r (fT )− r (fT ′)} (8)

4.4 Object Association

For each track S ∈ S and track T ∈ T , the feature for the association will be
f (S, T ) as in Sec 4.1 and Sec. 4.2. The weight for the association is the proba-
bilistic relative distance as in Sec. 4.3 and [10]. Then, the association problem
becomes finding X̂ = {XST , (S ∈ S)∧ (T ∈ T ) , XST ∈ {0, 1}} so that

X̂ = argmax
X

∑
S∈S

∑
T∈T

w (S, T )XST (9)

∑
S∈S

XST = 1,
∑
T∈T

XST = 1
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Fig. 5. Camera coverage of our experimental environment

Note that when w (S, T ) < η, w (S, T ) = 0. That means the association between
S and T is not enough confidence. The problem in Eq. (9) can be solved by using
the Munkres algorithm.

5 Experimental Results

To evaluate the performance of the proposed method, we set up a camera network
including 10 cameras. The coverage of cameras is shown in Fig. 5. Some cameras
are different in both zoom and angle, for examples camera 6 and camera 7. The
Illumination different is large in some cameras such as camera 3 and camera 4. We
collected and annotated 20 videos from 10 cameras at different time. Each video
is about 20 minutes. Half data is used for training. For local camera tracking, we
applied a method to fuse head detection with single object tracking results for
multiple object tracking. The local tracking method can track up to 30 persons
per camera view. When a person moves from one camera to another camera and

Cameras PRD with color distribution Our system

C5-C4 68.6% 88.6%

C2-C3 63.3% 83.3%

C7-C3 57.2% 78.2%

C4-C3 53.3% 71.43%

Fig. 6. Detection rate for person re-identification on four best camera pairs
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has well-defined appearance features (not occluded by other persons), we apply
the proposed method to re-identify this person. The results on detection rate for
camera pairs are shown in Fig. 6. The detection rate is defined as

Detection rate =
number of correct association detections

number of ground-truth associations
(10)

The reason that our method is better than the PRD with color distribution is
that we have a preprocessing step to reduce the number of association candidates
and the fusing between spatio-temporal and appearance features. The overall
accuracy of our method is about 71% on this data set. One example of the
association is shown in Fig. 8. This example demonstrates the ability of our
method when associating objects across multiple cameras given multiple. The
number of candidates for association in this case is 59. Our method still can
re-identify the person correctly. Some false associations are shown in Fig. 7.
False associations can be caused by occlusions and ambiguous in appearance
of persons whose have similar movements with training data. To improve the
algorithm with these cases is a challenging task.

Fig. 7. Typical false alarm cases for association
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Fig. 8. An example of the object association in multiple camera tracking. Red track is
a previous track and blue track is a new track.

6 Conclusions

In this work, we proposed a spatio-temporal feature and fuse it with appearance
features for multiple non-overlapped camera tracking. The method consists of
two stages: preprocessing to reduce the number of object association candidates
and object association. Our method can be applied for real time surveillance ap-
plications. Results also showed that our method is better than using appearance
feature only for multiple non-overlapped camera tracking.
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