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Abstract. Personalized recommendation is attracting more and more attentions 
nowadays. There are many kinds of algorithms for making predictions for the 
target users, and among them Collaborative Filtering (CF) is widely adopted. In 
some domains, a user’s behavior sequences reflect his/her preferences over 
items so that users who have similar behavior sequences may indicate they have 
similar preference models. Based on this fact, we discuss how to improve the 
collaborative filtering algorithm by using user behavior sequence similarity. We 
proposed a new Behavior Sequence Similarity Measurement (BSSM) approach. 
Then, different ways to combine BSSM with CF algorithm are presented. Expe-
riments on two real test data sets prove that more precise and stable recommen-
dation performances can be achieved. 

1 Introduction 

With the development of technology, the Internet has penetrated into people's lives in 
all areas of study and work to develop the largest information database in today's 
world. Faced with such a large amount of information, how to make use of these data 
is becoming the focus of current research [Han et al 2011].  

Personalized recommendation is a research field emerged with the increasingly so-
phisticated use of data mining techniques in recent years. It analyzes the preferences of 
users according to the user's access records to provide a personalized recommendation 
service to the user when they access the web site so that customers’ satisfaction and 
loyalty can be improved [George et al 2007]. These systems have been successfully ap-
plied to various domains such as movies [Alspector et al 1997; Good et al 1999], 
news[Resnick et al 1994]， and online e-commerce, such as Amazon.com and 
eBay[Schafer et al 2001], and it brings a lot of benefits to the users and service providers. 

There are various kinds of algorithms that have been applied to personalized rec-
ommendation problems, and Collaborative Filtering (CF) is a main one among these 
methods [Su et al 2009]. In general, CF algorithm uses a database of users’ prefe-
rences over items to predict additional topics or products that the target user might 
like. There are mainly three categories of CF algorithms, which are memory-based, 
model-based and hybrid based ones [Su et al 2009]. Although CF algorithms show 
their advantages in many applications, they still have some drawbacks [Badrul et al 
2001], and thus need to be improved.  
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In some domains, the sequence of a user’s behaviors can reflect his/her preferences 
over items [Cao 2010]. Taking the following case as an example, there are some mov-
ies shown in recent three weeks (See Fig. 1). Movies of same letter belong to the 
same type. User ݑଵ watched movies in the sequence of <ܽଵ, ܾଵ, ܿଵ, ܽଶ, ܾଶ >, whe-
reas user ݑଶ  watched movies in the sequence of < ܾଵ , ܽଵ , ܾଶ , ܽଶ  >, and user ݑଷ watched movies in the sequence of <ܿଵ, ܽଵ, ܾଵ, ܽଶ, ܾଶ >. The reasons leading to 
the various behavior sequences may differs between different people. However, the 
order of movies watched will undoubtedly be affected by user’s personal interests. 
Therefore, it is possible to find users with similar interests in terms of their Behavior 
Sequence Similarity Measures (BSSM). 

 
Fig. 1. Movie and Release Time 

According to this fact, in this paper, we propose a model that combines BSSM with 
CF algorithm, and we present several ways to enhance the CF algorithm by applying 
BSSM.  

The rest of the paper is organized as follows. In Section 2, we introduce the related 
work. In Section 3, we define the user behavior sequence and discuss how to select 
users who have similar preference with the target user based on BSSM. Then in Sec-
tion 4 we propose several ways to combine the BSSM with the traditional CF algo-
rithm. Experiments to evaluate the performance of our algorithm is demonstrated and 
discussed in Section 5. Finally, we conclude the paper and outline future research 
directions in Section 6. 

2 Related Work 

Recommendation systems have attracted many attentions nowadays in the field of 
web application system and on-line information retrieval systems. Traditionally,  
recommendation algorithms are partitioned into two main families: content-based 
filtering recommenders and collaborative filtering ones [Resnick et al 1997]. Content-
based filtering recommenders make recommendation based on an evaluation of the 
user own past actions, as WebWatcher [Joachims et al 1997] and client-side agent 
Letizia [Lieberman et al 1995], while collaborative filtering is based on other similar 
users’ preference. Our approach is an improvement to the traditional CF algorithm.  
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User behavior has become a research topic that tries to catch the sequence of user 
interactions at a higher level. These models will in general be hierarchical, as the 
workload requests at a lower level [Helmult et al 1999], such as WUM, which discov-
er usage pattern from web log file and identify underlying user visit interest exhibited 
from user’s navigational activity to satisfy the expert’s criteria [Myra et al 1998], and 
LDA Model, which incorporating Web user access pattern based on Latent Dirichlet 
Allocation model to discover the associations between user sessions and multiple 
topics via probability inference so that to predict more preferable web pages for users 
via collaborative recommending technique [Guandong Xu et al 2008]. However, the 
research on user behavior mainly tries to predict future behavior for the original user. 
In this paper, we combine the user behavior analysis with the traditional CF algorithm 
to propose a new recommendation model, which can discover the user group that has 
similar preference with the target user and also take the advantages of a CF algorithm, 
so that the recommendation performance can be improved. 

3 User Behavior Sequence Similarity Measurement 

3.1 User Behavior Sequence 

Based on social behavioristic theory, users’ behaviors are influenced by users’ objective 
preferences and subjective attributes such as age, occupation, area, etc, which has regu-
larities that can reflect the characteristic and personal preferences of users. Based on this 
fact, users who have similar behaviors should have similar personal preferences. 

User behavior sequence is the sequence of user’s access behavior in the order of 
temporal precedence. Here we give the definition of user behavior sequence as follows. 

 
Definition 1(User Behavior Sequence). 
Given a user u, whose access behaviors within a time window can be represented as a 
temporal sequence bs=<ܽଵ, ܽଶ, ܽଷ,…, ܽ௡>, where ܽ௜ is the action of user u, then we 
call the sequence bs  the user behavior sequence for user u. 
 

Based on the definition of user behavior sequence, we can discover the user beha-
vior pattern, which can be defined as: 

 
Definition 2(User Behavior Pattern). 
Given a user u whose user behavior sequence is bs=<ܽଵ, ܽଶ, ܽଷ,…, ܽ௡>, and a num-
ber m(0൑ ݉ ൑ ݊), then all distinct sub-sequences whose length is m within a user 
behavior sequence form the user behavior pattern set for user u.  

Here, the similarity between two users is measured by the similarity between their 
corresponding behavior sequences. Given two user behavior sequences, and given a 
length for constructing user behavior pattern set, the Behavior Sequence Similarity 
Measurement (BSSM) is the intersection of the user behavior pattern sets of two us-
ers. If we denotes ௜ܹ௝  as the similarity of behavior sequences between user ݑ௜ and 
user ݑ௝, then ௜ܹ௝ is calculated by 

                    ௜ܹ௝ = ݉ܽݔሺ௦௜௠௜஼௢௨௡௧௉೗೐೙೒೟೓_೔೘ , ௦௜௠௜஼௢௨௡௧௉೗೐೙೒೟೓_ೕ೘ ሻ                          (1) 
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Here, simiCount is the number of common user behavior patterns in both se-
quences. length_i and length_j is the number of actions in user behavior sequences, 
and m is the length of user behavior pattern. 

For example, if user ݑ௜ has the user behavior sequence <ܽଵ, ܽଶ, ܽଷ, ܽସ, ܽହ>, user ݑ௝ has the user behavior sequence <ܾଵ, ܽଶ, ܾଷ, ܽସ, ܽହ, ܾ଺>, and given the length of 
user behavior pattern is 2, then the similarity between the user sequences of ݑ௜ and ݑ௝ is  

                           ௜ܹ௝ = ݉ܽݔ ቀ ଷ௉ఱమ , ଷ௉లమቁ ൌ  0.3                         (2) 

There are many ways to measure the similarity between user behavior sequences, 
such as comparing the frequency of items appearing in the sequences or comparing 
the common single items appearing in the sequences. Here, we choose to measure the 
similarity between user behavior pattern sets to compare the similarity between dif-
ferent users, because we believe that this can reflect the similarity of preference struc-
tures of different users over items. 

In order to verify this intuition, we did some experiments on the real data set. 
For example, we did experiments on the dataset of MovieLens. Fig. 2 shows the nor-
malized watching frequency distribution for an identified user group over the top ten 
most-watched movies. It can be observed that there is a common preference among 
users in the same group. This fact tells us it’s possible to make use of BSSM to find 
users with similar preferences. 

 

Fig. 2. Audience Ratio Distribution over Top Ten Movies 

3.2 Analysis on the Length of User Behavior Pattern 

BSSM relies on a parameter, i.e., the length of sub-sequence representing the user 
behavior pattern. Actually, when the length is 2, it can reveal the preference structure 
over any two items. When the length is 3, it reveals linear preference structure over 
any three items. In addition, this number also determines how many similar users 
could be found. When it is relatively short, the number of similar users will be  
relatively large. On the contrast, when this number is relatively large, the number of 
similar users will be relatively small. Obviously, the number of users in the group will 
influence the recommendation performance. Thus, we should find the best length for 
describing user behavior patterns. 
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In order to get reasonable result, an experiment dataset should have sufficient user 
numbers, so we first find out the movie that has been watched by most users, whose 
ID is 4196, recorded as M1. In the first step (n=1), we select users who have watched 
movie 4196, recorded as UserSet1. Then we treat UserSet1 as dataset for the next ex-
periment, and find out the movie that has been seen most times, which is movie 424, 
recorded as M2. Next we select users who have seen M3 in UserSet2, recorded as 
UserSet2, and record this step as n=2. Similarly, we can get M3, which is movie 1088 
and corresponding user set UserSet3 for n=3. When performing on UserSet3 and ob-
tain UserSet4, we notice that there is an obvious decrease in the number of users in 
this group, which makes it contributes little to the experiment, so we stop at n=3. At 
last we get three user behavior patterns, which are (4196) noted as pattern1, (4196, 
424) noted as pattern2, and (4196, 424, 1088) noted as pattern3. 

For every user behavior pattern, we first find out the next movie which has been 
seen just after seeing the movies in the user behavior pattern, noted as after-movie, 
and the movie set we get is noted as after-movie-set. Then we make statistic on the 
frequency of movies in after-movie set, and rank them from large to small, noted as 
movie-count-list. Since the numbers of each user set are not same, we transform the 
result into movie-ratio-list, which avoids the influence caused by number difference. 
We calculate movie-ratio by the formula below, 

                             ratio = 
C୭୳୬୲ሺM୭୴୧ୣNሻC୭୳୬୲ሺUୱୣ୰Sୣ୲ሻ                              (3) 

where count(MoiveN) indicates the frequency distribution of movies, and 
count(UserSet) indicates the number of user in the user set.     

Fig. 3. Audience Ratio Distribution over all Movies 

Fig. 2 and Fig. 3 show audience ratio distribution over movies. We set the length 
equals to 2, 3 and 4 respectively. It can be observed that the preference of users se-
lected is most significant when the length of user behavior pattern is 2, which means 
the number of users that have similar preference in one user group set is the largest. 
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From the statistic chart, we can get this conclusion by noticing that the highest point 
belongs to the result of the user behavior pattern when the length is 2.  

From the above observations we can get following result: 

1. The preference of users in the same group does not become more obvious while the 
length of the behavior pattern increases. From the statistic chart above, the prefe-
rence becomes most obvious when the length is 2. The reason for this result might 
due to the decrease of number in user group set while the length of the user beha-
vior pattern increases. 

2. The length of user behavior pattern also influences the dispersion of the result. 
While the length increases, the dispersion becomes small. 

For different length user behavior patterns, the preference of every user group also 
different, which is reflected in the statistic chart by the different highest point in the 
normal distribution of the every result. 

Based on above conclusions, we apply behavior patterns of length 2 to discover 
similar users and then combine BSSM with CF algorithm to support recommendation, 
which will be discussed in the next section.  

4 Recommendation Based on BSSM  

We tried several ways to combine BSSM with CF algorithm, and experimenting on 
the dataset to see whether the recommendation performance has been improved. Here 
we mainly introduce three methods, which are Linear combination of BSSM and CF 
algorithm (LCBC), multiplying the Results of BSSM with CF algorithm (MRBC), 
and Cascading Combination of BSSM with CF algorithm (CCBC). 

4.1 LCBC 

In traditional CF algorithm, we first calculate the similarity between target user and 
other users, and find out target user’s nearest neighbor set by comparing the similari-
ty, then make prediction on the target user’s rating for a given item based on the  
user’s nearest neighbors ratings on that item. We modify the algorithm by linearly 
combine the similarity of user behavior pattern between the target user and users in 
the nearest neighbors with the rating prediction calculating formula, which is  

                   ratingPredict=݃݊݅ݐܽݎேே כ ݋݅ݐܽݎ ൅ ேௌ݃݊݅ݐܽݎ כ ሺ1 െ  ሻ               (4)݋݅ݐܽݎ

where ݃݊݅ݐܽݎேே indicates predicted rating for a given item that calculated from a 
CF algorithm, and ݃݊݅ݐܽݎேௌ indicates predicted rating for the given item that comes 
from BSSM algorithm, which is calculated by  

 

∑ =ேௌ݃݊݅ݐܽݎ                          ௐ೙כ௥௔௧௜௡௚ሺ௡,௝ሻ∑ௐ೙                            (5) 

where n is the number of nearest neighbor for the target user, and ௡ܹ is the similarity 
of behavior pattern between target user and user n in the nearest neighbor set.  
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By changing the value of ratio, we change the relative influences of these two algo-
rithms on the final result, and get the predicted rating for each ratio. The experiment 
result is shown in Section 5.  

4.2 MRBC 

We consider another way to combine the two algorithms. After we get the nearest 
neighbor set for the target user by using CF algorithm, we calculate the BSSM be-
tween the target user and every user n in the nearest neighbor set, which is ௡ܹ .Then 
we calculate the predicting rating using the following formula 

                       ratingPredict =∑ భ೏೔ೞ೟ೌ೙೎೐ሾೖሿశభכఠ೙כ௥௔௧௜௡௚ሺ௞ሻ∑ భ೏೔ೞ೟ೌ೙೎೐ሾೖሿశభ                  (6) 

Here, the first item in the multiplication indicates the distance between the target 
user and the neighbor using CF algorithm, and n is the number of users in the nearest 
neighbor set. After getting the predicting ratings for the target user in this way, we 
compare the result with traditional CF algorithm, which is also shown in Section 5. 

4.3 CCBC 

Since traditional CF algorithm might have low efficiency when the number of user 
group is large, we consider first using user behavior pattern to select users who have 
similar preference with the target user, then using CF algorithm to select the nearest 
neighbor set for the target user, and making prediction for the target user.  

First we need to find out users who have similar preferences with the target user us-
ing BSSM algorithm. We use the last n items of the target user to form the target user 
behavior sequence (M1, M2, M3,…,Mn), and set the user behavior pattern length to be 2 
for filtering. We consider setting a threshold value while selecting similar preference 
user group by comparing the similarity between target user and other users. When the 
similarity of the behavior pattern between the target user and a candidate user exceeds 
the threshold value, we add the candidate user into the similar preference user group for 
the target user. After comparing all users with the target user, we get the similar prefe-
rence user group for the target user, and run CF algorithm on this user set to get the 
predicting ratings. We set several different threshold values and compare the recom-
mendation performance for each of them to select the best threshold value. We choose 
0, 0.05, 0.1, 0.15 as the tested threshold value, and compare the recommendation per-
formance between each other. The result of the experiment is also shown in Section 5. 

5 Experiments and Results  

5.1 Experiment Datasets 

We use two datasets for our experiments. The first one is MovieLens dataset. Movie-
Lens is a movie recommendation website (http://www.grouplens.org/node/73). It uses 
user’s ratings to generate personalized recommendation for other movies user would 
like or not. In the experiment we use MovieLens 1M data set, which consists of 1 
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million ratings from 6000 users on 4000 movies. MovieLens gets users’ preference 
information by letting users rate for the movie. Before using their service, the user 
need to rate for at least 15 movies. MovieLens data set is a widely applied dataset 
among experiments on recommendation algorithm, which has already become the 
basic data set for evaluating recommendation algorithm. The second dataset is book 
reading behavior information of users from website www.qidian.com. 
www.qidian.com is one of the largest online reading and writing website in China. 
We select one-month reading behavior data of users and tested our improved algo-
rithm on it. We first use MovieLens dataset to compare the three ways of integrating 
BSSM with CF method with the traditional CF method. Then we select the best one 
based on the recommendation performance and use dataset from qidian website to do 
the test experiment. 

5.2 Experiment on LCBC 

We measure the difference between predicted rating with the actual result by calculat-
ing the deviation between the two, which is calculated by formula 

 
                    MAE = ∑|݁ݎܲ݃݊݅ݐܽݎሺ݅ሻ െ  ሺ݅ሻ|/݊                     (7)݃݊݅ݐܽݎ

 
where ratingPre(i) is the predicted rating calculating from our algorithm, and rat-
ing(i) is the actual rating of the target user. n is the number of rating items. MAE re-
flects the recommendation precision of the algorithm.  

The MAE of different ratio value is shown in Fig. 4.  

 

Fig. 4. MAE for LCBC 

From the chart we can find that the recommendation precision is increased with the 
ratio increases, which means the modified algorithm performs worse than the colla-
borative filtering algorithm. 
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5.3 Experiment on MRBC 

The MAE of different ratio value is shown in Fig. 5 and Fig. 6. 

Fig. 5. MAE for MRBC 

Fig. 6. Average MAE and varp MAE for MRBC 
 

From the result, we can find the performance of modified algorithm has less rec-
ommendation precision, but is more stable than the traditional CF algorithm, which 
has more stable MAE value. 

5.4 Experiment on CCBC 

The MAE of different ratio value is shown in Fig. 7 and Fig.8. 
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Fig. 7. MAE for CCBC 

 

Fig. 8. Average MAE and varp MAE for CCBC 

By comparing the result of each threshold, we can find that when the threshold value 
is 0.1, corresponding with the result of MAE_Mix_simiRatio>=0.1 in Fig. 7 and Fig. 8, 
the recommendation performance is the best, which has more stable MAE value. 

5.5 Testing Experiment on CCBC  

From the previous experiment, we find that the best way to integrate BSSM with the 
CF method is the third way, which uses user behavior pattern first before collabora-
tive filtering algorithm. We use dataset from www.qidian.com as our test dataset to 
evaluate the performance of the algorithm. The experiment result is shown in Fig. 9 
and Fig. 10. 
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Fig. 9. MAE for CCBC 

 

Fig. 10. Average MAE and varp MAE for CCBC 

In Fig. 9, we used the CCBC method operating on the dataset from 
www.qidian.com and get the MAE value compared with single collaborative filtering 
method. From the result we can find that the user behavior pattern enhanced collabor-
ative filtering method performs better than the traditional CF method, which have 
better precision and stability. 

5.6 Experiment Results Analysis  

We tried several ways to integrate the user behavior pattern algorithm into CF  
algorithm. We first add the two algorithm with different ratio assigned for each algo-
rithm, and it turns out that the integration of the two algorithm does not improve the 
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recommendation performance. This result might due to the fact that CF algorithm gets 
more precise result, while algorithm based on BSSM gets less precise result, and thus 
simply adding the results of two algorithms cannot improve the recommendation per-
formance. Then we use BSSM algorithm before CF algorithm to select users who 
have similar preference with the target user, and then find nearest neighbors among 
these users using CF algorithm to get the predicting ratings. The result shows it pro-
duces less precise recommendation results, but it is more stable compared with tradi-
tional CF algorithm. The reason might be that target user and users in similar behavior 
user group are more similar compared with users in nearest neighbor set selected from 
the whole users. However, since the selection of the first step is relatively rough, so 
the whole performance is worse. Next we try to multiply the two algorithms, and set a 
threshold value for selecting users into similar behavior user group, and using CF 
algorithm running on this user set. The result turns out to be better than the traditional 
CF algorithm in both recommendation precision and stabilization. Thus, this is the 
best algorithm to combine BSSM and CF algorithm. 

6 Conclusions 

In this paper, we proposed a new model for personalized recommendation, which is 
based on user behavior sequence similarity measurement and integrated with CF algo-
rithm. We defined a new approach to measure the user behavior sequence similarities, 
which can help to find users with similar preferences. Then we introduced three ways 
to combine BSSM with CF algorithm. We first combined the two methods parallel by 
assigning different ratio to them, and the result shows that it does not improve the 
recommendation performance. Then we multiplied the two methods to get the union 
recommendation, and the result shows that it improves the stability of recommenda-
tion performance, but does not improve the recommendation precision. After that we 
combined the two methods by first using BSSM to select the similar users for the 
target user, and then using CF method running on this group set, which turns out to 
have better recommendation performance in both precision and stability. Thus, this is 
the best way to integrate the two methods. 

There are still some problems to be solved in our model, such as cool start problem 
and sparse data problem, which occurs in most CF methods. Also, we can improve 
our model by making combination between user behavior pattern methods with other 
recommendation algorithms. These issues will be the main focus in our future work. 
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