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Preface

Behavior and social sciences are increasingly recognized as a key component in
business intelligence and problem-solving. Behavior and social informatics and
computing (BSIC) has emerged as a new scientific field that studies effective
methodologies, techniques, and technical tools for representing, modeling, ana-
lyzing, understanding, and managing human behaviors and social characteristics,
and for disclosing deep behavior and social intelligence for improved decision-
making and business values.

This book constitutes the proceedings of the 2013 International Workshop
on Behavior and Social Informatics and Computing (BSIC 2013) held in con-
junction with IJCAI 2013 (Beijing, China); the 2013 International Workshop on
Behavior and Social Informatics (BSI 2013) was held jointly with the Workshop
on Understanding Collective Behaviors in Complex Networks (UCBCN 2013) in
conjunction with PAKDD 2013 (Gold Coast, Australia).

The papers in this volume give an indication of recent advances in be-
havior and social informatics (BSI). It is an exciting and emerging interdisci-
plinary area in which a wide range of techniques and methods are being studied
for behavior/social-oriented analyses including behavioral and social interaction
and networks, behavioral/social patterns, behavioral/social impacts, the forma-
tion of behavioral/social-oriented groups and collective intelligence, and behav-
ioral/social intelligence emergence.

The series of workshops aims to increase potential collaborations and part-
nerships by bringing together academic researchers and industry practitioners
from data mining, statistics and analytics, business and marketing, finance and
politics, and behavioral, social and psychological sciences with the objectives
of presenting updated research efforts and progress on foundational and emerg-
ing interdisciplinary topics of BSI, exchanging new ideas, and identifying future
research directions.

The two workshops received 58 submissions. Each submitted paper was re-
viewed by three members of the Program Committee. Following the independent
review, there were discussions among the reviewers. When necessary, additional
reviews were requested. A total of 23 papers were selected for these proceedings,
yielding an acceptance rate of 40%.

In addition to accepted papers, we were honored with the presence of five
outstanding keynote speakers, namely, Prof. Hiroshi Motoda and Prof. Yanchun
Zhang for BSI-UCBCN 2013, and Prof. Daniel Zeng, Prof. Qiang Yang, Prof
Irwin King, and Prof. Longbing Cao for BSIC 2013.

The success of this series of workshops depends largely on support and co-
operation from many individuals and organizations. We would like to take this
opportunity to thank the authors, the Program Committee members, external
reviewers, and our volunteer students for offering their time and effort to make
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this series of workshops successful and enjoyable. We extend our sincere grati-
tude to the IJCAI 2013 and PAKDD 2013 Conference Organizing Committees
for accepting our workshops in such premier venues. Last but not the least, we
would like to thank Springer for their assistance in publishing this proceedings
as a single volume in its LNAI series.

October 2013 Longbing Cao
Hiroshi Motoda

Jaideep Srivastava
Ee-peng Lim
Irwin King

Philip S. Yu
Wolfgan Nejdl
Guandong Xu

Gang Li
Ya Zhang
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Toulouse 1, France
James Bailey University of Melbourne, Australia
Lashon Booker The MITRE Corporation, USA
Yi Cai South China University of Technology, China



X Organization

Simon Caton Karlsruhe Institute of Technology, Germany
Soon Ae Chun City University of New York, USA
Florian Daniel University of Trento, Italy
Aspassia Daskalopulu University of Thessaly, Greece
Peter Dolog Aalborg University, Denmark
Paolo Garza Politecnico di Milano, Italy
Lilia Georgieva Heriot-Watt University, Edinburgh, UK
Christos Grecos University of West of Scotland, UK
Bear Guts bearguts@gmail.com
Lynne Hall University of Sunderland, UK
Ben He University of Chinese Science Academy, China
Panagiotis Karampelas Hellenic American University, USA
Sang-Wook Kim Hanyang University, Korea
Wookey Lee Inha University, Korea
Carson K. Leung University of Manitoba, Canada
Wenxin Liang Dalian University of Technology, China
Huan Liu Arizona State University, USA
Peter Mutschke GESIS-IZ, Germany
Federico Neri Synthema, Italy
Wenjia Niu Chinese Academy of Sciences, China
Wei Pan MIT, USA
Dunlu Peng University of Shanghai for Science and

Technology, China
Weining Qian East China Normal University, China
Juwel Rana Lulea University of Technology, Sweden
Sherif Sakr The University of New South Wales, Australia
Man-Kwan Shan National Chengchi University, Taiwan
Haifeng Shen Flinders University, Australia

Xiaolin Shi Microsoft Corporation, USA
Mohammad Siddique Fayetteville State University, USA
Kazutoshi Sumiya University of Hyogo, Japan
Jerzy Surma Warsaw School of Economics, Poland
Lynda Tamine IRIT, France
Mehmet Tan TOBB University of Economics and

Technology, Turkey
Lei Tang @WalmartLabs, USA
Abdullah Uz Tansel City University of New York, USA
Xiaohui Tao University of Southern Queensland, Australia
Bulent Tavli TOBB University of Economics and

Technology, Turkey
Damir Vandic Erasmus University Rotterdam,

The Netherlands
Iraklis Varlamis Harokopio University of Athens, Greece



Organization XI

Athanasios Vasilakos National Technical University of Athens,
Greece

Jinlong Wang Qingdao Technological University, China
Xiaofeng Wang Chinese Academy of Sciences, China
Chaokun Wang Tsinghua University, China
Jianmin Wang Tsinghua University, China
Yimin Wen CCF, China
Zongda Wu Wenzhou University, China
Jierui Xie Oracle, USA
Ping Xiong Zhongnan University of Economics and Law,

China
Hui Xiong Rutgers University, China
Eiko Yoneki University of Cambridge, UK
Kun Yue Yunnan University, China
Jianwei Zhang Tsukuba University of Technology, Japan
Minqi Zhou East China Normal University, China
Jianke Zhu Zhejiang University, China
Tingshao Zhu Chinese Academy of Sciences, China
Yu Zong West Anhui University, China



Table of Contents

Part I: Behavior Analytics

Mining Frequent Sequences Using Itemset-Based Extension . . . . . . . . . . . . 1
Ma Zhixin, Xu Yusheng, and Tharam S. Dillon

Network Flow Based Collective Behavior Analysis . . . . . . . . . . . . . . . . . . . . 10
Yuting Hu, Rong Xie, and Wenjun Zhang

Design, Conduct and Analysis of a Biased Voting Experiment
on Human Behavior . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

Cong Zhao, Guangzhong Sun, and Ye Tian

Using Mobile Phone Location Data for Urban Activity Analysis . . . . . . . 30
Rong Xie, Huizheng Xu, and Yang Yue

Dynamic User Behavior-Based Piracy Propagation Monitoring
in Wireless Peer-to-Peer Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

Benke Qu, Wenjia Niu, Tianqing Zhu, Lei Wu, Shijun Liu, and
Na Wang

World Expo Problem and Its Mixed Integer Programming Based
Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

Hongteng Xu, Dixin Luo, Xiaoming Huo, and Xiaokang Yang

Part II: Social Analytics

Semantic Change Computation: A Successive Approach . . . . . . . . . . . . . . . 68
Xuri Tang, Weiguang Qu, and Xiaohe Chen

A Connectionist Model-Based Approach to Centrality Discovery
in Social Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

Qingmai Wang, Xinghuo Yu, and Xiuzhen Zhang

The Influence in Twitter: Are They Really Influenced? . . . . . . . . . . . . . . . . 95
Juyup Sung, Seunghyeon Moon, and Jae-Gil Lee

Micro-blog Post Topic Drift Detection Based on LDA Model . . . . . . . . . . 106
Quanchao Liu, Heyan Huang, and Chong Feng



XIV Table of Contents

A Network-Based Approach for Collaborative Filtering
Recommendation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

Xuefeng Ma, Bo Li, and Qi An

A Novel Framework for Improving Recommender Diversity . . . . . . . . . . . . 129
Jinpeng Chen, Yu Liu, Jun Hu, Wei He, and Deyi Li

RNRank: Network-Based Ranking on Relational Tuples . . . . . . . . . . . . . . . 139
Peng Li, Ling Chen, Xue Li, and Junhao Wen

Interaction-Based Social Relationship Type Identification
in Microblog . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

Qiao Deng, Zhoujun Li, Xiaoming Zhang, and Jiali Xia

Part III: Socio-Behavioral Analytics

Personalized Recommendation Based on Behavior Sequence Similarity
Measures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

Yuqi Zhang and Jian Cao

Detecting Spam Community Using Retweeting Relationships — A
Study on Sina Microblog . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

Bin Zhao, Genlin Ji, Weiguang Qu, and Zhigang Zhang

Cooperative Community Detection Algorithm Based on Random
Walks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191

Mingwei Leng, Weiming Lv, Jianjun Cheng, Zhao Li, and
Xiaoyun Chen

An Actor Network-Based Approach to Pirates Community Discovery
in Peer-to-Peer Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204

Xiancheng Hou, Bing Shi, Wenjia Niu, Qi Feng, and Ying Qi

Suggestions for Fresh Search Queries by Mining Mircoblog Topics . . . . . . 214
Lin Li, Xing Chen, and Guandong Xu

Learn to Rank Tweets by Integrating Query-Specific Characteristics . . . . 224
Xin Zhang, Ben He, and Tiejian Luo

Exploration on Similar Spatial Textual Objects Retrieval . . . . . . . . . . . . . 237
Yanhui Gu, Zhenglu Yang, Miyuki Nakano, and Masaru Kitsuregawa

Indicating Important Parts in Searched Web Pages by Retrieval
Keywords . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 250

Shunichi Yokoo and Noriaki Yoshiura

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 265



 

L. Cao et al. (Eds.): BSIC/BSI 2013, LNAI 8178, pp. 1–9, 2013. 
© Springer International Publishing Switzerland 2013 

Mining Frequent Sequences Using Itemset-Based 
Extension 
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Abstract. In this paper, we systematically explore an itemset-based extension 
approach for generating candidate sequence which contributes to a better and 
more straightforward search space traversal performance than traditional item-
based extension approach. Based on this candidate generation approach, we 
present FINDER, a novel algorithm for discovering the set of all frequent 
sequences. FINDER is composed of two separated steps. In the first step, all 
frequent itemsets are discovered and we can get great benefit from existing 
efficient itemset mining algorithms. In the second step, all frequent sequences 
with at least two frequent itemsets are detected by combining depth-first search 
and itemset-based extension candidate generation together. A vertical bitmap 
data representation is adopted for rapidly support counting reason. Several 
pruning strategies are used to reduce the search space and minimize cost of 
computation. An extensive set of experiments demonstrate the effectiveness and 
the linear scalability of proposed algorithm.  

Keywords: Data Mining, Frequent Itemsets, Frequent Sequences, Algorithm. 

1 Introduction 

The sequences mining task, which discovers all frequent subsequences from a large 
sequence database, is an important data mining tool for behavior informatics and 
computing [Cao 2010; Cao and Yu 2012]. It has attracted considerable attention from 
database practitioners and researches because of its broad applications in many areas 
such as analysis of sales data, discovering of Web access patterns in Web-log dataset, 
extraction of Motifs from DNA sequence, analysis of medical database, identifying 
network alarm patterns, etc. 

In the last decade, a number of algorithms have been proposed to deal with the 
problem of mining sequential patterns from sequence database. Most of them are 
based on Apriori property which states that any sub-pattern of a frequent pattern must 
be frequent. These Apriori-like algorithms utilize a bottom-up candidate generation-
and-test method and a breadth-fist search space traverse strategy. In each candidate 
generation step, algorithm iteratively generate all candidate k-sequences from all 
frequent (k-1)-sequences. Because each candidate k-sequences has one more item than 
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a frequent (k-1)-sequences, this candidate generation method can be considered as an 
item-based extension approach. In other words, all these algorithms deal with the 
problem of mining sequential patterns using an item-based viewpoint. The main 
bottleneck of these algorithms is that huge number of candidate sequences could be 
generated and the cost of candidate generation, test and support counting is very 
expensive. In fact, a lot of candidate sequences are infrequent or not exist in database. 
Furthermore, some algorithms require multiple full database-scans as the longest 
frequent sequence and the cost of I/O is very expensive, some approaches use very 
complicated internal data structures to maintain database in memory which add great 
space and computation overhead.  

In this paper, we systematically explore an itemset-based extension approach for 
generating candidate sequence which contributes to a better and more straightforward 
search space traversal performance than traditional item-based extension approach. 
The general idea is outlined as follow: A candidate sequence can be generated by 
adding one frequent itemset into the end of a frequent sequence instead of adding one 
item into a frequent sequence each time. Since any candidates with infrequent 
itemsets are not generated, the number of candidates is reduced efficiently. Based on 
this candidate generation approach, we present a novel algorithm, called FINDER 
(Frequent Sequence MIning usiNg Itemset-baseD Extension AppRoach), for 
discovering the set of all frequent sequences. FINDER is composed of two separated 
steps. In the first step, all frequent itemsets are discovered and we can get great 
benefit from existing efficient itemset mining algorithms [Burdick et al., 2001]. In the 
second step, all frequent sequences with at least two frequent itemsets are detected by 
combining depth-first search and itemset-based extension candidate generation 
together. In addition, FINDER can reduce the search space and minimize cost of 
computation efficiently by using several pruning strategies. 

2 Problem Statement and Related Works 

Let I={i1, i2, … ,im}be a set of m distinct items comprising the alphabet. An itemset e 
= {i1, i2, … , ik} is a non-empty unordered collection of items. Without loss of 
generality, we assume that items of an itemset are sorted in lexicographic order and 
denoted as (i1i2…ik). A sequence s ={e1, e2, … ,en} is an ordered list of itemsets and 
denoted as (e1- e2- … -en), where ei is an itemset. An item can occur at most once in an 
itemset of a sequence, but can occur multiple times in different itemsets of a 
sequence. The number of instances of items in a sequence is called the length of 
sequence. Let |ei| refer to the number of items in itemset ei, a sequence with length l is 
called l-sequence, where l=∑|ei| and 1≤i≤n. For example, C-AB-A is a 4-sequence. 

A sequence s1=(a1- a2- … -am) is said to contained in another sequence s2=(b1- b2- … 
-bn) if and only if ∃ i1, i2,…, im, such that 1≤i1<i2<…<im≤n, and a1 ⊆ bi1, a2 ⊆ bi2, … , 
am ⊆ bim. If s1 is contained in s2, s1 is a subsequence of s2 and s2 is a supersequence of s1.  

Given a sequence database D, the support count of a sequence s, denoted asδs,D( ), 
is the total number of input-sequences in D which contain s. The support of s, denoted 
as support(s), is the fraction of sequences in D that contain s. If the symbol |D|  
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denotes the number of sequences in D, support(s) =δs,D( )/|D|. Given a user-
specified threshold min_sup, we say that a sequence s is frequent if support(s) is 
greater than or equal to min_sup.  

Given a database D of input-sequences and a user-specified threshold min_sup, the 
problem of sequence mining is to find all the frequent sequences in the database.  

Since the problem of frequent sequence mining was first introduced in  [Agrawal 
et al., 1995], a large amount of studies have been done toward the development of 
efficient algorithms for solving this problem and its variations. In same work three 
algorithms are presented: AprioriAll, AprioriSome and DynamicSome for solving this 
problem. Note that these three algorithms utilize itemset to generate candidate 
sequence, but this idea is not adopted in later sequence mining algorithms. Srikant et 
al. [1996] generalized definitions of sequence mining to include time constrains, 
sliding time window, and user defined taxonomy. They also proposed GSP algorithms 
which outperformed AprioriAll by up to 20 times.  

In [Zaki et al., 2001], Zaki proposed SPADE algorithm which uses a vertical id-list 
database format for efficient joining operation and a lattice-theoretic approach to 
decompose the original search into small pieces so that all working id-list can be load 
into memory. Pei et al. [2004] proposed PrefixSpan which utilizes a pattern-growth 
approach instead of refinement of the candidate generation-and-test approach. 
PrefixSpan recursively projects a sequence database into a set of smaller projected 
sequence databases and grows sequential patterns in each projected database by 
exploring only locally frequent fragment. A memory-based pseudo-projection 
technique is applied to reduce the number of physical projected databases to be 
generated. Ayres et al. [2002] presented SPAM which integrates a depth-first traversal 
of the search space with some efficient pruning mechanisms. In addition, SPAM 
utilizes vertical bitmap representation for candidate generation and rapid support 
counting. Spade, PrefixSpan and SPAM are considered as the three fastest algorithms 
that mine sequential patterns. Previously, Tan and Dillon et al. , [2006] presented 
SEQUEST which uses a Direct Memory Access Strips (DMA-Strips) structure to 
efficiently enumerate candidate subsequence. A unique property of DMA-Strips is 
that it ensures all enumerated subsequences are valid in the sense that they exist in the 
database, and no extra work is required to prune invalid candidate sequences. 

3 An Itemset-Based Extension Approach 

Definition 1. Let e1 and e2 be two itemsets. If e1 is a subset of e2, then e1 is a 
subitemset of e2 and e2 is a superitemset of e1. 
Definition 2. The number of itemsets in a sequence is called the size of sequence. A 
sequence with k itemsets is called k’-sequence. 

For example, each itemset is a 1’-sequence because its size is 1, sequence (AC-
CD) is a 2’-sequence because its size is 2. Note that the size of a sequence is different 
from the length of a sequence.  

Definition 3. Given sequence database D, a user-specified threshold min_sup, we say 
that an itemset e is frequent if support(e) is greater than or equal to min_sup. The set 
of all frequent itemsets is denoted as FE .  
Definition 4. A frequent sequence of size k is called a frequent k’-sequence.  



4 M. Zhixin, X. Yusheng, and T.S. Dillon 

 

The lexicographic subset tree is presented originally by Rymon [1992] and 
extended to describe the framework of sequence lattice in SPAM [Ayres et al., 2002]. 
All sequences can be arranged in a lexicographic sequence tree whose root is null 
sequence labeled with ∅  and each node in tree represents a sequence. Each lower 
level k in tree contains all of k-sequences which are ordered lexicographically. Each 
node is recursively generated from its parent node by using a sequence-extension step 
or an itemset-extension step. The sequence-extension step is the process of generating 
a sequence-extended sequence which is generated by adding a new itemset consisting 
of a single item to the end of its parent’s sequence. The itemset-extension step is the 
process of generating itemset-extended sequence which is a sequence generated by 
adding an item into the last itemset in the parent’s sequence.  For example, Figure 1 
shows the complete lexicographic sequence tree for two items, A and B, given that the 
maximum size of a sequence is three. 

                                                                                  φ                                                                                                                    level   0 

                                               A                                                                              B                                                                                    1 

A-A                A-B                     AB                                                 B-A                        B-B                                                 2 

  
 
 A-A-A   A-A-B   A-AB        A-B-A   A-B-B      AB-A    AB-B                                 B-A-A   B-A-B    B-AB    B-B-A  B-B-B             3 

A-A-AB   A-AB-A  A-AB-B   A-B-AB  AB-A-A  AB-A-B  AB-AB  AB-B-A  AB-B-B   B-A-AB     B-AB-A  B-AB-B  B-B-AB      4 
 
 

A-AB-AB                          AB-A-AB     AB-AB-A    AB-AB-B     AB-B-AB                              B-AB-AB                                  5 
 
 
                                                                        AB-AB-AB                                                                                                                          6 

         sequence-extension 
            itemset-extension 

 

Fig. 1. Example of the lexicographic sequence tree 

Definition 5. Given a k’-sequence s1 and a (k+1)’-sequence s2. If s2 can be generated 
by adding an itemset e to the end of sequence s1, we say that s2 is an itemset-based 
extension sequence of s1, denoted as s2 = s1 ⊕ e.  For example, sequence (AB-C-BD) 
is an itemset-based extension sequence of (AB-C). 

From this definition, each sequence can be considered as an itemset-based 
extension sequence. So, we can enumerate all sequences in lattice and organize 
lexicographic sequence tree by using an itemset-based extension approach. First, all 
itemsets are generated from the set of items and kept in an itemset-list by 
lexicographical order. The root of tree is null sequence labeled with φ and each node 
in tree represents a sequence. Each lower level k contains nodes of all k’-sequences. 
The level 1 of tree contains nodes of all itemsets (1’-sequences) in itemset-list. In 
level k, each node is an itemset-based extension sequence of its parent node in level 
(k-1). All these nodes of k’-sequence are generated by iteratively adding an itemset 
from itemset-list to the end of its parent node in level (k-1). We refer to lexicographic 
sequence tree organized in this itemset-based extension manner as itemset-based 
lexicographic sequence tree (abbr. itemset-based tree). Theoretically, an itemset-
based tree is infinite. But in practice, it is finite because the maximal size of 
sequences in an input database is limited. 
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For example, given the maximum size of a sequence is three, figure 3 shows the 
complete itemset-based tree for two item A and B. Contrasting figure 2 with figure 1, 
itemset-based tree is more straightforward than lexicographic sequence tree. It gives 
us a new and straightforward viewpoint to analyzing the problem of sequence mining. 

 
                                                                                           φ                                                              Itemset List:  {A, AB, B}                 level  0 

                                               A                                                                AB                                                 B                                                     1 

A-A                                 A-AB                   A-B             AB-A         AB-AB           AB-B       B-A        B-AB           B-B                              2 

  
 
 A-A-A   A-A-AB   A-A-B    A-AB-A   A-AB-AB   A-AB-B   …   AB-AB-A   AB-AB-AB   AB-AB-B ……  B-B-A   B-B-AB   B-B-B      3 
  

Fig. 2. Example of the lexicographic sequence tree 

4 The FINDER Algorithm 

Since all frequent sequences in a database can be considered as two types: frequent 
itemset (frequent 1’-sequenc) and frequent sequence with at least two frequent 
itemsets (frequent k’-sequence, k>1), the problem of frequent sequences mining can 
be divided into two sub-problems: one is to find all frequent itemsets, the other is to 
find all frequent k’-sequences where k>1. The first sub-problem is equal to the 
problem of mining frequent itemset and can be solved by using existing efficient 
frequent itemset mining approaches. If all frequent itemsets are known, the itemset-
based extension approach can be used to enumerate candidate sequences. The general 
idea is outlined as follow: A candidate k’-sequence is generated by adding one 
frequent itemset into the end of a frequent (k-1)’- sequence. The sub-problem of find 
all frequent k’-sequences can be seemed as a process of generating and test candidate 
sequences by traversing the itemset-based tree discussed above. 

F IN D E R  ( m in _s up ,  D )  
 
( 1 )    F in din g  F 1 ;  
 / /     F 1 is  th e  se t o f a ll  fr e q ue n t i te m s;  
( 2 )    F in din g  E L ;  
/ /      E L  i s  the  s e t o f  a ll  f re q u e n t e v e n ts ;  
( 3 )    F S= E L ;   
/ /      F S  is  th e  se t o f a ll  f r e q ue n t se q ue n c e s ; 
( 4 )    fo r    e ac h  e v e n t  e i ∈ E L   d o  
( 5 )         D F S ( e i,  E L ) 
 
 
D F S ( n ,  E L )   
/ /  w ith o u t p r un in g  s tra t e g ie s  
 
( 1 )    fo r    e ac h  e v e n t  e i ∈ E L   d o  
( 2 )            s =  n ⊕ e i ;   
( 3 )            if    su pp o rt( s) ≥ m in _ su p  t h e n  
( 4 )                  F S =  F S ∪ { s } ; 
( 5 )           D F S ( s,  E L )  

Fig. 3. Pseudo-code of FINDER 
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Figure 3 shows the high level structure of FINDER algorithm which is composed 
of three main steps: 1) Finding the set of all frequent items (1-sequences) F1. 2) 
Finding the set of all frequent itemsets (1’-sequences) FE. 3) Finding all frequent k’-
sequences, where k>1, by using procedure DFS which repeats depth-first search 
recursively on each n’s itemset-based extension sequence. Notice that this recursive 
process is finite because the maximal size of sequences in an input database is limited. 

Assume that the database to be mined has k frequent itemsets and the maximal size 
of sequence in database is m. DFS without pruning must generate and test all mk 
candidate sequences. It is obvious that DFS without pruning is not practical. So, we 
must explore some pruning strategies to reduce the search space and generate as small 
a set of nodes containing all frequent sequences as possible while searching the 
itemset-based tree. 

Definition 6. In the itemset-based tree, each node n is associated with one itemset list, 
denoted by EL, which is the set of frequent itemsets that are considered for a possible 
itemset-based extension of node n. All itemsets in EL are kept in lexicographic order. 

Definition 7. Given a node n and its itemset list EL={e1,e2,…,ek}. An itemset ei is said 
to be a frequent extension itemset of n if ei∈EL and support(n ⊕ ei)≥min_sup. An 
itemset ej is said to be an infrequent extension itemset of n if ej ∈ EL and 
support(n⊕ ej)<min_sup. The frequent extension itemsets list (abbr. FEL) of n is the 
set of all n’s frequent extension itemsets. 

Pruning strategy 1(abbr. PS1). In the itemset-based tree, if a node n is not frequent, 
then all its children are not frequent and can be trimmed off. 

Pruning strategy 2(abbr. PS2). Given a node n and its EL={e1,e2,…,ek}. Each ei∈EL 
is checked iteratively. If one frequent extension itemset ei is found, we scan the rest 
itemsets in EL and find each ej which is a subset of ei. Since ej is a frequent extension 
itemset, sequence (n ⊕ ej) can be inserted into the set of all frequent sequences directly 
without further testing. 

Pruning strategy 3(abbr. PS3). Given a node n and its EL={ e1,e2,…,ek }. Each ei∈EL 
is checked iteratively. If one infrequent extension itemset ei is found, we scan the rest 
itemsets in EL and trim off all itemsets which are superitemsets of ei. 

Pruning strategy 4(abbr. PS4). Given a node n and its itemset list EL={e1,e2,…,ek}. 
Each ei∈EL is checked iteratively and the frequent extension itemsets list FEL is 
generated. We can use the FEL as n’s children’s EL.  

Figure 4 shows the pseudo-code of procedure DFS with all pruning strategies 
discussed above. 

5 Experimental Results 

In this section, we study the performance of proposed FINDER algorithms by 
comparing it with SPADE and SPAM. The experiments were performed on a 1.7GHz 
Pentium 4 PC with 512MB main memory, running Microsoft Windows 2003 server.  
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D FS(n , EL ) 
// w ith pruning s trategies  
 
(1)    FEL ={} 
(2)    for  each  event e i∈ EL   do  
(3)          if   support(n ⊕ ei) ≥ m in_sup  then  
(4)                F S= FS  ∪ {n ⊕ ei} ;  FE L= FEL ∪ ei;  
(5)                for  e ach    e j∈ EL   and  j> i d o  
(6)                     if   ej ⊆  ei   then  
(7)                         FS=  FS ∪ {n ⊕ e i}; 

FE L= F EL ∪ {ej};   
EL=E L-(ej }; 

(8)          if   support(n ⊕ ei)< m in_sup   th en 
(9)                for  e ach   e j∈ E L and  j> i  d o  
(10)                   if   ei ⊆  ej   then  
(11)                      EL =E L-(ej };              
(12)   for  each    ei∈ FEL    do   
(14)         s=  n ⊕ ei ;         

Fig. 4. Pseudeo-code of DFS with pruning 

We obtained the source code of SPADE and SPAM from their authors’ websites. All 
three algorithms are written in C++, and compiled using g++ with option -03. Same as 
SPAM, all synthetic datasets are generated by using the IBM AssocGen program 
[Agrawal et al., 1995] which takes the parameters listed in Table 1. 

Table 1. Parameters used in dataset generation 

Option Description 
D Number of customers
C Average transactions per customer

T Average items per transaction
S Average length of maximal pattern

We compared FINDER with SPADE and SPAM on several synthetic datasets for 
various minimum support values. 

The results of these tests are shown in Figures 5 which clearly shows that FINDER 
outperforms SPADE by about a factor of average 1.5 on small datasets and better than 
an order of magnitude for reasonably large datasets. There are several reasons why 
FINDER outperforms SPADE: 1) FINDER uses itemset-based extension approach for 
generating candidate sequence which insures no candidate with infrequent itemsets is 
generated, the number of candidates is reduced efficiently. 2) Since FINDER 
discovers all frequent itemsets in the first step, we can get great benefit from existing 
efficient itemset mining algorithms. 3) FINDER adopts vertical bitmap representation 
of data structure which performs counting process in an extremely efficient manner. 

The Figures 5 also shows that SPAM outperforms FINDER. For each dataset, 
SPAM is about twice as fast as FINDER at lower values of support and two 
algorithms have nearly equal performance at higher values of support. The primary 
reason is due to space requirement problem of FINDER. Assume that the database to 
be mined has n different items, there would be 2n-1 different possible frequent 
itemsets in database. It is obvious that keeping all bitmaps of frequent itemsets in 
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memory is not practical. In implementation of FINDER, only bitmaps of each item 
are kept in main memory, each bitmap of frequent itemset is generated and released 
dynamically. Because same bitmap of a frequent itemset should be generated several 
times, the costs of runtime are increased accordingly. 

                                

 

a )  D a ta s e t  D 1 C 1 0 T 5 S 8  c )  D a t a s e t  D 5 C 1 5 T 1 0 S 1 0  b )  D a ta s e t D 7 C 7 T 7 S 7    

d )  D a t a s e t  D 1 5 C 1 5 T 1 5 S 1 5  f )  D a t a s e t 1 8 C 1 8 T 1 8 S 1 8  e )  D a ta s e t  D 5 C 2 0 T 2 0 S 2 0    

 

Fig. 5. Execution times on different synthetic datasets for various minimum support values 

We study the scale-up performance of algorithms as several parameters in dataset 
generation were varied. For each test, one parameter was varied and the others were 
kept fixed. The parameters that we varied were number of customers, average 
transactions per customer, average items per transaction and average length of 
maximal pattern. The results of tests are shown in Figure 6. It can be easily observed 
that the FINDER scales linearly with four varying parameters.  

                                

 

a )  V a r y i n g  n u m b e r  o f  c u s t o m e r  
D a t a s e t  D ? C 2 0 T 2 0 S 2 0  

b ) V a ry i n g  a v e r a g e t ra n s a c t i o n s  p e r c u s to m e r  
D a t a s e t  D 1 5 C ? T 2 0 S 2 0  

c )  V a r y i n g  a v e ra g e  i t e m s  p e r  t r a n s a c t i o n
D a t a s e t  D 1 2 C 2 0 T ? S 2 0  

d )  V a r y in g  a v e r a g e  l e n g t h  o f  m a x i m a l p a tt e r n  
D a t a s e t  D 1 5 C 2 0 T 1 5 S ?  

 

Fig. 6. Scale-up with varying parameters of dataset 

6 Conclusion 

In this paper, we systematically explore an itemset-based extension approach for 
generating candidate sequence. Based on this approach, a novel algorithm for 
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discovering the set of all frequent sequences is presented which can reduce the search 
space and minimize cost of computation efficiently by using several efficient pruning 
strategies.  

The itemset-based extension approach opens several research opportunities and 
future work will be done in various directions. First, we are studying how to discover 
maximal or closed sequential patterns by using proposed approach. Second, we are 
investigating how to apply this approach to incremental mining of sequential patterns. 
In addition, extending FINDER for sequence mining on uncertain dataset is also 
considered. 
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Abstract. With the large-scale activities increasing gradually, the intelligent 
video surveillance system becomes more and more popular and important. The 
trajectory identification and behavior analysis are very important techniques for 
the intelligent video surveillance system. This paper focuses on the trajectory 
identification and behavior analysis framework for video surveillance system. 
The framework is implemented on footbridge video and queuing video of 
Shanghai World Expo 2010 video surveillance system. The experimental results 
show the efficiency of our proposed framework. 

Keywords: trajectory identification (TI), behavior analysis, integer program-
ming (IP), trajectory merging and matching. 

1 Introduction 

With the large-scale activities increasing gradually, the intelligent video surveillance 
system becomes more and more popular and important. It can intelligently detect 
some potentially dangerous conditions such as overcrowded and unplanned gatherings 
in crowded scenes, like theme park and subway station. The video surveillance sys-
tem generates huge amount of video data which become awkward to work with using 
the hazardous work, physical labor, and repetitive tasks. To detect the abnormal 
events and even predict the user’s upcoming actions using the video data generated by 
the surveillance system, the trajectory identification and behavior analysis are very 
important techniques. We focus on the trajectory identification and behavior analysis 
framework for video surveillance system. 

Previous works about trajectory identification and tracking have mainly come from 
wireless sensor networks and computer vision. In computer vision filed, although 
tracking has been applied to the crowded situation [1, 2], it is hard for multiple cam-
eras to achieve relay tracking of multiple users because of limitation of camera. In 
collaborative wireless sensor networks, general methods can rely on learning algo-
rithms about searched trajectory history and observation data for user habitat recogni-
tion [3]; general methods can also rely on a pure theoretical or experimental-proven 
approach such as filtering algorithms [4] and the cluster-track algorithm [5].  

                                                           
* Corresponding author. 
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Besides, the TI problem can be defined as a global optimization problem. Recently, 
an integer programming (IP) based multiple users trajectory identification (TI) me-
thod with binary sensors is proposed [6]. The TI algorithms with binary sensor net-
work cannot be used directly in collective behavior analysis for video surveillance 
systems because people number detected by each camera sensor is much bigger than 
binary value. 

To solve the problem mentioned above, in this paper, we propose a trajectory iden-
tification and behavior analysis framework in video surveillance system: first, zone 
partition is done to a group of video frames and a camera sensor network is formed by 
counting pedestrians in each zone; then trajectory identification and behavior analysis 
are done about the camera sensor network. To illustrate the effectiveness of our algo-
rithm, we implement the proposed framework on Shanghai Expo surveillance video 
data. This paper is organized as follows. Section 2 first describes the trajectory identi-
fication and behavior analysis framework. Section 3 shows the experimental result on 
Shanghai Expo surveillance video data. Section 4 gives the conclusion. 

2 Framework Description 

Fig. 1 shows the trajectory identification and behavior analysis framework. First, 
video processing methods are used on video data to model a camera sensor network. 
Secondly, an optimization method is utilized to identify the hidden trajectories hidden 
behind the camera sensor network. Thirdly, behavior analysis is done by use of trajec-
tory merging and similarity matching. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Framework Diagram 

2.1 Video Processing 

Fig. 2 shows the steps of video processing. 

Video 

Video Processing

Trajectory Identification 

Camera Sensor Network

Trajectory

Behavior Analysis 
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Fig. 2. Video Processing 

• Frame Extraction. Through the video surveillance system, a group of continuous 
video frames can be obtained. In order to analyze how the trajectories of users 
evokes the observation results in the camera sensor network, we extract some vid-
eo frames from the original video with a sampling time interval, Δt. The selection 
of Δt depends on real applications.  

• Zone Partition. Each extracted frame is partitioned into a few zones. The connec-
tivity relations among zones depend on the selection of the sampling interval Δt, 
the walking speed of users, and the geographical location of sensors in the camera 
sensor network. 

• People Detection and Counting. Much progress has been made in detection and 
tracking for counting applications in crowded situations [7, 8]. Target detection is 
the basic for people counting, and for simplicity, background subtraction can be 
used as a basic target detection method. Then, various edge operators like canny 
edge operator can be used to get a profile. The edge expansion helps to solve the 
problem of edge discontinuity. For calculating the connected domain area, the tar-
get in the image should be filled based on obtained target profile. Taking into ac-
count the small image defect and occlusion problem in the counting process, a 
threshold for connected domain area can be set according to real applications. For 
example, the area value of connected domain belonging to [S1_min, S1_max] 
counts for one person; the area value of connected domain belonging to [S2_min, 
S2_max] counts for two people, and etc.  

• Camera Sensor Network. Through a time window sliding strategy, the camera 
sensor network can be modeled. We assume there are m sensors, n users, and the 
length of the window is T. The observational data from m counting sensors is the 
set of non-negative integer time sequences S , i 1, , m; t 1, , T , which 
denotes the number of targets detected by sensor i at time t. Our objective is to re-
cover trajectory sequences P , t 1, , T; j 1, , n , which denotes the  
 

Frame Extraction 

Zone Partition 

People Detection and Counting

Camera Sensor Network
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location of user j at time t in the same environment. The next work is to analyze 
how user trajectories evoke the activation pattern in the camera sensor network. 

2.2 Trajectory Identification 

To solve the TI problem, integer programming is chosen in this paper. The pedestrian 
number flowing from one sensor to another can be regarded as a network flow prob-
lem using Ax  b, A is a network flow matrix and b is a column vector. If the net-
work flow matrix A is a unimodular matrix and A and b are both integer, every 
equation Ax = b has an integer solution [9]. Therefore, our TI problem as a linear 
integer programming problem, can be solved efficiently due to characteristics in net-
work flow issue. 

Assuming that the camera sensor network has been obtained by steps mentioned 
above, some assumptions are needed to make the IP based TI problem well defined:  

• High density of camera sensors: any user will be detected by one and the only one 
camera sensor at any time. 

• Time window sliding: the total number of users is a constant value and each user is 
always present inside the sliding time window. 

To set up a connection between S  and P  , we introduce a binary variable X , i 1, , m; t 1, , T;  j 1, , n , which indicates whether user j appears 
in sensor i at time t. The obtained solution X  can be rewritten with the trajectory 
sequence {P  easily. The trajectory identification problem can be written as an IP 
problem. 

                                  ∑ x 1                   (1) 

                                  ∑ x S         (2) 

                        ∀ , Ω, x , ,  x , , 1 (3) 

We have the following remarks: 

• Constraint (1) ensures the assumption of high density of camera sensors mentioned 
above. 

• Constraint (2) ensures the sum of users is equal to the observation data in the cam-
era sensor network. 

• For constraint (3), Ω is a set whose elements are pairs of non-reachable camera 
sensors and Ω has some relation with the deployment of camera sensors, the sam-
pling time interval and the walking speed of pedestrians. 

2.3 Behavior Analysis 

Trajectory pattern mining has been researched [10, 11,12]. To analyze collective beha-
vior after the pedestrian trajectories are estimated, we can make behavior analysis by  
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trajectory merging and similarity matching. Some relevant work has been done on 
clustering users’ trajectories [13]. Two trajectory sequences may not be totally the 
same at every time during the time interval, but they may have something in common 
such as shared locations or similar transition time from one location to another. If some 
trajectory sequences are similar, they are merged to a group; if a trajectory cannot find 
its belonging group, it can be regarded as an outlier. The operations of trajectory merg-
ing and similarity matching used in this paper can be summarized as follows.  

A computed trajectory can be written as: s ∆t s ∆t s  ∆t  , where k represents the total number of locations included in a trajectory; s  represents the kth sensor present in a trajectory; ∆t  represents the stay time at sensor s . Compare 
two trajectories seq a , a , , a  stay time: ∆t _  and seq b , b , , b  stay time: ∆t _ , seq  and seq  are similar when satisfying the following  
conditions:    

• ∀1 x k a b ; 
• ∀1 x k, |∆t _ ∆t _ |/max ∆t _ , ∆t _ p. 

where p 0,1  is a time difference ratio threshold.  

3 Testing Examples 

Shanghai World Expo 2010 is a typical example about collective behavior analysis in 
video surveillance system. In Expo video surveillance system, footbridge video and 
queuing video are two typical examples about walking and queuing pattern. The 
framework mentioned above is implemented on Expo video data to show its efficien-
cy. It is interesting to observe the patterns of trajectories for different days and differ-
ent time periods so that we can allocate the bus stations more efficiently or improve 
the customer satisfaction in queuing system for large-scale activities. 

         

(a)  Footbridge Video                     (b) Queuing Video 

Fig. 3. Zone Layout in Video 
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Table 1. Example 1 

(a) Ground truth. 
Time 

User t=1  2   3   4   5   6 P  2     2   2   2   2   2 P  7     5   5   3   3   3 P  7     5   5   3   3   3 P  8     6   4   4   4   2 P  8     6   4   4   4   2 

(b) Camera Sensor Network. 
Time 

User t=1  2   3   4   5   6 S  0     0   0   0   0   0 S  1     1   1   1   1   3 S  0     0   0   2   2   2 S  0     0   2   2   2   0 S  0     2   2   0   0   0 S  0     2   0   0   0   0 S  2     0   0   0   0   0 S  2     0   0   0   0   0 

(c) Estimated trajectories. 
Time 

User t=1  2   3   4   5   6 P  2     2   2   2   4   2 P  7     5   5   3   3   3 P  7     5   5   3   3   3 P  8     6   4   4   4   2 P  8     6   4   4   2   2 

Fig. 3(a) shows a network of 8 camera sensor nodes in the footbridge video, as 
well as the connectivity relations of camera sensors. The sampling time interval is 2 
seconds. We set m 8, n 5 and T 6. The ground truth is shown in Table 1. (a) 
and camera sensor network is modeled in Table 1. (b). Applying the proposed frame-
work, the estimated trajectories are presented in Table 1. (c), which are almost iden-
tical with the ground truth. The little difference between our experimental result and 
the ground truth is due to the not unique solutions for this problem. We will explain 
this adversary condition later on. 

Fig. 3(b) shows a network of 12 camera sensor nodes in the queuing video, togeth-
er with the connectivity relations of camera sensors. We set m 12, n 6 and T 3. The ground truth is shown in Table 2. (a) and camera sensor data is shown in 
Table 2. (b). Applying the proposed framework, the estimated trajectories are pre-
sented in Table 2. (c), which are identical with the ground truth. 
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Table 2  Example 2 

(a) Ground truth. 
Time 

User t=1      2        3 P  1         2        3 P  2         3        4 P  3         4        5 P  4         5        6 P  6         7        8 P  7         8        9 
(a) Camera Sensor Network. 

Time 

User t=1      2        3 S  1         0        0 S  1         1        0 S  1         1        1 S  1         1        1 S  0         1        1 S  1         0        1 S  1         1        0 S  0         1        1 S  0         0        1 S  0         0        0 S  0         0        0 S  0         0        0 
(b) Estimated trajectories. 

Time 

            User t=1       2        3 P  4          5        6 P  7          8        9 P  2          3        4 P  6          7        8 P  1          2        3 P  3          4        5 

Fig. 4(a) and Fig. 4(b) show the computed trajectories for different time periods in 
not too crowded people and it is interesting to observe about conventional route and 
to detect outlier by using trajectory merging and similarity matching. Each polyline 
represents one trajectory sequence. Most trajectories have high repetition, i.e.,  
same trajectory by different users at different times. The blue line represents the con-
ventional trajectory. The darker the polyline is, the higher is the repetition. The red 
line indicates the abnormal trajectory or the trajectory with low repetition. Fig. 4(c) 
shows abnormal behavior detection like finding running pedestrians; Fig. 4(d) shows 
abnormal behavior detection in queuing video like people towards opposite walking  
direction. 
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(a)  Camera 1                                      (b) Camera 2 

      

(c) Camera 1 Outlier                         (d)  Camera 2 Outlier 

Fig. 4. Experimental Result on Video Surveillance Video at Shanghai Expo Site 

   
(a)                                         (b) 

Fig. 5. Not Unique Cases 

However, some adversary cases should be discussed. In Fig. 5(a), eight groups with 
the same size are observed by 8 sensors respectively at time t, which are marked by 
solid black circles in the graph. At the next time t 1, they are observed again by the  
same eight sensors. Due to the connectivity among sensors, we do not have any me-
thod to identify whether the true trajectories are clockwise or counterclockwise. Fig. 
5(b) shows another adversary case. Eight groups with the same size are observed by 
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eight sensors at time t. At time t 1, their trajectories cross in the center sensor and 
leave the center sensor at time t 2. Because the center sensor is connected to any 
other sensor, we cannot identify the unique true trajectories like {which one of the 
outer-ring sensors  the center sensor  which one of the outer-ring sensors}. Due 
to many possible solutions, some adversary cases cannot be solved. This limitation is 
also the reason for our experimental estimation difference in Table 1. (c). The pro-
posed framework will be improved by using more information from video data (not 
only the number of people) in the future work. 

4 Conclusion 

This paper proposes a network flow based collective behavior analysis framework. 
We testify the framework on Shanghai World Expo video surveillance system to 
show its feasibility. To our best knowledge, the idea of combining video processing 
methods and integer programming to solve the trajectory identification and behavior 
analysis in video surveillance system is at its first appearance. Moreover, we analyze 
the reason why IP approach is well suitable for the TI problem and points out the 
limitation of the proposed approach as well. The proposed framework can have many 
applications in collective behavior analysis, such as relay tracking of cameras, sensor 
network deployment, crowd event and outlier detection, video classification and re-
trieval, etc.  
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Abstract. To explore whether and how different social activities and phenome-
na, network structures and incentive machanisms could influent human beha-
vior in social networks, Prof. Kearns and his colleagues conducted a series of 
human participated behavior experiments [3]. Recently, we recurred one of 
those experiments called biased voting to verify whether and how the factors 
work on Chinese students. In this paper, we presented not only on the difference 
we found in the result, but also the design and preparation of the experiment to 
make some contributions to researchers who are interested in such experiments. 
We shared our source code and experiment data so that new experiments can be 
conducted quickly and easily. 

1 Introduction 

This paper reported on a biased voting experiment we recurred which is one of seven 
social network behavior experiments the Prof. Kearns has conducted [3]. There are 
works such as [5, 6] focused on how and whether network structure could influence 
human behavior [8] in social network as well as works such as [7] focused on the 
social phenomen (minority power). The biased voting experiment Prof. Kearns con-
ducted [1] was participated by 36 human subjects and each one can only accesses a 
local view of network structure in order to explore whether and how different social 
activities and phenomena, network structures and incentive machanisms could influ-
ent human behavior in a nearly real social network. 

There is a significant literature on the spread of opinion in social networks, for ex-
ample [9, 10 and 11]. The biased voting process can be regard as a kind of decision 
making activity that contains conflict between personal preferences and the collective 
benefits. Only everybody ended in consensus choice, everyone would got payoff.  
This process can be compared to the Democratic Party leader election [2]. Members 
should reach a consensus in limited time to make sure the profit of the party although 
members may intent to vote different candidates who can bring benefit to him or her 
originally. 

The repeated experiment was to verify result on subjects who grown up under dif-
ferent background (including the culture, politics and education) with the subjects in 
Prof. Kearns’s experiments. This paper was dedicated to show a full picture of how 
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we design, run and analyse a behavior experiment in social network area. It didn’t 
refer too much detail about the experiment itself. We strongly recommand you read 
Prof. Kearns’s paper [1] before continue.  

The main contributions of this paper are as below: 

• It’s helpful for other researchers to quickly build platform of this experiment by 
deploying our shared source code and experiment’s data. 

• Other researchers would benefit from our consideration of designing and prepara-
tion of experiment descripted comprehensively in this paper to conduct similar  
experiments. 

• Kearns’s result [1] showed both the phenomena, network structures and incentive 
mechanism influenced result. Authors of paper [5] found network structures made 
no significant effect. This paper provided more evidence for network structure and 
incentive mechanism made little difference on performance in our experiments. 

This paper was organized as follows. Section 2 reviews our consideration of de-
signing and preparation of experiment in detail. Section 3 introduces the method we 
adopted to handle data and analyzed result of this experiment, followed by conclu-
sions and future work in Section 4. 

2 Experiments Designing and Preparation 

The scale, phenomena (says cohesion and minority power) and incentive mechanisms 
(strong/weak symmetric and asymmetric) of our experiment were similar with 
Kearns’s [2009]. The network structures were also categorized as Prof. Kearns’s but 
not exactly similar. It was illustrated in section of “Data process and result analysis”. 
We made a lot of mistakes in early design stage. By discussion, we drew out a final 
scheme which works well but not perfect. In this section, I described our discussion 
and consideration during the designing and preparation stage hoping which would be 
useful to others. 

2.1 Platform Selection 

Prof. Kearns’s experiments [1] were hosted in PC platform. Subjects participanted 
them in front of PCs and through brower softwares. To scaling up the number of sub-
jects who would participant the experiments and support some asynchronous experi-
ments such as the bargaining experiment hosted by Prof. Kearns [4], we developed an 
android App client. 

In trial stage of this experiment, although we have considered the App would be 
disturbed by users’ phone call or SMS and let all participants open their phones’ air-
mode. It still turned out there were a lot of push notifications appeared on users’ mo-
biles phone which disturbed the experiment. 

After the unsuccessful trial, we decided to transplant the client to PC platform. To 
minimize transplant cost, we made an environment independent android virtual  
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machine and customed ROM which pre-installed our client App. It was the stability 
of PC platform ensured the success of our second experiment. 

2.2 Incentive Mechanism 

Due to our experiments budget was limited, we couldn’t copy Prof. Kearns’s  
experiment [1] completely. If we simply set a total budget then hand out the money 
according to everyone’s total scores after experiment, there was an obsolete dominent 
priority stratergy said the earliest man who made his fortune would try to prevent later 
experiments reaching to consensus so that keep his benefit maximzed. 

To achieve a positive inspire at the same time avoid dominent priority stratergy ex-
ists. We adopted the incentive mechanism form of Prof. Kearns’s experiments [1] but 
scaled down the payoff by 18 times. That means, the expectation payoff of each per-
son was about thirty RMB yuan if all voting in this experiment ended in consensus 
(we emphasized this point before experiment to inspire subjects). 

2.3 Subjects Selection 

Prof. Kearns’s experiments [1] were made up of 36 undergraduate students from his 
course about social network, we think of that was a perfect subjects source. They had 
conformably time (the course time) to participate experiments and good understand of 
the background of experiments. Last but not the least; they both had positive motiva-
tion to throw them into experiments. 

In both the two experiments we were not so luck in aspect of subjects. In the un-
successful trial, we advertised our call for volunteer in school’s bbs before two weeks 
of experiment, but only eighteen persons signed up to participate it voluntarily. So we 
gave up finding volunteer, instead, my supervisor convened 36 graduate students from 
the National High Performance Computing Center (Hefei, China). 

2.4 Software 

In order to scale up the experiment easily, we developed an android app as client 
which communicates with server runs on JVM through the TCP protocol. The server 
end logged users’ behavior during the experiment in detail such as: “INFO 
14:45:34,452 - Game0: Player6 (test11) choose Red.” 

Subjects made their choice on their mobile phones or android emulator which has 
been pre-installed the client app on personal computers. As figure 1 shows, the center 
circle stand for current player and circles around it represent his or her “neighbors”. 
Edges between connected neighbors are also shown. The integers denoting how many 
neighbors each neighbor has. Vertex colors are the current color choices of the sub-
jects, which can be changed at any time using the buttons at the bottom. The subject’s 
payoffs for the experiment are shown (in this case 1.5 points for global red consensus, 
0.5 point for blue). There are two progress bars. The one above indicated how long 
has passed. The one below shows a simple global quantity measuring the larger frac-
tion of edges in the network with the same color. 
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Fig. 1. Screenshot of the user interface 

For more details about the programs, please dive into our source code on GitHub1. 

2.5 Hardware 

The server end program was hosted on an assembled PC whose operation system was 
Ubuntu 12.04 32-bit. It was equipped with the Intel Core 2 Duo E4500 CPU and  
2GB memory. It worked well for this task and no crash happened during the two  
experiments.  

We have tried two kind of router says TP-Link mini router2 and ordinary TP-Link 
router3. It turned out the former cannot hold 36 devices simultaneously. After 30  

                                                           
1  http://goo.gl/MmDuY 
2  http://goo.gl/R6Gj5 
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devices connected, no devices could connected to it successfully anymore.  The latter 
one showed excellent quality instead. 

It turned out that our client application has good compatibility with different An-
droid devices. It ran normally in Samsung (Galaxy SIII and Galaxy SII), Lenovo (the 
K series), XIAOMI (the 1st and 2nd generation), HUAWEI (the Honor series), HTC, 
Sony and Motorola (MB525 and MB526) android phone etc. 

3 Data Process and Result Analysis 

3.1 Data Process 

Although both the client and server end programs were developed by JAVA pro-
gramming language, we chose python programming language to process result data 
for there were a lot of third-part libraries written by python which could visualized 
data conveniently. 

All the visualization works, such as figure 2, were completed utilizing the famous 
matplotpy library, also a third-part extension to python. 

 

Fig. 2. Visualization of netowrk and incentive structures 

                                                           
3  http://goo.gl/i4w3x 



 Design, Conduct and Analysis of a Biased Voting Experiment on Human Behavior 25 

3.2 Result Analysis 

Collective Behavior. The most intuitive results was that the collective performance 
appeared to very different with Kearns’s [1]. In his paper, there were 55 experiments 
ended in global consensus within 1 min but only 15 experiments reached consensus in 
our experiments. The mean completion time of the successful experiments being 46.1s 
(standard deviation 10.4s). We compared the result with Kearns’s from three aspects: 
the phenomenal category, the network structure and the incentive mechanism. 

In Prof. Kearns’s result, both the phenomena experiments reflected and the net-
work structure influenced collective performance in a variety of notable ways. From 
the aspect of the phenomenon category, the cohesion experiments (31 out of 54 suc-
cess) were more harder than minority power experiments (24 out of 27 success). Out 
result showed apparent performance difference according to the phenomenon catego-
ries too. For the cohesion experiments, 15% (8 out of 54) successes achieved while 
for the minority experiments, 26% (7 out of 27) success achieved. But there was an 
interesting difference to Prof. Kearns’s result [1]. Among all 24 of the successfully 
completed Minority Power experiments in Prof. Kearns’s experiments, the global 
consensus reached was the preferred color of the well-connected minority. While our 
result shows that, about 57% (4 out of 7) successful minority experiments ended in 
color red which is not preferred by the minority group. More detailed statistics is 
show in table 1 and table 2. 

Table 1. Statictics of count of successful experiments of Prof. Kearns 

   Phenomen 
 
Network 

Cohesion Minority Total 

ER 11/27(0.41) - 11/27(0.41) 
PA 20/27(0.74) 24/27(0.89) 44/54(0.81) 

Total 31/54(0.57) 24/27(0.89) 55/81(0.68) 

Table 2. Statictics of count of successful experiments of us 

    Phenomen 
 
Network 

Cohesion Minority Total 

ER 5/27(0.19) - 5/27(0.19) 

PA 3/27(0.11) 7/27(0.26) 10/54(0.19) 
Total 8/54(0.15) 7/27(0.26) 15/81(0.19) 

In Prof. Kearns’s result [1], a significant distinction existed between the two net-
work structures. It was easily observed from table 1 that the success ratio of Erdos-
Renyi experiments (11 out of 27) was half of preferential attachment experiments’ (44 
out of 54). But our result showed no significant difference between the two network 
structures. Furthermore, we set different inter- and intra-connectivity ratio to divide 
the 54 cohesion experiments into 3 groups whose intra- and inter-connectivity ratio 
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were 0.5, 1 and 2 respectively and get the same result trend with Prof. Kearns’s expe-
riments [1]. The cohesion performance improved systematically as inner-group edges 
were replaced by inter-group edges. Out of our 8 successful cohesion experiments, 2 
experiments whose intra- and inter-connectivity rate were 0.5 and 2 experiments 
whose rate were 1.0. Half of successful cohesion experiments had twice inter-
connectivity than the intra-connectivity. 

The incentive mechanisms make slight difference of the success rate in our expe-
riments but keep consistent with the trend of Prof. Kearns’s result [1]. Refer the table 
3 to get more information about the success rate under different incentive mechanism. 

Table 3. Success rate under different incentive mechanism in our and Prof. Kearns’s 
experiments respectivily 

   Experiments 
 
Incentive 

Our Prof. Kearns’s 

Strong Symmetric 4/27(0.15) 14/27(0.52) 
Weak Symmetric 5/27(0.19) 19/27(0.70) 

Asymmetric 6/27(0.22) 22/27(0.81) 

We plotted the dynamics for all 81 games in figure 3. For each netowrk and incen-
tive structure there was a set of axes with 3 plots corresponding to the 3 trials of those 
structures. Each plot showed the number of players choosing the eventual collective 
consensus or majority color minus the number of players choosing the opposite col-
or(y axis) at each moment of time in the experiment(x axis). All plots start at 0 before 
any color choices have been made; plots reaching a value of 36 within 60 s were those 
that succeeded in reaching unanimous consensus. Negative values indicated moments 
where the current majority color was the opposite of its eventual value. 

Plots were grouped by network structure first (Cohesion experiments with Erdos-
Renyi connectivity in A; Cohesion experiments with preferential attachment connec-
tivity in B; Minority Power experiments in C), and then labeled with details on the 
network and incentive structure. Within the Cohesion experiments, inter-group con-
nectivity increases from left to right; within the Minority Power experiments, the 
minority size was decreasing from left to right. Several distinctive effects of network 
structure on the dynamics could be observed. Many Cohesion experiments spent a 
significant period “wandering” far from the eventual consensus solution. In contrast, 
Minority Power experiments invariably experience an initial rush into negative terri-
tory as the majority select their preferred color, but were then quickly influenced by 
the well-connected minority. Several instances of rather sudden convergence to the 
final color could also be seen, even after long periods of near-consensus to the oppo-
site color. 

In conclusion, our experiments result showed two significant differences with Prof. 
Kearns’s experiments. First and the most important, the overall performance was 
lower than Prof. Kearns’s. Secondly, the network structure and incentive mechanism 
made little difference in experiments results. 
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Fig. 3. Visualization of the collective dynamics for all 81 experiments 
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of archtecture and programming language we used. In our experiments, the phenome-
na did influence the performance like Prof. Kearns’s while the network structure 
didn’t make much sense. 

Since we have transplanted client of Prof. Kearns’ experiments from PC to Andro-
id and open sourced our code, it’s easy to scaling up the experiments. One reasonable 
method we have considered was provide this game to students along with a social 
network related online open course, just like the interesting experiments in game 
theory class on the Coursera. 
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Abstract. Mobile phone data record people’s calling logs in everyday life, 
which reflecting their custom, pattern and lifestyle. In this paper, we present 
approaches to urban activity analysis from real mobile phone location data, in-
cluding individual activity analysis and group activity analysis, which can be 
applied to the field of urban planning and management. 

Keywords: Mobile phone location data, Data mining, Individual activity analy-
sis, Group activity analysis. 

1 Introduction 

Mobile devices, such as mobile phones and other hand-held devices, are growing 
popularity. Particularly in cities, people are becoming increasingly dependent on mo-
bile devices, so that mobile devices have become the necessities of human daily life. 

Mobile phone data record people’s calling logs in everyday life, which reflecting 
their custom, pattern and lifestyle. Study on urban activity is becoming an important 
challenging research, which can be applied to the field of urban planning and man-
agement. The Reality Mining project [1], as the first step for the research of mobile 
phone data mining, provides a new thinking way. They introduce a system for sensing 
complex social systems with data collected from 100 mobile phones over 9 months to 
recognize social patterns in daily user activity, infer relationships, identify socially 
significant locations, and model organizational rhythms. Since the year of 2008, re-
search on mobile phone location-based individual behavior patterns mining have been 
gradually expanding [2]. [3] studies trajectories of 100,000 anonymized mobile phone 
users during six-month period and find a high regularity degree in human trajectories 
contrasting with estimation by prevailing Lévy flight and random walk models. [4] 
provides a complete framework-Mobility Profiler for discovering cellphone users’ 
frequent mobility patterns and profiles from raw cell tower connection data. They use 
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real-world cellphone log data to demonstrate their framework. Based on 226 daily 
GPS traces of 101 subjects, [5] develops a mobility model that captures the effect of 
human mobility patterns characterized by some fundamental statistical functions. [6] 
proposes a MAST (Movement, Action, and Situation over Time) probabilistic model 
for using mobile phone sensors to analyze and predict user behavior patterns. To 
study pattern mining in human dynamics, [7] studies spatiotemporal human dynamics 
as well as social interactions. They investigate the patterns in anomalous events, 
which can be useful in real-time detection of emergency situation. At the individual 
level, they find that the interevent time of consecutive calls can be described by 
heavy-tailed distribution. For urban analysis, most studies focus on urban activities, 
urban dynamics and urban monitoring. In the Mobile Landscapes project, [8] analyzes 
coverage map that users use mobile phone at different time period in one day at Mi-
lan, Italy, and other metropolitan areas, showing spatio-temporal density maps of 
urban activities and their evolution. [9] develops an activity-aware map that describes 
the most probable activity associated with a specific area of space based on POIs from 
a large mobile phone data of nearly one million records of users in the central Metro-
Boston area. They find a strong correlation in daily activity patterns within the group 
of people who share a common work area’s profile. [10] explores how researchers 
might be able to use data for an entire metropolitan region to analyze urban dynamics. 
[11] presents a new real-time urban monitoring platform and its application to the 
City of Rome. However, in the current research, there is relatively few commercial 
software or application systems to fully meet the requirements of effectively mining 
these behavioral characteristics. Since all location logs of mobile phone data are in 
low level data units, it is difficult to access meaningful information about activities of 
mobile users directly [4]. Some challenges exist in the urban activity analysis from 
mobile phone location data. Focusing on it, this paper aims to study the approaches to 
activity analysis in cities. 

The rest of the paper is organized as follows. The next section explains our metho-
dology and data preparation. Section 3 and Section 4 present individual activity anal-
ysis and group activity analysis, respectively. Related work is discussed in Section 5. 
Conclusion and future work are finally given in Section 6. 

2 Preliminaries 

2.1 Methodology  

First, we handle preprocessing on individual dataset and group dataset, respectively, 
to obtain data storage and data structure. Second, information is extracted from indi-
vidual dataset to identify individual activities and comparative analysis among indi-
viduals’ activities. For group activity analysis, we narrow and determine the case 
study scope by K-means algorithm. Combined with individual activity analysis, group 
activity regularity is finally discovered using DBScan algorithm. 
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2.2 Data Preparation 

Raw data in our research are from mobile users’ calling logs in Kunming City, China, 
which are divided into two separate parts. 15 mobile users’ records during September 
1 to September 30, 2010 are selected for the analysis of individual activity. The other 
is 350 mobile users’ records on August 1, 2010 for group activity analysis. In order to 
distinguish these two datasets, we name the former as individual dataset and the latter 
as group dataset. The raw dataset, including active record ID, date, time, user ID and 
geographic information, is described as shown in Table 1. 

Table 1. Raw data set 

Field Description 
Active record ID Each record has a unique ID, a continuous sequence of 

real numbers. 
Date Date when data are recorded, in format of yyyy/mm/dd. 
Time Time when data are recorded, in format of hh:mm:ss. 
User ID Uniquely identification of user. To protect user’s privacy, 5 

digits are intercepted from the middle of user’s mobile 
phone number. 

Geographic information User’s geographic location when activity log is generated, 
which is divided into two columns, i.e. large area ID and 
base station ID. 

3 Individual Activity Analysis 

We propose an approach to individual activity analysis as follows. First, find user’s 
staying location in activity, and get his/her periodical patterns. Second, contrast indi-
vidual’s daily activities to observe stability and difference of these activities. Then, 
horizontally contrast different individuals to get similarity and difference among indi-
viduals’ activities. 

3.1 Spatio-Temporal Hotspot Sequence 

Mobile phone data are generated depending on a user’s activities, which are random. 
Mobile phone may be used frequently during a short time period, or it may be idle in 
a long time which makes the data discrete. To generate meaningful hotspot sequence, 
we should make tags for each location to determine whether we finally retain or re-
move these locations and define their attributes, such as home, workplace and leisure 
place etc. The steps are tag identification, tag merge and tag deletion. 

Tag Identification. Every location is identified by a tag, which is a vector, corres-
ponding to the database field <lac, cid, tag, num>, i.e. region ID, base station ID, tag  
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value and number of occurrences. When time elapses, location may vary. When a new 
location appears, it will be tagged in sequence and stored in the database. tag is set to 
1. If the next occurrence of location has been already existed in the database, num will 
add 1. 

Tag Merge. Mobile phone data are generally located by base station. When there is a 
user’s activity, issued in the same location, signal can be sometimes received by dif-
ferent base stations. So, there may have two base stations alternately in the record in a 
short time period. We call it shocking pair. As interval of each concussion is only a 
few seconds, and the original value is returned after a few seconds, such phenomenon 
is obvious and easy to identify. We can detect shocking pair as follows. Set time thre-
shold as T and frequency threshold as N. If the number of occurrences of two loca-
tions is more than N at time T, then determine these two locations as a shocking pair. 
For example, if there is a sequence {A, B, A, C, A, B} at T=30 seconds and N=2, the 
frequency of A and B exceeds N, then A and B is a shocking pair. Shocking pair can 
be described as a vector V: <A: {lac1, cid1, tag1, n1}, B: {lac2, cid2, tag2, n2}>, A and B 
in V have the same geographic location. We deal with shocking pair by the following 
way. If the tag value of A in the database is not equal to the tag value of B, then com-
pare the tag values and replace the large one to the small one; otherwise, keep it  
unchanged. 

Tag Deletion. All tags can be divided into two categories by the number of occur-
rences as follows, i.e. high-frequency and low frequency. Get the average value of all 
tags. Tags, whose frequency is greater than the average, shall be gathered in hot 
group; otherwise in noise group. Then divide one day into 24 hours, to check the data 
for each hour. Tag with the highest frequency in an hour is regarded as a hotspot. 
Store a record of the hotspot into the database, with attribute tag ID, user ID, date and 
time, and number of activities. Here, tag ID can be empty, which means that user does 
not stay at any hotspot in an hour. Number of activities also can be empty, meaning 
that user have no activity. There should be 24 records for each user in a day, 
representing the user’s activities within a day. But these records should remove 
shocking pairs and noise points, to form a hotspot sequence. 

3.2 Stability and Periodicity of Individual Activities 

Individual activity includes activity hotspot and activity intensity. Its stability is de-
fined as personal periodical activities, repeatedly in daily. For example, people usual-
ly stay at home in early morning and at night, work between 9-12am and 2-5pm. 

Based on hotspot sequence generation, we can handle stability analysis of individ-
ual activities. For example, we analyze user 90865’s hotspot sequence on 3 Mondays 
of September (i.e. September 6, September 13 and September 20, 2010) as shown in 
Figure 1, where the horizontal axis is the time of 24 hours in a day; the vertical axis is 
the number of activities. Color in the figure indicates tag of hotspot. 
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a) Activities on September 6 

 
b) Activities on September 13 

 
c) Activities on September 20 

Fig. 1. Activities of user 90865 on Monday 

These figures can interpret stability and difference of individual activity. User 
90865 uses mobile phone very irregularly. In Figure 1a), except in the morning, only 
a small amount of activities are recorded. Statistically, there are blank activity logs in 
9 hours. In Figure 1b), no record is generated in the morning, but a lot of records in 
the afternoon. From Figure 1c), the user used mobile phone for whole day, and went 
to hotspot 651 and 21341. Therefore, frequency that this user uses mobile phone is 
strongly random, that is, activities in a day are uneven, and number of activities is 
uncertain at the same time at different date. 

Besides, individual activities in the temporal and spatial properties also have dif-
ferences. Comparing Figure 1a) and Figure 1b), the time of the first appearance in 
blue column is different, one at 10:00am; another at 9:00am. For the last time in blue 
column, one is at 2:00pm; another at 4:00pm. From Figure 1c), there are two new 
staying hotspots. i.e. yellow column and purple column. Therefore, user 90865’s ac-
tivities in time and space have differences: 1) dividing line of activity hotspot is not 
constant; 2) daily activities are also different.  

Stability of individual activities is represented that the frequency of activity in a 
day is always less at both ends but more in the middle, which showing that the user’s 
daily activities are similar. In addition, hotspot sequence also has a high similarity. To 
be observed easily, we further handle data abstraction and remove the impact of data. 
A colored timeline comparison is shown in Figure 2. 
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Fig. 2. Location information comparison of user 90865 within 3 days 

From Figure 2, individual activity in time and space is stable. Brown zone appears 
in both ends, and blue and green zone are staggered in the middle. Occasional differ-
ences in purple and yellow zone do not affect the stability of individual activities. 
Blank zone means there is no user’s activity record during the time period. So, we can 
consider that blank zone is the default that the user still stays at the last location. The 
optimization is shown in Figure 3. 

 

Fig. 3. Location information comparison of user 90865 within 3 days after filling the blank 

Figure 3 shows spatial and temporal stability of the individual activities. All data 
remains in brown zone at 1:00-8:00am. Blue and green alternating region happens to 
be the most active period people make activities from 9:00am to 7:00pm. General 
type of hotspot can be inferred as follows. Most areas (brown zone) at night are for 
residential; while the areas (blue zone) in day are workplaces. As people do not al-
ways stay in office location all the time at working hours, maybe having lunch break 
or visiting customers, there may be a large amount of non-hotspots, representing on 
the road or temporary destinations. 

3.3 Similarity and Difference among Individuals’ Activities 

In order to analyze similarity and difference of activity among individuals, we select 
user 90865, 91861 and 91895 as objects, named p1, p2, p3. Three users’ data perfor-
mance on Tuesday, September 21, 2010 is shown in Figure 4. 

p1

p2

p3

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24  

Fig. 4. Location comparison among user 90865, 91861, 91895 after filling the blank 

It is shown that, there is a greater difference in comparison chart among individu-
als’ activity and comparison chart of individual itself. 1) Comparing to individual’s 
activity, there are obvious differences at boundary of hotspot among individuals. Be-
tween p1 and p3, user p1 goes home at 5:00pm; user p3 at 10:00pm, the gap is 5 hours. 
For individual contrast, the gap is only 1 hour or so. 2) Time length of staying at dif-
ferent locations for each person is quite different. User p2 stays at home for up to 18 
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hours, but 4 hours in workplace. It is opposite that user p3 at home for 9 hours, but 10 
hours for workplace. 3) There is very different of staying frequency in different loca-
tions. By enlarging time interval from 1 hour to 4 hours, we can get active matrix 
shown in Table 2, here 0 for home and 1 for workplace. 

Table 2. Datamation of users’ location 

p1 0 0 1 1 0 0 
p2 0 1 0 0 0 0 
p3 0 0 1 1 1 0 

From Table 2, activities of user p1 are regular, showing a symmetrical structure. 
User p2 is the most irregular, only the second term is 1, the others are 0. Although 
user p3 has an asymmetric structure, it has certain regularity. 

In order to study similarity and difference among individuals, we propose a dis-
tance-based algorithm using the Euclidean distance formula (1) to generate a distance 
matrix among p1, p2, p3. Calculate distance between the multi-dimensional vectors, 
and analyze the dissimilarity between the data objects. 

2

1

( , ) ( )
n

k k
k

d x y x y
=

= −                                         (1) 

When two users’ activities are identical, as we know, distance will be 0. As long as 
there is a difference, distance value d will be between 1 and 2.45. Table 3 gives three 
users’ distance matrix. 

Table 3. Users’ distance matrix 

 p1 p2 p3 
p1 0 1.73 1 
p2 1.73 0 2 
p3 1 2 0 

From Table 3, p1 and p3 is the nearest, which means behavior patterns of p1 and p3 
are similar. Distance between p2 and p3 is 2, showing that their behavior patterns are 
different. Distance between p1 and p2 is in the mean, indicating that there is a differ-
ence between behavior patterns of p1 and p2, but a certain inherent correlation. There 
is no more biased in similarity or difference among these three users, their activities 
are thus uniform.  

In general, individuals’ activities have the spatio-temporal characteristic of similar-
ity, as well as difference, but similarity and difference are uniformly distributed. Such 
individual activity analysis provides the support for group activity analysis. 

4 Group Activity Analysis 

We propose an approach to group activity analysis as follows. First, determine base 
station distribution in city. Second, identify geographic boundary of spatio-temporal 
flow of urban populations, and then get the regularity of urban activities. 
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4.1 Base Station Distribution 

Geographic information of active records in the database is closely related to the base 
station location of a user’s activity. We regard the geographical location of the origi-
nal activity log data as a foreign key to the activated base station table. The procedure 
is shown below to identify the activated base stations. 

procedure findCell(File originalFile) 
  do List<RawRecord> list ← Read originalFile; 
  for i=0 to size of list 
    RawRecord rec•(RawRecord)list.get(i);(RawRecord)list.get(i); 
    do if rec == null 
       then continue the loop; 
       else if <rec.lac, rec.cid> do not exist in DB 
            then Position po ← GoogleAPI(lac,cid); 
              do if co == null 
                 then continue the loop; 
                 else do insert co into DB; 
       pid ← the id of po found in DB; 
       do insert <rec, pid> into DB; 
end. 

There are a total of 10,250 active records and 1,380 base stations in the generated 
data and 8,870 data are recorded in the activated base station. 

After reading database, we can get the total number of activities recorded by the 
activated base station, to observe activity regulation of base stations. Figure 5 shows 
the results; here horizontal axis represents the number of base stations in database. If 
base station is activated sooner, the number is smaller. Vertical axis represents the 
total number of activities recorded by base station. Base station on hotspot can be 
activated early. Base stations, which are activated sooner, thus receive more activities. 

 
Fig. 5. Base station activity chart 

In addition, we can analyze the number of bases stations which have the same 
number of records, shown in Figure 6. The horizontal axis in Figure 6 is the vertical 
axis in Figure 5 For instance, height of the column, whose abscissa is 1, is 381, 
representing that there are 381 base stations received 1 activity record on August 1. 
There are total 63 points on the horizontal axis in Figure 6. The height of each point is 
at least 1. We can see from the figure that the number of most locations is not high; 
while less activity with high number. Urban activity is generally hot or non-hot, and 
hot activities tend to be concentrated in a few locations. 
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Fig. 6. Relationship chart between the number of activities and the number of base stations 

As height value in the right half of Figure 6 is too small to display on the map, we 
make optimization as follows. Divide the abscissa into 10 parts and weighted sum 
these data, that is, ordinate equals to the number of times × the number of base sta-
tions. The results are shown in Figure 7, which are clearer than in Figure 6. 

 

Fig. 7. Weighted sum chart 

4.2 Geographic Boundary 

Hotspots are in general a small part of the total number of base stations. Scattered 
non-hotspots usually have a great impact on data mining, so it is required to narrow 
the scope of the study. Firstly, we find the minimum range of the map that can cover 
all base stations, as shown in Figure 8. It is shown that this calculation is not very 
accurate, real hotspots are in the lower right-hand corner, so it is necessary to process 
data with far-off location. 

 

Fig. 8. Geographical distribution of base station 

We propose a clustering method based on K-Means algorithm, making clusters on 
base stations, and secondary clustering on the filtering results. 
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For the first clustering, exclude alienation points within the study area which have 
great impact on data observation. And then make partition for the first results; remove 
sparse areas to get the ideal targets for group activity analysis. In the paper, data are 
divided into three clusters, shown in Table 4 and Figure 9. 

Table 4. Clustering results 

Attribute 
 

Full Data 0(blue) 1(red) 2(green) 
(1379) (168)-12% (24)-2% (1187)-86% 

Centroids 102.7147 103.116 100.1647 102.7094 
25.0326 25.0424 25.7638 25.0164 

 

Fig. 9. Clustering results 

From the clustering results, cluster 2 is the cluster with the excluded alienation 
points, showing the obvious progress in Figure 10. 

 

Fig. 10. Clustering after excluding sparse points 

Comparing Figure 10 with Figure 9, new data are intensive than the original data. 
But there are still some alienation points within the compression range. In order to get 
discrimination of these alienated areas and intensive regions, we use K-Means algo-
rithm to make clusters for them again. The second clustering will divide the first clus-
tering results into four clusters, shown in Table 5 and Figure 11. 

From Table 5 and Figure 11, the region indicated in cluster 3 is very sparse, not 
meeting the requirements of the study. The other three clusters show relatively good. 
Cluster 0 is the most intensive, which is the best object for analysis. 
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Table 5. The second clustering 

Attribute 
 

Full Data 0(dark blue) 1(red) 2(green) 3(light blue) 
(1185) (571)-48% (209)-18% (208)-29% (46)-5% 

Centroids 102.7093 102.6722 102.8024 102.7497 102.5213 
25.0163 25.0394 24.8854 25.0632 24.9886 

 
Fig. 11. The second clustering 

4.3 Group Activity Regularity 

We can analyze regularity of group activity changing over time in one day. 24 hours 
in the database are divided into four time intervals with 6-hour unit. A distribution 
view of activated base station can be created at each time interval, including base 
station geographic ID, latitude, longitude and number of activated times. 

In order to analyze variation within a day, data are clustered again to find intensive 
points and sparse points. K-Means algorithm can create data block, but cannot represent 
the hierarchical relationship of clusters, as well as clusters with different sizes. It is 
needed to distinguish the density. DBScan is a density-based clustering method, whose 
clustering is traditional center-based, that is, counting points within the region in Eps 
radius to get density distribution. When a point does not meet the minimum distance, it 
will not be counted in the clustering results. We use DBScan algorithm to get clustering 
results as shown in Figure 12, here color represents density. The darker shows in the 
figure, the higher density is. Sparse dots are shown in dark blue. 

 
Fig. 12. Activity density chart under remote observation 
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As we can see from Figure 12, activity is low from 0:00 to 6:00, the rest has high-
density activities. Urban group activities are in general stability, having high similari-
ty. In addition, modern urban human habits have been a great change. It is evident 
that there are a large number of activities between 6:00pm-0:00am, and the intensity 
is almost no difference in daytime. But the number of outside points marked blue is 
significantly reduced in that period in suburbs. 

We can further analyze the detailed chart of group activity. Removing the records 
of outside points marked by DBScan algorithm, and increasing the accuracy of clus-
tering, we can highlight hot group activities to get activity density chart under near 
observation, shown in Figure 13. 

 

Fig. 13. Activity density chart under near observation 

Most dots are outside points between 00:00-06:00 in Figure 13a). Although these 
outside points are activated, they are not active. Except outside points, hot degree of 
the rest points is very slight. The hottest points are in orange. However, in Figure 
13c), the hottest spots are almost black. Group activities in the early morning are very 
week in line with reality. In addition to the heat chat with other charts differ in early 
morning, distribution of the data are dispersed but uniform. Through analysis of indi-
vidual activity, it is observed that main locations of individuals recorded are at home 
in the early morning. 

Between 06:00-12:00, urban activity has started to strengthen gradually. The city 
has an obvious change in activity hotspot. Deep blue is transformed into light blue. 
The number of red and yellow dots is increased. The red hot center is expanding. 
Human activity gradually recovers during 06:00-12:00, and reaches the peak at 12:00-
18:00. In Figure 13c), outline of hot center becomes clear, and multiple thermal  
centers are appeared. Brown and red dots are obviously increased; while orange and 
yellow dots are diminishing. It is shown group is aggregated in the afternoon, which 
is actually the period of main activity in city. 

Activities in city began to disperse between 18:00-24:00, but still be concentrated 
around the city center. Brown dots are reduced to only one, which is the city center. 
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For the others, red dots are slightly reduced, orange and yellow dots are increased, 
and are all scattered around the center of city. From individual activity analysis, most 
people are actually at home or enjoy entertainment. 

Group activities have a strong correlation with individual activities, which also 
have the same periodicity as the individual. Changes in the activity intensity are peri-
odic, from downturn to recovery, and then from recovery to the summit, and finally 
retained sweltering. Cyclical phenomenon of activity distribution is uniformly  
dispersed at the beginning, and then slowly moves closer to the center, and finally 
disperse. It shows that there is a strong liquidity and cyclical change in the intensity of 
urban activities. 

5 Conclusion and Future Work 

Through processing and analysis of mobile users’ calling records in Kunming City, 
China, urban individual activity and group activity are mining in the paper. 

In the analysis of individual activities, 1) individual daily activities are slightly dif-
ferent, but the trend is in general “low-high-low”. Changing of geographic location of 
individual activities is presented as the cyclical trends of “residential-work-
entertainment-residential”. 2) Activity intensity differences among individuals, but 
the general trend is similar. Two individuals with similar activity are maybe quite 
different between the third individual calculated from the distance results. In the  
analysis of group activities, activity intensity is presented as changes of “downturn-
recovery-top-sweltering”, and changes of “spread evenly-aggregation- concentrated-
around center” in activity distribution. 

As future work, we are going to work on extending our urban activity analysis, in-
cluding, 1) Extend the scope of time from week to monthly and annual to discover 
individual’s activity patterns and background information. 2) Determining different 
characteristics of different hotspots to distinguish and discover hotspots in cities. 
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Abstract. Wireless peer-to-peer (P2P) networks such as ad hoc networks, have 
reveived considerable attention due to their potential content sharing applica-
tions in the civilian environment. Unfortunately, because of fast and effective 
content sharing without strict authorization mechanism, wireless P2P networks 
are abused and suffer from massive copyright infringement problems. To solve 
this problem, piracy propagation monitoring becomes very necessary. In gener-
al, user behaviors should be employed as the base to construct piracy distribu-
tion, further predict and analyze the piracy propagation. However, some dynamic 
user behaviors such as the migration from download to upload, which embody 
important knowledge on behavior threat, have been largely ignored. In this pa-
per, an approach to monitoring piracy propagation based on dynamic user beha-
vior is proposed, in which fuzzy logic is applied to quantitatively model the be-
havior threat and piracy propagation ability. Furthermore, a new clustering al-
gorithm named \emph{REGKM} is proposed for piracy propagation analysis. 

Keywords: Dynamic User Behavior, Wireless P2P Networks, Content Similari-
ty, Piracy Propagation Monitoring. 

1 Introduction 

Wireless peer-to-peer (P2P) networks have been extensively applied widely, such as 
Dartmouth College's Mature Campus-wide Network [1], CodeTorrent [2] and LPG 
[3]. The popularity of this hybrid network lies in its decentralized nature and thus its 
cost-effectiveness in large file delivering to massive number of users. These two cha-
racteristics make it convenient for various applications to directly communicate with 
each other without the aid of central nodes and improve the scalability and sustaina-
bility of P2P networks. Especially, any peer can serve as a content provider, which 
improves the content availability and guarantees faster delivering. 

However, like other P2P networks, uncontrolled sharing of pirated contents would 
also lead to a rampant piracy propagation problem in wireless P2P networks without 
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strict content authorization and third-party supervision. Furthermore, peers in the 
hybrid network may easily access their nearby wi-fi hot points. This highly dynamic 
nature has further aggravated the problem and made it even harder to track than nor-
mal P2P networks. Thus we need to migrate necessary propagation monitoring work 
from P2P networks to wireless P2P networks, so that it can keep track of piracy prop-
agation and unfold its panorama for future supervision’s reference.  

The graph-based method [4]  is an intuitive monitoring for content. It fully  
exploits the semantic link to built smart heuristic rules and develops effective propa-
gation prediction [5, 6, 7]. As a novel and popular method in P2P monitoring, the 
content similarity graph (CSG) [8, 9, 10, 12, 13] mines and constructs the content 
relation. The similarity between two contents can be well calculated by the number of 
the users that upload or download both two contents at one time. Hence, based on 
CSG, how to further study the piracy’s influence sphere and predict the possible “in-
fecting” tracks, is a very natural idea.  

However, the direct CSG usage would result in a noticeable problem in piracy 
monitoring applications: CSG’s construction is mainly based on a network snapshot at 
a given time and the statistics of users’ contents ownership.  It fails to take account of 
the dynamic user behavior for which the instantaneous changes can instantly vibrate 
the piracy propagation. For instance, in a turbulent wireless P2P network, users can be 
randomly in or out. Moreover, when they stay in the network, they may casually or 
frequently upload or download contents within the network. Such casual or frequent 
characteristic can pose a direct influence on the threatening ability of users’ sharing 
behavior and the propagating ability of shared pirated contents.  

Hence, CSG would not be fit for the instability nature of the wireless P2P network, 
and decrease the timeliness and accuracy of piracy monitoring. This paper aims to 
make three contributions on the  piracy monitoring: 

• In view of the dynamic characteristic of user behavior [11], we propose a  
fine-granularity dynamic user behavior (DUB) model, which characterizes four 
dynamic attributes that are closely related with user behavior to subtly depict the 
instantaneous behavior characteristics. 

• We introduce the user behavior threat (UBT) and the piracy propagation ability 
(PPA) for piracy propagation prediction. UBT stands for the threat extent of user 
distributing contents, while PPA indicates the piracy propagation ability. Fuzzy 
rules are designed to quantify the UBT and PPA. 

• A new clustering algorithm REGKM is developed by utilizing the PPA and the 
PPA difference.  It can effective improve the piracy monitoring. 

The rest of this paper is organized as follows. Section 2 discusses the detailed ap-
proach of dynamic user behavior-based piracy propagation monitoring. Section 3 
illustrates the whole monitoring process for piracy propagation followed by experi-
mental evaluations in Section 4. Section 5 concludes this paper. 

2 Modeling Dynamic Behaviors and Piracy Propagation 

In this section, in order to portray a peer’s behavior in the wireless P2P network, a 
dynamic user behavior (DUB) model is firstly given. Next, the DUB model is  
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leveraged to help define and quantify the user behavior threat (UBT), which works as 
an indicator for the gravity of a user sharing pirated products. In the end, the piracy 
propagating ability (PPA) is retrieved via UBT to demonstrate the propagation poten-
tial of the pirated products during the sharing process driven by users in the wireless 
P2P network. 

2.1 DUB Characterization 

In general, we have four observations: 1) in terms of driving piracy propagation, up-
loading behavior is more threatening than downloading behavior; 2) the longer user 
does with piracy, the more threatening the user behavior is; 3) a higher velocity of the 
user behavior means more menaces in his/her driving piracy propagation; 4) a user 
habitually stays in the wireless P2P network does more harm than a casual one. To 
illustrate these points, first, uploading a pirated product actually can be viewed as a 
one-to-many mapping process, in which the uploader provides the pirated content to 
many distributed downloaders, while a downloader just downloads his own share of 
the pirated content from the uploader, which can be viewed as a one-to-one mapping 
process. The sphere of influence of the two process are obviously different and thus 
the distinction of the gravity of user behavior is proven. Next, the faster, longer and 
more frequent sharing process is definitely more threatening. 

Those four dimensions are combined together to vividly illustrate the gravity of a 
user’s sharing behavior in the wireless P2P network. So, based on the above state-
ment, DUB will contain four attributes: state, duration, velocity and type, and the 
model is represented as:  

DUBi={B(i,j), i∈E, j∈C} (1)

B(i,j)=(Bup(i,j), Bdown(i,j)) (2)

Bup(i,j)=(state(i,j), duration(i,j), velocity(i,j), type(i,j)) (3)

Bdown(i,j)=(state(i,j), duration(i,j), velocity(i,j), type(i,j)) (4)

In the above model, i represents an element of user set E, and j represents an ele-
ment of data set C which is directly related with user i. DUBi stands for the dynamic 
user behavior of user i. B(i,j) shows a relationship between i and j, which means user i 
uploads or downloads j. Bup(i,j) stands for user i uploading content j, while Bdown(i,j) 
stands for user i downloading content j. B(i,j) means user i’s behavior is the union of 
download behavior and upload behavior. The state(i,j) stands for the current state of 
user i uploads/downloads content j. The duration(i,j) stands for duration of user i upl-
oads/downloads content j in the last time period t, whose length can works as a coef-
ficient to be customized. The velocity(i,j) stands for the instantaneous speed of user i 
uploads/downloads content j. The type(i,j) illustrates whether user i occasionally or 
frequently downloads/uploads content j in the  time period t. 
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2.2 UBT and PPA Calculation 

UBT can be calculated as follows: 

( ) ( ) ( ) ,up up down downUBT i UBT i UBT iω ω= ⋅ + ⋅
 (5)

( ) ( )
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( ) ( ) ( ) ( ), , , , ( , ),upubt i j state i j velocity i j duration i j type i j= ⋅ ⋅ ⋅
 (8)

( ) ( ) ( ) ( ), , , , ( , )downubt i j state i j velocity i j duration i j type i j= ⋅ ⋅ ⋅
 (9)

UBT(i) stands for the user i’s total UBT. UBTup(i) and UBTdown(i) stand for up-
loading and downloading UBTs respectively.  Because whether user behavior is 
dominated by uploading or downloading can vastly sway UBT, we will assign ωup 
and ωdown with different weights, i.e., up-UBT with ωup∈[0.5,1], down-UBT with 
ωdown∈[0,0.5], and ωup +ωdown =1.  The total UBT is a weighted sum of up-UBT and 
down-UBT. 

Piracy propagation simultaneously may change along with users’ DUB and one us-
er’s UBT conceivably affects the PPAs of the contents he uploads and downloads. 
The PPA will be calculated as follows.   

( ) ( )
( ), ,

i
i U i j E

PPA j UBT iω
∈ ∈

= ⋅  (10)

We can see that PPA is a weighted sum of UBTs. Conceivably, users with higher 
UBTs impose a greater influence on the determination of contents’ PPAs. Therefore, 
PPA is defined as a weighted sum of its involving users’ UBTs. So it’s indispensable 
to define a hierarchy of UBTs and their corresponding weights of different levels.  
We classify the UBT into four levels. Their hierarchy and weights are illustrated in 
Table 1 below. 

Table 1. UBT and their corresponding weights 

UBT  interval UBT hierarchy UBT weight 
[ ]0,0.25  “LOW” 0.1 

( ]0.25,0.5  “MEDIUM” 0.2 

( ]0.5,0.75  “HIGH” 0.3 

( ]0.75,1  “WARNING” 0.4 
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Additionally, a threat distribution vector T, is created for one content, recording the 
UBTs of users related with this content. In order to make PPA help find contents 
much more related with the known pirated content, we define PPA difference to tell 
the similarity of two contents’ PPA, as is shown in Equation (11) below. 

( )
1

1

1
k

i
i

k

i

k i
pd

i

λ
=

=

− +
=



 (11)

Suppose the known pirated content’s threat distribution vector is Ti=(UBT1, 
UBT2,…,UBTn), and the threat distribution vector of the unknown content to be tested 
is expressed as Ti=(UBT’1,UBT’2,…,UBT’n). The difference between UBTi and  
UBT’i can be calculated by the relative error coefficient  λi. 

i i
i

i
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UBT
λ

′−
=  (12)

Much smaller coefficients play trivial roles in the calculation of pd but increase the 
time and amount of calculation, so we only deal with those significant coefficients. 
First, we shuffle those significant coefficients from large to small, select the first k to 
form the error coefficient vector ν=(λ1,λ2,…,λk). Then, a weighted average calculation 
is applied to the elements of ν to obtain pd. It is noteworthy that the weighted average 
calculation employs different weights. Here, we will assign larger weights to relative 
error coefficients to stress the larger coefficients’ contributions to the ultimate result. 

The interval of pd is [0, +∞) and the smaller pd is, the more similar between two 
PPAs is. If and only if pd =0, the two contents’ PPAs are just the same. 

3 Monitoring Process for Piracy Propagation 

3.1 Node Ability Calculation Module 

Based on UBT and PPA, the piracy propagation monitoring process can be 
developed as is shown in Fig. 1. 

As Fig. 1 shows, during the data-preprocessing phase, the filtrations are carried out 
twice on the coarse dataset, leaving behind the significant user dataset, content dataset 
and their relationship dataset that will be leveraged for the construction of user-
content bipartite graph. Next, we insert a node ability calculation module between the 
data preprocessing module and post-construction process. This node ability calcula-
tion module executes the calculation on UBT and PPA.  Then “paint” the content 
node with different colors according to the different PPAs, so as to visually exhibit 
contents’ PPAs and their distributions. If a region crowded with red nodes may dem-
onstrate that pirated contents in this area are overwhelming, and by clicking one node 
in this picture, DUBs related with this content are visually cataloged.  

In the node ability calculation module, user dataset is processed and utilized to ob-
tain users’ UBTs. With UBT fully prepared, the calculation of PPA, which is the 
weighted sum of UBTs, follows. Then UBTs and PPAs, acting as additive attributes, 
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get attached to corresponding nodes. In the process of vertical layering sub-module 
that belongs to the node ability calculation module, CSG nodes are layered according 
to a PPA stratification strategy.  

 
Fig. 1. The overall monitoring process of piracy propagation 

 

Fig. 2. Vertical layering sub-module 
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Figuratively, three sieves with their sieve pores of different sizes are vertically lo-
cated. The diameters of the sieve pores are determined via extended systematic logs 
and statistics on the contents’ PPAs. The vertical layering process is vividly illustrated 
in Fig. 2. 

In Fig. 2, the red, yellow, green and blue balls respectively stand for contents nodes 
of different PPAs. For instance, the red balls own the largest diameter, which means 
that their counterparts, namely the contents nodes of the strongest PPAs, fall into the 
interval [0.75,1]. These nodes will first be sifted out and dyed “RED”. With the aid of 
the vertical layering sub-module, contents with different PPAs are thus all appended 
with the color attributes assigned to different values accordingly, as is specifically 
shown in Table 2. 

Table 2. UBT and their corresponding weights 

PPA  interval Color attribute values 
[ ]0,0.25  “BLUE” 

( ]0.25,0.5  “GREEN” 

( ]0.5,0.75  “YELLOW” 

( ]0.75,1  “RED” 

3.2 REGKM Algorithm for Reclustering 

To mechanically flood the overwhelmingly giant P2P networks to single out the pi-
rated contents is just awesome, so we have to leverage the clustering algorithm to 
condense the detecting amount of potential contents while ideally guaranteeing the 
detection of piracy contents. So after the node ability calculation is finished, the clus-
tering process necessarily follows. In the last module, carrying out an effective clus-
tering process would help group together nodes that share more similar propagation 
characteristics and thus help interpolate missing metadata, revise those misspelled 
metadata and facilitate the monitoring and detection of potential piratets concealing 
themselves in the P2P networks. Based on the consideration of PPA difference, we 
develop a new algorithm—Reinforced GKM (REGKM) that intensifies the previous 
GKM (Graphic k-medoids) algorithm proposed in [8]. REGKM makes full use of 
PPAs and PPA difference to further re-cluster the nodes within the same cluster into 
two independent sub-clusters. PPAs within sub-clusters are much more similar, but 
vary greatly among sub-clusters. The REGKM algorithm is shown below. 

REGKM(G,k,m)    
//G is CSG’s data structure;  
//k stands for k cluster centers; 
//m is the default min distance between cluster centers 
Randomly select k nodes in the node set of G(V,E) as ini-
tial cluster centers and the minimum distance between two 
of the k centers should not be less than m, namely ∀dij>m 
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for every node v∈V do 

  Calculate the distance between v and every cluster  
  center, namely d1~dk; 
  Select the 2 nearest clusters: cluster i and j 

  if |di - dj|＞δ do  //δ is the threshold in the    

            //realistic system 
    v joins the nearer cluster of i and j 
  else 
    v joins the cluster of a smaller size of i and j 
end for 
Recalculate k cluster centers c1~ck as the final centers of 
the k new clusters respectively 
for every cluster C do //C is one of the k new clusters 
  Randomly select 2 nodes in C as the initial subclus 
  ter center α, β 
  repeat 

    for every node γ∈C do 

      Calculate the PPA difference dα between γ and  

      α and PPA difference dβ between γ and β 

      if dα  > dβ  do 

        γ joins α 
      else 

        γ joins β 
    end for 
    Recalculate the cluster centers of the two respec
    tive subclusters 
  until two subclusters are stable 
endfor 

Distinct from the previous GKM algorithm, “distance”, which is measured in the 
re-clustering part of REGKM, directly evolves from the PPA difference of contents. 
The smaller PPA difference is, the smaller distance between two contents. Thus, leve-
raging PPAs and PPA difference, a re-clustering is carried out, which results in sub-
clusters whose members own much more similar PPAs. Details about the REGKM 
algorithm are shown below. 

Step1. Randomly select k content nodes in the CSG as the initial cluster centers. By 
the way, in the CSG, content nodes have been colored according to their PPAs; 

Step2. Calculate the distance between any two nodes of the k initial centers and tell 
whether the retrieved distance is greater than the threshold of the system. If not,  go 
back to Step 1 and select another k nodes; 

Step3. For every node i in the CSG, calculate and sort the distances between i and 
the k centers using the Dijkstra algorithm; 
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Step4. Single out the first two minimum distances and the corresponding two near-
est clusters; 

Step5. Tell whether the difference of the two distances is less than the default thre-
shold. That is, to determine whether they are roughly of the same length. If yes, node i 
will join the cluster with a smaller size. Or else, node i will join the nearest cluster; 

Step6. iterate Step3~5 until all nodes  in the CSG find their groups. Recalculate 
the centers of the newly formed k groups and the new k centers will be final cluster 
centers. It’s noteworthy that on account of the overwhelming size of the CSG and the 
existence of popular contents, nodes will conceivably grow around those popular 
content nodes and thus a relatively k steady clusters, so it’s appropriate to just carry 
out once the above process; 

Step7. For every cluster, randomly select two subcluster centers; 
Step8. Calculate the PPAs from any node to the two subcluster centers and classify 

it to a subcluster with a bigger PPA; 
Step9. For every cluster, iterate Step7~8 until two stable subclusters. 
By discriminating the twin sub-clusters in the REGKM algorithm, it would further 

faciliate fine-granularity piracy propagation monitoring and analysis. 

4 Experimental Evaluation 

In this section we define piracy content percentage to quantitatively illustrate the 
effect of the REGKM algorithm in terms of clustering the suspected pirated contents. 
This index indicates the amount of piracy contents in the formed clusters retrieved by 
the REGKM algorithm. A bigger index showcases a finer effect. To activate the 
REGKM algorithm, we firstly make use of FreePastry [14] to construct a P2P overlay 
environment in which we have M computers join the overlay, simulate and analyze 
their upload/download behavior, retrieve the piracy propagation regularity in the P2P 
network, carry out the REGKM algorithm and thus calculate the piracy content per-
centage in the cluster. 

Initially, we have M computers upload or download N contents. During the simula-
tion process, each user will select a certain content to upload or download with a giv-
en probability. In addition, the “type” attribute of user behavior indicates a user may 
be likely to follow his own habit and has an obvious inclination to upload/download a 
specific kind of contents. If a user is found to prefer to upload/download pirated con-
tent according to the historical statistics, it is of higher probability for him to continue 
to upload/download piracy contents in the future. Hence, in order to simulate the ac-
tual user behavior in the P2P overlay, we calculate the percentage of the pirated con-
tents in a user’s historical uploaded/downloaded contents and thus dynamically adjust 
the probability of his uploading/downloading piracy contents in the future. 

In order to make our experiment moderately long enough so as to efficiently and 
effectively observe a more conspicuous change of our result, in our experiment, we 
set M to 30,000 and N to 2,000,000. For each uploading/downloading behavior, the 
“velocity” is randomly set to [20, 150], “duration” is randomly set to [5, 30] and 
“type” is calculated based on the historical inclination of that user’s upload/download. 
Then, we do several experiments with initial  5%, 10%, 15% and 20% percents of 
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pirated contents in the P2P overlay respectively. If we manually detect every possible 
content circulating in the P2P overlay and single out the pirated contents, we have to 
mechnically the dectection process for 2,000,000 times, so the workload will increase 
linearly with the increase of the contents sent into the P2P networks. A bad idea! 
While leveraging the proposed REGKM algorithm, we can simply single out the most 
suspected cluster, in which red nodes dominate, and effectively detect the condensed 
amount of nodes. Thus, the efficiency and effectiveness of the piracy detection work 
get vastly boosted. The experimental results are collectively shown in Fig.3. 

 
Fig. 3. Performance analysis of proposed piracy propagation monitoring approach 

In Fig. 3, X-axis is the simulation time with the unit of T (the running period of our 
proposed approach in the P2P overlay), and Y-axis indicates the highest piracy rate 
among our most suspected CSG cluster. As we can see in Fig. 3, the piracy content 
percentage in our CSG cluster is far above the average percentage (95%-20%, 86%-
15%, 83%-10%, and 80%-5%). Take the 80%-5% for example. Initially, 10,0000 
piract contents are sent into the P2P overlay. Without the aid of the REGKM algo-
rithm, we have to manually detect the overall 2,000,000 contents so as to find the 
100,000 (2,000,000 * 5%) piracy content. While leveraging the REGKM algorithm, 
after sometime, we have successfully clustered 80% piracy contents in the most susp-
tected cluster. If the cluster owns 150,000 content nodes, we then can simply detect 
the 100,000 most suspected nodes and single out 80, 000 piracy contents. As seen 
from the example, the detection work gets obvious simplified. So, by carrying out the 
overall piracy propagation monitoring process proposed in our approach, pirated con-
tents can get vastly clustered together. It is to be noted that, when the initial piracy 
rate is 20%, pirated contents account for 95% of the overall contents in the most sus-
pected CSG cluster. So, our approach will acquire a better performance and effective-
ly inhibit the rampant growth of the pirated contents in P2P when they are inclined to 
overwhelm the network. 
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5 Conclusion 

In this paper, we propose a dynamic user behavior-based monitoring approach for 
piracy propagation. Based on the characterization on dynamic user behavior, UBT 
and PPA can be quantified for predict piracy propagation. Furthermore, utilizing the 
PPA difference to design a new clustering algorithm REGKM is first proposed by us 
in piracy propagation monitoring. 

Fortunately, this approach has already been embedded into our “copyright monitor-
ing system” deployed in Nanjing City of P.R.China. In fact, like most similarity and 
prediction-related recommendation system, to exactly and clearly reveal the ap-
proach’s effectiveness is very difficult. On one hand, we hope to receive rich feed-
backs in the system testing and running to continuously improve the approach. On the 
other hand, in further work, we would like to bring some theoretic work from psy-
chology and ethics in to pursue an improved evaluation to test the piracy propagation 
prediction and monitoring. Next, we will also test the effectiveness and efficiency 
when encountering the situation where the P2P traffic is encrypted. 
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Abstract. In this paper, we introduce an interesting “World Expo problem”,
which aims to identify and track multiple targets in a sensor network, and propose
a solution to this problem based on the mixed integer programming. Compared
with traditional tracking problem in the sensor network, the World Expo prob-
lem has following two features. Firstly, the target in the network is not limited
to single individuals. It can also be a group composed of multiple individuals
with same path in the network, which implies that multiple targets can share the
same path and be detected by the same sensor at the same time. Moreover, both
the size and the number of groups are unknown. Secondly, differing from tradi-
tional sensor networks, the sensor network in the World Expo problem usually is
sparse. These two features increase the difficulty in identification and tracking.
To solve the aforementioned problem, we analyze the solvability of this problem
and come up with a mixed integer programming based algorithm. The simulation
result shows that our method has good performances and is robust to errors in the
data.

Keywords: Social Collective Behavior, Sensor Networks, Path Identification,
Integer Programming.

1 Introduction

In this paper, we focus on solving a problem described as follows. In a social collec-
tive site, such as the field of World Expo, there are hundreds and thousands of tourists
visiting the field. From the open time of the place to the close time, we can record the
number of visitor in each pavilion of the Expo by surveillant cameras, tickets or ID
cards at each time point. In the end of the day, we will further get the total number of
tourists from the record of entrances or exits. According to the total number of tourists
and the observational data of each pavilion, can we estimate the paths of tourists? We
will call this problem the “World Expo problem”, because this problem was motivated
by visitors tracking problem in the World Expo.

1.1 Previous Work

This problem is inspired by the object tracking problem, which has been researched for
many years. Many works have been done from different viewpoints. In the computer vi-
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sion field, object detection and tracking is achieved from video data, seeing the works in
[1–5]. However, because of the perspective limitation of camera, the video based track-
ing is difficult to apply to large-scale scene. In the work of [1, 2, 5], the camera is fixed
in a local, simple scene. Although [3, 4] achieve tracking in the crowded situation, it
is still difficult to achieve relay tracking by multiple cameras. Besides computer vision,
tracking is also widely researched in social computation and modeling field [6–10]. A
common feature of these works is that they achieve object tracking based on an effective
sensor network.

In fact, the World Expo problem can be viewed as an extension of target identifi-
cation problem in the sensor network. Target identification is an essential problem in
the sensor network, especially in the binary sensor network. When it comes to sin-
gle target situation, this problem is a pure tracking problem and many algorithms can
achieve good results, such as Kalman filtering in [11], the particle filtering in [12] and
the maximum posteriori (MAP) algorithm in [13]. In binary sensor network, HMM has
been used to track users [14]. A series of rigorous theories on the single target tracking
with binary proximity networks are given in [15–18] and large-scale experiments are
given in [19, 20]. In multiple target situation, the problem becomes more complicated.
In [21], a multiple targets tracking algorithm in a 1-D binary network is given. In 2-D
binary network, an integer programming approach for multiple targets identification is
proposed in [22]. Moreover, [23] gives an analysis on the solvability of multiple targets
identification in 2-D binary network, which gives sufficient conditions on when a path
identification problem is solvable.

1.2 Our Work

World Expo problem is different from traditional multiple targets identification prob-
lem. Firstly, the sensor network in World Expo problem is not binary, the observation
we get is the number of target in the region of each sensor. Secondly, taking the sensor
network as a graph, each sensor is a vertex of the graph and the connected path between
two sensors is the edge of two vertices. The work in [23] is based on two assumptions:
1) two distinct targets cannot share the same vertex (in other words, be detected by the
same sensor) at the same time; 2) two distinct targets cannot share the same edge. It is
obvious that neither of these two assumption is true in World Expo problem—it is very
likely that several tourists go in company and share the same path. World Expo problem
is a new identification problem. Solving this problem is very meaningful to analyze the
collective behavior in social events [3, 24, 5, 10, 4].

To solve World Expo problem, we give the impossibility condition of this problem
and propose an algorithm based on the mixed integer programming. By introducing a
new concept called “group”, we reduce the dimension of the problem greatly, which
reduces the computational complexity of the algorithm. Moreover, by designing a path
clustering post-processing method, the proposed algorithm is robust to the error of the
observation data.

The rest of the paper is organized as follows. The graphic model of World Expo
problem is described in Section 2. In Section 3, we improve the model and the corre-
sponding algorithm to overcome the difficulty from practical applications, which makes
the algorithm not only feasible to sparse sensor networks but also robust to error data.
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In Section 4, we gives simulation result in test model and analyze the solvability of the
proposed method. Finally, conclusion is provided in Section 5.

2 The Graphics Model of the World Expo Problem

2.1 Problem Statement

In World Expo problem, we can define a field F , which represents the region where
a sensor network reside on. The sensor network can be represented by a graph G =
(V,E), V = {vi}Ii=1 is the set of vertices in G, which corresponds to the sensor set
{i}Ii=1; E is the corresponding edge set of G. If vi and vi′ (i �= i′) can be connected
directly without passing any other vertices, then (vi, v

′
i) ∈ E. To each vertex vi, we

define a field Ri corresponding to the available detection region of sensor i. In an ideal
sensor network, we have

Ri ∩Ri′ = φ, i �= i′, and
⋃I

i=1
Ri = F, (1)

which means that the sensing regions of these sensors in the network are disjoint to
each other while the network covers the whole field. We use the ideal sensor network
in this section for the convenience of modeling. In the next section, the assumption will
be relaxed to obey practical situation. Furthermore, each vertex vi has a set Di, which
includes all the vertices not directly connecting to vi. In the graph G, some vertices are
the entrances of G while some others are the exits. When t = 1, all of the N targets
are in the set of entrance vertices Ven and begin to move in the graph in the next time.
When t = T , all of the targets are in the set of exits Vex. Figure 1 gives an illustration
of graph G.

Fig. 1. An illustration of the graph of sensor network

The vertices of the above group can be pavilions in a world expo site. The organizer
may know the queue length as well as the number of visitors who entered each pavilion.
However their identifications are unknown. V en and V ex corresponds to the entrances
and exists of the site.

Assume that there are N targets moving in G, which correspond to N paths denoted
as {Pn}Nn=1. Each path Pn is a sequence {pnt}Tt=1, where t = 1, ..., T is the time
sequence. The observation data is the number of target in each vertex at each time
denoted as {cit, i = 1, ..., I, t = 1, ..., T }. If vi is a pavilion, then cit is the number of
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visitors who have toured this pavilion; if vi is an entrance (or exit), cit is the number of
visitors who enter (exit) from this gate. Our aim is to estimate the path of each target
from observation data; i.e., through observable cit’s, we want to recover pnt’s.

For achieve this aim, we need to introduce a binary variable xint defined as follows

xint =

{
1, pnt = vi,

0, otherwise.
(2)

From the definition, we can find that xint is an indicator representing whether target n
appears in vertex vi at time t. It is easy to find that if xint is estimated accurately, we
will have

∑N
n=1 xint = cit. Then we can replace estimating Pn by getting xint through

the following dichotomous integer programming.
∑I

i=1

∑T

t=1
|
∑N

n=1
xint − cit| (3)

s.t. xint = 0 or 1, (4)

−xint + xin,t+1 ≤ 0, vi ∈ Ven, (5)

xint − xin,t+1 ≤ 0, vi ∈ Vex, (6)

xint = 0, if cit = 0, (7)∑I

i=1
xint = 1, n = 1, .., N, t = 1, ..., T. (8)

xint + xi′n,t+1 ≤ 1, vi′ ∈ Di. (9)

Here, (3) is objective function, which represents the residual between observation data
and our estimation result. (4) is the binary constraint of xint. (5) is the entrance con-
straint of xint. It means that if a target leaves one of the entrance, it will not go back
to any entrance vertex during the recording time. Similarly, (6) is the exit constraint of
xint. When a target goes into one of the exit, it cannot leave it any more. Constraint
(7) means that when observation data cit = 0, no target appears in vi at time t. (8)
is an occupation constraint implying that one target can occupy only one vertex at a
time. Constraint (9) is a little complicated. It requires that a target in vertex vi can only
transfer to the vertex directly connected with vi in the next time.

Although this integer programming seems to be available to World Expo problem,
it has some difficulties to practical situation. To World Expo problem, the number of
targets in the graph is always very large, which influences the efficiency of solving this
problem. Besides this difficulty, a more serious problem is that the solution of the opti-
mization problem is usually not unique based on the theory in [23]. In [23], the distinct
targets are not allowed to share the same vertex at the same time while World Expo
problem does not have such a constraint. The aforementioned integer programming ap-
proach is just a starting point. We will incorporate other considerations, in order to come
up with a more practical approach. We need to do some modifications to the algorithm,
which is achieved by introducing a new concept called “group”.

2.2 From Multi-targets to Multi-groups

It is a common phenomenon in social behavior that people prefer to go in company
with their families, friends, or join in a tour group when they visit some places. In other
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words, there always has multiple targets sharing same path in a World Expo problem.
According to this universal fact, we propose the concept, “group”, which represents a
set of targets moving together. By introducing this concept, the previous multiple targets
identification problem becomes a multiple groups identification problem.

Assume there are J groups in the graph G, and the size of the group j is denoted
as mj , which is the number of targets in the group. In practical situation, we can know
neither the actual number nor the actual size of group in the graph, but it is obvious
that if two groups have same path, we can merge them together. So, on the condition of
meeting observation data, the number of group should be as small as possible to avoid
redundancy. This requirement is very significant, which can be the objective function
of the modified optimization problem. In such situation, the original variable xint is
modified to xijt. Moreover, we need to introduce a new variable yj as following shows

yj =

{
1, mj �= 0,

0, mj = 0.
(10)

As we have said, we do not know the actual number of group, so the J we assume is
always larger than the actual number1. yj is an indicator helping us to index redundant
groups. Based on the analysis above, the modification as follows.

min
∑J

j=1
yj (11)

s.t. xijt = 0 or 1, (12)

yj = 0 or 1, (13)

−xijt + xij,t+1 ≤ 0, vi ∈ Ven, (14)

xijt − xij,t+1 ≤ 0, vi ∈ Vex, (15)

xijt + xi′j,t+1 ≤ 1, vi′ ∈ Di, (16)

xijt ≤ yj , (17)∑I

i=1
xijt = yj , (18)

∑J

j=1
mj = N, (19)

∑J

j=1
mjxijt = cit. (20)

Here (11) is the objective function to minimize the number of group. (14, 15, 16) are
similar to (5, 6, 9), which make constraints on the entry, leaving and transfer of each
group in the graph. The differences between current optimization problem and the orig-
inal one are shown in the additional constraints. (17, 18) are the occupation constraints
of group to identify the path of a group, as long as it is present. Differing from the oc-
cupation constraint (8), the upper bound of each xijt is not 1 but yj . (19) ensures that
the sum of the group size is equal to the number of targets. (20) requires the configu-
ration of the size and the number of group meeting the observation data. It is easy to

1 It should be noted that although J is larger than actual group number, it is much smaller than
the number of target, N .
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find that this constraint is the objective function in original optimization problem. In
the modified problem, it becomes a strict constraint, which increases the accuracy of
solution.

A difficulty to solve the optimization problem above by integer programming is that
(20) includes the multiplication of variables. To overcome this difficulty, we need to
further modified the problem as following shows

min
∑J

j=1
yj − α

∑I

i=1

∑J

j=1

∑T

t=1
Hijt (21)

s.t. xijt = 0 or 1, (22)

yj = 0 or 1, (23)

−xijt + xij,t+1 ≤ 0, vi ∈ Ven, (24)

xijt − xij,t+1 ≤ 0, vi ∈ Vex, (25)

xijt + xi′j,t+1 ≤ 1, vi′ ∈ Di, (26)

xijt ≤ yj , (27)∑I

i=1
xijt = yj, (28)

∑J

j=1
Hijt ≤ cit, Hijt ∈ Z+ (29)

Hijt ≤ mj , (30)

Hijt ≤ N · xijt, (31)∑J

j=1
mj = N. (32)

Here (20) is replaced by three additive constraints (29, 30, 31), and the objective func-
tion is added a penalty term. α > 0 is the weight of penalty term. The key idea is
to introduce a new positive integer variable Hijt. If xijt = 0, then (31) will impose
Hijt = 0. If xijt = 1, then because of (29, 30) and the penalty term of objective
function, we hope to achieve Hijt = mj .

Overall, (21-32) give the mixed integer programming approach for World Expo prob-
lem in an ideal sensor network. {xijt}i,t gives the path Pj of group j while mj is the
size of the group. In the next section, we will do further improvement for applying the
method in real situation.

3 Improvements for Practical Applications

3.1 Introduce a Super Vertex

In the former section, we come up with an algorithm to identify groups in an ideal sensor
network. In practical situation, however, the sensor network is not ideal. Actually, to
World Expo problem the common situation of sensor network is sparse as follows

Ri ∩Ri′ = φ, i �= i′, and
⋃I

i=1
Ri � F. (33)

It means that the sensors are disjoint but the sum of regions of sensors cannot cover
the whole field. As a result, sometimes the sensor network can only detect part of a
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group. In such situation, the sum of observation data in time t is less than N . We have∑I
i=1 cit ≤ N , t = 2, ..., T − 12. To make the algorithm available to real application,

we need to make a little change on the graph G.
Define a super vertex S, which directly connects to all the vertices of G. After adding

S, a new graph G′ is gotten as Figure 2 shows. We can assume that the undetected
targets all go to the super vertex at each time. Denote the residual data denoted as rSt,
we have rS1 = rST = 0, and rSt = N −∑I

i=1 cit. According to the residual data, we
can find the maximum one, which is denoted as rStmax . Then, we can apply the mixed
integer programming approach on G′ and corresponding data as follows.

min
∑J′

j=1
yj − α

∑I′

i=1

∑J′

j=1

∑T

t=1
Hijt (34)

s.t. xijt = 0 or 1, (35)

yj = 0 or 1, (36)

−xijt + xij,t+1 ≤ 0, vi ∈ Ven, (37)

xijt − xij,t+1 ≤ 0, vi ∈ Vex, (38)

xijt + xi′j,t+1 ≤ 1, vi′ ∈ Di, (39)

xijt ≤ yj , (40)∑I′

i=1
xijt = yj, (41)

∑J′

j=1
Hijt ≤ cit, Hijt ∈ Z+ (42)

Hijt ≤ mj , (43)

Hijt ≤ Nxijt, (44)∑J′

j=1
mj = N, (45)

xSjtmax = 1, j = J + 1, ..., J ′, (46)

mj = 1, j = J + 1, ..., J ′. (47)

Here I ′ = I + 1 because of taking S into consideration, and J ′ = J + rStmax .
Besides the original assumed J groups, the additional constraints (46, 47) introduce
another rStmax groups. Each of these groups has only one target and all of them are
not always able to be detected by the sensor network. As a result, the solution gotten
by (35-47) is different from the ground truth, so we need to apply a post-processing
strategy to merge the additional rStmax groups into the assumed J groups.

3.2 The Strategy of Path Clustering

The groups and corresponding paths gotten by (35-47), {(mj, Pj)}Jj=1 can be classified
into two classes C1 and C2. If S ∈ Pj and mj = 1, then (mj , Pj) ∈ C1. Otherwise,
(mj , Pj) ∈ C2. If a group belongs to C1, it means that it sometimes is not detected
by the sensor network. Such a group should be merged into the group belonging to C2.

2 Here we assume that the N is a known variable, which can be gotten by the data in Ven or Vex.
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Fig. 2. The graph G′ after adding super vertex S

What we want to do is to design a clustering strategy to merge the groups in C1 with
those in C2 rightly.

To achieve this aim, we need to define a new operator “⊕” between different paths
Pj and Pj′ , as follows.

Pjt ⊕ Pj′t =
∑T

t=1
pjt ⊕ pj′t, (48)

pjt ⊕ pj′t =

⎧⎪⎨
⎪⎩
1, pjt = pj′t,

−1, pjt �= pj′t,

0, pjt or pj′t = S.

(49)

The principle of our clustering strategy is merging the group in C1 to the group in C2

with maximum value of “⊕” value. The detail of the strategy as follows.
To each group j′ in C1: 1) calculate Pjt ⊕ Pj′t with every group j in C2;
2) find the group j having maximum value of Pjt ⊕ Pj′t;
3) achieve merging: (mj ,Pj)=(mj +mj′ ,Pj), delete (mj′ ,Pj′ ).

4 Experiments

4.1 Simulation Results

To demonstrate the feasibility and the robustness of the proposed method, we test the
proposed method on an ideal sensor network and a sparse one, respectively. The ideal
sensor network is defined as (1), which ensures each target can be detected by one
sensor at each time. The sparse sensor network is defined as (33) so that the target
may not be detected all the time. The graph of the two networks is described in Figure
2. In the model, there exists 6 groups moving in the graph, and the time sequence is
t = 1, ..., 8. The ground truth of the sizes and the paths of groups is displayed in Table
1. The observational data cit in ideal sensor network and sparse sensor network are
shown in Table 2.

In the experiment, the we assume that the group number J = 10, which is larger
than the actual number. After applying (21-32), we get the solution in Table 3. The
parameter α is set as J/(NT ), which makes the penalty term comparable to the sum
of yj . From Table 3, we can find that the result gotten by proposed algorithm is equal
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Table 1. The ground truth of groups

size path
m1 = 5 v1 → v6 → v4 → v7 → v6 → v4 → v8 → v10
m2 = 7 v1 → v1 → v5 → v6 → v4 → v3 → v8 → v10
m3 = 8 v1 → v1 → v1 → v4 → v3 → v8 → v8 → v9
m4 = 10 v1 → v5 → v5 → v6 → v4 → v9 → v9 → v9
m5 = 12 v2 → v4 → v3 → v3 → v8 → v4 → v7 → v10
m6 = 13 v2 → v3 → v4 → v6 → v6 → v10 → v10 → v10

Table 2. The observational data in ideal sensor network (left) and sparse sensor network (right)

Ideal v1 v2 v3 v4 v5 v6 v7 v8 v9 v10 S Sparse v1 v2 v3 v4 v5 v6 v7 v8 v9 v10 S

t1 30 25 0 0 0 0 0 0 0 0 0 t1 30 25 0 0 0 0 0 0 0 0 0
t2 15 0 13 12 10 5 0 0 0 0 0 t2 15 0 13 12 9 3 0 0 0 0 3
t3 8 0 12 18 17 0 0 0 0 0 0 t3 8 0 12 16 16 0 0 0 0 0 3
t4 0 0 12 8 0 30 5 0 0 0 0 t4 0 0 12 8 0 29 5 0 0 0 1
t5 0 0 8 17 0 18 0 12 0 0 0 t5 0 0 7 16 0 17 0 11 0 0 4
t6 0 0 7 17 0 0 0 8 10 13 0 t6 0 0 6 17 0 0 0 7 9 12 4
t7 0 0 0 0 0 0 12 20 10 13 0 t7 0 0 0 0 0 0 11 19 9 12 4
t8 0 0 0 0 0 0 0 0 18 37 0 t8 0 0 0 0 0 0 0 0 18 37 0

Table 3. The simulation results in the ideal sensor network

size path
mi = 0, i = 1− 4
m5 = 5 v1 → v6 → v4 → v7 → v6 → v4 → v8 → v10
m6 = 7 v1 → v1 → v5 → v6 → v4 → v3 → v8 → v10
m7 = 8 v1 → v1 → v1 → v4 → v3 → v8 → v8 → v9
m8 = 10 v1 → v5 → v5 → v6 → v4 → v9 → v9 → v9
m9 = 12 v2 → v4 → v3 → v3 → v8 → v4 → v7 → v10
m10 = 13 v2 → v3 → v4 → v6 → v6 → v10 → v10 → v10

Table 4. The simulation results in the sparse sensor network

size path
m1 = 1 v2 → S → S → v3 → S → S → S → v9
m2 = 1 v1 → S → S → S → S → S → S → v9
m3 = 1 v1 → v1 → v1 → v4 → S → S → S → v9
m4 = 1 v2 → S → S → v6 → S → S → S → v9
m1 = 5 v1 → v6 → v4 → v7 → v6 → v4 → v8 → v10
m2 = 7 v1 → v1 → v5 → v6 → v4 → v3 → v8 → v10
m3 = 7 v1 → v1 → v1 → v4 → v3 → v8 → v8 → v9
m4 = 9 v1 → v5 → v5 → v6 → v4 → v9 → v9 → v9
m5 = 11 v2 → v4 → v4 → v6 → v6 → v4 → v7 → v10
m6 = 12 v2 → v3 → v3 → v6 → v6 → v10 → v10 → v10
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to the ground truth, which proves the feasibility of our method. It should be mentioned
that compared with the original binary programming in Section 2.1, the dimension of
the problem reduces from N × I × T to 2J × (I × T + 1). Because J � N , the
algorithm is accelerated.

On the other hand, in a sparse sensor network, the observation data is not completed.
So the vertex S is used. From the right part of Table 2 we can find that rStmax = 4, so
the assumed group number is J ′ = 14. After applying (35-47), the initial solution is
reported in Table 43. With the help of the proposed clustering strategy, we get the final
solution in Table 5.

The vertices in the brackets are ground truth. We can find that most of paths are
estimated accurately, which proves the robustness of the proposed method. However,
the reason for the errors in the final result is interesting, which reveals an adversary
case of World Expo problem.

Table 5. The simulation results in the sparse sensor network

size path
m1 = 5 v1 → v6 → v4 → v7 → v6 → v4 → v8 → v10
m2 = 7 v1 → v1 → v5 → v6 → v4 → v3 → v8 → v10
m3 = 8 v1 → v1 → v1 → v4 → v3 → v8 → v8 → v9
m4 = 10 v1 → v5 → v5 → v6 → v4 → v9 → v9 → v9
m5 = 12 v2 → v4 → v4(v3) → v6(v3) → v6(v8) → v4 → v7 → v10
m6 = 13 v2 → v3 → v3(v4) → v6 → v6 → v10 → v10 → v10

4.2 An Adversary Case of World Expo Problem

From the experimental results above, we can find that the proposed method can achieve
good identification results in the multi-target situation. However, it should be mentioned
that in the two situations illustrated in Figure 3 World Expo Problem dose not have
unique solution.

Fig. 3. Two situations leading to non-unique solution of World Expo problem

In Figure 3(a), two groups with the same size are observed by sensor A and D re-
spectively at time t, which are marked by solid blue circles in the graph. At the next
time t + 1, they are observed by sensor B and C. Because A is connected to B and
C, and so is D, we do not have any method to identify whether the true paths are
{A → C,D → B} or {A → B,D → C}. Similarly in Figure 3(b), two groups
with the same size are observed by sensor A and B at time t. At time t + 1, their

3 In Table 4 and 5, the groups with 0 size are not shown.



66 H. Xu et al.

paths cross in the sensor C and leave to C and D respectively at time t + 2. Be-
cause C is connected to A, B, C and D, we cannot identify whether the true paths
are {A → C → D,B → C → E} or {A → C → E,B → C → C}.

These two situations can be extended to the case that multiple groups with same
size. It can be regarded as the worst case of World Expo problem. In such situations,
the problem is impossible to be solved because we have multiple solutions while have
no method to identify the truth. In fact, these conclusions are a generalization of the
theory in [23]. [23] discusses the impossibility of multiple targets identification in bi-
nary sensor network, which is a special case with group size equals to 1. This limitation
is the reason for the estimation error in Table VI, because the initial result before path
clustering has groups with same size crossing together.

5 Conclusion

In this paper, we define a generalized multiple targets identification problem called
World Expo problem, which is an important issue of social behavior analysis and sen-
sor network. To solve this problem, we come up with a mixed integer programming
approach, which is based on the fact that multiple targets share the same path in the
problem. We design a path clustering strategy as the post-processing, which increases
the robustness of the proposed method in sparse sensor network. Moreover, according
to the feature of World Expo problem, we analyze an adversary case of World Expo
problem and point out the limitation of the proposed method. In the future, we will fur-
ther study the integer programming approach for World Expo problem and try to find
the sufficient condition for the solvability of the problem.
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Abstract. The prevalence of creativity in the emergent online media language
calls for more effective computational approach to semantic change. This
paper advocates the successive view of semantic change and proposes a succes-
sive framework for automatic semantic change detection. The framework mea-
sures Word Status of a word in a time unit with entropy, forms a time series data
with the Word Statuses obtained from successive time units, and applies curve-
fitting to obtain change pattern over the time series data. Experiments with the
framework show that change pattern, the speed of change in particular, can be
successfully related to classical semantic change categories such as broadening,
narrowing, new word coining, metaphorical change, and metonymic change. By
transforming the task of semantic computation into change pattern detection, the
framework makes a plausible platform for semantic change investigation.

1 Introduction

The realm of Computational Linguistics has witnessed a recent upsurge of interest in
semantic change computation [1–9], due to the growing demand from emergent online
services over internet, such as microblog, e-commerce, online advertising, and social
networking etc. The language used in these services has been coining terms and intro-
ducing playful variations into established ones at no parallel rate in contemporary lan-
guage use[10, p.67]. Accordingly, Natural Language Processing tasks associated with
these services, including those basic tasks such as syntactic parsing and word sense dis-
ambiguation, and higher level applications such as automatic translation and dialogue
systems, need access to the knowledge of semantic change. In addition, studies in lexi-
cography also need a tool to help to pin down semantic change so that new senses can
be more quickly accounted for in dictionaries.

The phenomenon can be illustrated with Example 11, which shows a metaphorical
semantic change of the Chinese word toumin. In 1951, the word generally meant “trans-
parent”, a property of glass, water and other physical objects. But in 2001 it is observed

1 Examples in the paper are all taken from the Chinese newspaper People’s Daily. Numbers in
the bracket denote the years.

L. Cao et al. (Eds.): BSIC/BSI 2013, LNAI 8178, pp. 68–81, 2013.
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to acquire a new sense (“overt”) used for semantic domains such as market, govern-
ment and legislation etc., which are generally abstract. In semantics, this phenomenon
is studied in Semasiology, which takes interest in the Lexeme(L)-Meaning(M) pair and
“investigates what changes did meaning M of L undergo [11, p.25] ”.

Example 1
a. Toumin de beizi li zhen man jiu. (1951)

The transparent glass is filled with liquor.
b. Shichang jinji yinggai changdao toumin xiaofei. (2001)

Overt consumption should be advocated in market economy.

Studies on semantic change computation are observed to be still at a primal stage,
with several issues waiting to be further explored. Researches are still divergent in un-
derstanding the basic nature of the task. The dominant view regards semantic change
as a juxtapositional phenomena, as is in [12, 4, 2, 5], assuming that semantic change is
the comparison and contrast of the word usage in two corpora of different periods of
time. The other view, found in [9, 6, 8, 7], believes that semantic change is successively
diachronic by nature and is embodied as a trend of change which is only detectable
on corpora divided into temporally ordered stages, with or without gap in between. In
addition, Automation of semantic change detection is only reported in a few works,
with limited scale and coverage. For instance, [8] employs Semantic Density Analysis
to check the validity of two types of semantic change, namely narrowing and broad-
ening, on 4 words; [13] compares point-wise mutual information of 8 words in three
corpora for categorization of amelioration and pejoration. Models which are capable of
accommodating large scale semantic change detection and categorization are needed.

Based on the belief that semantic change is a process of successive and diachronic
innovation over a span of time, this paper proposes a successive framework which
automatically classifies a word into those established categories in theoretical seman-
tic change studies, such as changed, unchanged, broadening, narrowing, newly coined
words, metaphorical change, metonymic change and so on. Such a framework builds the
connections between semantic change and behavior informatics and computing [14].
The framework employs Word-Context Model for sense representation, characterizes
word usage within a period with entropy-based concept of Word Status, and applies
curve-fitting for trend detection. With analyses on the parameters that constitute the
trend, words’ semantic change are categorized into different types. The plausible ex-
periment results show that the framework can be used as a feasible platform for large
scale investigation of word-based semantic change.

2 Successive View of Semantic Change

The metaphysical understanding on semantic change as a succession is inherited from
[15], which defines the concept as below:

“The thing changes from q1 to q2” is completely analyzable into a statement
of the kind “There is a certain series of successive events so interrelated that
it counts as the history of a certain thing [X], e1 and e2 are two successive
adjoined phases in this series and e1 has Q in the form q1, while e2 has Q in
the form q2 . . . ” [15, p.297]
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Studies on this understanding possess two distinctive features, as compared with juxta-
position view of semantic change. The first lies in the type of data used for investigation.
Successive view considers linguistic data from the successive stages over a historical
period of time. Thus to account for the semantic change of words like toumin, a succes-
sive sequence of data (depicted in Figure 1) collected from corpora ranging from 1951
to 2001 should be investigated. But the juxtaposition view may just focus on two or
more individual years, which may or may not be adjacent. In this aspect, the advantage
of successive view over juxtaposition view is obvious, as the former gives a detailed and
faithfully record of the phenomenon. The second distinctive feature is more important.
As is discussed in [16], it is possible for successive view of semantic change to reveal
the intimate inter-connection by spatial, causal and other relations between the succes-
sive members, which gives it the power to portray the pattern of change for a word.
This can’t be done with juxtaposition view. It has omitted a lot details in-between and
its ability to detect change pattern is weak.

Fig. 1. Successive View of Semantic Change

Studies like [9, 6, 8, 7] opt for this view of change. But they use the successive
data only for human analyses or evaluation purposes, not for automatic detection. For
example, [7] adopts methods from Information Visualization and Visual Analytics to
visualize the context in which the words occur so as to guide researches by generating
new hypotheses about development of semantic change; [6] makes use of correlations
between frequency change and some ranking to look for some trend of change; [8]
plots the sequence of change between the rise of semantic density and the percentage
of use measured by human beings to show the feasibility of semantic density based
approach. This usage of human analyses can be illustrated in Figure 2. The principle of
uniformitarianism [17, 18] allows for confident prediction that the word is undergoing
a change, but it does not tell the type of change it is undergoing, nor relate the type of
change to the change in its inner semantic structure. This paper believes that successive
view of semantic change can be further exploited to infer inner structural change of the
word and predict its tendency in future by examining the process in details.

Fig. 2. Semantic Change of toumin in about 60 Years. Normalized Word Status of Y-axis is
explained in Section 3.1.
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3 Successive Semantic Change Computation

Based on the successive view of semantic change, this section constructs a framework
to characterize the change pattern and relates the type of change to change in inner
structures. The framework, depicted in Figure 3, is word oriented. It takes as input three
things: the word to be studied, the historical time span under investigation, and the
corpora. To start with, the corpora should be firstly divided in a successive mode into a
series, with each two adjoining time units in temporal order. For each time-unit corpus,
the concept of Word Status is proposed to denote the state-of-affairs of the word’s inner
semantic structure in the time unit, which is measured quantitatively with sense entropy.
The Word Statuses over all time-unit corpora are then obtained and formed into a time
series data. The Change Pattern Detection is then performed over the time series data
to obtain parameters that characterize the trend of change, which are then used for
categorization. Due to the fact that Word Status is a reflection of the word’s inner sense
structure, and that the word’s inner sense structure is associated with word’s denotation,
the obtained trend of change has to be denotation-related, which is useful in predicting
how the word is used. The components of Time-Unit Based Word Status Measurement
and Word change Pattern Detection are explained in this section. Denotation-Related
Word Change Categorization is illustrated in section 4.

Fig. 3. Successive Semantic Change Computation Framework

3.1 Time-Unit Based Word Status Measurement

Semantic change is the change in a word’s inner semantic structure and outward usage
of the senses, called Word Status in this paper. For a target word T , two important issues
needs to be considered to obtain its Word Status: (1) representation of senses for T and
(2) accounting for usage of the senses in a time-unit corpus.

Sense Representation. This paper represents word senses with Word-Context Model,
one of the subtypes of Vector Space Models [19]. The model is an explicit form of the
Distributional Hypothesis, originating from [20–23], in which word senses are distin-
guished and represented by the context in which it occurs. According to the model, a
sense of a word in a sentence can be a tuple c =< T,Wmax >, in which T is the
target word and Wmax is the co-occurring word with the strongest association strength
within a window size of ±9 in the sentence. To better represent the denotation of the
word, this paper has narrowed the “Word” into “Noun” and employs the Noun-Word-
Context model, denoted by a tuple < T,Nmax >, to represent the target word’s senses
in every sentences in corpora. In the tuple, Nmax is the noun with the maximum asso-
ciation strength. The association strength is computed via Likelihood Ratio Test [24],
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the method of which is widely used for collocation extraction. Formula 1 gives the
null hypothesis for the distributions of two words, and Formula 2 gives the alternative
hypothesis.

H1 : p = P (w2|w1) = P (w2| ∼ w1) (1)

H2 : p1 = P (w2|w1), p2 = P (w2| ∼ w1), p1 �= p2 (2)

Example 2
a. Toumin de beizi li zhen man jiu. (1951)
<toumin, beizi>→ TRANSPARENT

b. Shichang jinji yinggai changdao toumin xiaofei. (2001)
<toumin, xiaofei>→ OVERT

The choice of Noun-Word-Context model is based on the fact that the change in de-
notation is often reflected in the change of semantic domain, which is generally denoted
by a noun. Take again toumin for example. The change of its application domain from
“physical materials” to “spiritual world” is denoted by the noun beizi(glass) in Example
2a and the noun xinling(soul) in Example 2b. Thus the change of denotation is reflected
by change in nouns in the context. In addition, It is believed that nouns are playing
more dominant role in sense identification. In cognitive linguistics, entities represented
by nouns generally serve as the background, or application domain [25, p.61] for mak-
ing sense of language, while events and properties, denoted by verbs and adjectives, are
attached to the entity for explicit identification of senses. Furthermore, investigation on
the HowNet [26]2 shows that the average sense item number for nouns is 1.083, lower
than verbs, the average sense item number of which is 1.14, and adjectives, the average
of sense item number of which is 1.10.

Word Status Measurement. Once the senses for the target word T are identified and
represented for every sentence in a time-unit corpus, the distribution of the senses over
the corpus can be collected. Thus the Word Status for T over the t time-unit corpus ST

t

can be represented as below:

ST
t =

[
CT

P (c)

]
=

[
c1, c2, . . . , cn

p(c1), p(c2), . . . , p(cn)

]
(3)

The senses for T is denoted with CT = c1, c2, . . . , cn, the probabilities for the senses
are described by p(ci).

2 HowNet is an on-line common-sense knowledge base compiled by Zhendong DONG and Qian
DONG, which includes as its part definitions for words in both Chinese and English. A de-
tailed introduction can be found at
http://www.keenage.com/zhiwang/e_zhiwang.html. The average sense item
numbers for nouns, verbs and adjectives are computed with Chinese words.

http://www.keenage.com/zhiwang/e_zhiwang.html
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If the word T is regarded as a discrete source of information, the concept of Word
Status, namely the number of senses and the frequency of use of the senses, can be
interpreted as the uncertainty of the information source, which can be measured by
the Entropy of the information source. Thus the Word Status can be summed up in
Formula 4:

ST
t ≈ H(CT ) = E(log

1

p(ci)
) = −

n∑
i=1

p(ci)logp(ci) (4)

p(ci) =
count(ci)

count(T )
(5)

Where count(ci) is the frequency of the sense ci in the corpus, and count(T ) is the
frequency of the target word T ,

∑n
i=1 p(ci) = 1.

Word Status fluctuates diachronically with change in the word’s inner sense structure
and usage. This can be easily seen in Table 1. Suppose the word toumin had one sense
in 1951, two senses in 1959 and three senses in 2001. Their yearly distributions are
indicated in the table. It can be seen that the Word Status increased sharply from 0 to
4.796, proving it to be an applaudable indicator of semantic change of the word.

Table 1. Illustration of Word Status Computation with toumin

Time Unit p(c1) p(c2) p(c3) Stoumin

1951 1.0 0 0 0
1959 0.6 0.4 0 2.0589
2001 0.4 0.3 0.3 4.796

3.2 Word Change Pattern Detection

For the target word T , Time-Unit Based Word Status Measurement can yield a series
of Word Status data � = {ST

t1 , S
T
t2 , . . . , S

T
tn} from the corpora, which is actually a time

series. The task of Word Change Pattern Detection is to find a time series model to suit
the data and obtain the parameters for the model as its change pattern.

To our knowledge, there is perhaps no model proposed for semantic change. But
in the field of historical linguistics, one particular exponential model, namely the S-
Shaped Curve, has been proposed to model language change. An early specification of
“S-Shaped Curve” can be found in [27], which explicitly stipulates the model as one of
principles in language change:

A given change begins quite gradually; after reaching a certain point (say,
twenty per cent), it picks up momentum and proceeds at a much faster rate; and
finally tails off slowly before reaching completion. The result is an s-curve: the
statistical differences among isolects in the middle relative times of the change
will be greater than the statistical differences among the early and late isolects
[27, p.77] .
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The concept of “S-Shaped Curve” is also found in [28] and [29], and is testified in ex-
amination of grammatical change [30], sound change [31] and other language change
researches. Semantic change taking on an S-Shaped Curve is justified by the view on se-
mantic change as “diffusion”, which regards language change as newly formed signifier-
signified pair propagating through the community, and “such curves (S-Shaped Curves)
are widely found in diffusions, both for cultural events and biological events”[32].

One explicit model (Formula 6) is used by [30] for the S-Shaped Curve:

p =
ek+st

1 + ek+st
(6)

where p is the fraction of the advancing form, t is the time variable, s and k are con-
stants. As is discussed in [33], Formula 6 defines a set of functions which differ only in
the two constants. The constant k denotes the intercept of the curve, while the constant
s denotes the slope of the curve (Figure 4). Interpreted in semantic change, the con-
stant k, the intercept of the curve, serves as the indication of the Word Status where the
word starts to change. And the s indicates the slope which denotes the rate of change of
Word Status. These two constants together determine the pattern of change of the time
series data. The coming experiments show that the information provided by these two
constants are sufficient to decide the type of semantic change for a particular word.

Fig. 4. Logarithmic Function with Different k and s Values

Once the time series of Word Status data is obtained for a word, and Formula 6 is
chosen to model its semantic change, the two parameters can be easily obtained with
curve-fitting 3. For instance, applying curve-fitting on the Word Status series for toumin,
we are able to have k = −1.0319 and s = 0.0307. As is seen in Figure 5, curve-fitting is
able to leach away the random noise of semantic change observed in history and expose
the trend of change for the word. In the figure, a violent fluctuation of change can be
observed in the late 1960s and the most part of 1070s, due to external social factors in
China. But curve-fitting helps to leach away its effect on the trend.

3 Curve fitting is generally approached with least squares regression. To fit the function families
formed with formula 4 to S = [x1, x2, . . . , xn], the time series data of Word Status, least
squares regression chooses the values for parameters k and s to minimize

∑n
t=1(xt −mt)

2,
where mt is obtained with Formula 4 with certain k and s values. Please refer to [34] for more
discussion. This research uses 1stopt(version 1.5, http://www.7d-soft.com/) for curve-fitting.
Other tools for curve-fitting can be found in package scipy.optimize or Matlab etc.
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Fig. 5. Time Series Data for toumin and Curve-Fitting Result with s = 0.0307 and k = −1.0319

4 Experiments and Analyses

A number of 45 words are collected in the experiments, 33 from 9 Chinese New Word
Dictionaries (Listed in Appendix A) which are judged to have undergone semantic
change by dictionary compilers, and another 12 words not found in these dictionaries
and thus considered unchanged. Features such as parts of speech and average frequency
are also considered in collecting the words.

The corpora used in the research are constructed from the Chinese newspaper “Peo-
ple’s Daily”. The overall linguistic data from the newspaper are divided yearly, thus
obtaining a diachronic corpora spanning from 1946 to 2004, a total of 59 years. The
corpora are segmented and POS tagged with ICTCLAS4. The average annual token
sum in the corpora is 10,886,017.

Following Figure 3, for each target word, Word Statuses are collected and formed
into a time series data, and curve-fitting is then used to obtain the two constants k
and s in Formula 6. Their corresponding values are given in Table 2. Examination on
the value distribution of k and s in the table shows obvious regularity which can be
employed to detect important semantic change distinction such as “Changed vs. Un-
changed”, “Broadening vs. Narrowing”, and “Newly Coined, Metaphorical Change and
Metonymic Change”. Details are discussed below.

4.1 Changed vs. Unchanged

The gold standard used for evaluation on “Changed” and “Unchanged” categorization
is defined by the Indict field in Table 2. If the word is included in one of the 9 Chinese
new word dictionaries, it is considered to be “Changed” in semantics. Otherwise it is
not. By stipulating a demarcation span of s value in the table, we can group the words
into two types: “Changed” and “Unchanged”. If the demarcation boundary is set to be
[−0.005 ∼ 0.01], and stipulation is made that those words with values outside the set
are considered to be “Changed”, it can be seen that 32 words are correctly identified
as “Changed” and 4 words are correctly identified as “Unchanged”. Thus the precision
for detection of “Changed Word” in the current experiment is (32 + 4)/45 = 80%, the
recall for the “Changed” type is 32/33 = 96.97%, and the recall for the “Unchanged”
is 4/12 = 30%. The low recall rate for “Unchanged” actually indicates a problem with
current approach of evaluation. The fact that a word is not found in the 9 dictionaries
does not necessarily mean that it has not undergone semantic change. Based on the

4 http://www.ictclas.org/,version2011

http://www.ictclas.org/, version 2011


76 X. Tang, W. Qu, and X. Chen

Table 2. Selected Words, Relative Information about them, and their Experiment Results. A.Freq
stands for average frequency of the word per unit-based corpus. InDict explains whether the word
is included in at least one of the 9 Chinese new word dictionaries. NewWord explains whether the
word is newly coined according to the corpora (Table 3 gives the details). Four lines are drawn in
the table as boundary for different types of semantic change, which shall be explained shortly.

Word k s POS A.Freq InDict NewWord
suoshui (shrink) -14.09 0.248 V 6.90 Yes Yes

fanghuoqiang (firewall) -14.28 0.241 N 7.94 Yes No
danchu (fade out) -13.58 0.239 V 5.50 Yes Yes
mohe (ink box) -12.74 0.205 N 3.29 No No

ruwei (be enclosed) -10.08 0.188 V 21.30 Yes Yes
huinuan (get warmer) -9.31 0.144 V 3.97 Yes Yes

chuju (be out) -6.77 0.133 V 20.54 Yes Yes
wangluo (net) -5.09 0.121 N 734.67 Yes No

digu (low valley) -5.69 0.118 N 52.81 Yes Yes
yongdong (surge up) -5.42 0.112 V 45.90 Yes Yes
ruanjian (software) -4.84 0.108 N 537.71 Yes Yes

chonglang (surf) -5.92 0.102 V 7.88 Yes Yes
lianyin (marriage) -5.19 0.101 V 29.82 Yes Yes

danhua (desalt) -4.54 0.095 V 57.79 Yes Yes
touzhi (overdraft) -5.41 0.094 V 17.68 No No

yanyi (deduct) -4.59 0.093 V 28.56 Yes No
zhandian (station) -4.81 0.093 N 23.61 No Yes

bankuai (plate) -4.13 0.083 N 34.63 Yes Yes
baitiao (IOU note) -4.03 0.080 N 39.78 Yes No

dan’gao (cake) -3.01 0.065 N 30.07 No No
daguofan (to share meal from a big cooker) -2.74 0.063 N 102.41 Yes No

caidan (menu) -3.19 0.053 N 9.87 Yes No
dayin (print) -2.46 0.051 V 23.80 No No

chongdian (charge) -2.74 0.047 V 16.02 Yes No
shangfu (float up) -3.08 0.045 V 12.98 Yes No

jinghua (decontaminate) -1.82 0.039 V 89.08 Yes No
bingdu (virus) -1.22 0.032 N 172.16 Yes No

touming (transparent) -1.00 0.031 A 67.66 Yes No
chuangkou (window) -0.44 0.025 N 179.49 Yes No

liushi (drain) -1.69 0.023 V 242.18 Yes No
tongguo (pass) 1.03 0.021 V 6522.20 No No
laji (rubbish) 0.19 0.020 N 265.22 No No
luse (green) 0.16 0.019 A 387.10 Yes No

heibai (black and white) -0.89 0.017 A 48.95 Yes No
re (hot) 1.09 0.015 A 636.90 Yes No

qifei (take off) -0.55 0.012 V 104.90 Yes No
huise (grey) -0.33 0.010 A 42.81 Yes No

zhengming (testify) 0.79 0.009 V 1821.03 No No
fangwu (house) 1.07 0.004 N 427.84 No No

zhengfa (vaporize) -0.91 0.003 V 39.98 No No
baozha (explode) 0.55 -0.001 N/V 370.12 Yes No

qiche (automobile) 1.45 -0.001 N 1994.45 No No
guanxi (relation) 1.16 -0.007 N/V 8013.55 Yes No
diluo (low tide) -0.77 -0.008 A 39.47 Yes No

chazu (to lay foot on) -0.92 -0.012 V 6.86 No No
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authors’ language experience and reflection, the words as touzhi, zhangdian, dan’gao,
tongguo, and chazhu have acquired new senses in the past decades. New conventional-
ized senses can be found for these words. But they are not included in the dictionaries.

4.2 Broadening vs. Narrowing

The distinction between word sense broadening and narrowing is associated with the
change of referential range. When the relatively restricted referential range of a word
looses, word sense broadening happens. Instead, when the referential range of a word’s
meaning gets narrow, word sense narrowing happens [35]. From their definitions, it
can be further inferred that broadening leads to an increase in both the sum and types
of collocating nouns with the target word, which in turn shall result in an increasing
Word Status and a positive s value. However, narrowing shall reduce the number of
collocating nouns and the types of collocating nouns, leading to a decreasing Word
Status and a negative s value. Thus stipulation on pattern change can be made for the
distinction between word sense broadening and narrowing: If s > 0, the word may be
experiencing a process of broadening; On the contrary, if s < 0, the word is considered
to be undergoing a narrowing semantic change.

Two words in the experiments are experiencing the typical process of sense broad-
ening: mohe (ink box) and dayin (print). These two words are not included in the 9
New Word Dictionaries, but both enjoy fairly high s values. This phenomenon can be
explained with knowledge in computer technology. These two words were originally
associated with old printing technology and were fairly limited in their usage. How-
ever, the innovation of computer technology has brought innovation in printing and has
broadened the usage of the two words. Thus the referential range of these two words
have been dramatically expanded to several new fields where printing technology is em-
ployed. In the experiment, three words, namely guanxi, diluo and chazhu, are found to
have s values less than -0.005. In Figure 6, the Word Status data for diluo is given, show-
ing a declining trend. The word originally means “low” as in “low tide”. Investigation on
the corpora shows that in the beginning years, the word has been used metaphorically to
describe a couple of semantic domains, such as CONSUMPTION, PRODUCTIVITY,
and MARKET etc. But in the ending years, only two collocation patterns are found for
the word: qingxu(emotion) diluo(low) and shiqi(morale) diluo(low).

Fig. 6. Narrowing Word Semantic Change Example. Word Status data for diluo and its curve-
fitting are shown, with s = −0.0076 and k = −0.7574.
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4.3 Newly Coined Words, Metaphorical Change and Metonymic Change

Newly Coined Words are words that were not used at the beginning phase in the his-
torical span and were coined and adopted in later stages. 13 words in Table 3 are found
to be new words judged by the fact that they are not found in the first 8 years in the
corpora. Examination on the k and s values of these words reveals a striking regularity:
newly coined words are characterized with relatively low k values and relatively high s
values. All the newly coined words in Table 2 have k < −4.0 and s > 0.08. And among
the 19 words within this range, only 6 do not belong to this category. The explanation
for this type is straight forward. These words were not used (thus WordStatus = 0 ),
and then were propagated in the speech community (thus a sharp rise).

Table 3. New Coined Words With First Years of Occurrence

Word First Occur. word First Occur. Word First Occur. word First Occur.
suoshui 1954 danhua 1959 danchu 1965 ruanjian 1977
huinuan 1957 zhandian 1959 bankuai 1973 chuju 1980

digu 1959 lianyin 1962 yongdong 1977 chonglang 1981
ruwei 1992

Metaphorical change is one the two major mechanisms in semantic change for exist-
ing words [36, 11]. As can be seen in Table 2, this type of semantic change is faithfully
reflected in the pattern of change. The examination of interval for 0.08 > s > 0.02 and
−1.0 > k > −0.4 in Table 2 shows that nearly all the words within the interval are
involved with metaphorical change. The intuitive interpretation for lower k values is
that the Chinese language, or all languages in general, prefer to choose words with less
senses as candidate bearers of new senses in metaphorical change. Fairly high s values
are resulted from the metaphorical transfer from one domain to another to create a new
referential value.

The examination on Table 2 shows that there are 5 words with s between [0.01-
0.02], and 3 of them, namely luse, re and huise are involved in metonymic change. By
definition, metonymic change differs from metaphorical change in that the reference
shift happens between two concepts which possess the contiguity relationship. Thus
“metonymy operates within the same domain: it allows the transfer of referential values
within a single semantic domain”[25, p.68]. Accordingly, metonymic change may result
in increase of Word Status, because new usage may introduce new noun neighbors
into the word’s context, but the increase of number of new nouns should NOT be so
significant that it can result in a conspicuous increase in status. Thus the value of s
generally are not very high for metonymic semantic change.

5 Conclusions

The realm of lexical semantics, including computational lexical semantics, is under the
impression that automatic semantic change computation is hard, if possible, because
semantic change is “simply a chaos, a fuzzy, highly irregular procedure which is ex-
tremely difficult to predict[18, p.308]”. However, this paper has demonstrated that when
the the successive view of semantic change is adopted, the task of semantic change
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computation is feasible. The succession-based framework proposed in the paper trans-
forms the task into pattern change analysis over time series data and employs pattern
change detection techniques to uncover the regularity in the change of words’ inner
sense structure and outward usage. It proposes to aggregate the Word Statuses in a
time unit using entropy, forms a time series from Word Statuses in different time units,
and then uses curve-fitting techniques to capture the pattern of semantic change over
the data. The experiments show that the change pattern, more specifically the speed of
change in the pattern, is closely related to those established semantic change categories,
due to the fact that speed of change is correlated with semantic structure and frequency
of use. Different semantic change categories thus have different change patterns. With
the framework, it is possible to determine the type of change a word is undergoing by
computing its change pattern.

The framework is considered to possess several advantages over models proposed by
[8] and [13]. At the foremost, the successive view of semantic change provides details
of semantic change and thus enables more confidential prediction of semantic change
for a given word. Secondly, Entropy based Word Status Measurement is more efficient
than Latent Semantic Analysis, especially on very large corpus. The last but the most
important advantage of the framework is that the sense representation of Word-Context
Model makes it possible to expand automatic semantic change computation to cover
most of the classic semantic change types such as “changed vs. unchanged”, “broad-
ening vs. narrowing”, and “newly coined words, metaphorical change and metonymic
change”. With a little modification, the framework may also be able to account for “pe-
joration vs. amelioration”.

In addition, the same approach can also be possibly applied to individual senses of
a word, if the state-of-affairs of a sense within a time unit can be measured. When the
trends of individual senses of a word are plotted out, together with the overall trend of
the word, a full picture of semantic change of the word can be portrayed. Research on
this topic is already underway.
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Abstract. Identifying key nodes in networks, in terms of centrality measure-
ment, is one of the popular research topics in network analysis. Various methods
have been proposed with different interpretations of centrality. This paper pro-
poses a novel connectionist method which measures node centrality for directed
and weighted networks. The method employs a spreading activation mechanism
in order to measure the influence of a given node on the others, within an informa-
tion diffusion circumstance. The experimental results show that, compared with
other popular centrality measurement methods, the proposed method performs
the best for finding the most influential nodes.

1 Introduction

Centrality measurement has long been studied to rank the importance of nodes in vari-
ous network applications, e.g. measuring influence of actors in Word Of Mouth (WOM)
networks, or finding out the key transfer station in logistic networks. Various methods
have been proposed to study the problem. Classical methods, including degree central-
ity, closeness centrality, betweenness centrality and eigenvector centrality, have been
reviewed in [1]. A set of recent followers have also been proposed in [2], [3] and [4]. A
popular benchmark for the existing methods is their capability of detecting influential
nodes in information diffusion models [5] [6]. Namely, for each measurement method,
the evaluation system checks whether their high ranking nodes can influence a larger
number of other nodes in the diffusion process. However, according to [7], existing
methods hold different interpretations of centrality. For example, closeness centrality is
interpreted as an index of expected information arrival time, where betweenness cen-
trality measures the amount of network flow “controlled” by a given node. But none of
them directly interprets the centrality as a capability of spreading the message to more
nodes. As a result, there is still space for the centrality measurement to be improved for
detecting influential nodes in those benchmark systems.

Probabilistic network has been widely used to model information diffusion process.
Two best known models are called Linear Threshold (LT) model and Independent Cas-
cade (IC) model [8]. In these models, an intuitive idea for measuring the influence of a
given node is to sum all the other nodes’ probabilities of being informed. This is quite
time-consuming due to the complexity of probability propagation with large number of
diverging/converging connections and the difficulty of handling such computations in
loops. Connectionist method is one of the common methods that effectively simplify
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the probability propagation process to solve general belief propagation problems [9].
The method has been widely applied to support decision making in uncertain circum-
stance to replace the probabilistic network ([10], [11] and [12]). Although the connec-
tionst method has not been formally employed to model the information diffusion in
social networks, the similarity between them has been discussed in the sense that they
both hold random walk structure and can explain fast and single step-based spreading
process [13].

This paper proposes a novel connectionist method for measuring nodes’ centralities
in terms of the capability of influencing other nodes. The method arranges an activation
value for every node, implying its possibility of being informed. This value is updated
according to the activation value of its neighbor nodes and the weights on the links
between them. To measure the centrality of a given node, assuming the node is fully
activated, the system then spread the activation throughout the whole network. Finally
the centrality of the given node is calculated by summing the activation values of all
the nodes. The resulting value directly reflects how far the network is influenced, and
can be achieved efficiently compared with other centrality measurements due to the fast
single step updating of the activation value of the nodes.

Generally speaking, the motivations of applying the connectionist model in social
network centrality measurement are as follows:

1. Different from the closeness, betweenness and eigenvector centralities which con-
centrate on the global structure of the network, the connectionist model generates
the centrality index based on the local behaviors of the nodes and their interactions.

2. The connectionist model employs a spreading activation mechanism which natu-
rally fit the information diffusion process in social networks. The informed and
uninformed individuals are represented as activated and inactivated nodes respec-
tively, and the links refer to the connection between individuals where the weights
indicate the trust degree or the adoption probability.

3. The connectionist model and the information diffusion model hold similar proper-
ties, such as the random walk information flows and the information decay accord-
ing to the time and flow distance.

4. The connectionist model adopts an efficient iterative distributed algorithm which
consists of single-step information propagation within local neighborhoods only,
regardless of the propagation path and the global network topology.

In the following discussion, we name the proposed centrality measurement as “con-
nectionist centrality” in order for it to be differentiated from the other centrality mea-
surements.

The rest of the paper is organized as follows: Section 2 introduces the technical
details of the connectionist model; Section 3 presents the centrality calculation based
on the connectionist model; Section 4 demonstrates the proposed method with a set of
examples and experiments; Section 5 concludes the paper.

2 The Connectionist Model

This section introduces the details of the spreading activation mechanism in the con-
nectionist model.
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Let G = (V,E,W ) be a weighted and directed network with the vertex set V (G) =
v1, v2, ....vn, where each vertex vi is attached with an activation value ai, edge set
E(G), where each edge ei,j = (vi, vj) is attached with a weight wi,j . In the diffu-
sion models, the weight wi,j usually represents the probability of success for node vi’s
attempt at activating vj , which take value from 0 to 1.0. The activation value ai also
varies from 0 to 1.0, where 0 indicates the node is not activated while 1.0 indicates that
the node is fully activated.

Generally speaking, spreading activation is achieved by iteratively updating the ac-
tivation value of every node in the network, until the whole network reach a stable
solution that represent the final activation status of the network. A nonlinear activation
function, which is developed by McClelland and Rumelhart [14] for their interactive
activation model, is used in this work to update the activation value. This function is
sigmoid-shaped and has been frequently used in many applications, such as letter per-
ception [14], explanation generation [10] and decision making [11]. In our study, since
that all the activations and weights hold positive value, we only use the positive half of
the original activation function, which is:

ai(t+ 1) = sat(ai(t)decay + inputi(t)(max− ai(t))) (1)

where sat() is a saturation function:

sat(x) =

{
1, if x ≥ 1 (2)

x, if 0 < x < 1 (3)

In the above equations, ai(t) is the current activation of node vi, which is decayed
by a decay factor that is smaller than 1.0. inputi(t) represents the incoming activation
from the neighbors of vi at time t. max is the maximum value of activation, which is 1.0
in this case. The equation shows that the activation of vi in the following time period
ai(t + 1) is a combination of its current activation multiplied by a decay factor and
the incoming activation multiplied by a scaling factor. The scaling factor indicates that
the possible amount of change in activation of a node is proportional to the difference
between its maximum and its current activation, resulting in an asymptotic approach to
the maximum or the stabilized value. The non-linearity of the function comes from the
scaling factor [15].

The incoming activation inputi(t) is calculated as:

inputi(t) =
∑

vj∈Ni

wi,j · aj(t) (4)

where Ni is the set of neighbor nodes of vi.
According to these equations, the updating process for all the nodes will finally reach

a stable activation after several iterations. The resulting activation value of a node re-
flects its degree of being influenced by the source node. The computational complexity
of a single updating calculation is proportional to the average degree of the network
E
N , where N is the number of the nodes and E is the number of the edges. In addition,
according to Thagard [16], although the convergence of this non-linear system has not
been mathematically proved yet, large number of experiments have shown that the net-
work will become stabilized in a bounded number of cycles k, regardless of the size
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of the network. As a result, the computational complexity of the spreading process is
O(EN · k ·N) = O(kE)

3 Centrality Measurement

Based on the connectionist model discussed in Section 2, Figure 1 shows the flow chart
of the connectionist centrality measurement, where ci denotes the centrality of vi.

Weighted network 

Let ai = 1 

Update aj according 
to equation (1) and (2) 

Stable? 

For each node vj 
(i j) 

Compare aj (t+1) with  
aj (t) for all the vj  

ci = aj   

For each 
node vi  

Let ai = 1

Stable?

Compare aja (t+1) with 
aja (t) for all the vjv

ci = ajaj

Update aja according 
to equation (1) and (2)

For each node vjv
(i j)

a ac

For each h
node vii

r ea

co

Rank ci and output 
the result   

and

Spreading 
activation 
 

no 

yes 

Weights normalization 
and weakening 

norm

Fig. 1. Flow chart of the connectionist centrality measurement

Once a network is input, assuming that the weights on the edges represent connection
strength between nodes, the first step is to normalize the weights to the range [0,1] in
order to make the following calculation. In addition, as that information is easy to be
diffused to all nodes in a network with high connectivity, a network with large average
degree might be fully activated (all the nodes reach maximum activation) by a number
of influential nodes respectively in few iterations. In this case, it is difficult to rank
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those nodes since that they all hold similar connectionist centralities generated by the
full activation of the network. As a result, there is a need to uniformly weaken all the
weights by a factor of the average degree of the network in order to avoid the full
activation.

After that, the spreading activation mechanism is then employed to compute the
connectionist centrality for each node in the network. For a given node vi, assume that
it is the source node that activate the network and has a constant activation value of 1.0,
and all the other nodes vj(j �= i) in the network start at an activation of 0. The system
then upgrades the activation for all the vj iteratively, until the whole network reach a
stable status, namely:

aj(t+ 1)− aj(t) < error (∀vj ∈ V (G)) (5)

where error is a predefined threshold.
ci, which is the centrality of vi, is then computed as:

ci =
∑

vj∈V (G)∩j �=i

aj (6)

Once the centralities of all nodes have been computed, the system finally rank the
nodes according to their centralities and output the results.

Computing the centrality for a single node is essentially a spreading activation pro-
cess plus the sum of the activation values, resulting a computational complexity of
O(kE + N). Therefore, the complexity for computing the centralities for the whole
network is O(N · (kE + N)) = O(kEN + N2), which is acceptable compared with
other major centrality measurement, e.g. the complexities of closeness centrality and
betweenness centrality are both O(N2 logN +NE) on weighted networks [17].

4 Example and Experiments

This section presents several experiments to evaluate the performance of the proposed
method in diffusion models. The idea of the experiment is to test the nodes that are
highly ranked by the proposed method in classic Independent Cascade (IC) diffusion
model to check how many nodes are influenced by them, and compare the results with
other centrality measurement. In the following discussion, a brief introduction of IC
model is first given; a relatively simple example is then discussed showing the general
experiment process; and the results of experiments on other real world networks are
finally presented.

4.1 Independent Cascade Model

IC model is one of the fundamental probabilistic diffusion models that has been widely
studied [8]. The general diffusion process is as follows:

1. The diffusion starts with a set of active nodes;
2. During one cycle, each active node vi has a single chance to activate each currently

inactive neighbor vj with a probability pi,j ;
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3. If vi succeeds, then vj becomes active and is added to the active node set in the
next cycle; but whether or not vi succeeds, it cannot make any further attempts to
activate vj ;

4. Re-run step 2 and 3 until no more activations can be made;

4.2 A Simple Example

Figure 2 shows a simple network extracted from the Enron email dataset
(http://www.cs.cmu.edu/enron). The network contains 13 nodes and 25
edges. Each edge is attached with a weight referring to the influence probability be-
tween the nodes. In order to test the influence of a given node, assuming that it is an
active node, run the simulated diffusion process based on the above IC model, and then
record the number of nodes that has been activated as the simulated result of one run.
Due to the probabilistic nature of IC model, the simulated results usually have quite
large variation. So the final results are generated by averaging 1000 runs in this study,
as is shown in Table 1. To evaluate the centrality measurements is therefore to check
how well they match the simulated results.

From Table 1, we can see that node 48 is the most influential node in the network,
which averagely influence 7.774 nodes according to the simulations. The importance
of node 48 is also quite obvious in the visualization of the network in Figure 2. The
average number of nodes that are influenced by node 67 and node 147 are 7.362 and
7.282 respectively, which are quite similar, as that the two nodes hold quite similar
connections (as shown in Figure 2). The reason why node 67 is slightly more influential
than node 147 is probably that the weights on the out links of node 67 is relatively larger.
Please notice that the nodes listed at the bottom of table 1 do not have any out links,
so that only themselves are influenced by the end of the simulation, resulting simulated
results of “1”.
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Fig. 2. Visualization of a simple example

http://www.cs.cmu.edu/enron
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Table 1. Simulated diffusion results on the simple network

Rank 
Simulated Diffusion Result 

Node ID Simulated result 

1 48 7.774 
2 67 7.362 
3 147 7.282 
4 13 6.271 
5 107 4.376 
6 50 3.904 
7 75 1.721 

8 27,44,76,136, 
137,142 1 

Table 2. Centrality measurements on the simple network

Rank 

Degree 
Centrality 

Closeness 
Centrality 

Connectionist 
 Centrality 

Node 
ID 

Centrality 
Value 

Node 
ID 

Centrality 
Value 

Node 
ID 

Centrality 
Value 

1 48 9 48 0.0311 48 2.332 

2 67,147 5 147 0.0297 67 1.784 

3 67 0.0286 147 1.687 

4 13,75 2 13 0.0282 13 1.115 

5 107 0.0278 107 0.629 

6 50,107 1 50 0.0257 50 0.489 

7 75 0.0077 75 0.284 

8 

27,44, 
76, 
136, 
137, 
142 

0 

27,44, 
76, 
136, 
137, 
142 

0 

27,44,
76, 
136, 
137, 
142 

0 

With these simulated results, we can now evaluate the centrality measurements. Ta-
ble 2 lists the ranks of nodes according to three centrality measurements, where the
proposed connectionist centrality is compared with two other centrality measurements,
closeness and degree. The values are calculated based on the three measurements re-
spectively, where: 1) the degree centrality is the number of out links of the nodes; 2) the
closeness centrality of a given node is calculated by the inverse of the average length of
the shortest paths to the other nodes; 3) the connectionist centrality, as proposed in this
paper, is the sum of the activation value throughout the network.

In order to evaluate the centrality methods, two evaluation benchmark are proposed.
The first one simply sums the simulated results of the top k nodes ranked by the cen-
trality measurements respectively, which is denoted as: total(k)x , where x is a certain
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centrality measurement. This score reflects their capabilities in detecting the most k
influential nodes. In this example, the sum of top 5 nodes for each measurements are:

total
(5)
degree = 30.41

total
(5)
closeness = 33.065

total
(5)
connectionist = 33.065

where the closeness and connetionist centralities are slightly better, since both of them
have correctly identified the five most influential nodes (“48, “67”, “147”, “13”, “75”)
according to the simulated results.

Another evaluation benchmark used in this study is Kendall’s Rank Correlation
(KRC) τ [18], which measures the strength of monotonic association between two rank-
ing vectors. τ is ranged from -1 to 1. It takes 1 if the two rankings perfectly match, and
takes -1 if the two rankings are in completely reversed order. The calculation of τ is as
follows:

τx =
∑
i<j

sign(Rx(vj)−Rx(vi))× sign(Rs(vj)−Rs(vi)) (7)

where x denotes a certain centrality measurements, Rx denotes the rank of the nodes
according to the centrality measurement x and Rs denotes the rank of the nodes accord-
ing to the simulated results. This benchmark reflect how well a centrality measurement
matches the simulated diffusion result in terms of ordering the nodes. Similar to the first
benchmark, we use τ (k)x to represent the KRC for the top k nodes ranked by a given cen-
trality measurements x, while τ

(all)
x denotes the KRC for all the nodes in the network.

In this simple example, the KRCs for each centrality measurements are as follows:

τ
(all)
degree = 0.72

τ
(all)
closeness = 0.905

τ
(all)
connectionist = 1

We can see that the perfect match between the rankings generated by connetionist
centrality and simulated results leads to a KRC of 1, while the closeness centrality is
slightly worse due to the misordering of nodes “147” and “67”.

4.3 Experiments

The experiments are conducted on three real world networks: Karate Club network,
Enron Email network and BKFRAT network, with four popular existing centrality mea-
surements: degree, closeness, betweenness and PageRank [19] (a special case of eigen-
vector centrality).

Network Descriptions. The Karate Club network is a social network of friendship
between 34 members of a karate club at a US university in the 1970 [20]. The network
has 34 nodes and 78 edges. Since the original network is unweighted, we uniformly
arrange a weight 0.5 to all the edges in the network. The network is shown in Figure 3.
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Fig. 3. Visualization of the Karate Club network

The Enron dataset used is a collection of the emails between 158 users within three
years, which contains around 50k messages. Each message has 6 attributes, including
message ID, sender ID, receiver ID, date, time and message length. In this experiment, a
network is generated based on 10k messages, which contains 111 nodes and 536 edges.
In the network, nodes represent users, while edges between nodes represent the contacts
between the users. For each edge, the weight on the edge is computed according to the
total length of the messages between the two vertices of the edge, which is normalized
to [0,1], referring to the influence probability between the two corresponding users. The
visualization of the network is shown in Figure 4.

BKFRAT is a data set about interactions among students living in a fraternity at a
West Virginia College [21]. The data set is collected by an ”unobtrusive” observer who
walks through the college buildings and records the number of times of conversation
between pairs of students. The numbers are then regarded as the weights of the connec-
tions between the students. The network constructed from the data set is quite strongly
connected, which consists of 58 nodes and 1934 edges. The network is shown in Figure
5 and the results.

Experimental Results. Table 3 lists the experimental results where the five central-
ity measurements are compared. The highest score in each row is bolded. According
to these results, the performance of the betweenness centrality is relatively poor in
all the networks. The reason might be that the nodes with high betweenness central-
ities usually represent the key nodes that control the network flows [7], rather than
the influential information sources in diffusion models. The closeness centrality per-
forms well in Karate Network and BKFRAT network, but are relatively weak in Enron
Email network, especially in detecting the few most influential node, potentially due to
the weakness of closeness centrality in weakly-connected networks [1] (as its total(5)

is poor). It is surprising that the simple degree centrality performs better than the
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Fig. 4. Visualization of the Enron email network
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Fig. 5. Visualization of the BKFRAT network

previous two, which indicates that people with large number of contacts are indeed
the influential people in most of the cases. PageRank also performs competently, espe-
cially in the strongly-connected network BKFRAT. Finally, the proposed connectionist
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Table 3. Experimental results

Karate Club Network 

Degree Closeness Betweenness PageRank Connectionist 

total (5) 35.238 34.685 13.319 33.512 35.238 

total (10) 48.76 49.588 26.476 48.647 49.538 

τ (10) 0.774 0.828 -0.0239 0.556 0.719 

τ (all) 0.809 0.852 0.0179 0.684 0.891 

Enron Email Network 

Degree Closeness Betweenness PageRank Connectionist 

total (5) 35.91 17.522 32.92 35.416 38.666 

total (20) 119.184 101.163 109.524 116.272 123.579 

τ (20) 0.493 0.067 0.575 0.422 0.689 

τ (all) 0.732 0.525 0.501 0.605 0.949 

BKFRAT Network 

Degree Closeness Betweenness PageRank Connectionist 

total (5) 112.968 109.906 69.314 112.968 112.968 

total (20) 398.258 371.202 318.194 400.748 402.67 

τ (20) 0.217 0.184 0.17 0.212 0.243 

τ (all) 0.613 0.506 0.114 0.627 0.622 
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Fig. 6. Convergence of the average iterative error

centrality consistently shows good performance in all networks, which demonstrates
that the proposed method is truly the most effective one in detecting the most influen-
tial nodes for information diffusion.

The convergence of the proposed method is also tested. Figure 6 illustrates the
evolvement of the average iterative error generated by single spreading activation pro-
cess of the node with highest connectionist centrality (the iterative error is shown in
Equation (5), and the average iterative error is the average value of the iterative
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errors of all nodes). As previously discussed, the theoretical deduction of the converging
speed of the proposed algorithm remains unsolved. However, Thagard has concluded
that “empirical results for numerous connetionist models reveal that the number of cy-
cles of activation updating required for settling does not increase as networks become
larger” [16]. The results shown in Figure 6 also generally confirm this fact, where the
average iterative errors of the networks all reach the predefined threshold (which is
0.0005 in this study) in similar number of cycles.

5 Conclusion

This paper has proposed a novel connectionist method to measure the nodes’ centrality
in terms of the influence of the nodes in the information diffusion scenario. The method
employs a spreading activation mechanism which quantify how far the network is in-
fluenced by a given node through an iterative process. The resulting activation value of
the network is then summed as the centrality of the given node. The algorithm takes
the complexity of O(kEN + N2) which is comparatively competent among existing
centrality measurements. Experiments have been conducted with a set of real world net-
works. The results show that the proposed method perform competently in detecting the
most influential nodes in a simulated probabilistic information diffusion process based
on the conventional IC model. Future works include validating the proposed method
with more complex networks and with other diffusion models.
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Abstract. Twitter is a popular social network service which is continuously 
growing. Because Twitter has become an efficient platform for advertising com-
panies as a new vast medium, it is obvious that finding influential Twitter users 
and measuring their influence are important. Intuitively, users who have more 
followers are likely to be more influential. However, the number of followers 
does not necessarily mean the confidence of influence. In order to find influential 
users in Twitter more precisely, in this paper, we present an improvement of Pa-
geRank, which we call InterRank (Interaction Rank). It considers not only the 
follower relationship of the network but also topical similarity between users 
from tweet context. By using retweet information, we verify that topical similari-
ty indeed affects the influence of a user. Then, we compare InterRank to Page-
Rank with an assumption that influential users are more interactive with their 
followers. Our comparison results show that the users found by InterRank are 
more interactive than those by PageRank. Overall, we believe InterRank can be 
an attractive alternative of PageRank in finding influential users. 

Keywords: Social Influence, Network Propagation, Diffusion, Topical Similar-
ity, Social Interaction. 

1 Introduction 

Social influence is defined by “change in a person’s cognition, attitude, or behavior, 
which has its origin in another person or group”[1]. This interpersonal influence 
process is much more important nowadays since the uprising social network is re-
garded as a source of information and hints on behavior and action for individuals[2]. 
It also means that there are more chances in online social networks to broaden the 
influence by connecting people all the time and making people respond quickly. As a 
practical example, many companies are getting more dependent on viral marketing, 
known as “company’s activities to make use of customers’ communication networks 
to promote and distribute products”[3]. Influential people can trigger larger cascades 
by influencing other people in the network[4]. In this regard, finding influential 
people is of prime importance. 

Twitter is a popular social network service as well as representative micro-blogging 
service. It allows users to share their posts of up to 140 characters. Now that Twitter 
keeps growing, it has become an efficient platform for advertising companies as a 
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new vast medium. Under this circumstance, we choose Twitter for our study of ana-
lyzing the influence of users. Even though, intuitively, users who have more followers 
are likely to be more influential, it is not always true. Sometimes, the follower rela-
tionship is misleading since it is made by reciprocity[5]. Specifically in Twitter, three 
important factors―in-degree, retweets, and mentions―from top users are shown to 
have little overlap[6]. Thus, we contend that considering only the relationship be-
tween users (e.g., the follower relationship) may not be sufficient. 

In this paper, we propose a new method of evaluating the influence of users in 
Twitter, which we call InterRank (Interaction Rank). In addition to the follower rela-
tionship widely adopted by other methods, InterRank considers topical similarity 
between users in Twitter. We empirically verify that topical similarity is strongly 
related to the influence of a user, as we will show in Section 5.1. In InterRank, every 
relationship between users is weighted based on topical similarity to reflect the degree 
of influence more precisely. Then, the rank of each user is calculated using the itera-
tive or algebraic methods similar to those for PageRank. 

Then, we evaluate the effectiveness of InterRank using a huge Twitter data set col-
lected for 3.5 years. The rationale behind our evaluation is that more-influential users 
tend to be more interactive. This assumption is reasonable since influenced users will 
react to the influencers more actively, generating frequent interactions. Our compari-
son results between InterRank and PageRank show that the users found by InterRank 
are generally more interactive than those by PageRank. These preliminary results 
indicate that InterRank can produce more meaningful rankings for user influence. 

The rest of this paper is organized as follows. Section 2 reviews related work. Sec-
tion 3 explains the Twitter data set used for our analysis. Section 4 proposes our ap-
proach InterRank. Section 5 evaluates the effectiveness of InterRank. Finally, Section 
6 concludes this study. 

2 Related Work 

Discovering influential persons in online networks is a well-known research topic. 
One interesting approach is “modeling the information diffusion based on the theory 
of the spread of infectious diseases”[7]. This model explains that particular individu-
als are highly effective to diffuse the “infectious” topics. There are also two popular 
diffusion models that detect the influence in the network, which are known as the 
node-specific threshold model[8] and the cascade model[9]. Both models focus on 
finding a set of starting nodes that maximize propagation on the network. These diffu-
sion models, however, only contributed to represent how their words are spread out 
rather than specifically score influential people. Moreover, the diffusion models do 
not considers topical similarity that we regard as an important source. 

Meanwhile, PageRank[10] has received a lot of attention as a way of measuring the 
importance of web pages. Although PageRank was originally designed for the Inter-
net, it can be also used for social networks owing to the close correspondence be-
tween web pages and users as well as between hyperlinks and social relationships. 
However, PageRank exploits only the network topology. 

There are several variations of PageRank developed for social networks, including 
TwitterRank[5], and TURank[11]. TwitterRank uses LDA(Latent Dirichlet Alloca-
tion) to define topics from tweets in Twitter so that it obtains topical differences  
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(a) (b) (c) 

between users. TwitterRank is the work closest to ours. The main difference is that 
InterRank is more flexible in extracting topics than TwitterRank is. In TwitterRank, 
the number of topics has to be designed by human in a heuristic manner, and the rela-
tive weight of each topic is not considered. On the other hand, InterRank calculates 
topical similarity without requiring any pre-designed topics as opposed to Twitter-
Rank. TURank considers two types of relationships, follower relationships and ret-
weet relationships, but does not take topical similarity into account. 

LexPageRank[12] is a method of applying PageRank to a collection of documents, 
not for social networks. Here, a node is a sentence, and an edge is added if the simi-
larity between sentences is above a certain threshold. It actually considers only topical 
similarity since the edges are created based on topical similarity. 

3 Data Set 

In this section, we explain the Twitter data set used in our experiments. We obtained 
the whole data set from MIA Lab where Korean Twitter information was crawled. 
This data set is mainly based on the list of user IDs from ‘Korean Twitter User Self 
Intro’ operated by @xguru(http://selfintro.xguru.net/). The data set involves 11,062 
Twitter users and 5,913,885 tweets the users have produced. Also, in total, 1,830,832 
links such as follower/friend relationships were obtained. We believe that this data set 
is not a biased sample because the user list above is truly a random sample of Twitter 
users. The tweet context in the data set was from March 3, 2007 to August 18, 2010, 
that is, almost 3 and half years. 

When we look into the general characteristics of relationships in a social network 
service, it is common to discover the power-law distribution. As we expected, there 
are power-law distributions of user ranks with the number of followers and the num-
ber of friends. Fig. 1 (a) and (b) show that followers/friends in Twitter are not un-
iformly proportioned and that some heavy users exist. However, the number of tweets 
is exponentially distributed and is somewhat dissimilar to Fig. 1 (a) and (b). Fig. 1 (c) 
shows that the amount of user contribution is actually represented by the stretched 
exponential distribution rather than the power-law distribution as shown by Guo et 
al.[13]. This is possibly because any individual cannot generate a huge number of 
tweets in a daily basis regardless of the number of followers and friends. 

 
 
 
 
 
 
 
 
 
 

Fig. 1. Number of Followers, Friends, and Tweets according to the User Rank in Log Scale: (a) 
Number of Followers per User in Log-Log Scale, (b) Number of Friends per User in Log-Log 
Scale, (c) Number of Tweets per User in Y-Log Scale 
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4 Methodology  

4.1 Problem Statement 

First of all, we follow the definition of social influence, the real change of attitude or 
behavior to another person[1]. Although the number of follower relationships does 
not solely represent the influence for each user, we still need to regard this factor to be 
important because the information, the only means that users can be influenced, flows 
through the direct links (i.e., follower relationships). However, as distinct from Page-
Rank, InterRank differentiates the weight by measuring the topical similarity between 
Twitter users. 

The goal of this paper is to develop a new ranking scheme called InterRank. It rece-
ives the network topology (i.e., follower relationships) of Twitter users and the tweets 
written by the users as input. Then, for each user ui, it produces the value of Inter-
Rank(ui) indicating the degree of ui’s influence. In calculating topical similarity, it 
does not require us to determine topics in advance unlike TwitterRank[5]. 

4.2 Topical Similarity 

People prefer to associate and interact with similar people. This is simply defined as a 
Homophily. It limits “people’s social worlds in a way that has powerful implications 
for the information they receive, the attitudes they form, and the interactions they 
experience”[14]. From this perspective, we assume that no matter how Twitter users 
have made follower relationships, they would react to topics that interest them. It also 
means that every follower relationship should not be equally treated. Therefore, it is 
essential to differentiate all relationships by giving different weights according to 
their mutual contextual information. To this end, we consider not only the real fol-
lower relationship but also its strength by measuring the topical similarity. To get the 
similarity between users in our experiment, we mainly exploit the users’ tweets be-
cause they contain their topical interests. 

There are many approaches to calculating similarity. In this paper, we perform 
three steps: (i) extraction of words, (ii) construction of term vectors, and (iii) calcula-
tion of cosine similarity. Each step is explained in more detail. 

First, words are extracted from all the tweets by using KLT(Ver 2.2.0), a popular 
Korean Morphological Analyzer. As a result, 2,284,475 words including duplicates 
are extracted. We need to filter out infrequent words since they are mostly erroneous 
or non-standard words. For the set of keywords whose frequency is higher than 50, 
two students manually examine the words to check if they are valid ones. This is doa-
ble because the cardinality of the set is not so high. For the set of the remaining key-
words, the same approach is infeasible since the cardinality of the set is too high 
(there are many infrequent words). Thus, we consult to the Korean WIKI dictionary 
and select the words existing in the dictionary. Finally, 42,194 words survived. 

Second, a term vector is constructed for each user. The number of dimensions is 
42,194. TF-IDF[15] is adopted to measure the weight of a word since it is the most 
widely-adopted technique in information retrieval and text mining to determine the 
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word importance. In our environment, a document is a concatenation of all the tweets 
written by a specific user. These term vectors constructed are provided to the next 
step. One thing to note is that we disregard the users who haven’t produced any tweet 
at all since we cannot derive their topical interests. Then, only 8,666 users were con-
sidered, and 266,049 links (i.e., follower relationships) exist among those users. 

Third, cosine similarity[16] is calculated between every pair of connected users to 
use it as a weight of an existing link. In total, 266,049 pairs were considered for our 
data set. Fig. 2 shows the distribution of cosine similarity with X-axis log scale 
among 266,049 links. The average is 0.131, and many relationships have a low value 
of cosine similarity. 

 

Fig. 2. Distribution of Cosine Similarity between Users 

4.3 InterRank 

Last, we apply the obtained weight between users to the underlying network to con-
firm that the weight improves the quality of rankings. Basically, the influence of a 
user in Twitter is similar to the importance of a web page: a user in Twitter has high 
influence if their followers’ influence is high. Because of this correspondence, we 
adopt the PageRank as the baseline. PageRank is a well-known link analysis algo-
rithm that finds the most important nodes in the network and is defined by the follow-
ing formula. 

 

In the above formula, pi 
represents a web page. M(pi) is the set of web pages that 

point to pi. L(pj) is the number of outbound links on a web page pj. PR(pi) and PR(pj) 
are the rank scores of pages pi and pj. d is a damping factor that is usually set to be 
0.85. These variables are similarly defined for the Twitter network as follows. pi 
represents a Twitter user. M(pi) is the set of followers that follow a user pi. L(pj) is the 
number of the friends of a Twitter user pj. PR(pi) and PR(pj) are the rank scores of 
users pi and pj. Because PageRank relies on only the follower relationship of the net-
work, we modify it so that it considers topical similarity between users at the same 
time. The new equation is as follows. 
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In this formula, CS(pi, pj) is the cosine similarity value between users pi and pj, which means topical similarity. Here, it can be considered that the credit of a Twitter 
user is distributed to his/her friends in proportion to topical similarity, whereas, in 
PageRank, the credit is evenly distributed to the neighbors. With this formula, Inter-
Rank can be computed either iteratively or algebraically using the techniques used for 
PageRank. Theorem 1 states the existence and uniqueness of InterRank.  

Theorem 1 (Existence and Uniqueness) 
InterRank always has a unique solution. 
Proof. 
InterRank can be expressed using matrix notation as follows. 
 
 
 
 
 
 
 
The solution of InterRank is the eigenvector p with the largest eigenvalue. Accord-

ing to the Perron-Frobenius theorem[17], a unique eigenvalue exists when a matrix is 
square with positive entries, and irreducible. We now show that M satisfies these 
properties. (i) M is square since both the number of rows and that of columns are the 
number of Twitter users (nodes) just like the adjacency matrix B. (ii) M has positive 
entries because d has a value between 0 and 1, and so does cosine similarity. (iii) M is 
irreducible. By definition, if a graph is strongly connected, its adjacency matrix is 
irreducible. Since we are using one large Twitter network where all pairs of nodes are 
connected, B (i.e., M) is irreducible. Therefore, the eigenvector in the above formula 
always exists and is unique.                                                         □ 

5 Evaluation  

5.1 Effect of Topical Similarity 

Before we evaluate the effectiveness of InterRank, it is necessary to know if a user 
has a greater tendency to be influenced by another user with a relation of high topical 
similarity. However, verifying this in a quantitative way is not trivial because there is 
no absolute information we can use for estimating the amount of influence. In Twitter, 
fortunately, retweet is a promising way because it reflects the usefulness of informa-
tion: users will retweet a friend’s tweet when they think it is valuable by mentioning 
the name of the friend whom they follow.  

For our test based on retweet, we obtain a user set that includes the users who have 
been retweeted by someone else at least once. Only 2,705 users out of 8,666 are ex-
tracted. When we calculate the average of cosine similarity by counting only the rela-
tionships where retweet occurred, it was 0.206, which is higher than the average 
(0.131) of all the relationships. Furthermore, we examine each of 2,705 users to iden-
tify whether he/she has a higher value of topical similarity (i.e., cosine similarity) 
with his/her followers than the overall average. Table 1 shows that about 80 percent 
of such users have a higher value than the average. 
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Table 1. Ratio of Users Comparing Two CS Types 

Attribute User Ratio 

Total 2705 1 

RTed AVG > Total AVG 2172 0.803 

RTed AVG < Total AVG 533 0.197 

 
Overall, this simple test shows that retweet, which is a good indication of influence, 

is more likely to occur when topical similarity is higher between a user and his/her 
followers, leading to our expectation that topical similarity is one of important factors 
in estimating the degree of influence between users. 

5.2 Comparison between InterRank and PageRank 

Please remind that InterRank considers both the number of followers and closeness 
between a user and followers. Thus, we would like to first show that InterRank and 
PageRank produce somewhat similar rankings because both consider the number of 
followers and then show that InterRank performs better than PageRank owing to our 
additional feature of considering closeness between the user and followers. 

First, we measure the correlation between the rank lists of InterRank and PageRank 
by using Kendall’s r and Spearman’s r . As shown in Table 2 and in Fig. 3, it turns 
out that both InterRank and PageRank look similar but not perfectly identical. A high 
correlation implies that InterRank also considers the number of followers, as Page-
Rank does. On top of this, InterRank improves the rankings by applying topical simi-
larity that potentially leads to a better result. 

Table 2. Correlation between InterRank and PageRank 

Kendall's tau_b Spearman's rho 

InterRank vs. PageRank 0.782** 0.936** 
**. Correlation is significant at the 0.01 level (2-tailed). 

 
Fig. 3. Correlation between InterRank and PageRank 
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We are about to discuss the advantage of InterRank over PageRank. Since there is 
no absolute measure of estimating the amount of influence, we design our own ap-
proach for this comparison. The rationale behind our approach is as follows. If a per-
son is more influential than others, his/her followers will be more responsive to 
him/her. That is, the followers will react to the influential person to ask about, object 
to, or appreciate information, thereby generating more interactions between them. 
Thus, it is reasonable to measure the frequency of interactions by means of reply in 
Twitter, and we define the Interaction Ratio in Definition 1. 

Definition 1 (Interaction Ratio) 
If a user A has replied to another specific user B more than to others, the user B can 
be considered as an influential person to the user A. With this assumption, we calcu-
late the Interaction Ratio as follows.  
 

 
 

 
Followeri is the set of users who follow ui. Whenever Followeri 

replies to ui, Rep-
lyCount increases. TweetCount counts all the tweets that Followeri 

has produced in 
the test period. As an example, suppose there are three users A, B, and C. Users B and 
C are following User A and have produced tweets as represented in Fig. 4. In this 
case, the Interaction Ratio of User A is described as 25%. 

 

Fig. 4. An Example of Interaction Ratio Calculation 

Please note that the Interaction Ratio is a simplified measure in the sense that it 
counts the number of replies only in one direction (e.g., from B or C to A in Fig. 4).  
However, we think this simplification makes sense because replies usually occur in 
both directions. That is, in Fig. 4, writing many replies from B to A implicitly indi-
cates that A has replied to B frequently as well. 

In the remaining of this section, we focus on comparing our algorithm to PageRank 
using the Interaction Ratio. Given that there are 11,062 users, we decide to choose 
representative users for our evaluation. We select the top 100 users according to In-
terRank and repeat the same thing for PageRank.  Then, for each set of top-100 users, 
we choose 10 users according to the rank gap. Here, the rank gap of a user is defined 

∑∑  
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as the difference of two rankings (the ranking of the user by PageRank – that of the 
user by InterRank). For the first set of top-100 users, the 10 users whose rank-gaps are 
the largest are chosen. We call them positive users. For the second set, 10 users whose 
rank-gap is the smallest (i.e., negative with the largest absolute value) are chosen. We 
call these negative users. Table 3 shows 20 users and their rank gaps. 

Table 3. 20 Users Who Have Highest Rank Gap between InterRank and PageRank 

Positive User Negative User 

ID InterRank PageRank Rank 
Gap 

ID InterRank PageRank Rank 
Gap 

72170166 89 1296 1207 57259766 1296 26 -1270 
94230388 52 490 438 46276391 955 63 -892 
44795514 98 514 416 96002694 679 44 -635 
91945707 11 360 349 56948026 712 87 -625 
99715643 93 402 309 69884118 609 98 -511 
17575820 68 364 296 47009269 555 76 -479 
98819844 56 339 283 96251026 504 30 -474 
49476941 53 279 226 48349182 430 93 -337 
43854726 100 322 222 58708612 368 51 -317 
70078285 92 281 189 70878532 359 59 -300 

 
We then calculate the Interaction Ratio for those 20 users. Table 4 shows the results 

with absolute reply and tweet counts. The average Interaction Ratio, when consider-
ing the whole set of users, is 0.071%. The average Interaction Ratio value is used as a 
baseline in Fig. 5. 

Table 4. The Result of Interaction Ratio and Their Absolute Values 

ID Tweet Count Reply Count Interaction Ratio 

Positive Rank Gap 

72170166 52649 79 0.15% 
94230388 91678 181 0.20% 
44795514 108799 382 0.35% 
91945707 62191 138 0.22% 
99715643 128017 290 0.23% 
17575820 141286 256 0.18% 
98819844 78082 141 0.18% 
49476941 135004 260 0.19% 
43854726 261399 133 0.05% 
70078285 230017 317 0.14% 

Negative Rank Gap 

57259766 1270183 441 0.03% 
46276391 571644 547 0.10% 
96002694 918010 86 0.01% 
56948026 461435 1226 0.27% 
69884118 298414 1873 0.63% 
47009269 388406 237 0.06% 
96251026 1163426 20 0.00% 
48349182 381302 158 0.04% 
58708612 828204 645 0.08% 
70878532 813436 434 0.05% 



104 J. Sung, S. Moon, and J.-G. Lee 

 

In Fig. 5, it is quite clear that those positive users who have high scores in Inter-
Rank are more interactive than those on the baseline. Moreover, the users selected by 
PageRank do not frequently interact with their followers except for a few users (e.g., 
user IDs 56948026 and 69884118). The average Interaction Ratio of positive users is 
0.17% while that of negative users is 0.08%. Among ten positive users, nine of ten 
have an Interaction Ratio value higher than the average; however, among ten negative 
users, only four have an Interaction value higher than the average. 

 

Fig. 5. Interaction Ratio for Positive and Negative Users 

In general, the users selected by InterRank show higher Interaction Ratio values 
than those selected by PageRank, implying that InterRank finds more influential users 
by our criterion. These preliminary results indicate that considering both types of 
information―network topology and topical similarity―can produce more meaningful 
rankings for user influence. 

6 Conclusions 

Our study discusses who the most influential persons are in Twitter. InterRank is 
designed to consider the follower relationship as well as topical similarity. Based on 
our experiences, we confirmed that topical similarity is related to the diffusion of 
influence: there is a tendency that people retweet more in a relationship with higher 
similarity. Influence is not only a matter of the number of followers, but also a matter 
of actual interactions between users. Hence, we evaluated the effectiveness of our 
approach in a quantitative way by using the Interaction Ratio. When we looked into 
the tweet status of a user who is very highly ranked in InterRank, the user tends to 
interact more frequently with his/her followers than the average users or even the  
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top-rankers in PageRank. Finally, we conclude that InterRank has potential to become 
an attractive alternative for measuring the influence of users. 
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Abstract. Micro-blog posts imply a large number of topics, which contain a lot of 
useful information as well as a lot of junk information making the micro-blog post 
topic a characteristic of high drift. The changes of micro-blog post topic over time 
and noises introduced with the increase of the number of micro-blog posts are two 
main aspects of micro-blog post topic drift. We propose a method of topic drift 
detection based on LDA model, using Gibbs sampling algorithm to obtain the 
probability distribution of micro-blog post words based on words correlation, 
identifying the topic boundary in dynamic constant method, extracting topic 
words by computing lexical information entropy in the topic field, and detecting 
the topic drift by topic words sequence alignment based on discrete-time model. 
According to the experiment on topic drift detection based on LDA model, we 
find our method very effective in micro-blog post topic drift detection. 

Keywords: Topic drift, LDA model, Micro-blog post, Topic drift detection, 
Evolutionary analysis. 

1 Introduction 

Internet new media makes it possible for Internet users to edit the web instead of 
simply read it. As a result, the Internet contains huge amount of user generated con-
tent (UGC), especially in micro-blog posts. Even though more and more people are 
enjoying the convenience of publication of micro-blog posts, such as timeliness, di-
versity and arbitrariness [1,2], it has a great challenge for topic identification and 
extraction as high-quality topics are often mixed with junk information. 

Topic drift is the main interference of topic detection and tracking validation. 
There are two main reasons for topic drift: Firstly, the concern of topic is transferring 
over time, which is unable to avoid; Secondly, text features are growing with the in-
crease of topic related text, which makes it hard for topic detection and tracking tech-
nology based on text clustering and classification. In other words, as the result of the 
information redundancy and topic divergence of micro-blog post, the micro-blog post 
topic is very likely to drift. 

Topic tracking technology based on the traditional clustering techniques is unable 
to solve the problem for massive micro-blog posts. It is an urgent need to detect mi-
cro-blog post topic drift in new methods, including micro-blog post topic recognition, 
micro-blog post topic relationship mining, topic boundary identification, and topic 
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tracking. We propose a method of micro-blog post topic drift detection in this paper 
and it will be essentially helpful for information extraction, text classification, topic 
tracking and other fields. 

The remainder of this paper is structured as follows. In Section 2, we briefly sum-
marize related work. Section 3 gives an overview of micro-blog post topic drift mod-
el, including data description and topic drift model. LDA model used in micro-blog 
post is described in Section 4, including Gibbs sampling algorithm. In Section 5, we 
introduce several methods to measure the coherence of topic content and identify the 
boundary of the topic. Using information entropy to extract topic words is described 
in Section 6. Experiments and results are reported in Section 7 and Section 8 con-
cludes our work. 

2 Related Work 

The present text topic recognition technologies are: text topic recognition based on 
lexical aggregation, linguistic features and statistical probability, as well as other text 
topic identification methods. Lexical aggregation based text topic recognition [3] 
assumed that the similar or related words tend to occur in the same topic. They be-
lieved that, the organic organization of the text is an important feature of the text, 
while an arbitrary sentence set is not. They thus defined five kinds of lexical aggrega-
tion form in two situations: one is the word repetition or covert duplication; the  
other is the term systematic or non-systematic semantic relation, such as TF·IDF, 
lexical chain and dotplotting lexical aggregation method. In addition, according to 
weights based on word frequency and the distance between the words, Richmond 
calculated similarity of text in adjacent regions, and used the similarity for topic  
identification [4]. 

Topic drift is often accompanied with a number of linguistic features of the text. 
Nakhimovsky [5] proposed four situations of the topic drift: (1) topic change; (2) time 
and space transform; (3) the character and the scene change; (4) perspective of dis-
cusses change. Grimes [6] also presented four indicative boundary features of topic 
drift: (1) scene; (2) participants; (3) chronology; (4) topic of conversation. He thought 
the change of the action scenes, characters, time or dialogue topic means the begin-
ning of a new topic. Researchers also put forward some other language features, such 
as Youmans [7] puts forward the concept of first uses, that first used words within a 
document are usually accompanied with document topic shift. 

Beeferman, Berger and Lafferty et al. identified text topic through the probability 
statistical model [8]. They proposed an exponential model and adopted it on the train-
ing corpus in which the topic boundary has been labeled to extract some features indi-
cating the boundary: topicality features and cue-word features. 

Choi [9] introduced the latent semantic analysis model (LSA). LSA builds matrix 
of sentences and words with the word frequency, using the singular value decomposi-
tion (SVD) on matrix reduction to obtain various parameters through the training 
corpus. The experiment result shows that, LSA is more accurate than the cosine  
similarity in the measure of sentence similarity. As a variant of LSA, probabilistic 
latent semantic analysis (PLSA) has a solid mathematical foundation and it is easy to 
generate the model. PLSA has been shown to provide a better lexical matching for 
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information extraction. However, the disadvantage of the model is that the document 
probability relates to the specific document, making the lack of processing a new 
document. At the same time, the model is prone to over fitting, as the numbers of 
parameters to be estimated increase linearly with the growth of documents [10]. 

Compared with PLSA, the Latent Dirichlet Allocation (LDA) model [11] is consi-
dered to be a fully generative model. The LDA model transfers the topic mixture 
weights to the K  dimension parameters of the underlying random variables, rather 
than directly links to the individual parameters collection with the training data. The 
parameters of LDA are estimated by Laplace Approximation, Variation Approxima-
tion, Markov Chain Monte Carlo or Expectation-Propagation method, which over-
comes the deficiency of PLSA. 

In this paper, a micro-blog post corpus provided by NLPIR1 is used as data set, and 
the topic drift detection method is designed and implemented based on a LDA model 
for micro-blog post topic. Concrete steps are as follows: 

(1) The LDA generation model for micro-blog post topic is trained by Gibbs sam-
pling on the micro-blog post training set, taking each micro-blog post text as a 
text unit; 

(2) Probability distribution 
)( zφ and 

)(dψ  are calculated by Gibbs sampling; 

(3) The probability distribution )|( dwP  for micro-blog post word w  in micro-

blogpost text d  is calculated based on probability distribution 
)( zφ  and 

)(dψ ; 

(4) Based on )|( dwP , the correlation between micro-blog post texts is calcu-

lated using micro-blog post correlation algorithm; 
(5) Topic field boundaries are identified using the boundary recognition strategy; 
(6) Based on the topic words obtained with the information entropy theory in topic 

field, the micro-blog post topic evolution and drift are showed in the discrete 
time model. 

3 Micro-blog Post Topic Drift Model 

3.1 Data Description 

Micro-blog users have been more than 300 million in China2, and most of them are 
users of Sinaweibo or Tencentweibo. Micro-blog is "A 140-character Twitter with 
Facebook look-and-feel, in a country with very few high-quality traditional media". 
Common micro-blog posts on the Web display as shown in Figure 1. "##" indicates 
the micro-blog topic, "//" indicates forwarding relation, "@" indicates the user, name-
ly to @ user for forwarding, commenting and other operations. From Figure 1, Li 
Kaifu forwarded and commented on Yingyonghui's original post, and then Toby_Bit 
forwarded and commented on Li Kaifu’s post. The appearance of pictures and emo-
tional symbols indicates that the expression of micro-blog content is varied. 

                                                           
1 http://www.nlpir.org/download/weibo_content_corpus.rar 
2 The Eleventh China Network Media Forum. 
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Fig. 1. Micro-blog post example 

3.2 Topic Drift Model 

We use the topic words’ probability density to express a topic, as shown in Figure 2. 
Topic drift refers to the changes of topic words’ probability distribution over time, 
and it is indicated by the changes of the key words’ probability. We define an undi-
rected graph },{ EVG =  to describe the micro-blog topic propagation model, where 

V  represents a topic node set, which consists of micro-blog posts on the topic at 

current state. E is composed of all the edges connecting the nodes of V , 
representing the propagation path between topics, including forwarding and com-
ments of the micro-blog posts. 

 

Fig. 2. Topic Representation about Langlang 

The concerns of micro-blog users on a topic are changing over time and it is im-

portant to discover the law of these changes. In the discrete time model, 0t  indicates 

Topic   Information Entropy 

郎朗            16.2 

钢琴            13.8 

指挥            8.07 

音乐            7.80 

演出            7.10 

艺术            4.09 
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the initial moment, and ⋅⋅⋅⋅⋅⋅ ,,,, 21 nttt indicate the time after ⋅⋅⋅⋅⋅⋅ ,,,2,1 N  units 

from the beginning. )( ntopic tN is the topic at nt , and the transmission rate 

)( n
E
topic tR  represents a set of micro-blog in ],( 1 nn tt − , in which every two of the 

micro-blog posts have a relation of E . Topic drift model is constructed as follows: 

                  
)()()( 1 n

E
topicntopicntopic tRtNtN += −               

    (1) 

This model shows that the topic drift depends on the changes of the micro-blog  

posts over time as well as the influence of the previous topic at 1−nt for the same  

topic at nt . Propagation rate )( n
E
topic tR  indicates the degree of the change of the 

topic over time. 

4 LDA Model 

4.1 Model Description 

Latent Dirichlet Allocation (LDA) submitted in 2002[11] is a probabilistic generative 
model, and is used to solve the latent semantic analysis. The fundamental assumption 
is: a text contains a number of topics, and the specific word in the text can reflect the 
specific topic. Thus, each text is seen as a probability distribution of certain topics, 
and each topic is considered as a probability distribution of all the words. 

We have a collection of texts with M  texts, K  topics, and W words, and the 

text is an orderly sequence of the W  words. In a given text D , the probability of 

iw  can be expressed as follow: 


=

===
K

j
iiii jzPjzwPwP

1

)()|()(
        

 (2) 

iz is a latent variable, indicating the iw  is included in the topic; )( jzP i =  

represents the probability of the topic j  appeared in current text; and

)|( jzwP ii = is the probability of the word iw  appeared in the topic j . There-

fore, the purpose of the LDA model is to infer two important probability distributions: 

one is the multinomial distribution )|()( jzwPjz ===φ  of a word w in topic j ; 

the other is the multinomial distribution )()( jzPd
jz ===φ  of the topic j  in text 

d . Then, the probability of the word w  in the text d  can be expressed as: 

)()()|( d
jz

jz
wdwP =

= ⋅= ψφ            (3)
 

In order to handle new texts beyond the training corpus and simplify the inference 
of model parameters, LDA model uses prior probability hypothesis )(αDirichlet  

and )(βDirichlet  respectively in 
)( zφ  and 

)(dψ [12]: 
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)(~),(~,| )()()( βφφφ DirichletDirichletzw iii zzz
ii   

(4) 

)(~),(~| )()()( αψψψ DirichletDirichletz iii ddd
i   

(5) 

As a result, the key of the LDA model is the inference of two important Dirichlet 

distributions, one is the distribution 
)(dψ  of the texts and topics, and the other is the 

distribution 
)( zφ  of the topics and words. We adopt the Gibbs sampling algorithm to 

obtain 
)( zφ  and 

)(dψ  indirectly. 

4.2 Parameter Estimation and Gibbs Sampling 

Gibbs sampling is a simple implementation of Markov-Chain Monte Carlo (MCMC). 
The purpose of Gibbs sampling is to construct a Markov chain converging to the tar-
get probability distribution in the high dimensional model (such as LDA), and extract 
sample distribution closest to the target probability distribution from Markov chain. In 

the LDA model, 
)( zφ  and 

)(dψ  can be represented through the joint statistics be-

tween the word iw  and the potential topic iz , so it would work only sampling on 

iz . The posterior probability ),|( iii wzjzP ¬=  is derived through the Gibbs sam-

pling algorithm, and the calculation formula is as follows: 
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(6) 

jzi = means iw  in the vocabulary sequences is assigned to the topic j ; iz¬  

represents all distributions )( ikzk ≠ . 
)(

,
iw
jin¬ is the times of iw  assigned to the topic 

j ; 
)(

,
id
jin¬  is the number of all words assigned to the topic j  in the text id ; 

)( id
in¬  

is the number of all topics assigned to id . The distribution jzi =  is not included in 

all the above number of the words. 
Gibbs sampling [13] is described as follows: 

(1) iz is initialized to a random integer between 1 to K . i loops from 1 to N   

( N  is the number of words appeared in the corpus). It is the initial state of 
the Markov chain. 

(2) i loops from 1 to N . According to the formula (6), the word was assigned to 
the topic, which is the next state of the Markov chain. 
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(3) After enough times iteration of the subsection (2), the Markov link is seen as 

the target distribution. The current value of iz  ( i  loops from 1 to N ) is 

recorded as the sample. In order to get a smaller autocorrelation, other samples 

are recorded after a certain number of iterations. For each sample, 
)( zφ  and 

)(dψ  can be calculated as follows: 

          

(7)

 

         

(8)

 
)( w

jn represents the times of word w  assigned to the topic j ; 
(.)

jn represents the 

number of all words assigned to the topic j ; 
)( z

jn  is the number of words assigned 

to the topic j  in the text d ; 
)( d

jn  represents the number of all words assigned to a 

topic in the document d . 

5 Topic Boundary Identification 

5.1 Micro-blog Post Similarity 

The goal of the similarity measure of Micro-blog is to maximum topic correlations 
within the topic fields, and minimal topic correlations between the different topic 
fields. We take each micro-blog post as the basic processing unit, LDA model is 

adopted for topic analysis on each micro-blog post. Probability distribution 
)( zφ  and 

)(dψ  are calculated by Gibbs sampling, and )|( dwP  is inferred. [14] and [15] 

provided 5 methods to measure similarity: 
(1) Cosine Similarity 





∈
+

∈

∈
+

=

Ww
i

Ww
i

Ww
ii

dwPdwP

dwPdwP
Sim

2
1

2

1

cos
)|()|(

)|()|(

       

(9) 

(2) L1 Distance 
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(3) Hellinger Distance 
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iiHel dwPdwPSim )|()|( 1

             

(11) 

(4) Clarity Similarity 
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GC stands for )(wf , the frequency of word w  in the training corpus. )||KL( ⋅⋅
is known as relative entropy: 
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(5) Jensen–Shannon divergence 
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5.2 Topic Boundary Identification 

The micro-blog similarity is used to determine the topic boundary between topic 
fields. The basic idea is: when the similarity between micro-blog posts is large 
enough, the two micro-blog posts are combined into one field; otherwise, a topic 
boundary is built to identify the micro-blog post topic drift. We used dynamic con-
stant method [15] to achieve topic boundary identification, assuming there are n  
micro-blog posts, the similarity between adjacent micro-blog posts are 

},,,{Similarity 121 −⋅⋅⋅= nSimSimSim , where )d ,Sim(d = Sim 1+iii , 1-n ≤ i ≤ 1 . 

The average similarity of the n micro-blog posts is as follows: 

1
)( 121

−
+⋅⋅⋅++= −

n

SimSimSim
Sim n

avg
               

(15) 

Where 
2

))()()(( 212312

−
−+⋅⋅⋅+−+−= −−

n

SimSimSimSimSimSim
Sim nn

avgm
  (16) 

if avgiavgm SimSimSim ≤≤ , micro-blog posts belong to different topic fields. 
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6 Topics’ Extraction and Evolution 

The micro-blog posts are divided into several topic fields 1TF , 2TF ,…, mTF , and 

topic words are extracted by calculating the Shannon information of the words in 
topic field. 

First, each topic within the field iTF (1 ≤ i  ≤ m) is seen as a processing unit, and the 

probability distribution of the word w  given topic field iTF is calculated according to 

the formula 
=

=
= ⋅=

m

j

TF
jz

jz
wi

iTFwP
1

)()()|( ψφ . Shannon information can be calculated 

using the probability distribution of word w  given iTF as follows [16]: 

miTFwPwNwI i ≤≤−= 1)|(ln)()(
            

(17) 

)(wN is the frequency of the word w  in the topic field iTF. The larger Shannon 

information is, the larger the word's representation is in this topic field. As a result, 
the topic filed is represented by a topic word sequence including words with larger 
Shannon information. From the equation above, the Shannon information not only 
represents the knowledge for the corpus, but also reflects the information of topic 
fields, which is helpful to improve the accuracy of the topic word extraction. 

7 Experiments and Result 

The open source software jGibbLDA3, an implement of LDA model with Gibbs sam-
pling, is used in our experience. [14] and [15] have proved that the combination of L1 
distance and dynamic constant method is satisfactory for identifying topic field. We 
take the micro-blog corpus provided by NLPIR as data set, and extract 230 thousands 
micro-blog posts from 2011 Sinaweibo. The file size is 117M in XML format. We 
convert XML into text format, and divide them into 12 folders by month, representing 
12 discrete time series. Comparing with topic words in the discrete time model, we 
can find the problem of micro-blog topic drift. The training procedure is as follows: 

Step 1: Use the Chinese word segmentation tool ICTCLAS4 for word segmentation 
of training text set, and remove stop words; 

Step 2: Put all preprocessed texts into a model training document (.dat). The first 
row of the document represents the number of texts in training set, and each 
of the other rows represents a text, each columns of the row is one word in 
the text (excluding stop words). The numbers of columns in different rows 
are different. 

                                                           
3 http://jgibblda.sourceforge.net/ 
4 http://www.nlpir.org/?action-category-catid-23 
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Step 3: Set parameters of the jGibbLDA. The LDA model file is generated by 
jGibbLDA training module based on training texts. 

After training, the steps of topic analysis using LDA model are as follows: 

Step 1: Use the Chinese word segmentation tool ICTCLAS for word segmentation 
of the micro-blog set to be predicted, and remove stop words; 

Step 2: Write all preprocessed texts into a model prediction document(.dat). Similar 
to the training, the first row of the document represents the number of texts 
in training set, and each of the other rows represents a text, each columns of 
the row is one word in the text; 

Step 3: Set parameters of the jGibbLDA. The model predicts based on the model 
prediction document and generates the LDA prediction file; 

Step 4: Calculate micro-blog probability distribution of words )|( dwP  based on 

the value of the probability distribution 
)( zφ  and 

)(dψ  in the prediction 

file; 
Step 5: Calculate the similarities of the micro-blog posts using the  

L1 distance metric method based on )|( dwP . The similarity table is 

}Sim ,, Sim ,{Sim = Similarity 1-n21 ⋅⋅⋅ ; 

Step 6: Identify the boundary of topic fields, using the dynamic constant method 
described in the above; 

Step 7: Calculate Shannon information value of all words in each topic fields and 
select 10 words with the largest Shannon information value to form topic 
words sequences, on behalf of the topic fields. 

Parameter settings: set topic number K=200, iterative parameters niters=1000,  
hyper parameters α and β with default values. 

Topics 1, 3, 5, 7, 9 are chosen as an example, as shown in Figure 3. Each topic is 
represented by 10 words with the largest Shannon information value. The topic proba-
bility distributions are constantly changing and the topic words in December 2011 is 
shown in Figure 3 as an example. We can get the change trends of topics’ strength from 
the line chart of Figure 3, and know some words representing the topics are overlapped 
from the table in the Figure 3. Topic strength S (topic) is defined as follows: 
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The topic strength is measured by the average of N  largest Shannon information 
value. Five Topics with the highest strength are shown in the line chart of  
Figure 3, and topic 5 with higher strength is different from other four topics. Because 
of some topic words sequence are overlapped, the strengths of topic 1, 3, 7, 9 are 
similar with each other, but the strength of topic 3,7,9 are increasing while the topic 1 
is coming down. 

We Detecting Topic drift on topic 1, as shown in Figure 4, the column represents 
the strength distance of topic 1 in the adjacent time; the length of a column chart 
represents topic strength in a certain period of time, namely the degree of change of 
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Fig. 4. Evolution Trend of Topic 1 in 2011 

topic 1 over time. The drift of topic 1 can be observed through mutations of the col-
umn chart. For example, the distance of topic strength increases rapidly from July to 
August, indicating that there is a significant change of topic 1 during this period of 
time. Through observing the topic words sequence and comparing the topic words 
between July and August, we find that the Shannon information of the topic words 
relating to the teacher’s salary is generally increasing, and this trend is still increasing 
after July, these indicate that the content of topic 1, the quality problem of education 
in China, is gradually evolved into the income problem of Chinese teacher. 

8 Conclusions and Future Work 

Micro-blog post in China is loved by more and more people. However, Micro-blog 
posts contain a lot of useful information as well as a lot of junk information making 
the topic of micro-blog post a characteristic of high drift, and there is a lack of an 
effective method for micro-blog topic drift detection. In this paper, according to the 
characteristics of transmission of micro-blog posts in the discrete time model, we 
propose a method based on LDA model for micro-blog topic drift detection, and other 
aspects on micro-blog topic drift detection including topic boundary identification and 
topic words extraction. The experimental results show that our method based on LDA 
model for micro-blog topic drift detection is efficient and feasible, and it depicts the 
change of micro-blog post topic. The next step of this paper will focus on the method 
of online micro-blog topic evolution analysis based on LDA model, and the estab-
lishment and realization of online LDA model. 
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Abstract. Collaborative filtering used in recommender systems pro-
duces predictions about the interests of a user by collecting preferences
or taste information from many users. A substantial part of collaborative
filtering centers on similarity computation. The most popular similarity
metrics are Pearson correlation, cosine constrained Pearson’s correlation,
Spearman rank correlation and mean squared difference. In this paper,
we propose a new metric to compute the similarity between two users,
based on Jaccard similarity, inter1-link similarity and inter0-link simi-
larity. Extensive experimental results and comparisons with other ex-
isting recommendation methods based on MovieLens dataset show our
proposed recommender system is more effective than traditional collab-
orative filtering algorithms in terms of accuracy.

Keywords: recommender systems, collaborative filtering, similarity,
Jaccard.

1 Introduction

Recommender system is a class of applications dealing with information over-
load, which helps solve this problem by recommending items to users based
on their previous preferences. Many applications have used recommender sys-
tems, especially in the e-commerce domains. However, the current generation of
recommender systems still requires further improvements to make recommenda-
tion methods more effective and applicable to an even broader range of real-life
applications.

The basic principle of recommender system is to predict the rating of an active
user on an un-rated item or recommend some items for the active user based on
the existing ratings. Techniques in recommender systems [1] can be divided into
three categories: content-based, collaborative filtering and hybrid approaches.
In content-based systems, items that are similar to the ones that the user liked

� We acknowledge Jianxin Li for his contributions to the algorithm of this work. We
also thank the anonymous reviewers for their valuable comments and help in im-
proving this paper.This work is supported by National Nature Science Foundation
of China under Grant No.61202424, and by the National Key Technology R&D Pro-
gram under Grant No.2012BAH46B04.

L. Cao et al. (Eds.): BSIC/BSI 2013, LNAI 8178, pp. 119–128, 2013.
c© Springer International Publishing Switzerland 2013

http://scse.buaa.edu.cn


120 X. Ma, B. Li, and Q. An

in the past are recommended. Collaborative filtering recommend items based
on aggregated user preferences of those items, which does not depend on the
availability of item descriptions. In collaborative filtering, preference information
from a set of users is utilised to make predictions about the interests of the
active user by assuming that user preferences hold over time. Hybrid approaches
make recommendations by combining collaborative filtering and content-based
recommendation.

Collaborative filtering systems are divided into two categories, i.e. memory-
based and model-based. Memory-based approaches [10,12,14,15,16] use heuris-
tics to make rating predictions by identifying the neighborhood of the active
user to whom the recommendations will be made, based on the agreement of
user’s past ratings. Then we predict a missing rate by aggregating the ratings
of the nearest neighbours of the user we want to recommend to. Model-based
approaches [1,2,6,9,11,15] use the collection of ratings to learn a model, which is
then used to make rating predictions. Generally, commercial recommender sys-
tems use memory-based approaches, while model-based approaches are usually
associated with research recommender systems.

There has been much work done both in the industry and academia on de-
veloping new approaches to recommender systems. The interest in this area still
remains high because it constitutes a problem-rich research area and because of
the abundance of practical applications that help users to deal with informa-
tion overload and provide personalized recommendations, content and services
to them. These improvements of recommender systems include better methods
for representing user behavior [5] and the information about the items to be rec-
ommended, more advanced recommendation modeling methods, incorporation
of various contextual information into the recommendation process, utilization
of multi-criteria ratings, development of less intrusive and more flexible recom-
mendation methods that also on the measures that more effectively determine
performance of recommender systems.

The organization of the paper is as follows. In Section 2, we construct the item
network and use network, describe three different similarity weight between two
users and establish the mathematical formulation of the new similarity metric.
In Section 3, some numerical and simulation results are demonstrated through
efficient implementations of the network-based recommender system. In Section
4, we conclude this paper and describes our future work.

2 Design of Network-Based Approach

2.1 The Item Network and the User Network

We construct an item network by linking all items i, j that are co-rated in any
one user and assigning link weights w(i, j) as follows

w(i, j) =
|Ui ∩ Uj |
|Ui|+ |Uj | . (1)
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Using this to construct the item network results in extremely dense connectivity,
so we prune all links with weight below threshold wmin = 0.01 to eliminate
links between items where one is very common and one is relatively rare as
such connections contribute only limited information. More formally, we get a
network of items G = (I, E), where I is the set of items and E a set of links. We
denote each link by (i, j) ∈ E meaning there exists a link from an item i to an
item j. Namely, w(i, j) > 0.01.

Each user u can be represented as a graph u = {Iu, Eu}, where Eu =
{(i, j)|(i, j) ∈ E and i, j ∈ Iu}. In order to characterize the relation between
two users, we classify the a pair of items from the two users into four categories:
the same items, similar items, relevant items and unrelated items. Given two
users a and u, if i ∈ Ia, j ∈ Iu and i, j ∈ Ia ∩ Iu, then we call i, j as the same
items; If i ∈ Ia\Iu, j ∈ Iu\Ia and (i, j) ∈ E, then we call i, j as similar items
and (i, j) as an inter1-link between users a and u; If (i, j) /∈ E and w(i, j) > θ,
we call i, j as relevant items and (i, j) as an inter0-link between users a and u,
where

θ =
1

2
[

∑
(k,l)∈N(Iu)

w(k, l)

|N(Iu)| +
∑

(k,l)∈N(Ia)

w(k, l)

|N(Ia)| ] (2)

and N(Iu) = {(k, l)|w(k, l) ≤ 0.01, k, l ∈ Iu}. The rest item pairs between users
a and u are called as unrelated items.

Note that Inter1-links connect a pair of items from different users which have
direct interactions (links). This means that these item pairs are co-rated by a
number of users. Inter0-links connect a pair of items from different users which
do not have direct interactions but are co-rated by some similar users, which
implies that the number of these similar users is not large enough to make the
item pairs have an inter1-link. Fig. 1 depicts 6 users u1, · · · , u6 and the item
network inside these users where the nodes are items and there are two different
types of links, i.e. inter1-links and inter0-links.

In traditional collaborative filtering approach, we would simply consider the k
nearest neighbors to make a prediction for an active user on some un-rated item

U1

U2

U6

U3

U4

U5

 

Fig. 1. The item network
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i. However, due to the sparsity of the data the amount of information provided by
each neighbor may be limited, i.e. the probability of a neighbor having rated item
i is low. Moreover, some users only have a relatively small number of neighbors
and hence increasing k is ineffective. In Fig. 2, only two neighbors have rated
item i for the active user indicted by the black node, providing little confidence
in the prediction.

To overcome this limitation, we construct a user network by finding the k
nearest neighbors of each active user and connecting them via directed links.
When predicting the rating on item i for an active user, if an immediate neighbor
does not have rated item i, we recursively query this nearest neighbor network
with depth-first search up to depth l. Fig. 2 illustrates this process for the same
example as before, but this time using the network with search depth l = 2.
Four different users with i now contribute to the final rating, increasing our
confidence in the prediction. A neighbor makes a contribution to the final rating
proportional to its similarity if he has rated the item i, and none otherwise.

2.2 Formalization of the New Similarity Metric in the User
Network

Note that different recommender systems may take different approaches in order
to implement the user similarity calculations and rating estimations as efficiently
as possible. Recall that some items are co-rated by multiple users and they are
thus located in the intersections of these users. If there are many common items
in two separate users, then these two users are probably similar. A straightfor-
ward measure of the similarity between two users a and u could then be defined
as the number of items they have in common

sim0(a, u) = |Ia ∩ Iu|. (3)

This problem with this definition is that some users have one hundred or
more items that have been rated and are therefore similar to most other users.
To counter the effect we can use a quantity known as Jaccard similarity to

 

Fig. 2. The user network (k = 4, l = 2). The black node indicates the active user,
nearest neighbors are connected via direct links. Neighbors who have rated item i are
shaded, those who do not are transparent.
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compute similarity normalized by the total number of items two users share,

sim1(a, u) =
|Ia ∩ Iu|
|Ia ∪ Iu| . (4)

Another problem is that co-rated items between two users are rare and it
is not adequate to only compute the Jaccard similarity between two users by
equation (13). In an attempt to correct this limitation, we consider the relation-
ship between two items from different users after removing the co-rated items. If
there are a lot of inter1-links from two users, then the two users are highly likely
to be similar. Hence we propose the inter1-link similarity between two users as
follows

sim2(a, u)

=
|{(i, j)|(i, j) ∈ E, i ∈ Ia\Iu, j ∈ Iu\Ia}|

|Ia\Iu| × |Iu\Ia|
=

|{inter1 − links between users a and u}|
|Ia\Iu| × |Iu\Ia| . (5)

If users have not too much inter1-links, then we consider that the inter0-
links from different users and give the inter0-link similarity between two users
as follows

sim3(a, u)

=
|{(i, j)|w(i, j) > θ,w(i, j) /∈ E, i ∈ Ia\Iu, j ∈ Iu\Ia}|

|Ia\Iu| × |Iu\Ia|
=

|{inter0 − links between users a and u}|
|Ia\Iu| × |Iu\Ia| . (6)

In this paper, we present a network-based collaborative filtering recommen-
dation which combines three similarity weights based on Jaccard, inter1-links
and inter0-links and make new prediction for the active user on an item in the
user network. Through the combination processing, we use the weighted sum in
place of sim(a, u) in equation (2). More specifically,

sim(a, u) = αsim1(a, u) + βsim2(a, u) + γsim3(a, u), (7)

where α + β + γ = 1 and α, β, γ are parameters to adjust the weighs for the
importance of sim1(a, u), sim2(a, u) and sim3(a, u). The traditional collabora-
tive filtering method described is going to be used as the baseline system in
our study.

3 Experiments and Evaluation

3.1 Experimental Data

In this section we present experiments we have conducted for evaluating the
performance of our proposed recommender system. In order to discover the
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behavior of the network-based appraoch proposed, we use the “MovieLens”
database (http://www.movielens.org) as the data source for our experiment.

The database contains 943 users, 1682 items and 100000 ratings, with every
user having at least 20 ratings. The items represent films and the rating ranges
vary from 1 to 5 stars. From the MovieLens dataset, we randomly extract 80%
of each user’s ratings to form a training set. The remaining part is a test set for
measuring quality and performance of the proposed recommendation algorithm.

3.2 Experimental Method

For the purpose of measuring the effectiveness of a strategy we choose the widely
used metric mean absolute error (MAE) which measures the average absolute
deviation between a predicted rating and the user’s actual rating. MAE has been
used to evaluate recommender systems in several cases [2,3,8,12]. Formally, MAE
is defined as follows:

Ē =

∑
i,j |pi,j − ri,j |

n

where n is the number of ratings over all the test cases, pi,j is the prediction
rating of user i on item j and ri,j is the actual rating. MAE is the difference
between the actual rating and predicted rating. The smaller MAE is, the better
the recommendation method is.

3.3 Experimental Results and Performance Evaluation

To evaluate the performance of the proposed recommender system, it is com-
pared to the conventional collaborative filtering system. The performance of the
proposed and conventional collaborative filtering systems is represented in MAE.
The recommender system is ‘good’ (i.e., prediction is accurate) as the resulting
value MAE is close to 0.

Next, we describe the experimental setting. For each item predicted, the user’s
k nearest neighbors that have rated the item in question are used to compute
a prediction. Note that this means that a user may have a different set of k
nearest neighbors for each item. All users in the database are examined as the
potential k nearest neighbors for a user-no sampling is performed. The quality
of a given prediction algorithm can be measured by comparing the predicted
ratings to the actual ratings. In the experiment, we select a different number of
nearest neighbors and calculate several times. The previous process was carried
out for each of the different values of k, from 10 to 100 with a step of 10. In our
experiments, we set the number of nearest neighbor set as 50 (Fig. 3).

Note that the need to compute pair-wise similarities between two users is too
time-consuming for large networks. To improve the efficiency of our technique,
we only select these user pairs which are potentially similar to compute their
similarities. In our proposed recommendation algorithm, for each active user, we
will find the candidate nearest neighbor set where the items rated by the active



A Network-Based Approach for Collaborative Filtering Recommendation 125

user have been also frequently rated by the each user in the candidate nearest
neighbor set. In our experiments, the number of candidate nearest neighbor set
is set as 150, but we have also tested the sensitivity how the size of candidate
nearest neighbor set affects our proposed recommender system in Fig 4.

Let us now present the experiments. Fig. 3 shows the MAE error obtained in
MovieLens by applying different similarity settings. The network-based approach
achieves significant fewer errors in practically all the experiments carried out (by
varying the number of k nearest neighbors) than Pearson correlation and cosine
similarity. Compared with only using Jaccard similarity, inter1-link similarity as
well as inter0-link similarity, the network-based approach also generated better
results, illustrating that integrating the Jaccard similarity, inter1-link similarity
as well as inter0-link similarity improves the performance and the quality of
the recommendation. The results of Jaccard similarity and inter0-link similarity
are better than inter1-link similarity in terms of MAE error. In comparison, by
weighting and combining different similarity measures, we observe that the new
metric is much more meaningful than Jaccard similarity, inter1-link similarity as
well as inter0-link similarity.
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Fig. 3. Performance comparison of different similarity measures with different size of
nearest neighbor set

The performance curve of the network-based approach goes down as the num-
ber of nearest neighbor set increases until the number of the nearest neighbor
set gets up to 50. As for the new metric, the performance curve of the new
metric has always been on the decline as the number of the nearest neighbor
set increases. The performance curve of the network-based approach and the
performance curve of the new metric coincide when the number of the nearest
neighbor set gets up to 80. In addition, the new metric produces a better result
than the network-based approach when the number of the nearest neighbor set
is greater than 80. This is because when the number of the nearest neighbor set
is too large, the active user and its neighbors with depth-first search up are not
the most similar in the user network. In this case the new metric turns out a
better result than the network-based approach. Hence, the network-based ap-
proach achieves the best result when the number of the nearest neighbor set is
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less than 80 and the new metric obtains the best result when the number of the
nearest neighbor set is greater than 80. According to the number of the nearest
neighbor set, we can choose to use the network-based approach and the new
metric to make the predictions. As for the new metric, we set the number of the
nearest neighbor set as 100 from the results of Fig. 3.

Given an active user, we want to find its candidate nearest neighbor set, which
consists of potential nearest neighbors. Fig. 4 shows that the performance of our
proposed recommender system with different sizes of candidate nearest neighbor
set, from 1 to 10 with a step of 1. The value of MAE decreases as the size of can-
didate nearest neighbor set increases from 1 to 7, but it increases when the size of
candidate nearest neighbor set goes beyond 8. Fig. 4 indicates that after the size
of the candidate nearest neighbor set has increased to a certain degree-in this
case, 8-more computation is no longer useful for improving the performance of
the network-based approach as it only increases the computational time without
increasing the quality of the recommendation. It also shows that our candidate
nearest neighbor set has effectively captured the more related nearest neighbors
so that it can save a large amount of computational time, as compared with
computing all the pair-wise similarities. Also, we have tested the sensitivity how
the size of candidate nearest neighbor set affects the performance of the new
metric in Fig. 5.
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4 Conclusion

In this paper, we have proposed a network-based approach to collaborative fil-
tering recommendation technique. Unlike conventional collaborative filtering ap-
proaches, our proposed recommender system makes use of the weighted sum
based on the Jaccard similarity, inter1-link similarity and inter0-link similarity
between two users. After all, the traditional collaborative filtering algorithms can
be used to efficiently generate the recommendations. We present our experiments
with the MovieLens dataset. Comparisons with traditional collaborative filter-
ing algorithms show that our proposed recommender system can get a better
recommendation results.
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In our future work, we also would like to perform the evaluation on item-
based recommender systems based on networks: constructing the user network
by linking all users a, u that co-rate one item and assigning link weights

w(i, j) =
Iu ∩ Ia
Ia + Iu

. (8)

Further, we get a user network by finding the k nearest neighbors of each active
item and using the depth-first search. Then we present a new similarity metric
which combines three similarity weights based on Jaccard, inter1-links and inter0-
links in the item network instead of the user network. Moreover, we plan to
generalize our current approach to apply social networks and trust networks.
We will leave this as our future work.
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Abstract. Recommender systems are being used to assist users in finding rele-
vant items from a large set of alternatives in many online applications. However, 
while most research up to this point has focused on improving the accuracy of 
recommender systems, other important aspects of recommendation quality, such 
as the diversity of recommendations, have often been overlooked. In this paper, 
we present a novel recommendation framework, designed to balance and diver-
sify personalized top-N recommendation lists in order to capture the user’s 
complete spectrum of interests. Systematic experiments on the real-world rating 
data set have demonstrated the effectiveness of our proposed framework in 
learning both accuracy and diversity of recommendations. 

Keywords：Collaborative filtering, diversity, accuracy, recommender systems, 
metrics. 

1 Introduction 

Recommender system is one of the most effective tools to deal with information 
overload, which has been used in a lot of websites to recommend products (books, 
movies, music etc.) that a customer may be most likely to purchase [1, 2, 23, 24]. 
Most research and development efforts in the Recommender Systems field have been 
focused on accuracy in predicting and matching user interests. There have been many 
studies on developing new algorithms that can improve the accuracy of recommenda-
tions. In contrast, in recent years, several researchers have indicated that recommend-
er systems with high accuracy do not always satisfy users [3, 4, 5, 22, 25]. They say 
that it is not sufficient to have accuracy as the sole criteria in measuring recommenda-
tion quality, and we should consider other important dimensions, such as diversity, 
novelty, serendipity, confidence, trust, to generate recommendations that are not only 
accurate but also useful to users. 

Suppose that Tom likes “The Princess Diaries I”. To recommend “The Princess 
Diaries II” or “The Princess Diaries III” to him is monotone and not surprising.  
Although, from the view point of accuracy, this recommendation is good, it is hard  
to say that the recommendation satisfies him. Recommender systems should satisfy 
users by providing them with diversification and useful items. 
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Diversity as a relevant dimension of retrieval quality is receiving great attention in 
the Information Retrieval (IR) and Recommender Systems (RS) fields. We focus on 
diversity, which is one of the measures beyond accuracy. Although the definition of 
diversity has not yet been fixed, Drosou et al. [6] define diversity as a measure of the 
degree to which recommendations are both attractive and surprising to users. 

In this paper, we present a novel recommendation framework, designed to balance 
and diversify personalized recommendation lists in order to better capture the user’s 
range of tastes, and empirically demonstrate how this new framework can overcome 
the accuracy-diversity tradeoff. 

The rest of the paper is organized as follows. Section 2 presents the related work. 
Section 3 shows our evaluation metrics for top-N recommendation. Section 4 describes 
our recommendation algorithm in detail. Section 5 provides experimental evaluation of 
the various parameters of the proposed algorithm and compares it against the state-of- 
the-art algorithms. Finally, we make some conclusions in Section 6. 

2 Related Work 

There are many important previous works done in the problem of enhancing the rec-
ommendation diversity. Bradley et al. [7] proposed the bounded greedy algorithm, 
which is the first attempt to explicitly enhance the diversity of a recommendation list 
without significantly compromising their query similarity characteristics in case-based 
recommender systems. Most diversity-enhancing methods follow this fundamental 
re-ordering strategy [9, 11]. Adomavicius and Kwon [8] addressed diversity as the 
ability of a system to recommend as many different items as possible over the whole 
population – a form of aggregate diversity, defined as the union of sets of recom-
mended items to all users in the system. Raman et al. [10] proposed an online learning 
model and algorithms for learning diversified recommendations and retrieval functions 
from implicit feedback. 

Some authors consider the diversity problem from the perspective of clustering. 
Kummamuru et al. [12] presented their clustering scheme that groups search results into 
clusters of related topics. Hofmann [13] put forward model-based recommendation 
algorithms using k-means and PLSA clustering to improve system accuracy. To better 
acquire the user’s range of tastes, Zhang at al. [14] suggested partitioning the user profile 
into clusters of similar items and composing the recommendation list of items that match 
well with each cluster, rather than with the entire user profile. Our work is motivated by 
researchers such as [15] who extend the traditional CF algorithms by utilizing the sub-
groups information for improving their top-N recommendation performance, while our 
algorithm based on the state-of-the-art collaborative filtering algorithms is to solve a 
top-N recommendation problem via self-adaption cluster analysis. 

3 Evaluation Metrics 

Evaluation metrics are essential in order to judge the quality and performance of re-
commender systems. In this paper, we evaluate our algorithm using accuracy metrics 
and diversity metrics. This section gives an outline of popular metrics. 
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3.1 Accuracy Metrics 

Mean Absolute Error (MAE) 
MAE [16] is a measure of the deviation of predicted recommendations from their true 
user-specific values. The MAE is computed by first summing those absolute errors 
between predicted and true value of the N corresponding ratings-prediction pairs and 
then computing the average. Formally,  ∑ | _ |

 

where _  and  denote the predicted and true value, respectively. The 
lower the MAE, the more accurate the recommendation engine predicts user ratings. 

3.2 Diversity Metrics 

Intra-List Similarity 
The diversity of a set of recommendations in a typical recommender system is defined 
based on their intra-list similarity (Intra-S). Here, diversity may refer to all kinds of 
features, e.g., genre, author, and other discerning characteristics. This approach is 
shown in [18]: 2 1 ,  

where K is the recommendations number and d(.,.) is a distance metric. 

Inter-List Diversity 
Inter Diversity [17] (Inter-D) measures the differences of different users’ recommen-
dation lists. Denote   and   as the recommendation list of user  and  
respectively, then  2 2 1 | |

 

where N is the length of recommendation list. 

4 Recommendation Diversity Algorithm 

We first introduce two basic concepts: Cloud Model [19] and Gaussian Cloud Trans-
formation ahead of introducing our recommendation algorithm. 

4.1 Notations Definitions 

Given: a set of users   , , . . . , , a set of items(or products)   , , . . . , , and partial rating functions . We estimate a predicted rating, 
denoted as pre_Score(i). Here, P = |U| is the total population of system users and  
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Q = |I| is the total number of items (or products). Negative values  denote utter 
dilike, while positive values express ’s liking of item(or product) .  

4.2 Cloud Model 

Cloud Model is an uncertainty transforming model between qualitative concept and 
quantitative numerical values. The cloud model integrates the two uncertainties and 
forms the mapping from qualitative to quantitative. Forward Cloud Generator trans-
forms a qualitative concept to its quantitative description and Reverse Cloud Generator 
vice verse. 

Definition 1(Cloud) Cloud is defined as follows. Let V be a universal set described 
by precise number, and C be the qualitative related to V. If there is a number  , 
which randomly realizes the concept C, and the certainty degree x for C, i.e.,   0,1 , is a random value with stable tendency.    0, 1        ,       

Then the distribution of x on V is defined as a cloud C(x), and x is defined as a cloud 
drop. The certainty degree μ also refers as membership grade.  

Cloud Model uses expectation , entropy  and hyper entropy  to describe a 
specific concept.  expresses the point which is the most suitable to represent the 
domain of the concept and it is the most typical sample while quantifying the concept. 

 represents a granularity of a concept which could be measured (the larger of , 
the larger of the granularity, the concept is more macro). It reflects the range of domain 
space which could be accepted by the specific concept and can be used to express the 
relationship between randomness and fuzziness. He describes the uncertain measure-
ment of entropy. Vector   , ,  is the eigenvector of a cloud. 

4.3 Gaussian Cloud Transformation 

Gaussian Cloud Transformation (GCT) is proposed based on Cloud Model [19] and 
Gaussian Transformation [20], which transforms data distribution of the problem 
domain into data clustering based on conception. GCT, without assigning the number 
of concept, can adaptively generate multiple granularity concepts, which accord with 
human cognition. GCT is minutely depicted in Algorithm 1. Note that, in Algorithm 1 
we use the basic algorithm B-GCT. B-GCT is described as follows. 

Basic Gaussian Cloud Transformation (B-GCT), utilizing prior-knowledge (input 
the number of conception), invokes Gaussian Transformation and generates expecta-
tion (Ex), variance, amplitude of M Gaussian distributions, respectively. Note that, the 
expectation of M Gaussian distributions is the same as M Clouds. And then, on the basis 
of the overlap degree among Gaussian distributions, we acquire entropy (En), hyper 
entropy (He) of each Cloud. Thus, we transform the quantitative data frequency dis-
tribution into a number of qualitative cognitive concepts using Gaussian Cloud 
Transformation.  
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Algorithm 1. GCT 
X：Data set | 1,2 … ,  
：The overlap degree of concepts  //β is an empirical value. Here, we letβ 0.0663. 

mGC：M Clouds ( , , | 1,2, … , ) 
1. define A-GCT(X, ) 
2. begin  
3.     Statistical frequency distribution of X 
4.    m  The crest number  
5.    mGC  m Gaussian Clouds of X using B-GCT 
6.    Sort  and compute  for each Cloud 

7.    if   is more than  

8.    m  m - 1 
9.    end if 
10.    while  is more than  
11.    goto Line 5 
12.    end while 
13.    return mGC 
14. end 

4.4 Recommendation Diversity Algorithm 

Recommendation Diversity Algorithm (RDA) is presented based on traditional CF 
recommendation algorithm and GCT. RDA is fully depicted in Algorithm 2. A brief 
textual sketch is given in Figure 1. 
 
Algorithm 2. RDA 
s：The user rating scale 
list：Top-N list 
1. define RDA(s) 
2. begin 
3.    queue   Discover K nearest neighbors according to Pearson correlation or 

cosine distance 
4.    Case 1：for  do 

5.     _     ∑ ,   ∑ ,  

6.             end for 
7.        Get the recommended item list in the term of pre_Score(i) 
8.         Obtain the related recommended list leveraging the relevance 

threshold   
9.    list  Generate top-N recommendation list using GCT based on  
10.     return list 
11. end 
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Based on RDA, our proposed recommendation framework is shown in Figure 1. 

 

1. Generate the candidate list  using the traditional CF technology. Here, 
the neighborhood number is a significant input parameter, which can achieve op-
timal value by executing multiple experiments (Line 1-7 in Algorithm 2). 

2. Generate the related recommended list   by considering the relevance 
threshold  , which can sift through the candidate list . Here,  controls 
accuracy-diversity trade-off.    changes over different recommendation system, 
e.g.  3.5 in the movielens data set (Line 8 in Algorithm 2). 

3. Get top-N recommendation list via making GCT cluster analysis for the data of  . Subsequently, M clusters are produced, that is, TYPE(i):{i = 
1,2…M}. Next, according to rating, genre et al. of items, we make statistic analysis 
leveraging voting method and get the number of item in each TYPE(i), 
vote(TYPE(i)).The proportion of each TYPE(i) is also calculated, per-
cent(TYPE(i)). Eventually, top-N recommendation list is produced (Line 9-10 in 
Algorithm 2). 

Fig. 1. The Framework of RDA 

In the next section, we will estimate the validity of the RDA framework. 

5 Data Design and Empirical Analysis 

5.1 Data Design 

Our experiments are performed on the real data set [21]: the Book Crossing (BX). This 
dataset is from the Book-Crossing community. It contains 278,858 users (anonymized 
but with demographic information) providing 1,149,780 ratings (explicit/implicit) 
about 271,379 books. Then we reduced the candidate set of books and users by re-
stricting that each book has been rated by more than 30 users and each user has rated 
more than 30 books. So we get a subset of 2,134 users and 4,259 books. 

5.2 Empirical Analysis 

For the computation of the mentioned metrics in section 3, the data are split into 
training and test sets. In BX data set we use the 80-20% rating splits provided in the data 
set distribution, providing for 5-fold cross-validation. 

We use the popular collaborative filtering techniques (user-based) and binary so-
lution (BS) [5], which is based on the dissimilarity between the individual items con-
sidered, as baselines, and top-N (N = 5, 10, 20, 30, 40, 50) items are recommended for 
each user. We set predicted relevant threshold as  = 3.5 (out of 5) to ensure that only 
relevant items are recommended to users. The performance of each approach was 
measured in terms of accuracy in top-N list and diversity in top-N list (N = 5, 10, 20, 
30, 40, 50), and, for comparison purposes, its accuracy loss with respect to the baseline 
approaches was calculated. Here, Accuracy Loss = [Accuracy-in-top-N of proposed 
RDA] – [Accuracy-in-top-N of standard CF approach (or BS)]. 
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Figure 2 plots the MAE, Intra-S, and Inter-D against N. It can be seen that the pro-
posed diversification methods work properly. The explanation for this is that RDA 
without requiring semantic information and considering prior-knowledge, solves the 
top-N recommendation problem via self-adaption cluster analysis. From Figure 2(a), 
with the number of N increasing, MAE of three algorithms has maintained themselves 
in a steady state. However, the average accuracy loss of the proposed algorithm is only 
0.0014 and 0.0011, comparing with user-based and BS respectively. We think our 
proposed algorithm has same accuracy with the typical user-based algorithm and BS. 
Figure 2(b) presents three algorithms show the same types of sensitivity. That is, with 
the increase of the recommendations number, Intra-S of two algorithms is trending 
downward. But Intra-S of the proposed algorithm improves by 24.7 times and 33.7 
percent, comparing with user-based and BS respectively. From Figure 2(c), we can see 
that RDA can already increase Inter-D by one time and 20.6 percent, comparing with 
user-based and BS respectively. 

Figure 3 plots the MAE, Intra-S, and Inter-D against the neighbor number K with K 
varied in the range [10, 60]. We can observe that the proposed algorithms obviously 
outperform the standard CF approach and BS in all of three metrics. The possible 
reason for this is similar to the explanation for Figure 2. From Figure 3(a), with the 
number of neighbor increasing, MAE of three algorithms has maintained themselves in 
a steady state. However, the average accuracy loss of the proposed algorithm is only 
0.023 comparing with user-based and is nearly the same as BS. Figure 3(b) presents 
three algorithms show the same types of sensitivity. That is, with the increase of the 
neighbor number, Intra-S of three algorithms is trending downward. But Intra-S of the 
proposed algorithm improves by 34 times and 31.9 percent, comparing with user-based 
and BS respectively. From Figure 3(c), we can see that, along with the neighbor number 
increasing, Inter-D of the typical user-based algorithm has a downward trend, and 
Inter-D of the proposed algorithm and BS shows a rising trend. The proposed algorithm 
does not outperform the typical user-based algorithm and BS until the number of 
neighbor reaches 50. So we take the number of the neighbor (K = 50) as an optimal 
value in the TOP-N recommendation. 

 

 

Fig. 2. Results of the proposed metrics with the state-of-art recommender algorithms and RDA 
(BX dataset, 50 neighbors,  = 5) 

 

         (a) MAE                (b) Intra-S              (c) Inter-D 
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Fig. 3. MAE and diversity of the recommended set of size N = 30, plotted against the number of 

neighbors (BX dataset,   = 3.5) 

6 Conclusions and Future Work 

We believe that the diversity of recommendations should be given more weight in 
evaluating the recommendation quality, and more research is needed to further explore 
the tradeoff between accuracy and diversity in recommender systems. In this work, we 
present a novel recommendation framework that aims to improve the diversity of 
recommender systems. Our experimental results demonstrate that our proposed  
recommendation framework improves performance in the terms of some metrics dis-
cussed in section 3. Moreover; our proposed framework efficiently generates recom-
mendations, which achieve a good balance between accuracy and diversity. Our future 
work includes validating our findings in other items domains, comprehensively inves-
tigating the influence of diversity on the success of a recommender system. And we 
believe it is necessary in designing new metrics that are more reflective of user satis-
faction in their interaction with a recommender system. 
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Abstract. Conventional relational top-k queries ignore the inherent referential
relationships existing between tuples that can effectively link all tuples of a
database together. A relational database can be viewed as a network of tuples
connected via foreign keys. With respect to the semantics defined over the for-
eign keys, the most referenced tuples, therefore, can be regarded as either the
most influential, relevant, popular, or authoritative objects stored in a relational
database according to its domain semantics. In this paper we propose a novel
network-based ranking approach to discover those tuples that are mostly refer-
enced in a relational database as top-k query results. Compared with the conven-
tional relational top-k query processing, our approach can provide information
about network structured relational tuples and expand top-k query results as rec-
ommendations to users using linkage information in databases. Our experiments
on sample relational databases demonstrate the effectiveness and efficiency of our
proposed RNRank (Relational Network-based Rank) approach.

Keywords: Relational tuples, Network-based ranking, Information network.

1 Introduction

In application domains, end-users may be more interested in the “mosts” — the most
important, relevant, popular, or authoritative answers – than the conventional search-
condition matched results. This is especially true when the search space is huge, for
example, the whole WWW for Web page search. This type of queries is often referred
as the “top-k” queries. One common way to identify the top-k data objects is to rank
them based on some ranking function that scores an object according to its attributes or
the aggregation over partial order of multiple objects.

A relational tuple is characterized by that: (1) it represents a fact or a data object
that is unique within the entire database; (2) its uniqueness is defined by a primary key
and the primary key can be referred to by foreign keys from other tuples. A tuple may
include a foreign key that refers to the primary key of another tuple; (3) all tuples are
referred to each other via foreign key linkages [1]. Ranking functions discussed in the
relational databases can be classified into three categories [2], namely monotone ranking
function, generic ranking function and none-ranking function. Monotone ranking func-
tions involve linear combinations of multiple scoring predicates or maximum/minimum
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functions, examples can be seen in TA [3] and UPPER [4]. The generic approach mod-
els top-k query as an optimization problem, as the pruning of unqualified objects at
an early stage is not straightforward in the monotone approach. For example, the op-
timization goal function in [5] consists of a Boolean expression to filter tuples based
on query predicates and a ranking function to score the tuples. The none-ranking func-
tion especially refers to the strategy of skyline queries. A skyline query returns a set
of “interesting” objects that are not dominated by any other objects based on a set of
dimensions/predicates [6].

To our knowledge, none of the above-mentioned ranking functions considers the
connectivity among data objects or treats the relational tuples as network-connected
objects; rather, they are all value-based, i.e., scoring objects based on some aggregation
and sometimes constraints over attribute values. This is not surprising, as the history
of database development suggests that when the Network Data Model proposed by the
Conference on Data Systems Languages (CODASYL) was replaced by the Relational
Model in 1970, the network linkage information was “hidden” by the foreign key link-
ages ever since.

Algorithms that endeavour to take advantages of linkage information and rank ob-
jects on a graph structure are often called link-analysis ranking algorithms [7]. They are
first known as the PageRank [8] and HITS [9] algorithms for Web search. The success
of the Google search engine suggests that the link-analysis ranking algorithms are good
at finding the “mosts”, e.g., the most important or relevant Web pages on WWW. The
network-based ranking approaches have also been successfully extended to the com-
puter science literature by ranking-based clustering methods such as RankClus [10]
and NetClus [11].

In this paper, we approach the traditional database top-k query problem from a new
direction. We look into the intrinsic relationships/linkages amongst data objects in rela-
tional databases. We propose a top-k query framework RNRank that clusters and ranks
objects based on the relational tuples extracted as a relational network. Our experiments
show that the proposed RNRank algorithm is effective. Compared with the conventional
value-based top-k query processing, this research opens a new dimension for the top-k
query processing in relational database. The overall framework can be found in Fig.1.

The rest of paper is organized as follows. Section 2 discusses the related work. In
Section 3, we define the related concepts. In Section 4, we propose the RNRank algo-
rithm. Section 5 describes the experiment and evaluation. Section 6 gives our
conclusions.

2 Related Work

Recently, there is a trend of ranking relational data in terms of probability theory. In
[12], Ben Taskar et al. provided a Probabilistic Relational Models for relational data
clustering and classification which considers probabilistic dependencies between re-
lated instances and ranks instances based on the Bayesian network probabilistic distri-
bution. In [13], Bo Long et al. proposed a probabilistic model for relational clustering.

With the development of data mining, Link Mining as another related research area
has drawn many research interests [14] [15] [16]. Link mining is associated with link
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Fig. 1. Framework of Top-K query processing

analysis, hypertext, web mining, relational learning, inductive logic programming, and
graph mining. Jiawei Han et al. [14] provoked a new research trend that treats database
as information network and performs network related data mining and knowledge
discovery.

In information network research, it considers relationships or links in information
network as important factors on network ranking and clustering. Among those re-
searches, RankClus [10] and NetClus [11] are the two mostly well-known approaches
and applied on concurrent clustering and ranking of network-structured objects.

RankClus proposes an interlaced clustering-rank method for processing objects in
information network which fits for bi-network. NetClus is extended from RankClus in
order to fit for more than two types of objects in heterogeneous information networks.
Both RankClus and NetClus are based on clustering while ranking. These algorithms
perform clustering and ranking contemporaneously.

Some researches on database transformation and extraction, such as Rania Soussi
et al. [17], proposed an extraction method of database to social network using a graph
model. Balmin et al. [18] introduced a PageRank-like algorithm called ObejctRank
for keyword search in databases based on a database graph. However, none of the above-
mentioned work is considered with relational databases as an extension to traditional
top-k queries. To the best of our knowledge, there is no direct research on top-k queries
in relational database based on network linkage analysis.

3 Problem Definition

In this section, we define the problem of top-k query in relational databases with respect
to network rankings.
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Definition 1. Relational Network. We define a network that is extracted from a
relational database (RDB) as a Relational Network (RN ), we use a directed graph
GR = (V,E,W ) to denote a RN , where V represents set of tuples from T types of
relations in RDB where RDB = {R1, R2, ..., Rn}, E represents a set of edges between
tuples. Given two tuples, ti ∈ Ri and tj ∈ Rj , if there is a foreign key linkage from
Ri to Rj , e =< ti, tj >∈ E. W is a weight matrix which denotes the relation weight
between each pair of edges in E (see Section 4.1 for more explanations).

Definition 2. Star Relational Network (SRN). In a relational network RN =
GR(V,E,W ) there are T+1 types of relations in GR, V = {Rt}Tt=0 is called Star
Relational Network, if R0 is the target relation and Ri(i > 0) are attribute relations
linked to R0 by foreign keys. In SRN, the links between attribute relations and target
relation are Direct Links. There are no direct links between attribute relations, but we
still give this kind of relationship a name: Indirect Links.

4 RNRank: Relational-Network Based Ranking Algorithm

In this section, we introduce our network-based relational rank algorithm RNRank on
relational database. We treat a relational database as a network of relational tuples.
The main idea of ranking algorithm is ranking while clustering on network-connected
relational tuples. The algorithm is modified from NetClus [11] with our proposed
probabilistic model on relational databases. The key difference lies in the DirectLink
RankingFunction (Eq. 2) proposed below. In NetClus, global ranking is used
instead.

4.1 Probabilistic Ranking Model

In an extracted relational network SRN, the occurrence of one target tuple is the concur-
rent of all its linked attribute tuples. In order to give a linkage considered distribution
for a SRN we use probabilistic statistics to define our ranking model.

Suppose we have a network SRN from a RDB which meets SRN = (V,E,W )
where V = R0 ∪ R1... ∪ Rn where R0 is the tuples set in target relation and Ri(0 <
i ≤ n) are tuples set in attributes relations, ti is a target tuple from SRN where ti ∈ R0

the probability of ti can be expressed by the occurrence probabilities of all the attribute
objects {t1, t2, ..., tn} linked to ti:

P (ti|SRN) =
∏

tx∈L(ti)

(λDFDL(tx) + (1− λD)(FIL(tx)P (Rtx)))
Wi,x (1)

In Eq.(1), P (ti|SRN) is the probabilistic distribution of ti in SRN, L(ti) is the
linked tuples of ti, FIL(tx) is the ranking distribution of attribute tuple tx based on the
indirect link ranking function as we introduced in last section, Rtx is the relation of tx ,
FDL(tx) is the Direct Link Ranking of tx and FIL(tx) is the Indirect Link Ranking of
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tx, λD is the weight parameter of ranking functions, Wi,x is the link weight between ti
and tx, the definition of two kinds of ranking functions are shown as follows:

Direct Link Ranking Function. For each attribute tuple ti ∈ Ri, the direct link ranking
distribution is defined as Eq.(2)

FDL(ti) =

∑
t0∈R0

W (ti, t0)∑
tj∈Ri

∑
t
′
0∈R0

W (tj , t
′
0)

(2)

The ranking score of each attribute relation is the links counting with target relation,
W is the weight of SRN edges, when a tuple t ∈ Ri has a link with target relation,
W (t, 0) = 1, otherwise W (t, 0) = 0.

Indirect Link Ranking Function. Suppose in a star relational network SRN =
GR(V,E,W ), any two types of attribute relations RA and RB , the indirect link ranking
function through target relation RC is defined as Eq.(3):

FIL(RA) = WACWCBFIL(RB)
FIL(RB) = WBCWCAFIL(RA)

(3)

WAC is the weight matrix of relationRA andRC , WCB is the weight matrix between
RC and RB in WAC . The ranking of tuples in RA and RB is an iteration computing
process.

4.2 Posterior Probabilistic Model

In the initial process of clustering we partition the whole network to M tuple clusters,
for each tuple cluster ωi, based on the Probabilistic Ranking Model(Eq.(1)), we obtain
the probability model for target objects P (ti|ωi). After probability model is derived,
for improving the ranking results, we calculate the posterior probabilistic distribution
by the Bayesian rule. The probability for each target object can be expressed as:

P (ωi|t) = P (t|ωi)× P (ωi)

P (t)
(4)

P (t|ω1) is the probability that tuple object t belongs to tuple cluster ωi, P (ωi) is the
relative size of cluster ωi overall.

4.3 Ranking and Clustering on Target Relation

We use a k − means approach to cluster tuples ω1, ω2, ..., ωM . We denote a target
object as an M dimensional vector s(t) = (P (ω1|t), P (ω2|t),..., P (ωM |t)). The center
for each cluster is also an M dimensional vector, the distance computing between every
tuple vector to mean vector is according to Cosine similarity:

CosDis(Ω,Φ) = 1− (Ω.Φ)

(||Ω||.||Φ||) (5)

Where Ω and Φ are the vectors which denote the tuple vector and mean vector in M
dimensions.

The details of our algorithm on target objects are given in Algorithm 1. From Algo-
rithm 1 we get the ranked clusters of target tuples.
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4.4 Ranking and Clustering on Attribute Relations

In a relational database the target relation is linked together with its attribute relations
with foreign keys. After we calculated the clustered ranking scores of target tuples we
get the probabilities for attribute tuple objects as follows:

P (t|ωi) =
∑

t0∈L(t)

P (t0|ωi) (6)

Where L(t) is the target tuples linked to attribute tuples in cluster ωi. From the
equation we can find the probability of an attribute tuple that is calculated based on the
probability of its target probability. The higher probability that the target tuple belongs
to the cluster, the higher probability the attribute tuple has.

5 Experiment and Evaluation

In this section we show the effectiveness and efficiency of our network based ranking
method with two real-world relational databases.

5.1 Datasets

The datasets we used in our experiments are sub-sets of real data extracted from the
IMDB website (http://www.imdb.com/) and UCI Machine Learning Repository. In our
experiment, we use two databases: (1) Sub-database from IMDB which considers “ro-
mance” and “action” movies between years of 1985 and 2011. In romance-action IMDB
database, there are 3,327 movies, 2,717 directors, and 7,212 stars; (2) The second
database is Credit database which is obtained from the German credit card dataset pro-
vided by UCI Machine Learning Repository [19]. In the Credit database there are 1,000
credit records. There are 20 attributes (with 7 numerical and 13 categorical).

5.2 Result Analysis

In the first experiment, we choose the romance-action dataset. We have firstly extracted
the IMDB relational network from IMDB relational database (costed 1800 microsec-
onds on a normal setting PC machine). Three types of tuple objects are in the network,
namely Movie, Director and Star. The tuples transferred from database are mapped to
objects in network and links between them are extracted from the foreign keys between
the relational tables in IMDB database.

We set the cluster number to 2 (ω1, ω2) in order to cluster the IMDB network to
romance and action clusters. After clustering, we choose top-5 ranked items which are
shown as Tables 1 and 2.

It can be seen that the tuples from IMDB database are ranked and clustered into two
clusters labelled as “Romance” and “Action”. The movies, directors and stars tuples in
the same cluster have more links with each other and in the different tuples have less links
with each other. In the “Romance” cluster, movies, directors and stars are ranked by our
RNRank method that considers the relational links between different types of tuples.
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Algorithm 1. Ranking and Clustering for Target Tuples
Input: GR(V,E,W ), relational network ; M ,cluster number
Output: M ranked tuple clusters ω1, ω2, ..., ωM

//Step 1:Clustering partition
{ω0

m}Mm=1= RandomPartition(1,M);
Centers = newClustercenters(M);
//Repeat Steps 2 to 4 until ε < minchange or iteration > max
for d = 0 to itermax and epsi > ε do

//Step 2: Ranking for each cluster
for i = 0 to M do

for j = 0 to ωi.len do
P (tj |ωi) =

∏
tx∈L(tj)

(λDFDL(tx) + (1− λD)(FIL(tx)P (Rtx)))
Wj,x ;

end
end
for i = 0 to M do

for j = 0 to ωi.len do

P (ωi|tj) = P (tj |ωi)× P (ωi)

P (tj)
;

end
end
//Step 3: Get the new center for each cluster
for m = 1 to M do

sm = re-calcute centers ;
Centers.add(sm);

end
//Step 4: Clusters Adjusting
for n = 1 to V.len do

t = V [n];
for m = 1 to M do

CosDis(t, Centers(m));
end
m0 = minCosDis(t, Centers(m));
V (Cm0).add(t);

end
return ranked tuple clusters ω1, ω2, ..., ωM ;

end

Table 1. Top-5 ranking results of romance cluster

Order Movie Director Star
1 Husbands and Wives Woody Allen Woody Allen
2 Everyone Says I Love You Garry Marshall Mia Farrow
3 Anything Else Amy Heckerling Julia Roberts
4 Deconstructing Harry Steven Soderbergh Alec Baldwin
5 New York Stories Charles Shyer Kirstie Alley

In the second experiment, the German credit dataset is used which is a representative
case for credit card risk analysis. In order to analyse the risk status of credit cards, we
classify the credit cards as “good” or “bad” ones. The traditional researches on credit
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Table 2. Top-5 ranking results of action cluster

Order Movie Director Star
1 Spy Kids Robert Rodriguez Antonio Banderas
2 Once Upon a Time in Mexico Martin Campbell Alexa Vega
3 Grindhouse Gore Verbinski Daryl Sabara
4 Planet Terror Tony Scott Johnny Depp
5 The Adventures of Sharkboy and Lavagirl Garry Marshall Rose McGowan

card risk analysis are based mainly on classification algorithms (e.g. support vector
machine (SVM), logistic regression (LR), decision tree (C4.5), or neural networks (NN)
[20]). However, a classification algorithm can only divide credit cards into either good
and bad categories. In this case, within a category of either good or bad, different credit
cards may be of different extent of good or bad. In our work we use a network-based
ranking approach to cluster as well as rank the credit cards for their risk analysis that
can differentiate the seriousness (i.e., ranks) of risks of credit cards.

In our experiment, cluster number is set as 2 for good or bad credit. In practical
application, we usually pay more attention to the rank of credit card records. Therefore,
in our research we only consider the top-k query results of the center type “Credit”. The
clustering result of credit tuples based on RNRank method is shown as Table 3.

Table 3. Credit prediction result

Order Good Cluster ID(Attributes) Bad Cluster ID(Attributes)
1 162(A14,A34,A61) 653(A11,A33,A61)
2 644(A14,A34,A61) 553(A11,A33,A61)
3 961(A14,A34,A61) 875(A11,A33,A61)
4 325(A14,A34,A61) 841(A11,A33,A61)
5 518(A14,A34,A61) 928(A11,A33,A61)
6 37(A14,A34,A61) 262(A11,A33,A61)
7 985(A14,A34,A61) 641(A11,A33,A61)
8 86(A14,A34,A61) 144(A11,A33,A61)
9 367(A14,A34,A61) 656(A11,A33,A61)

10 235(A14,A34,A61) 752(A11,A33,A61)

From Table 3 we can see that credit records in two clusters have two kinds of attribute
features, the “good” cluster contains records mostly have A14, A34 and A61 which
mean “no checking account”, “other credits existing” and “save less than 100 DM”
values for check statues, credit history and save account attributions. In the “bad”
cluster, the records are mainly with attributes of A11, A33 and A61 for three attribute
types which mean “less than 0 DM”, “delay in paying off in the past” and “save less
than 100 DM”. According to the different attributes, credit records are clustered to two
clusters which tagged as “good” or “bad”.

5.3 Clustering Evaluation

In this experiment, we use Precision/Recall and F-Measure to evaluate the performance
of the clustering process in our method. We choose the real categories (e.g. in IMDB
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movies tagged as “Romance” or “Action”, Credit records tagged as “good” or “bad”) in
database as our ground true values to compare with the clustering results.

The computing functions used for Precision/Recall are defined as:

Precision =

M∑
i=0

|ωi|
N

Correct(ωi)

Correct(ωi) + Error(ωi)
(7)

Recall =
M∑
i=0

|ωi|
N

Correct(ωi)

Correct(ωi) +MissCorrect(ωi)
(8)

Where M is the clusters number, |ωi| is the tuples number in cluster ωi, N is the total
tuples number in all the clustering result on some relation from database, Correct(ωi)
is the tuples number which correctly clustered to ωi, Error(ωi) is the tuples number
which clustered to ωi incorrectly,MissCorrect(ωi) is the tuples number which should
be clustered to ωi but missed.

The F-Measure equation is defined as:

F =
2× Precision×Recall

Precision+Recall
(9)

Where F is the similarity of clustering result compared with the real category value
in database, Precision / Recall are the clustering precision and recall rates.

After defining the clustering evaluation functions, we design two groups of exper-
iments: one group is compared with NetClus method using the small IMDB database
(“Romance” and “Action”) and the other is compared with four classification methods
using Credit database.

In the first group of comparison, for our RNRank method, we run our network-
based method on IMDB database. To compare with NetClus method, we use the same
dataset extracted from our IMDB databse to run NetClus algorithm. The comparisons
on clustering with Precision/Recall and F-Measure are shown in Fig.2(a). In comparison
with NetClus, it can be seen that the Precision/Recall and F-Measure values of our
method are all relatively higher.

In the second experiment, we use Credit database to compare with other methods. To
predict risks of credit cards, many classification methods are used such as SVM, LR,
C4.5, and NN. In our experiment, we run the dataset of the Credit database on four clas-
sification methods and then they are compared with our method on Precision/Recall and
F-Measure. The experiment platform for four classification methods is based on Weka
(http://www.cs.waikato.ac.nz/ ml/weka/) which is an open source Java-based machine
learning and data mining software. The compared results are shown in Fig.2(b).

From the results we can see that compared with other four classification methods our
method has the highest Precision/Recall and F-Measure values. So, our network-based
ranking and clustering method on relational databases has advantage over classical clas-
sifications, with respect to the credit card risk analysis.

5.4 Parameters Study

In our RNRank ranking model, there is a parameter λD which denotes the percentage
of ranking from direct link ranking score. In order to get the most suitable λD from
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(a) vs. NetClus (b) vs. four classification methods

Fig. 2. Clustering comparisons

Fig. 3. Accuracy and λD

ranking, we design an experiment to test it. In the experiment, we select different λD

from [0.0, 1.0], to run RNRank on romance-action IMDB database and Credit database,
the F-Measure similarity for clustering results on different λD is shown in Fig.3. It can
be seen that the most suitable λD is 0.2 for IMDB database and 0.3 for Credit database.

6 Conclusions

In this paper we propose a new dimension of top-k query processing in relational
databases based on network ranking and clustering. In our approach, we firstly ex-
tract network from a relational database, then the tuples of the relational network are
ranked and clustered. The ranked tuples in clusters are returned as the top-k query re-
sult. Compared with the conventional top-k query processing in relational databases,
our work gives a new network-based method to extend the capacity of top-k queries
of relational databases. The experiments on IMDB and Credit databases have shown
the effectiveness and efficiency of our approach. The further implementation of SQL
extension should be straightforward.
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In our approach, we regard the foreign-key linkages between relations are impor-
tant factors in top-k queries within relational databases, because the highly referenced
relational tuples should be searchable and made available to database users. Our pro-
posed approach has satisfied this requirement. The current experiments are based on
star-schema relational databases. In future, we will consider top-k query processing
on more complicated relational-to-CODASYL database schemas that are referred to as
the relationally-stored networks. The dynamic extraction and maintenance of relational
networks with vary large volume of tuples will also be considered.
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Abstract. Relationships in Microblogging services are lack of explicit mean-
ingful labels, such as “colleagues”, “family members”, etc. The state-of-the-arts 
mainly work on mining only one particular relationship type such as advisor-
advisee relationship for specific social networks. Moreover, few work focuses 
on relationship identification in Microblog based on link analysis. In Micro-
blog, words in interactive tweets between users may provide clues for relatio-
nship type identification. In this study, we propose a two-step framework to  
infer the different social relationship types between users in Microblog. Firstly, 
a generative model UIRCT (User Interaction-based Relationship-related Com-
munity Topic) is proposed to discover relationship-related communities based 
on interactive content between users. We then profile the discovered com-
munities with different relationship type labels by utilizing external resource. 
Experiment results on Sina Weibo dataset demonstrate that our proposed 
framework can identify different meaningful relationship types effectively. 

Keywords: Relationship type identification, community discovery, generative 
models, interactive tweets. 

1 Introduction 

Microblog becomes a popular web service in the Web 2.0 era and plays an important 
role in our social life. In China, the most well-known microblog site is Sina Weibo, 
which has more than 500 million registered users by the end of 2012, posting 100 
million tweets every day. Users in Microblog are talking about their daily life and 
following their interested people.  

Microblog has been extensively studied [1, 2]. However, most studies treat the 
connections in social networks homogeneous, and ignore the fact that our physical 
social network is colorful where people connect to each other by various relationship 
types, e.g., family members, colleagues, or friends with similar interests. It is obvious 
that the different types of social relationships have essentially different influence on 
people. Thus for online services, such as recommendation [3], relationship type could 
be significant, so social network applications may benefit from encouraging users to 
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specify relationship types. Although users are encouraged to label their followers into 
different groups, they often skip this step. Recently, some efforts have been made on 
relationship identification. For example, Diehl et al. [4] try to mine manager subordi-
nate relationships by learning a ranking function. Wang et al. [5] focus on identifying 
advisor-advisee relationship in publication network. However, they focus on specific 
relationship type in a particualr domain such as email and publication network, while 
Microblog is an open environment where various relationship types exist. Therefore, 
new approaches for identifying relationship types in Microblog are needed. 

Our aim here is to identify various relationship types in Microblog. Since the inter-
active content between users can reflect the types of their relationship to some extent, 
users’ interactive content is used as an information resourse to infer the relationship 
types among users. In another word, given the interactive tweets between two users, 
we estimate how likely they have a specific relationship type. Here we focus on  
identifying four relationship types: Family Member, Colleague, Schoolmate and In-
terests-oriented Friend. To accomplish this, an interaction based relationship learning 
framework is proposed to classify the relatonship types. Our framework consists of 
two components: discovering relationship-related communities and labeling those 
communities with external resources. 

The main contributions of our study can be summarized as follows: 

• A generative model is proposed for relationship-related community discovery 
based on Microblog conversations. 

• A relationship learning framework is introduced to profile the detected communi-
ties with the relationship’s distributions over words. 

• The efficacy of our proposed framework is evaluated on a real world Microblog 
dataset collected from Sina Weibo. Experimental results show that our framework 
can discover meaningful relationship types between users. 

The rest of the paper is organized as follows. Section 2 introduces the details of our 
proposed framework. We explain the community discovery model and community 
profiling procedure in Section 3 and 4 respectively. Section 5 gives experimental 
results. We discuss related work in Section 6 and conclude the paper in Section 7. 

2 Overview of the Framework 

In this section, we first define the terminologies related to relationship identification 
in Microblog. Then the proposed framework is presented in detail. 

2.1 Terminology Definition 

Definition 1. Interactive Social Network  
An interactive social network can be denoted by a graph ( , , )G V E l= , whereV is 

the users set in the network, and E is the set of links among users. Each edge
( , )e u v E∈ denotes that some interactive activities exist between u and v . l is an edge 
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labeling function :l E L→ , where L is a set of labels 0 1{ , ,..., }kL l l l= . Here we define

L as a relationship labels set, i.e., {Family Member, Colleague, Schoolmate, Inter-
ests-oriented Friend}. For Ee ∈ , ( )l e L∈ is called the relationship label of e .  

Definition 2. Relationship-related Community 
A relationship-related community is a group of users who share the same relation-

ship label among each other. We use '( )G V to denote the subgraph induced by a subset 

of vertices 'V V⊆ . Given a user v V∈ , ( )N v denotes the set of neighbors, and the 

subgraph ( ( ))G N v means a set of disjoint “communities” formed by v . Users having 

the same relationship with v tend to belong to a same community in ( ( ))G N v .  

 

Fig. 1. An interactive social network of user u  

Fig. 1 illustrates the interactive social network of user u who is located at the cen-
ter. All other nodes are his/her friends, i.e., 1 2 7( ) { , ,..., }N u u u u= . 1 1( ( , ))l e u u l= means 

that user 1u has a relationship label 1l with u . ( )N v can be divided into three communi-

ties: 1 1 2 3{ , , }C u u u= , 2 4 5{ , }C u u= and 3 6 7{ , }C u u= , according to the edge labels. 

Definition 3. Relationship Identification 
Given an unlabeled social network graph ( , )G V E= and the set of relationship la-

bels L , relationship identification is to assign each link e E∈ a label from L . In other 
words, the objective is to turn the unlabeled social network ( , )G V E= into an interac-

tive social network ( , , )G V E l= . 

2.2 Overall Solution Framework 

Fig. 2 shows the overall framework of the proposed approach. The input is an interac-
tive tweet corpus, an unlabeled network, and external resources. The output is the 
relationship-related communities with the corresponding labels.  

The framework consists of two components, i.e., community discovery, and com-
munity profiling. In the community discovery component, an interaction based gener-
ative model, called UIRCT (User Interaction-based Relationship-related Community 
Topic), is proposed to discover the relationship related communities. In the communi-
ty profiling component, Wikipedia is used to construct the relationship ontology, and 
then the discovered communities are profiled with the relationship’s distributions over 
words. In the following sections, these two components will be discussed in detail. 



154 Q. Deng et al. 

 

 

Fig. 2. The general framework 

3 Community Discovery 

The generative model UIRCT is proposed to discover the relationship-related com-
munities based on the interactive tweets among users. The basic assumption is that 
the involved users of a tweet are generated from a latent community and they have the 
same relationship with the author. 

3.1 The Generative Model UIRCT 

Fig. 3 presents the hierarchy of the Bayesian network of UIRCT, and the variable 
descriptions are shown in Table 1.  

 

Fig. 3. Probabilistic graphic representation of UIRCT 

The distributions among variables are defined as follows: 

• Each topic is associated with a multinomial distribution over words, represented by
φ , which has a symmetric Dirichlet prior with hyperparameter β : 

  ~ ( ),   1, 2,...,z Dirich z Zϕ β =          (1) 
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• Each community is associated with a multinomial distribution over users, 
represented byψ , and uc,ψ means user u ’s activeness in community c , which has a 

Beta distribution with hyperparameters 10 ,εε : 

 , 0 1~ ( , ), 1,2,..., ; 1, 2,...,c u Beta c C u Uψ ε ε = =   (2) 

• Each <community, user> pair is associated with a multinomial distribution over 
topics, represented by χ , which has a Dirichlet prior with hyperparameter γ : 

 , ( ),    1, 2,..., ; 1, 2,...,c u Dirich c C u Uχ γ= = =   (3) 

Table 1. Variable descriptions 

Symbols Description 
β  Dirichlet distribution parameter 

γ
 Dirichlet distribution parameter 

0ε
 

Beta distribution parameter 

1ε  Beta distribution parameter 

Z  The number of topics 
C  The number of communities 

cψ
 

User distribution over community c 

zϕ  
Word distribution over topic z 

,c uχ
 

Topic distribution over community-user pair<c, u> 

Typically, a tweet d  is generated by three steps:  

1. A community dc is chosen by maximizing the likelihood of community member-
ship: users, topics and words: 

arg max log( ( , ))

   arg max{log( ( , , , )) log( ( , , ) log( ( , , )))}

d C

d d dC

c L d c

L d c R a L d c L d c W

=

= + +dz
      (4) 

2. We assume that the author and the recipient set of tweet d are da and dR respec-

tively. For each participant slot i ,1 { , }d di a R≤ ≤ , a participant p is chosen by 

running a Bernoulli trial according to p ’s activeness in dc : 

 , ,| ~ ( ),1
d dd p c c py Bernoulli p Uψ ψ ≤ ≤                (5) 

3. For each word slot j , dWj ≤≤1 : 

(a) A participant jdp , is chosen from the participants set },{ dd Ra uniformly; 

(b) Choose a topic assignment based on the community dc and user jdp , : 
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                             ,, , ,| , , ~ ( )
d jd j d d j c pz c p Multiχ χ                         (6) 

(c) Choose a word jdw , from the jdz , -th topic-word distribution: 

                                 ( , ), ,| , ~ ( )
d id n d n zw z Multiϕ ϕ                        (7) 

3.2 Parameter Estimation 

Given an interactive tweet corpus with a user set, UIRCT model enables the discovery 
of relationship-related communities and the latent topics of interaction in each com-
munity. From a Bayesian network perspective, given the observable variables da , dR

and dW , i.e., the author, recipient set and word set of tweet d , our goal can be carried 
out by doing inference over latent variables. 

Our goal is to compute the posterior probability ),,|,,( dddd aRWcp dd zp for a tweet

d . Posterior probability can be computed theoretically by the joint distribution. Con-
sidering the joint distribution of all variables as follows: 

             

   

( , ) , ( , ) ( , )
{ , } 1

( , , , , , | , , , )

( | ) ( | , ) ( | , ) ( , | ) ( )

( ) ( | ) ( | , ) ( | )
d

d d

d d d d

d d d d d d d

N

d d d n d d n d n d n
r R a n

p c R a W

p W p c p R a p R a c p c

p c p r c p z c p p w z

α β γ ε

∈ =

=

∝ ∏ ∏

d d

d d d d

p z

z z p p            (8) 

Gibbs Sampling 
Due to the coupling between hidden variables, the posterior distributions cannot be 
exactly inferred. Various algorithms have been used to solve the problem, such as 
variational approximation [6] and Gibbs sampling [7]. Here Gibbs Sampling is used 
to train the model, whose process is illustrated as follow: 

  for each tweetdin D do 
     assign d to random community 

     assign each dw ind to random user and topic 

  /*Markov Chain Convergence*/ 
  for i =1:1000 iterations do 
    for each tweet d  do 

     draw dc  by maximizing likelihood of community      

membership according to Eq.(9) 

     for each word ( , )d nw in tweet d do 

         draw ( , )d np and ( , )d nz by using Eq.(13) 

Gibbs sampling is carried out by starting with a random assignment to all latent va-
riables. Then a Markov chain is constructed to converge to the target distribution. In 
each simulation trail, Gibbs Sampling updates by two steps: 
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Step 1: Update latent community dc conditioned on other variables by maximizing the 
likelihood of community membership, including users, topics and words: 

       
arg max log( ( , ))

   arg max{log( ( , , , )) log( ( , , ) log( ( , , )))}

d C

d d dC

c L d c

L d c R a L d c L d c W

=

= + +dz
       (9) 

• The log-likelihood function of community membership for users: 

    , ,0 1

0 1 0 1

{ , } { , }
11 1

, , , ,
1 10 1

{ 0 , 1 ,

1 0 1

log( ( , , , )) log ( , , ) log ( , ) ( | )

1
log (1 ) (1 )

( , )

( , )
log

( , )

d d d d c
d u d u

c c

d

d d c c c

a R a R D
y y

c u c u c u c u c
u u d

D D

a d u c d u
d d

u

L d c R a p c p p c d

d
B

B y D y

B

ε ε

ε ε ψ ε ε ψ ψ

ψ ψ ψ ψ ψ
ε ε

ε ε

ε ε

→ → →

→
−− −

= =

=

= =
 

= − × − 
 

+ + − 
=



∏ ∏ ∏

;

, }dR



       (10) 

where cD is the number of tweets assigned to community c ; 1, =udy indicates that 

user u is a participant of tweet d , else 0, =udy ; ),( 10 εεB indicates the Beta distribu-

tion with )()()(),( 101010 εεεεεε +ΓΓΓ=B . 

• The log-likelihood function of community membership for topics: 

      ( )( ) ( )
, ( , ) , ( , )

{ , } 1 1

log( ( , , ))

log log ( )
d d

Z Z
z z

d pz c p d pz c p
p a R z z

L d c

D n D nγ γ
∈ = =

  = Γ + + − Γ + +    
  

dz

        (11) 

where pzdD , is the number of times z was generated from participant p in tweet d ;
( )
( , )

z
c pn is the number of times z was generated from community-user pair >< pc, . 

• The log-likelihood function of community membership for words: 

        

, ,

1 1 1 1

log( ( , , )) log( ) log( )
w z

d z z dd d
W nZ n

w

d z z
z w j j

L d c W n j Z n jβ β
= = = =

 
= + − − ⋅ + − 

 
           (12) 

where dZ is the number of topics assigned in d ; zdW , is the number of words assigned 

to topic z in d ; ,
w
z dn is the number of times word wwas assigned to topic z in d ; z

dn is 

the number of times topic z was assigned in d . 

Step 2: For each word ),( ndw in tweet d , updating participant topic pair

>< ),(),( , ndnd zp conditioned on other variables. 
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'

'

( , ) ( , ) ( , )

( , ), ( , ), ( , )

, ( , ) ( , ), ( , )
1

( , | , , , , , ( , ))

d

d

d n d n d d d d n

kw
c u d nk d n

V Z
w z

k d n c u d n
zw

p p u z k c R a w w d d n

nn

n V n Z

γβ

β γ

−−

− −
=

= = = ¬ ¬

++
= ×

+ + 
        (13) 

where , ( , )
w
k d nn − is the number of times word w being generated from topic k other than 

the thn word in d ; ( , ), ( , )
k
c u d nn − is the number of times topic k being generated by commu-

nity-user pair >< ucd , other than the thn word in tweet d . 
After the estimation process, each parameter is estimated from the ending state: 

                                 

( )

0
,

0 1

u

c
c u

c

n

D

εψ
ε ε
+

=
+ +

                               (14) 

                              

'

'

( )

( , )

( , ),
( )

( , )
1

z

c u

c u z Z
z

c u
z

n

n Z

γ
χ

γ
=

+
=

+ ×
                             (15) 

                              

'

'

,

1

w

z
z w V

w

z
w

n

n V

βϕ
β

=

+
=

+ ×
                                (16) 

3.3 User-Community Assignment 

After the training process, users’ active distribution among communities is as follows: 

                               
( )

0

0 1

( | )
u

c

c

n
p u c

D

ε
ε ε
+

=
+ +                             

(17) 

Given community c , users whose activeness in it is higher than a certain threshold 
can be regarded as a member of c , i.e., { | ( | ) }cU u U p u c threshold= ∈ > . Therefore, we 

classify user and his/her friends into various communities, and then we can obtain the 
community-word distribution for each community based on ( , ),c u zχ and ,z wϕ . 

4 Community Profiling 

In this section, we present how to utilize UIRCT model parameters and external re-
source to infer relationship. The assumption is that each relationship type has its asso-
ciated keywords that can provide clues to infer it. For example, if two users have the 
colleague relationship, many of their interactive tweets may contain keywords such as 
boss, work, or salary. Thus, the relationship type can be identified by the relationship-
word distribution. In this study, we mainly identify four relationship types, i.e., Fami-
ly Member, Colleague, Schoolmate, and Interests-oriented Friend. As for the 
fourth type, it means close friend or friends with similar interests, including Sports, 
Politics, Technology and Entertainment. 
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Based on the structure of articles, the relationship-related words are extracted from 
Wikipedia text. Firstly, the tf-idf model is used to measure the relevance of words to 
each category. Then we manually assign each category to only one relationship type. 
Thus we get the distribution for each relationship: 1 1Re {( , ),...,( , )}r n nlation w weight w weight   

By computing the similarity between community-word distributions and relation-
ship-word distributions, communities can be profiled with relationship labels. 

5 Experiment 

To validate the performance of our approach, a set of experiments are conducted on a 
real world dataset, collected from Sina Weibo. To illustrate the benefit of UIRCT 
model, CUT [8] and CART [9] models were adopted as the benchmark methods. In 
the following subsections, a qualitative evaluation of the discovered communities is 
presented first. Then some evaluation metrics are adopted to evaluate our method. 

5.1 Datasets 

Datasets in experiments are collected from Sina Weibo and Wikipedia respectively. 

• Sina Weibo: The tweets dataset is collected from Sina Weibo. Our aim is to identi-
fy user’s relationships with his/her friends. Thus we manually select 9 users from 
Sina Weibo, including 6 celebrities (Yao Chen, Kaifu Lee, Pan Shiyi, Jiang Tao, 
Ma Yili, Ma Shaoping) and 3 common users. To study their tweets exchange with 
other Weibo users, we crawl all their interactive tweets and the interactive friends, 
which resulted in a total of 5,500 users and 52,000 interactive tweets. In the expe-
riments, the bi-direction interactions are considered.. 

• Wikipedia: The latest chinese Wiki XML corpus is downloaded to train the rela-
tionship-word distributions. After data processing, we get 137,332 articles and 
their corresponding categories. The details are displayed in Table 2. 

Table 2. The article numbers of different categories 

Entertainment 17,103 Education 16,710 
Business 17,981 Sports 16,832 
Science&Tech 19,196 Politics 17,219 
Music 16,386 Life 15,905 

5.2 Result Analysis 

Qualitative Analysis 
Here we show the discovered communities by modeling Yao Chen’s interactive 
tweets with 15 topics and 4 communities in Fig. 4. Yao Chen is a famous Chinese 
actress who has more than 40 million followers in Sina Weibo up to now. The top 
ranked topics, users which are presented as “@chinese screenname (translated 
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topic 1 teacher; life; art; artist; create 

topic 13 actor; perform; drama; “Secret Love in 
Peach Blossom Land”(A drama); act 

topic 15 99 class; Beijing Film Academy; 
graduation; girls; boys 

 

@林洪桐(Lin Hongtong) @刘亭作(Liu Tingzuo) 

@制作人于飞(Producer Yu Fei) @赵宁(Zhao Ning) 

@盖特Nine9 (Gai Te Nine9) 

 

topic 2 movie; actor; role; stage; director 

topic 3 song; album; CD; concert; CCTV-MTV

topic 8 news; journalist; media; emcee;  

award ceremony 

 

@冯小刚(Feng Xiaogang) @赵薇(Zhao Wei) 

@歌手李健(Singer Li Jian) @舒淇(Shu Qi) 

@陈坤(Chen Kun) 

topic 6 meeting; leader; criticized; at work; studio

topic 10 broker; assistant; on show; dear; camera 
crew 

topic 15 stylist; dresser; director; concert; happy 

 

@刘大腕儿(Lin Tao) @张蕾(Zhang Lei) 

@曲连鹏(Qu Lianpeng) @ lucialiustylist 

@唐毅(Tang Yi) 

topic 1 buddy; diffidation; happy; help; bosom 
friend 

topic 5 brother; sister; cherish; kindness; happy 
birthday 

topic 14 vocation; chat; eating; home; gossipy 

 

@范范 1120 (FanFan1120) @易立竞(Yi Lijing) 

@北青刘一(Beijing Young Liu) @孙阿美(Sun Amei) 

@远方的蜗牛(Far Snail) 

 

 
Fig. 4. Yao Chen relationship-related communities 

 
Fig. 5. Topic profiles for discovered communities 

name)”, as well as the relationship label are presented to visualize each community. 
And each topic is represented by the top 5 words (translated from chinese). It is 
shown that her communities can be roughly represented as: Close Friend, Colleague, 
Entertainment Area-mate, and Schoolmate.  

Fig. 5 presents the plot of topic probabilities over communities. Taking Communi-
ty 1 as example, it shows that topic 4, 9 and 12 are very prominent in C1 (short for 
Community 1), which typically consists of words about school life, like teacher, stu-
dent and art. By utilizing external relationship-word distributions, C1 is labeled with 
“Schoolmates” group which means users in C1 are likely to be the school friends of 
Yao Chen. For example, user Lin Hongtong (translated), a professor of Beijing Film 
Academy, is classified into C1 since he was Yao Chen’s teacher in Film Academy.  

It can be concluded that our proposed framework can discover users’ relationship-
related communities effectively and label concrete relationship type. 
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Community Analysis 
Next, we evaluate the quality of communities discovered by UIRCT models against 
two baseline methods: i.e., CUT and CART models. Newman [10] proposed the con-
cept of modularity, which has been shown to be an effective quantity to measure 
community structure [11, 12]. It assumes that a good division of a network is that the 
number of edges between groups is smaller than expected. A larger modularity indica-
tes denser within-group interaction. However the discovered communities of our 
model is a fuzzy community structure, where each node belongs to a certain commu-
nity with a certain probability. Thus we adopt a variant of modularity, i.e., fuzzy 
modularity fQ  [13] to quantify the quality of a probabilistic partition. It is defined as: 

(   )

         ( )
fQ probabilistic number of  edges within  communities

expected probabilistic number of  such edges

=

−  
Fig. 6 compares the average fuzzy modularity of our model with the baseline mod-

els (CUT and CART model). The number of topics was set to 20 for these experi-
ments as we vary the number of communities.  

 

Fig. 6. Comparison of average fuzzy modularity 

It is observed that our proposed model outperforms other methods which discover 
community purely based on interest, such as CUT model. In addition, although CART 
model also extracts topically meaningful communities using interactive content, it is 
less suitable for sparse datasets like Microblog. This is shown by much weaker values 
for CART model in Fig. 6. The high modularity values support our assumption that 
the inter-connected people who share the same relationships often form communities. 

Perplexity Analysis 
Perplexity is a common metric to evaluate language models [14], which measures the 
log-likelihood of generating latent data from known data. A smaller value of perplexi-
ty means a stronger generative power of the model. the perplexity is computed as:  

                (
( ) ex

, ,
p

, , )
d

d

w

d d dn p C
perplexity

N

R Z w a
W

  = − 
  

                  (18) 

where dW is the word sequence, and dN  is the length. 
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Fig. 7 show a simple comparison of perplexity for different parameters sets. We 
can see that our UIRCT model performs better than CUT and CART for having lower 
perplexity. Moreover, the optimal parameter settings can be obtained by analyzing 
how the perplexity is affected by the parameters. Fig. 7(a) plot the perplexities against 
the number of topics, in which the number of communities was set to 4. It shows that 
the perplexities have the minimum values at around 10-15 topics. Fig. 7(b) plots the 
perplexities against the number of communities, where the number of topics was set 
to 15. It shows that the perplexities have the minimum values at around 3-5 communi-
ties. Based on these experiments, the optimal parameter settings can be obtained. 

 

(a) (b) 

Fig. 7. Perplexity comparison vs (a) No. of topics (b) No. of communities 

Accuracy Analysis 
Throughout the experiment results, we define accuracy as the ratio of the number of 
links which are labeled correctly by our method to the total number of links. A ma-
nual labeling method is adopted to generate the real relationship type between users in 
our dataset. 4 volunteers are divided into 2 teams to label the relationship indepen-
dently and when two teams label a different relationship type for a particular user 
pair, we will ask them to re-label this relationship type. 

Table 3. Accuracies on different relationship types 

Relationship Type Accuracy 
Family Members 46.7% 

Colleagues 73.3% 
Schoolmates 51.3% 

Interests-oriented Friends 73.5% 
Average 61.2% 

 
Table 3 shows the accuracy for each relationship types. Here the optimal parameter 

settings are adopted to conduct the experiment. It is observed that most of the rela-
tionship types achieve accuracy score higher than 0.5, and the best accuracy score is 
up to 0.735 (Interests-oriented Friends). 
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6 Related Work 

Relationship mining is an important research direction in social network analysis. As 
a research branch, some recent efforts had been made on predicting unknown links in 
social networks. These link prediction methods can be generally classified into two 
categories: one is using topology to capture the link structure of the social network, 
for example, Liben-Nowell and Kleinberg [15] study the unsupervised methods for 
link prediction based on the meatures for analyzing the “proximity” of nodes in social 
network, and the other is combining attribute similarity features with topology, for 
example Taskar et al. [16] define a joint probabilistic model over entity attributes and 
links for link prediction. Another related research direction has focused on estimating 
the strength of social links. Xiang et al. [17] develop a latent variable model to esti-
mate relationship strength from interaction activity and user similarity. 

However, those works assume the relationship type between every people is the 
same. Recently, there are several works on mining the meanings of social relation-
ships. Wang et al. [5] propose an unsupervised model to identify the advisor-advisee 
relationships in publication network. Tang [18] propose a semi-supervised framework 
for learning to infer the type of social ties. However, these algorithms mainly focus on 
a specific domain, such as email or publication works, and ignore the information 
contained in texts. Moreover, most methods is semi-supervised learning, which needs 
partially labeled data. Another research is relational learning [19,20], which refers to 
the classification when entities are presented in multiple relation network. It is differ-
ent from the our study since we explore the relationship types mining in Microblog. 

7 Conclusion and Future Work 

In this paper, we focus on the problem of identifying relationship types between users 
in Microblog. To solve this problem, we propose a relationship identification frame-
work which contains two components: community discovery and community profil-
ing. In community discovery component, a model UIRCT (User Interaction-based 
Relationship-related Community Topic) is proposed to discover the relationship-
related communities. The external resource, Wikipedia, is then used to build relation-
ship ontology to profile the discovered communities. Experimental results on Sina 
Weibo dataset validate the feasibility and effectiveness of our proposed framework. 

Identifying the meaningful relationship types makes online social network closer to 
the physical network, and also can be applied to many other applications, such as link 
prediction and personalized recommendation, etc. In our future work, we will study 
other approaches to build relationship ontology to improve the accuracy. 
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Abstract. Personalized recommendation is attracting more and more attentions 
nowadays. There are many kinds of algorithms for making predictions for the 
target users, and among them Collaborative Filtering (CF) is widely adopted. In 
some domains, a user’s behavior sequences reflect his/her preferences over 
items so that users who have similar behavior sequences may indicate they have 
similar preference models. Based on this fact, we discuss how to improve the 
collaborative filtering algorithm by using user behavior sequence similarity. We 
proposed a new Behavior Sequence Similarity Measurement (BSSM) approach. 
Then, different ways to combine BSSM with CF algorithm are presented. Expe-
riments on two real test data sets prove that more precise and stable recommen-
dation performances can be achieved. 

1 Introduction 

With the development of technology, the Internet has penetrated into people's lives in 
all areas of study and work to develop the largest information database in today's 
world. Faced with such a large amount of information, how to make use of these data 
is becoming the focus of current research [Han et al 2011].  

Personalized recommendation is a research field emerged with the increasingly so-
phisticated use of data mining techniques in recent years. It analyzes the preferences of 
users according to the user's access records to provide a personalized recommendation 
service to the user when they access the web site so that customers’ satisfaction and 
loyalty can be improved [George et al 2007]. These systems have been successfully ap-
plied to various domains such as movies [Alspector et al 1997; Good et al 1999], 
news[Resnick et al 1994]， and online e-commerce, such as Amazon.com and 
eBay[Schafer et al 2001], and it brings a lot of benefits to the users and service providers. 

There are various kinds of algorithms that have been applied to personalized rec-
ommendation problems, and Collaborative Filtering (CF) is a main one among these 
methods [Su et al 2009]. In general, CF algorithm uses a database of users’ prefe-
rences over items to predict additional topics or products that the target user might 
like. There are mainly three categories of CF algorithms, which are memory-based, 
model-based and hybrid based ones [Su et al 2009]. Although CF algorithms show 
their advantages in many applications, they still have some drawbacks [Badrul et al 
2001], and thus need to be improved.  
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In some domains, the sequence of a user’s behaviors can reflect his/her preferences 
over items [Cao 2010]. Taking the following case as an example, there are some mov-
ies shown in recent three weeks (See Fig. 1). Movies of same letter belong to the 
same type. User  watched movies in the sequence of < , , , ,  >, whe-
reas user  watched movies in the sequence of < , , ,  >, and user  watched movies in the sequence of < , , , ,  >. The reasons leading to 
the various behavior sequences may differs between different people. However, the 
order of movies watched will undoubtedly be affected by user’s personal interests. 
Therefore, it is possible to find users with similar interests in terms of their Behavior 
Sequence Similarity Measures (BSSM). 

 
Fig. 1. Movie and Release Time 

According to this fact, in this paper, we propose a model that combines BSSM with 
CF algorithm, and we present several ways to enhance the CF algorithm by applying 
BSSM.  

The rest of the paper is organized as follows. In Section 2, we introduce the related 
work. In Section 3, we define the user behavior sequence and discuss how to select 
users who have similar preference with the target user based on BSSM. Then in Sec-
tion 4 we propose several ways to combine the BSSM with the traditional CF algo-
rithm. Experiments to evaluate the performance of our algorithm is demonstrated and 
discussed in Section 5. Finally, we conclude the paper and outline future research 
directions in Section 6. 

2 Related Work 

Recommendation systems have attracted many attentions nowadays in the field of 
web application system and on-line information retrieval systems. Traditionally,  
recommendation algorithms are partitioned into two main families: content-based 
filtering recommenders and collaborative filtering ones [Resnick et al 1997]. Content-
based filtering recommenders make recommendation based on an evaluation of the 
user own past actions, as WebWatcher [Joachims et al 1997] and client-side agent 
Letizia [Lieberman et al 1995], while collaborative filtering is based on other similar 
users’ preference. Our approach is an improvement to the traditional CF algorithm.  
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User behavior has become a research topic that tries to catch the sequence of user 
interactions at a higher level. These models will in general be hierarchical, as the 
workload requests at a lower level [Helmult et al 1999], such as WUM, which discov-
er usage pattern from web log file and identify underlying user visit interest exhibited 
from user’s navigational activity to satisfy the expert’s criteria [Myra et al 1998], and 
LDA Model, which incorporating Web user access pattern based on Latent Dirichlet 
Allocation model to discover the associations between user sessions and multiple 
topics via probability inference so that to predict more preferable web pages for users 
via collaborative recommending technique [Guandong Xu et al 2008]. However, the 
research on user behavior mainly tries to predict future behavior for the original user. 
In this paper, we combine the user behavior analysis with the traditional CF algorithm 
to propose a new recommendation model, which can discover the user group that has 
similar preference with the target user and also take the advantages of a CF algorithm, 
so that the recommendation performance can be improved. 

3 User Behavior Sequence Similarity Measurement 

3.1 User Behavior Sequence 

Based on social behavioristic theory, users’ behaviors are influenced by users’ objective 
preferences and subjective attributes such as age, occupation, area, etc, which has regu-
larities that can reflect the characteristic and personal preferences of users. Based on this 
fact, users who have similar behaviors should have similar personal preferences. 

User behavior sequence is the sequence of user’s access behavior in the order of 
temporal precedence. Here we give the definition of user behavior sequence as follows. 

 
Definition 1(User Behavior Sequence). 
Given a user u, whose access behaviors within a time window can be represented as a 
temporal sequence bs=< , , ,…, >, where  is the action of user u, then we 
call the sequence bs  the user behavior sequence for user u. 
 

Based on the definition of user behavior sequence, we can discover the user beha-
vior pattern, which can be defined as: 

 
Definition 2(User Behavior Pattern). 
Given a user u whose user behavior sequence is bs=< , , ,…, >, and a num-
ber m(0 ), then all distinct sub-sequences whose length is m within a user 
behavior sequence form the user behavior pattern set for user u.  

Here, the similarity between two users is measured by the similarity between their 
corresponding behavior sequences. Given two user behavior sequences, and given a 
length for constructing user behavior pattern set, the Behavior Sequence Similarity 
Measurement (BSSM) is the intersection of the user behavior pattern sets of two us-
ers. If we denotes  as the similarity of behavior sequences between user  and 
user , then  is calculated by 

                     = _ , _                           (1) 
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Here, simiCount is the number of common user behavior patterns in both se-
quences. length_i and length_j is the number of actions in user behavior sequences, 
and m is the length of user behavior pattern. 

For example, if user  has the user behavior sequence < , , , , >, user 
 has the user behavior sequence < , , , , , >, and given the length of 

user behavior pattern is 2, then the similarity between the user sequences of  and 
 is  

                            = ,  0.3                         (2) 

There are many ways to measure the similarity between user behavior sequences, 
such as comparing the frequency of items appearing in the sequences or comparing 
the common single items appearing in the sequences. Here, we choose to measure the 
similarity between user behavior pattern sets to compare the similarity between dif-
ferent users, because we believe that this can reflect the similarity of preference struc-
tures of different users over items. 

In order to verify this intuition, we did some experiments on the real data set. 
For example, we did experiments on the dataset of MovieLens. Fig. 2 shows the nor-
malized watching frequency distribution for an identified user group over the top ten 
most-watched movies. It can be observed that there is a common preference among 
users in the same group. This fact tells us it’s possible to make use of BSSM to find 
users with similar preferences. 

 

Fig. 2. Audience Ratio Distribution over Top Ten Movies 

3.2 Analysis on the Length of User Behavior Pattern 

BSSM relies on a parameter, i.e., the length of sub-sequence representing the user 
behavior pattern. Actually, when the length is 2, it can reveal the preference structure 
over any two items. When the length is 3, it reveals linear preference structure over 
any three items. In addition, this number also determines how many similar users 
could be found. When it is relatively short, the number of similar users will be  
relatively large. On the contrast, when this number is relatively large, the number of 
similar users will be relatively small. Obviously, the number of users in the group will 
influence the recommendation performance. Thus, we should find the best length for 
describing user behavior patterns. 
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In order to get reasonable result, an experiment dataset should have sufficient user 
numbers, so we first find out the movie that has been watched by most users, whose 
ID is 4196, recorded as M1. In the first step (n=1), we select users who have watched 
movie 4196, recorded as UserSet1. Then we treat UserSet1 as dataset for the next ex-
periment, and find out the movie that has been seen most times, which is movie 424, 
recorded as M2. Next we select users who have seen M3 in UserSet2, recorded as 
UserSet2, and record this step as n=2. Similarly, we can get M3, which is movie 1088 
and corresponding user set UserSet3 for n=3. When performing on UserSet3 and ob-
tain UserSet4, we notice that there is an obvious decrease in the number of users in 
this group, which makes it contributes little to the experiment, so we stop at n=3. At 
last we get three user behavior patterns, which are (4196) noted as pattern1, (4196, 
424) noted as pattern2, and (4196, 424, 1088) noted as pattern3. 

For every user behavior pattern, we first find out the next movie which has been 
seen just after seeing the movies in the user behavior pattern, noted as after-movie, 
and the movie set we get is noted as after-movie-set. Then we make statistic on the 
frequency of movies in after-movie set, and rank them from large to small, noted as 
movie-count-list. Since the numbers of each user set are not same, we transform the 
result into movie-ratio-list, which avoids the influence caused by number difference. 
We calculate movie-ratio by the formula below, 

                             ratio = 
C M NC U S                               (3) 

where count(MoiveN) indicates the frequency distribution of movies, and 
count(UserSet) indicates the number of user in the user set.     

Fig. 3. Audience Ratio Distribution over all Movies 

Fig. 2 and Fig. 3 show audience ratio distribution over movies. We set the length 
equals to 2, 3 and 4 respectively. It can be observed that the preference of users se-
lected is most significant when the length of user behavior pattern is 2, which means 
the number of users that have similar preference in one user group set is the largest. 
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From the statistic chart, we can get this conclusion by noticing that the highest point 
belongs to the result of the user behavior pattern when the length is 2.  

From the above observations we can get following result: 

1. The preference of users in the same group does not become more obvious while the 
length of the behavior pattern increases. From the statistic chart above, the prefe-
rence becomes most obvious when the length is 2. The reason for this result might 
due to the decrease of number in user group set while the length of the user beha-
vior pattern increases. 

2. The length of user behavior pattern also influences the dispersion of the result. 
While the length increases, the dispersion becomes small. 

For different length user behavior patterns, the preference of every user group also 
different, which is reflected in the statistic chart by the different highest point in the 
normal distribution of the every result. 

Based on above conclusions, we apply behavior patterns of length 2 to discover 
similar users and then combine BSSM with CF algorithm to support recommendation, 
which will be discussed in the next section.  

4 Recommendation Based on BSSM  

We tried several ways to combine BSSM with CF algorithm, and experimenting on 
the dataset to see whether the recommendation performance has been improved. Here 
we mainly introduce three methods, which are Linear combination of BSSM and CF 
algorithm (LCBC), multiplying the Results of BSSM with CF algorithm (MRBC), 
and Cascading Combination of BSSM with CF algorithm (CCBC). 

4.1 LCBC 

In traditional CF algorithm, we first calculate the similarity between target user and 
other users, and find out target user’s nearest neighbor set by comparing the similari-
ty, then make prediction on the target user’s rating for a given item based on the  
user’s nearest neighbors ratings on that item. We modify the algorithm by linearly 
combine the similarity of user behavior pattern between the target user and users in 
the nearest neighbors with the rating prediction calculating formula, which is  

                   ratingPredict= 1                (4) 

where  indicates predicted rating for a given item that calculated from a 
CF algorithm, and  indicates predicted rating for the given item that comes 
from BSSM algorithm, which is calculated by  

 

                         = ∑ ,∑                            (5) 

where n is the number of nearest neighbor for the target user, and  is the similarity 
of behavior pattern between target user and user n in the nearest neighbor set.  
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By changing the value of ratio, we change the relative influences of these two algo-
rithms on the final result, and get the predicted rating for each ratio. The experiment 
result is shown in Section 5.  

4.2 MRBC 

We consider another way to combine the two algorithms. After we get the nearest 
neighbor set for the target user by using CF algorithm, we calculate the BSSM be-
tween the target user and every user n in the nearest neighbor set, which is  .Then 
we calculate the predicting rating using the following formula 

                       ratingPredict =∑ ∑                  (6) 

Here, the first item in the multiplication indicates the distance between the target 
user and the neighbor using CF algorithm, and n is the number of users in the nearest 
neighbor set. After getting the predicting ratings for the target user in this way, we 
compare the result with traditional CF algorithm, which is also shown in Section 5. 

4.3 CCBC 

Since traditional CF algorithm might have low efficiency when the number of user 
group is large, we consider first using user behavior pattern to select users who have 
similar preference with the target user, then using CF algorithm to select the nearest 
neighbor set for the target user, and making prediction for the target user.  

First we need to find out users who have similar preferences with the target user us-
ing BSSM algorithm. We use the last n items of the target user to form the target user 
behavior sequence (M1, M2, M3,…,Mn), and set the user behavior pattern length to be 2 
for filtering. We consider setting a threshold value while selecting similar preference 
user group by comparing the similarity between target user and other users. When the 
similarity of the behavior pattern between the target user and a candidate user exceeds 
the threshold value, we add the candidate user into the similar preference user group for 
the target user. After comparing all users with the target user, we get the similar prefe-
rence user group for the target user, and run CF algorithm on this user set to get the 
predicting ratings. We set several different threshold values and compare the recom-
mendation performance for each of them to select the best threshold value. We choose 
0, 0.05, 0.1, 0.15 as the tested threshold value, and compare the recommendation per-
formance between each other. The result of the experiment is also shown in Section 5. 

5 Experiments and Results  

5.1 Experiment Datasets 

We use two datasets for our experiments. The first one is MovieLens dataset. Movie-
Lens is a movie recommendation website (http://www.grouplens.org/node/73). It uses 
user’s ratings to generate personalized recommendation for other movies user would 
like or not. In the experiment we use MovieLens 1M data set, which consists of 1 
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million ratings from 6000 users on 4000 movies. MovieLens gets users’ preference 
information by letting users rate for the movie. Before using their service, the user 
need to rate for at least 15 movies. MovieLens data set is a widely applied dataset 
among experiments on recommendation algorithm, which has already become the 
basic data set for evaluating recommendation algorithm. The second dataset is book 
reading behavior information of users from website www.qidian.com. 
www.qidian.com is one of the largest online reading and writing website in China. 
We select one-month reading behavior data of users and tested our improved algo-
rithm on it. We first use MovieLens dataset to compare the three ways of integrating 
BSSM with CF method with the traditional CF method. Then we select the best one 
based on the recommendation performance and use dataset from qidian website to do 
the test experiment. 

5.2 Experiment on LCBC 

We measure the difference between predicted rating with the actual result by calculat-
ing the deviation between the two, which is calculated by formula 

 
                    MAE = ∑| |/                      (7) 

 
where ratingPre(i) is the predicted rating calculating from our algorithm, and rat-
ing(i) is the actual rating of the target user. n is the number of rating items. MAE re-
flects the recommendation precision of the algorithm.  

The MAE of different ratio value is shown in Fig. 4.  

 

Fig. 4. MAE for LCBC 

From the chart we can find that the recommendation precision is increased with the 
ratio increases, which means the modified algorithm performs worse than the colla-
borative filtering algorithm. 
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5.3 Experiment on MRBC 

The MAE of different ratio value is shown in Fig. 5 and Fig. 6. 

Fig. 5. MAE for MRBC 

Fig. 6. Average MAE and varp MAE for MRBC 
 

From the result, we can find the performance of modified algorithm has less rec-
ommendation precision, but is more stable than the traditional CF algorithm, which 
has more stable MAE value. 

5.4 Experiment on CCBC 

The MAE of different ratio value is shown in Fig. 7 and Fig.8. 
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Fig. 7. MAE for CCBC 

 

Fig. 8. Average MAE and varp MAE for CCBC 

By comparing the result of each threshold, we can find that when the threshold value 
is 0.1, corresponding with the result of MAE_Mix_simiRatio>=0.1 in Fig. 7 and Fig. 8, 
the recommendation performance is the best, which has more stable MAE value. 

5.5 Testing Experiment on CCBC  

From the previous experiment, we find that the best way to integrate BSSM with the 
CF method is the third way, which uses user behavior pattern first before collabora-
tive filtering algorithm. We use dataset from www.qidian.com as our test dataset to 
evaluate the performance of the algorithm. The experiment result is shown in Fig. 9 
and Fig. 10. 
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Fig. 9. MAE for CCBC 

 

Fig. 10. Average MAE and varp MAE for CCBC 

In Fig. 9, we used the CCBC method operating on the dataset from 
www.qidian.com and get the MAE value compared with single collaborative filtering 
method. From the result we can find that the user behavior pattern enhanced collabor-
ative filtering method performs better than the traditional CF method, which have 
better precision and stability. 

5.6 Experiment Results Analysis  

We tried several ways to integrate the user behavior pattern algorithm into CF  
algorithm. We first add the two algorithm with different ratio assigned for each algo-
rithm, and it turns out that the integration of the two algorithm does not improve the 
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recommendation performance. This result might due to the fact that CF algorithm gets 
more precise result, while algorithm based on BSSM gets less precise result, and thus 
simply adding the results of two algorithms cannot improve the recommendation per-
formance. Then we use BSSM algorithm before CF algorithm to select users who 
have similar preference with the target user, and then find nearest neighbors among 
these users using CF algorithm to get the predicting ratings. The result shows it pro-
duces less precise recommendation results, but it is more stable compared with tradi-
tional CF algorithm. The reason might be that target user and users in similar behavior 
user group are more similar compared with users in nearest neighbor set selected from 
the whole users. However, since the selection of the first step is relatively rough, so 
the whole performance is worse. Next we try to multiply the two algorithms, and set a 
threshold value for selecting users into similar behavior user group, and using CF 
algorithm running on this user set. The result turns out to be better than the traditional 
CF algorithm in both recommendation precision and stabilization. Thus, this is the 
best algorithm to combine BSSM and CF algorithm. 

6 Conclusions 

In this paper, we proposed a new model for personalized recommendation, which is 
based on user behavior sequence similarity measurement and integrated with CF algo-
rithm. We defined a new approach to measure the user behavior sequence similarities, 
which can help to find users with similar preferences. Then we introduced three ways 
to combine BSSM with CF algorithm. We first combined the two methods parallel by 
assigning different ratio to them, and the result shows that it does not improve the 
recommendation performance. Then we multiplied the two methods to get the union 
recommendation, and the result shows that it improves the stability of recommenda-
tion performance, but does not improve the recommendation precision. After that we 
combined the two methods by first using BSSM to select the similar users for the 
target user, and then using CF method running on this group set, which turns out to 
have better recommendation performance in both precision and stability. Thus, this is 
the best way to integrate the two methods. 

There are still some problems to be solved in our model, such as cool start problem 
and sparse data problem, which occurs in most CF methods. Also, we can improve 
our model by making combination between user behavior pattern methods with other 
recommendation algorithms. These issues will be the main focus in our future work. 
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Abstract. Microblog marketing is a new trend in social media. Spam-
mers have been increasingly targeting such platforms to disseminate
spam and promoting messages. Unlike the past behaviors on traditional
media, they connect and support each other to perform spam tasks on mi-
croblogs. Therefore existing methods can’t be directly used for detecting
spam community. In this paper, we examine the behaviors of spammers
on Sina microblog, and obtain some observations about their activities
rules. Then we extract content features from tweet text and behavior
features from retweeting interactions, perform machine learning to build
classification models and identify spammers on microblogs. We evalu-
ate our generated feature set used for detecting spammers under three
classification methods, including Naive Bayes, Decision Tree and SVM.
Extensive experiments show that our proposed feature set can make the
classifiers perform well, and the crawler program combining the SVM
classifier can effectively detect spam community.

1 Introduction

Microblog marketing is a new trend in social media. More and more business
users broaden network business or promote their brands on microblogs. Unfortu-
nately, spammers have been increasingly targeting the platform to conduct spam
activities, including disseminating malware, spamming commercial messages and
promoting phishing websites. Tremendous increase of spam has become a seri-
ous problem. Spammers are annoying individual users and threatening normal
marketing, advertising and other business activities on microblogs 1.

There are existing works on spam detection, such as email spam filtering [1, 2,
3, 4], fake review detection [5, 6, 7] and social spam detection [8, 9, 10]. Usually
social users are categorized into three main types: legitimate users, promoters and
spammers [8]. Those who use social platforms to conduct business activities such
as advertising or marketing and comply with associated rules (e.g., “The Twitter
Rules” 2) are called promoters; Thosewho post lots of duplicate or similar business
messages, phishing links or unsolicited tweets in a shortperiodare called spammers.

� Corresponding author.
1 http://mashable.com/2011/10/26/warning-twitter-spam
2 http://support.twitter.com/entries/18311-the-twitter-rules
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In this study, we focus on detecting spam community on microblogs, which
can highly adversely affect user experience of normal users or violate individual
interest and privacy. Research on spam community detection of microblogs is
quite different from other works in two ways.

– Promoters are not targeted by spammer detection on microblogs. In the
context of reviews, promoters who post no reviews and intend to promote
their products and services are the target of spammer detection. But they
are permitted and supported to launch marketing campaigns on microblogs.
For example, Twitter will create its new advertising platform for companies
of any size to grow their businesses using ‘Promoted Tweets’ and ‘Promoted
Accounts’ products 3. But promoters are sometimes harmful especially when
they post marketing tweets in bulk. Therefore such promoters are also pro-
hibited on microblogs.

– Spammer communities are treated as the target of detection approaches due
to the coordination between them in spam activities. Spam accounts are
usually created massively to avoid suspension, and cooperate in spam activ-
ities. Some spammers acting as supporters [9] tend to collect legitimate user
profiles and expect them to follow back. Others spam marketing messages,
malware and phishing links. They may switch spam roles after a period.
Therefore, We seek to treat microblog spammer community as the target
of detection. Such detection can remarkably enhance detection efficiency.
However, there does not exist such coordination between spammers in the
context of emails and reviews.

The recent approacheshave started to study spammerdetection ina community-
level style. But they have the following limitations on spammer community
detection.

– They utilize following relationships to represent social relationships of spam-
mers. In [9], Yang et al. exploit the community nature of Twitter criminal ac-
counts and propose spammer detection inference algorithms. However, social
relationships based on following aren’t accurate and believable. For example,
it is observed that spammers may pose as legitimate users or popular users
through following authenticated users so as to avoid being suspected, but
actually they do not care about the following updates at all. In addition, the
methods are very sensitive to the initial seed set of known spammers. These
thus reduce the performance of spammer detection results. In our work, we
prefer retweets within spammer community, which reflect social relationships
more accurately, in order to enhance the quality of detection.

– Many previous work treats spam detection as classification. They focused
on text features which are extracted from spam tweets and neglected spam-
mers’ behavior features [11] including following activities and ’@’ tags. These
further increases the risk of spam on the platform.

3 http://blog.twitter.com/2012/02/

coming-soon-twitter-advertising-for.html
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In this paper, we focus on microblog spammer detection in the style of
community-level. We extract representative content features from tweets, and ex-
tract spam behavior features from retweeting relationships to distinguish spam-
mer from normal ones. We apply three kinds of classical classifiers (i.e. Naive
Bayes, Decision Tree and SVM) on real-world dataset acquired from Sina mi-
croblog 4. Throughout extensive experiments, we gain performance comparisons
of detecting spammers under different classifiers. The results can provide prac-
tical advice for spammer detection on microblogs. The reason for using this mi-
croblog is that it is the largest microblog in China. According to 2013 Internet
Trends Report 5, it has had more than 500 million users. The main contributions
of this paper are summarized below.

– We extract both content features and behavior features from tweets, perform
machine learning to build classification models and identify spammers on
microblogs.

– We design and implement an online spammer detection system based on
BFS strategy using retweeting behaviors so as to identify whole spammer
communities.

– In the absence of ground truth, we collect the real-world dataset on mi-
croblogs. We perform extensive experiments to evaluate our proposed feature
set and spam community detection.

The rest of the paper is organized as follows. Section 2 introduces spammer
dataset of this study. Section 3 details supervised method for spammer detection.
Section 4 presents the experimental results and analysis on the real microblog
dataset. Section 5 provides a review of related work. Finally, we conclude in
Section 6.

2 Microblog Dataset and Analysis

2.1 Microblog Dataset

Before discussing the methods of microblog spam detection, we collected a real-
world dataset (MDS) acquired from Sina microblog. We first randomly pick up
some promoters and spammers as seeds on Sina microblog. We then start from
these seeds to crawl their followers and followings using the BFS (Breadth-first
Search) algorithm. Finally we obtain MDS dataset, which consists of 10,180 ac-
counts and 637,378 tweets. Those accounts consist of legitimate users, promoters
and spammers. The duration of the dataset is from February 1st to March 31 in
2013.

Because promoters have also targeted microblogs to post a large number of
advertisements and carry out commercial activities. Although the messages of
promoters is less harmful than that of spammers, their posting behaviors may

4 http://www.weibo.com
5 http://allthingsd.com/20130529/

mary-meekers-internet-trends-report-is-back-at-d11-slides
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also annoy normal users and affect user experience. Therefore we collect two
kinds of microblog datasets (spammers and promoters) in this study.

We picked up spam and promotion tweets from MDS dataset and then ob-
tained MSpam dataset and MPromoter dataset. Tweets of MSpam are man-
ually chosen according to “Twitter Rules”. The dataset consists of 174 spammers
and 10,320 tweets. Most of the spammers are uncertified mechanical users from
Taobao.com 6(a largest online shopping site in China). They usually post spam
information (e.g. marketing activities or promotion advertisement) via Sina mi-
croblog.

The MPromoter dataset consists of 203 promoters and 11,921 tweets. Those
users are mainly certified enterprise firms on Sina microblog. Although Both
kinds of users may promote the same type of commodities, the posting ways of
the promoters are completely different to those of spammers. Both MSpam and
MPromoter datasets are summarized in Table 1, which lists the tweet number
and the account number. We will demonstrate the effectiveness of our proposed
methods based on these real-world datasets.

Table 1. Datasets used in our experiments

Dataset Name # Tweets # Users

MDS 637,378 10,180
MSpam 10,320 174

MPromoter 11,921 203

2.2 Data Statistics and Analysis

Each Sina tweet mainly consists of 6 parts, which are as follows:

– Account ID
– Tweet text content (up to 280 characters)
– Timestamp
– Reviewed number
– Retweeted number
– Retweet message (Optional)

Each tweet can contain text, ’@’ tag, short links and multimedia data (e.g.
picture, video and music).

Before we introduce our proposed methods for spam detection, we present
four kinds of feature distributions, including tweet length, ’@’ tag, link and
hashtag. Figure 1, 2 and 3 show the length distributions of MDS, MSpam and
MPromoter respectively. For each tweet length x, all figures show the number
of tweets with x characters. MDS, MSpam and MPromoter datasets have

6 http://www.taobao.com

http://www.taobao.com
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Fig. 1. Tweet length distribution of MDS dataset

Fig. 2. Tweet length distribution of MSpam
dataset

Fig. 3. Tweet length distribution of MPromoter
dataset
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Fig. 4. @ distribution

Fig. 5. Hashtag distribution

Fig. 6. Short link distribution
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26.3%, 6.7% and 7.2% of tweets with zero character respectively, all of which are
the largest number in the statistics of tweet lengths. We can observe that many
users often retweet hot tweets without a comment. Hence there are a considerable
proportion of tweets with zero character length.

As shown in figure 4, it is obvious that the proportion of MSpam’s
(MPromoter) tweets containing ’@’ tag is more than that of MDS. For exam-
ple, 17% of tweets contain ’@’ tags on MSpam dataset, but only 5% of tweets
contain ’@’ tags on MDS dataset.

As shown in figure 5, it is obvious that the proportion of MSpam’s
(MPromoter) tweets containing hashtags is more than that of MDS. For ex-
ample, 16% of tweets contain hashtags on MSpam dataset, but only 1.2% of
tweets contain hashtags on MDS dataset. Because tweets with hashtags have a
high probability of being accessed by normal users via microblog search engines,
spammers often post marketing tweets with hashtags.

As shown in figure 6, it is also obvious that MSpam’s (MPromoter) tweets
have a high probability of containing links. The reason is that the links in tweets
can take normal users to spam sites. For example, 32.4% of tweets contain hash-
tags on MSpam dataset, but only 5.5% of tweets contain hashtags on MDS
dataset.

In terms of all features of tweets, we can find that the behaviors of promot-
ers are similar to those of spammers. Only the hashtag number of promoting
tweets is slightly higher than that of spam tweets. In Section 4.3, experiments
on MSpam and MPromoter datasets will show insight into the differences
between spammers and promoters.

3 Supervised Spammer Detection

3.1 Our Observations

Through our examination, we gain some following observations about spammer
activities on Sina microblog.

– Microblog spammers tend to send marketing information, malware links and
phishing websites in bulk using ’@’ tags. ’@’ tags are able to inform microblog
users by attaching account-IDs to read tweets in time once users go online.
But usually those tweets having the ’@username’ tags aren’t subscribed by
normal users, then such tweets are unsolicited tweets, called as microblog
spam.

– Microblog spammers tend to send spamming information by retweeting.
Retweet text may include as many ’@’ tags as possible because retweets
don’t need to include spamming content information. Such method can en-
hance the effectiveness and efficiency of spam activities.

– Microblog spammers tend to follow a large number of normal users in order to
expect to follow back. There is a basic fact that normal users are hardly likely
to subscribe spam ones. But some new users are unfamiliar with microblog
usage, they may become the followers of spammers. Therefore, spammers
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obviously have a large number of followings compared to the amount of
followers.

– Microblog tweets tend to include links of marketing activities or shopping
sites. Because tweets have up to 280 characters, users can access the detailed
content using links.

The above observations are consistent with the posting style and spam strategies
of spammers. Hence, we can model the behavior features of spammers, build the
appropriate classifier for detecting spammers and distinguish from normal users
and promoters.

3.2 Feature Set Extraction

We extract each of the following feature sets, which might be indicative of spam.

– Content features: text length, representative terms (e.g. brand name) , link
number and image number.

– Behavior features: ’@’ number, the ratio of the follower number to the fol-
lowing number.

Note that representative terms are more important features compared to other
features. For example, a tweet has a high probability of becoming spam or pro-
moting tweet if it contains a band name (e.g. Nike Shoe or Samsung Galaxy S4).
In order to construct the feature set of representative terms, we collected about
1,800 band terms, which are acquired from the shopping directory of Taobao.com
and JD.com (famous shopping sites in China).

4 Experiment and Analysis

4.1 Dataset Description

We use two datasets (DataSet1 and DataSet2) to evaluate our proposed fea-
ture set. DataSet1 consists of 5,000 normal tweets and 5,000 spam tweets.
DataSet2 consists of 5,000 normal tweets and 5,000 promotion tweets. A mi-
croblog user is labeled spammer if he posts marketing messages in bulk or men-
tion so many users via ’@’ tags. As a result his posting tweets are spam. A
microblog user is labeled promoter if he posts marketing tweets with the nor-
mal frequency, which way of posting doesn’t violate Sina microblog rules. Both
datasets are summarized in Table 2.

4.2 Experiment Setting

We choose Naive Bayes, Decision Tree and SVM as the classifiers for spam
detection. Both implements of Naive Bayes and Decision Tree are from WEKA
7, and that of SVM is from libsvm 8. We evaluate our proposed feature set
of spammer detection under three classification methods. All experiments have
been carried out on Intel Core2 2.67 GHz Duo CPU with 4GB memory.

7 http://www.cs.waikato.ac.nz/ml/weka/
8 http://www.csie.ntu.edu.tw/~cjlin/libsvm/

http://www.cs.waikato.ac.nz/ml/weka/
http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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Table 2. Training and test datasets used in our experiments

Dataset Tweet type # tweets

DataSet1
Normal 5,000
Spam

(MSpam)
5,000

DataSet2
Normal 5,000

Promotion
(MPromoter)

5,000

Table 3. Performances of different classifiers on both DataSet1 and DataSet2
datasets

dataset Classifier Precision (%) Recall (%) F1 (%) Training (ms) Test (ms)

DataSet1
Naive Bayes 62.0% 81.0% 70.2% 109 47
Decision Tree 62.4% 82.1% 70.9% 1966 15

SVM 85.7% 83.1% 84.3% 87493 1952

DataSet2
Naive Bayes 72.4% 81.6% 76.7% 94 31
Decision Tree 73.6% 85.3% 79.0% 2215 16

SVM 90.6% 89.7% 90.1% 90429 2934

4.3 Classification Comparison

For the performance comparison of classifiers, we utilize precision, recall and
F1-measures to evaluate our proposed feature set and the those methods by
performing repeated 5-fold cross validation on the dataset. For each fold, we use
80% of the dataset for training while the remaining 20% are used as test dataset.
Meanwhile, both training runtime and test runtime will be also reported under
the different methods.

As shown in Table 3, the performance of SVM is significantly better than
the other methods. Most of experimental results on DataSet2 are much bet-
ter than those of DataSet1. The training runtime of Naive Bayes is shortest,
while the test runtime of Decision Tree is achieved best. Considering the overall
classification performance, SVM seems to be the best choice especially when the
effectiveness is critical.

To further evaluate the contribution of different kinds of features, we compute
the contribution rates which are based on precision in this study. Towards the
feature f , the contribution Cf is defined as the following equation.

Cf = 1− precision′
f

precisionf
(1)

where precision′
f represents the precision of the classifier without feature f ,

precisionf represents the precision of the classifier with feature f . Figure 7
reports that the following relationship (i.e. # follower/# following) is the top
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Fig. 7. Contribution of different features

feature. Overall, the ratio of follower number to following number helps to boost
the performance of classification.

4.4 Spam and Promoting Community Detection

According to [9], spammers and promoters tend to connect each other. We show
a snapshot of the community of spammers and promoters on Sina microblog. We

first choose an account ( account name:�� ta ta) as a seed, and then use BFS
strategy to traverse its neighborhood. Each account is labeled by SVM classifier.
We label each account using type tags. Some main accounts in the experiments
are shown in Table 4. The results of community detection are shown in Table 5.
Its precision is 94%, its recall is 96% and F1 is 94%. We can find that the SVM
method based on our proposed feature set is practical and effective.

Table 4. Main accounts in Figure 8

ID Account name Tag

A ��ta ta ad. account

B ������� headset

C ���� makeup

D ������� shoe

E ���� shoe

F ���� shoe, headset

G ���� ad. account

H ���� n/a
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Fig. 8. Community detection of spammers and pro-
moters starting from a specified seed

Finally, although the distribution of MSpam is similar to that of MPro-
moter in Section 2.2, Table 3 shows the promotion tweets are more easily de-
tected than spam tweets.

5 Related Work

5.1 Review Spam

The problem of detecting review or opinion spam was introduced in [12], which
analyzed such spam activities and utilized supervised learning to detect spam. [7]
identified several characteristic behaviors of review spammers and modeled their
rating behaviors to detect them. [13] proposed a novel relation-based approach
to detecting spammer groups. [14] proposed a new method to detect singleton
review spam via correlated temporal patterns. Considering common text features
between reviews and microblogs, the techniques of review spam detection can
also be utilized so as to address the microblog spam detection problem.

5.2 Microblog Spam

Spam detection on microblogs has been attracted much attention in recent years.
[15] proposed a Supervised Matrix Factorization method with Social Regulariza-
tion (SMFSR) for spammer detection in social networks. [16] proposed a machine
learning method to detect microblog spam by each single tweet only. [17] pro-
posed a scalable framework to detect both spam and promoting campaigns. [9]
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Table 5. Results of spammer and promoter community detection in Figure 8

True False

Positive 47 (Red) 3 (Purple)

Negative 45 (Blue) 2 (Yellow)

performed an empirical analysis of the cyber criminal ecosystem on Twitter. [18]
reported on a case study of rumor transmission during a nationwide scandal via
Sina microblog.

6 Conclusions

In this paper, we examined the behaviors of spammers and promoters on Sina
microblog, and gain some observations about their activities rules. Then we
extracted content features from tweet text and behavior features from retweet-
ing interactions, performed machine learning to build classification models and
identified spammers and promoters on microblogs. We evaluated our generated
feature set used for detecting both spammers and promoters under three clas-
sification methods, including Naive Bayes, Decision Tree and SVM. Extensive
experiments show that our proposed feature set can make the classifiers perform
well, and crawler based on such feature set and SVM classifier can effectively
detect spam and promoting community.
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Abstract. Community Detection is a significant tool for understand-
ing the structures of real-world networks. Although many novel meth-
ods have been applied in community detection, as far as we know, co-
operative method has not been applied into community detection to
improve the performance of discovering community structure of social
networks. In this paper, we propose a cooperative community detection
algorithm, named cooperative community detection algorithm based on
random walks. Firstly, it uses random walks to calculate the similarities
between adjacent nodes, and then translates a given unweighted net-
works into weighted networks based on the similarities between adjacent
nodes. Secondly, it detects community structures of networks by activat-
ing the neighbors a node whose community label is known. Thirdly, it
cooperates running results of many times of our community detection
algorithm to improve its accuracy and stability. Finally, we demonstrate
our community detection algorithm with three real networks, and the
experimental results show that our cooperative semi-supervised method
has a higher accuracy and more stable results compared with other ran-
dom community detection algorithms.

Keywords: Social Networks, community detection, random walks,
linear threshold model, cooperative method.

1 Introduction

Community detection is the key issue in behavior computing [14] of finding
the structure and understanding the function of complex networks. Generally,
community is identified as a set of nodes whose links inside are more densely
than links outside. Community detection has been studied for a long time and
it is closely related to the graph partitioning theory.

Most of community detection algorithms can be divided into three classes:
agglomerative method, divisive method and label propagation method. Since
Girvan and Newman proposed the GN algorithm based on the iterative removal
of edges with maximum edge betweenness[1], a large number of algorithms have

� Corresponding author.
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been proposed to be applied to complex networks. Clauset et al. introduced a
fast algorithm (CNM) based on the greedy optimization of the quality[2]. Most
of those modularity methods and there variations use modularity as the evalua-
tion metric to evaluate the quality of the finally detected community structure.
However, some researchers such as Steinhaeuser and Chawla found that the max-
imum modularity does not necessarily mean the correct community structure of
some complex networks.

Raghavan et al. proposed a label-propagation algorithm (LPA) with a linear
time complexity, which initials each node with a unique numeric label and then
replaces the label for each node with the most frequent label from its neighbor
nodes[3]. Some variations of LPA such as LPAm[4], LPAm+[5], SHARC[6] are
proposed. LPA and its these variations are nondeterministic algorithms, differ-
ence between the detecting results of different running times is larger in some
complex networks.

Sine maximum modularity does not necessarily mean the correct community
structure of some complex networks, LPA and its these variations are nonde-
terministic algorithms. In this paper, we introduce cooperation into community
detection, and we propose a cooperative community detection approach based
on random walks. Firstly, we use random walks’ method[8] to calculate the re-
lationship between any two adjacent nodes, and this translates an unweighted
networks into weighted one. Secondly, we find out two most similar nodes as
the first community and iteratively expand them by adding all their neighbor
nodes that can be activated by them till there has no node to be activated by
this community, then find out two most similar nodes in the rest nodes as the
second community, and repeat the process until all nodes are activated. Here,
the activation is a linear threshold (LT) model[9] and more details is given in sec-
tion 2. Thirdly, since we use random walks to calculate the similarity between
adjacent nodes, the weight of each edge maybe different in different running
time, and this leads the performance of our community detection algorithm is
unstable. We utilize cooperative method[10] to improve the performance of our
community detection algorithm and achieve to a stable results.

The rest of the paper is organized as follow. Section 2 gives some definition.
Section 3 introduces Random-Walks Algorithm and presents our algorithm. Sec-
tion 4 demonstrates our algorithm with tree real-world networks and gives the
experimental results. The conclusion and future works are given in Section 5.

2 Some Definition

In order to give more simple description of this paper, we give some definitions
used in the rest of the paper. Formally, given a network G =< V,E > with
n = |V | nodes and m = |E| edges, we have some definitions as below:

Definition 1. Node Strength, For a given node u , the node strength of node u
is defined as:

K(u) =
∑

v∈N(u)
w(u, v) (1)



Cooperative Community Detection Algorithm Based on Random Walks 193

Where N(u) is the neighbor nodes set of node u and w(u, v) is calculated by
random walks algorithm, the calculating method of w(u, v) is given as algorithm
1 in section 3.

Definition 2. Belonging Degree, For a given community C and a given node u,
the belonging degree B(u,C) between u and C is defined as:

B(u,C) =

∑
v∈(N(u)∩C)w(u, v)

K(u)
(2)

where w(u, v) and N(u) are the same as in Eq.(1). B(u,C) is used to measure
how tight between the node u and community C.

Definition 3. Community Strength, For a given community C, the community
strength is defined as:

S(C) =

∑
u∈C

∑
v∈(N(u)∩C) w(u, v)∑
u∈C K(u)

(3)

where w(u, v) and N(u) are the same as in Eq.(1).

3 Cooperative Community Detection Algorithm Based
on Random Walks

In this section, we give our community detection algorithm, cooperative com-
munity detection algorithm based on random walks. It can be divided into three
stages: (i) calculating the degree of influence relationship between neighbors by
using random walks, (ii) Using the idea of LT model to detect the community
structure and (iii) improving the detected result via cooperative method. The
conceptions of random walks, linear threshold model and cooperative method
are given as follows.

•Random walks have been applied to graph clustering for a long history and
have attracted a lot of attentions. It can be computed efficiently and be used
in hierarchical clustering algorithm[11]. Van Dongen introduced an algorithm
called Markov cluster algorithm (MCL) whose underlying intuition stems from
the idea of random walks[12]. The author supposes that a random walker placed
in a network would spend more time to cross different communities than to walk
around the same community. Hence, starting from a node i, if another node j has
a high probability to visit it during the given steps, we can assert that nodes i
and j have a high probability of belonging to the same community. Steinhaeuser
et al. implemented a new method that applied directly the idea of actually taking
random walks[8]. In our paper, we use this random walk algorithm to calculate
the degree of influence relationship between neighbors.

• LT model is one of the two basic influence cascade models in the field
of influence maximization which were proposed by Kempe et al.[9]. In the LT
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model, a node in the network is influenced by its neighbors. Therefore, for a
given initial set of active nodes, the diffusion process unfolds the active neighbors
iteratively which the total weight of their active neighbors exceed the threshold.
LT model as a diffusion model has a lot of applications in the field of influence
maximization. The authors presented a greedy algorithm without scalable in
large datasets[9]. Narayanam et al. also proposed a heuristic SPIN algorithm
for the LT model[13]. In this paper, we introduce LT model into community
detection to find community structure of complex networks.

• Cooperative Method. Kashef et al. introduced a novel cooperative
clustering (CC) model[10]. CC model is based on the common sense that no
clustering method can adapt to all types of datasets and based on a cooperative
methodology utilizing multiple clustering algorithms with the goal of achiev-
ing better clustering quality than individual approaches. Unlike other hybrid
algorithms [15,16], CC model allows synchronous execution of multiple sub-
algorithms to get a better performance. In this paper, we utilize the idea of
CC model to improve the performance of our community detection algorithm.

3.1 Calculation Similarity between Nodes via Random Walks

Steinhaeuser et al.[8] introduced a method to calculate the similarity of nodes
based on random walks. The idea is that the encountered nodes, which starting
from a node and randomly walking with short steps, belong in the same com-
munity with a relatively large probability. We use this method to calculate the
degree of influence relationship between neighbors. However, the similarity ma-
trix is unstable due to the method of random walks, in this paper, we adopt the
average value of similarity matrix of several running times as the final similarity
matrix. The pseudo-code is given in Algorithm 1.

Algorithm 1. Calculation Similarity between Nodes via Random Walks

1. Input:G =< V,E >, loops
2. W = {}
3.W [u][v] = 0 for u ∈ V, v ∈ N(u)
4. numSteps = G.diameter
5.for i = 1 to loops:
6. for each node p in V :
7. curNode = p
8. metNodes = {curNode}
9. for step in range(numSteps):
10. curNode = random.choice(N(curNode))
11. metNodes = metNodes ∪ {curNode}
12. for each node u in metNodes:
13. for each node v in (metNodes ∩N(s)):
14. W [u][v]+ = 1.0
15.W [u][v] = W [u][v]/loops; ∀u ∈ V, v ∈ N(u)
16.return W
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At first we define an adjacent matrix and initialize each element to zero. For
each loop, each node in V is used as a starting node for a random walk. Each
random walk jumps for numSteps times with the strategy that selecting the
next node from current node’s neighbor nodes random (line 9). Then elements in
the adjacent matrix corresponding to the path in random walk are incremented
(line11-13). After all loops are complete, we format the similarity matrix by
calculating the average of all loops (line 14). The number of steps numSteps in
our method is fixed to the diameter of G.

3.2 Community Detection Method

This subsection gives our community detection algorithm, and it can be divided
into two steps: (i) selecting the pair nodes with maximum degree of influence
relationship as an initial community C and (ii)expanding community C by using
the activating mechanism of LT model to expand the community label of a node
in C to its neighbors. Firstly, we select two nodes which are the most similar in
the network, and they are the initial nodes as the first community C. Secondly,
we calculate belonging degree B(u,C), where u is the neighbor of some node in
C and u is not in C , if B(u,C) is larger than a given threshold θ, then add u into
C. Repeat this process until the B(v, C) of any neighbor v which is not in C of
nodes in C is less than or equal to θ, then the expanding process of community
C is finished. Thirdly, select two nodes which are the most similar from the rest
nodes in the network, and they are the initial nodes as the second community,
expand this community by using the same method above. Finally, we repeat the
above method until there no one node in network which does not belong to any
community. More details of community detection are shown in algorithm 2 as
the lines 2-13.

(RCD) denotes our community detection based on random walks. We gener-
ate community structure via the method above-mentioned at first (lines 2-13).
However, our method may leave some isolated nodes and generate some com-
munities that are too small. It often generates many overlapping nodes on the
boundary especially when the threshold θ is less than 0.5. We define these three
cases and propose the solutions respectively.

(i) Isolated Node: The node isn’t contained by any community in network.
Suppose that the number of communities which have been identified is m, then
the formulaic definition is:

Isolated node(INs) = {u|u /∈
⋃m

i=1
Ci} (4)

For each isolated node, we select the community with maximum belonging degree
between isolated node and community, and then assign this isolated node to it,
and the lines 24-27 of algorithm 2 deal with isolated nodes.

(ii) Isolated Community: Suppose that C is a community, C is isolated com-
munity if and only if S(C) < 0.5

For these communities, we traverse the array of communities to find a com-
munity with the largest growth of community strength after merging them.
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Algorithm 2. Community Detection (RCD)

1. Input:G =< V,E >, W and θ
2. communities = []
3. expandeds = []
4. simItem ← argu,w maxu,w(W (u,w))
5. while (W (simItem) > 1)
6. newC = [simItem.nodes]
7. NC ← (∪u∈newCN(u))\newC, order them according to belonging degree
8. while (B(NC.firstNode, new)>θ)
9. new ← NC.firstNode
10. update the list of NC
11. expandeds = expandeds∪ newC
12. communities ← newC
13. simItem ← argu,w maxu,w∈V \expandeds(W (u,w)).
14. ICs ← {C|S(C) < 0.5}
15. for each C in ICs
16. targetC ← argC′ maxC′∈communities(ΔS(C,C′))
17. if (ΔS(C, targetC) > 0),merge C into targetC
18 else: else: remove community C from communities
19. ONs ← {u|u ∈ C1 ∧ u ∈ C2}
20. for u in ONs
21. coms ← {C|u ∈ C}
22. com ← argC maxC∈coms B(u,C)
23. remove u from coms\com
24. INs ← V \communities
25. for u in INs
26. com ← argC maxC∈communities B(u,C)
27. com ← u
28. return textbfcommunities

The growth is defined as:

ΔS(C1, C2) = S(C1 ∪ C2)−max{S(C1), S(C2)} (5)

If the maximum of ΔS is positive, then merge two communities. Otherwise, we
let the nodes in this isolated community to be isolated node and delete this
community, and the lines 14-18 of algorithm 2 deal with isolated nodes

(iii) Overlapping Node: The node is contained by two or more than two com-
munities. The formulaic definition:

Overlapping Nodes(ONs) = {u|u ∈ Ci ∧ u ∈ Cj} (6)

where Ci and Cj are arbitrary two different communities which have been de-
tected. For each overlapping node u, we assign u to the community which has
more belonging degree between them, and the lines 19-23 of algorithm 2 deal
with isolated nodes.
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3.3 Performance Improving via Cooperative Method

Our community detection algorithm is unstable according to calculating similar-
ities between nodes by using random method just like LPA algorithm, although
most of the results are superior to LPA algorithm. The key problem is calcu-
lating method of similarity matrix in Algorithm 1. Although we have adopted
some approaches in Algorithm 1 to weaken the randomness, the problem of some
boundary nodes can not be solved. In this subsection, we use cooperative method
to improve the performance of our community detection algorithm.

In our cooperative method, we run our community detection algorithm many
times, more details are given as algorithm 3.

Algorithm 3. Cooperation Community Detection CCD)

1. Input:G =< V,E >, loops and reliability
2. NR = {}
3. NR[i][j] = 0;∀i, j ∈ V
4. for loop in range (loops):
5. communities ←call community detection algorithm
6. for com in communities:
7. NR[i][j]+ = 1;∀i, j ∈ com
8. remove the elements in NR whose values are less than loops ∗ reliability
9. communities = []
10. for rowNode in NR
11. NC = [rowNode]
12. Remove the row and column of rowNode
13. willExtends ← all elements in NR = [rowNode]
14. while(willExtends is not null):
15. remove the most similar node from willExtends to simNode
16. NC.add(simNode)
17. willExtends∩ = NR[simNode]
18 Remove the row and column of simNode from NR
19. communities ← NC
20. isolatedNodes ← the communities whose sizes equal to one
21. search and merge each isolated node to the community with maximum belonging
degree
22. return textbfcommunities

4 Experimental Results

In this section, we demonstrate our method with three classical real-world social
networks: Zachary’s karate club network[17], bottlenose dolphin community[18]
and the network of American college football[1]. They are used to demonstrate
the performance of community detection algorithms popularly by many au-
thors. Although the maximum modularity does not necessarily mean the correct
community structure of some complex networks, the maximum modularity is
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popularly used to measure performance of community detection algorithms. In
this section, we use accuracy and modularity to show that our cooperative com-
munity detection algorithm(CCD) has higher accuracy and more stable results
in many running times compared with LPA, CNM, RCD.

4.1 Accuracy

For a given community structure P = {C1, C2, · · ·}(Ci ∩ Cj = ∅, i �= j), node in
Ci is labelled as lCi . Steinhaeuser et al. [12] defined the accuracy as the fraction
of all nodes whose labels are correctly predicted:

Accuracy =

∑
i

∑
v∈Ci

(lCi = lv)

|V | (7)

where lCi is the predicted label of node v and lv is the true label of v.

4.1.1 Zachary’s Network of Karate Club Members
This dataset contains the network of friendships between the 34 members of
an American college karate club, and was described by Wayne W. Zachary in
1977[17]. Due to the conflict between the club’s administrator and instructor, the
club split into smaller ones. The network and its community structure show in
Fig. 1, and the club’s administrator and instructor are node 1 and 33 respectively.
Fig.1 shows community structure of the network.
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Fig. 1. Community structure in Karate Club network

We do 100 experiments on this network, and each experiment of our coopera-
tive community detection algorithm(CCD) is cooperated with 50 running results
of our community detection algorithm(RCD). The accuracies of four algorithms
are shown in Fig. 2. Although RCD is higher than that of LPA in most case,
RCD is not stable. The accuracies of our community detection algorithm CCD
and RCD are higher than that of LPA and CNM in the 100 experiments. In
addition, CCD is a stable algorithm on this networks.
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Fig. 2. Experimental Results of LPA, CNM, RCD and CCD on Karate Club network

4.1.2 Dolphins Network
The bottlenose dolphin network was described by Lusseau et al. at first[18]. It
denotes the frequent associations between 62 bottlenose dolphins in a community
living off Doubtful Sound, New Zealand. This network can split into two large
communities based on dolphins’ age, and the larger one also can split into three
smaller communities[19]. This network with four communities is shown in Fig. 3.
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Fig. 3. Community structure in Dolphins Network

We do 100 experiments on this network, and each experiment of our coopera-
tive community detection algorithm(CCD) is cooperated with 50 running results
of our community detection algorithm(RCD). The accuracies of LPA, CNM,
RCD and CCD on Dolphins network are shown in Fig.4. The experiments show
that the accuracies of two our algorithms CCD and RCD are higher than that of
LPA and CNM in the 100 experimental results, and this is the same as that of
in Zachary’s Network of Karate Club Members. The accuracy of RCD is larger
than 0.9 in the worst experimental result, and CCD is a stable on this network.

4.1.3 Football Network
The network of college football introduced by Girvan and Newman[1] is also usu-
ally used as a benchmark for the community detecting. It describes the schedule
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Fig. 4. Experimental Results of LPA, CNM, RCD and CCD on Dolphins Network

of the US college football between Division I for the 2000 season, and con-
tains 115 vertices represented teams and 616 edges represented regular-season
games between the two teams they connect. This network can be divided into 12
communities[1] or 13 communities[20]. Even though the structure in[1] is rela-
tively real, communities in the community structure of[20] are tighter than they
in[1] . Therefore we use the structure in[20] as our standard. The community
structure with 13 communities is shown in Fig. 5.
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Fig. 5. Community structure in Football Network

We do 100 experiments on this network, and each experiment of our coop-
erative community detection algorithm(CCD) is cooperated with 50 running
results of our community detection algorithm(RCD). The accuracies of LPA,
CNM, RCD and CCD on Dolphins network are shown in Fig.6. Although the
accuracy of RCD is less than that of CNM in some experiments, there are only
5 experimental results in which the accuracies of CCD are less than those of
CNM. There are only 3 experimental results in which the accuracies of CCD
are less than those of LPA. The experiments show that the performance of our
algorithm CCD is better than those of LPA and CNM.
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Fig. 6. Experimental Results of LPA, CNM, RCD and CCD on Football Network

4.2 Modularity

The modularity greedy algorithm, originally is described by Newman, ranges
from 0 to 1. The modularity is viewed as a index to quantify how good a par-
ticular division of a network is, a larger value of modularity implies a better
division of a complex network. Let eij be one-half of the fraction of edges in the
network that connect vertices in group i to those in group j. eii, which are equal
to the fraction of edges that fall within group i. The modularity is is described
as,

Q =
∑
i

(eii − a2i ) (8)

where ai is the fraction of all ends of edges that are attached to vertices in group
i, and ai =

∑
j eij . Here, we use the modularity Q to measure the performances

of community detection algorithms LPA, CNM, RCD and CCD. The statisti-
cal results are shown in Table 1. Std in table 1 denotes standard deviation of
modularities of LPA, CNM, RCD and CCD in the 20 running times.

Table 1. Modularity

Networks LPA CNM RCD CCD

Karate 0.3416 0.3789 0.3715 0.3715

Dolphins 0.4593 0.4898 0.5238 0.5265

Football 0.5858 0.5668 0.5981 0.6009

Here, we demonstrate the performances of LPA, CNM, RCD and CCD with
modularity. We use the average of modularities of each algorithm in the 100 ex-
perimental results to show that our cooperative community detection algorithm
is a better and more stable community detection algorithm. The statistical re-
sult is shown in Table 1. CNM is a stable community detection algorithm, but
its modularity is lower than that of the rest three algorithms on Dolphins and
Football networks, this shows that the performance of CNM is worse than that
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of that of the rest three algorithms on these two networks. The modularities of
CCD are larger than those of LPA, RCD and CNM on Dolphins and Football
networks. although modularities of RCD and CCD are less than those of LPA
and CNM, RCD and CCD do not assign one node to wrong communities.

5 Conclusion and Future Works

In this paper, we introduce cooperative method into community detection, and
present an algorithm, named cooperative community detection algorithm based
on random walks. We translate the given unweighted networks into weighted
networks by using random walks method, and then select two nodes which are
most similar in the nodes which are not assigned to any community as the initial
community and expand this community by activating their neighbors until there
no node can be activated. Since we adopt random walks to calculate the simi-
larities between nodes, the community structure detected is unstable. In order
to get more stable algorithm, we use cooperative method to achieve this goal.
We demonstrate our algorithm with three real networks which are well known to
test the community detection algorithms popularly, and the experiments show
that our cooperative algorithm has a better performance and more stable results
compared with LPA, CNM and RCD. Since our cooperative method requires run-
ning RCD many times, the time-consuming is larger than LPA, CNM and RCD.
We will work on paralleling method for our cooperative community detection
algorithm.
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Abstract. Due to the potential content sharing applications in civilian environ-
ment, peer-to-peer (P2P) network has received considerable attention. Unfortu-
nately, the problem of pirates widely exists in P2P network as the absence of 
content supervision. Piracy propagation shares high similar piracy contents fre-
quently to constitute the pirates community. Therefore in the P2P network, pirate 
community discovery is one of the most important research topics. Interest-based 
and random walk-based approaches have been developed for community discov-
ery in the P2P network, but they work ineffectively in pirates community dis-
covery. Because they fail to simultaneously consider the message similarity and 
the message passing frequency. This paper argued that these factors should not 
be ignored in the pirates community discovery. Based on the analysis, we pro-
posed an actor network-based approach and extended the Girvan-Newman 
(GN) algorithm for pirates community analysis. The experimental evaluation 
confirms the effectiveness of the approach. 

Keywords: pirates community discovery, P2P network, content similarity,  
actor network, GN algorithm. 

1 Introduction 

Unlike traditional distributed application architecture systems, the rapid development 
of P2P network [1], such as Gnutella, Freenet and Napster [2, 3, 4], lies in its decen-
tralized nature, self-organization, and scalability. Unfortunately, the popularity of P2P 
network suffers from a rampant piracy propagation problem due to the lack of strict 
content authorization and third-party supervision. Pirates distributed and reproduced 
copyrighted contents or illegal pornography without authorization. When pirates fre-
quently share similar piracy contents with each other, they naturally form the pirates 
community. 

Community is one significant network structure with each set of nodes densely 
connected internally [5]. The study usually contains community structure and  
the community discovery [6]. The community structure reflects how the nodes are 
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connected in the network, while community discovery aims to partition the network 
into different communities. The interest-based and random walk-based methods have 
been employed for community structure; GN algorithm has been proposed for com-
munity discovery. Both concepts have been well studied in many fields [7, 8, 9, 10]. 
Naturally, the theory would apply to discover the pirates community. 

However, discovering the pirates community has meet many challenges for pirates 
community feature [11]. Not merely the pirates are highly similar to each other, the 
frequent messages communicated between pirates also have high similarity. And links 
in same community have a higher message passing frequency, while links in different 
one are less frequent. Consequently, both the message similarity and the passing fre-
quency might help to discover pirates community accurately.  

Hence, we proposed an effective approach on pirates community structure and dis-
covery, while simplifying the large scale P2P network Our efforts mainly focus on 
two aspects. Firstly, to simplify the model of the P2P network, we provide an actor 
network-based model (ANM) based on the actor-network theory (ANT) and the con-
tent similarity graph (CSG). The proposed model takes both the message similarity 
and the message passing frequency into account for pirates community structure and 
uses the actor-network theory corresponding to the process for pirates community 
discovery. Secondly, we design a divisive algorithm ANMGN (ANM-based GN algo-
rithm) that can remove more edges in one recalculation based on GN algorithm.  

After partitioning the network to different communities, we supervise the contents 
that are shared in the same one. If they are piracy contents, we can decide that the 
community belongs to the pirates community. Then the piracy propagation problem 
will be prevented efficiently. So partitioning the network to communities is the pre-
mise work. 

The rest of this paper is organized as follows. Section 2 discusses the related work, 
followed by the detailed approach and the whole process of pirates community dis-
covery in Section 3. Section 4 presents experimental results that illustrate the benefits 
of the proposed scheme. Section 5 concludes the paper and envisions the future work. 

2 Related Work 

In order to complete the pirates community discovery in P2P network, we have been 
inspired by a variety of related work [12, 13, 14]. Several studies have demonstrated 
that the network is constituted by different types of nodes. The same type of nodes 
exist a large number of connections, and connections between different types of nodes 
are less. In the P2P network, nodes with the same type and the edges connecting them 
compose one subgraph is called the community. We can separate communities from 
one another and uncover the underlying community structure of the network.  

For community structure, the interest-based and random walk-based methods are 
used to community structure, among which the interest-based approach considers the 
similarity between two nodes, while the random walk-based method utilizes the mes-
sage passing probability (MPP) between two nodes. When the similarity or the MPP 
exceeds the threshold determined in advance, a graph containing many communities 
is formed by joining the two nodes reiteratively.  



206 X. Hou et al. 

Few of existing the methods consider both the two characters of the pirates com-
munity. In the interest-based method, the similarity between two nodes is based on the 
numbers of same contents shared by them. The random walk-based method utilizes 
the sum of message passing probability between two nodes. Using the two methods 
on pirates community will results in a noticeable problem. For instance, there are 
three users; each of them has 10 same piracy files. In one condition, user A and B 
exchange message in the high frequency, while user C receives the message passively 
and never delivers it. Obviously, A and B are exactly in one pirates community and C 
is not. But they have the same similarity and will be in one community by the interest-
based methods. In another condition, user A and B exchange message in the high 
frequency, but the mash massages are unrelated. They should not belong to the same 
class, while they will be divided into one community through random walk-based 
method.  

For community discovery, GN algorithm has been successfully used to divide 
communities. All shortest paths between different communities must go along one of 
these few intergroup edges. Thus, the edges connecting communities will have high 
edge betweenness. GN algorithm removes only one edge with the highest between-
ness in each recalculation running in O (m2n) time on an arbitrary network with m 
edges and n nodes. The GN algorithm demands heavy computational resources. It is 
not efficient that applying the algorithm in large scale P2P network directly. Although 
this algorithm has been applied successfully to community analysis in a variety of 
networks giving the modularity to quantify the strength of community structure, it 
does not offer a strategy to break the recalculation loop. Here we apply the increment 
of modularity to break the loop which will reduce the runtime. 

3 Actor Network-Based Model 

In this section, the content similarity graph (CSG) and the actor-network theory are 
introduced. And then we will present the detail works on ANM. Finally, the pirates 
community discovery process and ANMGN algorithm are presented. 

3.1 Content Similarity Graph and Actor-Network Theory 

To quantify the message similarity, the CSG [15] is imported to the ANM. As the 
crawling data is organized as a bipartite graph that connects users to files, the contents 
similarity can be well calculated by the number of users that both contains two con-
tents at one time. Then, this bipartite graph is transformed into CSG, where the weight 
of a link is the content similarity. However, one kind of special case will appear that 
two contents have high similarity but one of them has rarely frequency of occurrence 
in network. Hence a precise and normalized calculate model is needed here. Let Ni,j 
be the number of users that hold both contents, and Mi be the number of times for i or 
j appears in network respectively. 

 S i, j N ,M ·M  (1) 
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The overall goals of pirates community discovery are thus: using ANM to semantical-
ly simply the P2P network and analyzing the network structure. We introduce the 
ANT to support these goals. The ANT is a material-semiotic approach in social theory 
[16], exploring how relations between artifacts and actors who generate and distribute 
the artifacts are formed. It consists of three prime components: heterogeneous net-
work, network consolidation and network ordering. We implement P2P network and 
CSG to construct a heterogeneous network, actors presenting the pirates, and artifacts 
presenting the piracy contents. The simplification process of ANM for pirates com-
munity structure is network consolidation; using the ANMGN algorithm to pirates 
community discovery corresponding with network ordered in the ANM. 

3.2 ANM Architecture 

Actor Network-based Model is an approach to simplifying the P2P network before 
analyzing the network. The primary attributes in the ANM is shown below: 

• ETS (Edge Timestamp): A field distinguishing message from the source nodes; 
• CID (Content ID): A field distinguishing content from the source nodes;  
• EW (Edge Weight): The weight carried by edges between two actors; 
• MW (Message Weight): The weight carried by message from the linked actors.  

These attributes are used to compute the message passing frequency and the mes-
sage similarity as followed. The ETS is recorded when a message is generated be-
tween two actors (i, j), ETS (i, j) is used in the equation. 

 EW ∑ ETS i, j  (2) 

The MW is based on the similarity of contents (i, j). Let Aij be an element of the adja-
cency matrix such that Aij = S (i, j), obtained from the CSG and set Aii =0. 

 MW ∑ ∑ A 2⁄  (3) 

Furthermore, a threshold is set to filter the edges with smaller EW and MW. It is 
showed in the equation, in which a, b are constant value depending on the network): 

 T a · EW b · MW (4) 

Based on the ANM, pirates community structure has been formed. Both the EW and 
MW belonging to one link with the larger value in one pirates community, while the 
intergroup edges connecting communities will have little value. By removing these 
edges, we discover the community structure of the P2P network. 

3.3 Pirates Community Discovery Process 

Based on ANM, the whole pirates community discovery process contains three stag-
es: data preprocessing, community structure and community discovery. Fig. 1 shows 
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the target of each stage. In the data preprocessing stage, the preliminary data cleaning 
on the large scale P2P network removed the irrelevant dataset, which will be leve-
raged for the construction CSG in stage 2. Next, EW is calculated through the ETS 
recorded using equation two. And MW considering the content similarity is calculated 
that based on the CSG. So far, the ANM is structured with the attributes, EW and 
MW, which has been simplified the mess P2P network to an undirected graph by the 
second filtration process in the community structure stage. 

 

Fig. 1. The pirates community discovery process 

Actually, the ANM can be considered one big community by deleting the isolated 
actors. Finally, the divisive algorithm ANMGN can be used to analysis the graph for 
pirates community discovery. 

3.4 ANMGN Algorithm 

The target of ANMGN algorithm is to discover communities in the graph noted by G 
= (V, E), where G is the network, V is the pirates and E is the links between them. It 
focuses on the edges that are most “between” communities. The basic idea is simply 
stated as follows: 1. calculating the each edge betweenness; 2. removing the edge with 
the highest betweenness; 3. removing edges for which the EW and MW are less than 
the removed edge; 4. Recalculating the edge betweenness for all edges and repeat the 
step 2 until the increment of modularity less than zero. 

Let vector Ck = (C1, C2, C3… Ck) be the community sequence. When new com-
munity is generated, noted as m and n, the Ck becomes to Ck+1= (C1, C2, C3…Ck, 
Ck+1). a  and a  present the fraction of edges that connect to vertices inside 
community m and n respectively; e  present the fraction of edges that interconnect 
community m and n. If  ∆Q 0 , the modularity has reach the maximum, and the 
algorithm will stop, outputting the community sequence Ck. The following is a formal 
description: 
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Preliminaries: ∆Q: modularity increment, initially set to infinity 
spb: the shortest-path betweenness 
ew: edge weight; mw: message weight 
begin  
while ∆Q 0 do 
for every edge ei  E  
set spb to 1 initially 
calculate the spb using the breadth-first search methods 
select the edge with highest spb 
marked as e(e.spb, e.ew, e.mw) 
remove e from E 
end for 
for every edge ei {E-e} 
if e . ew e. ew and e . mw e. mw remove ei from {E-e} 
end if  
end for 
calculate ∆Q  
end while 
end 

Note that before the second “for” statement, the ANMGN algorithm resembles the 
general GN algorithm, and the mentioned betweenness is calculated using the breadth 
first search methods. The second “for” statement makes ANMGN distinctly stand out, 
with the EW and MW. If two communities connected by more than one edge, then 
there is no guarantee that it has the high betweenness in all of those edges. In general 
GN, we cannot choose which one to remove, whereas, many of the edges may have 
lesser EW or MW than the one with highest betweenness.  

Therefore, the main advantage of ANMGN is that it can successfully remove more 
than one edge in terms of e . ew e. ew and e . mw e. mw in one recalculation, 
for which the general GN algorithm cannot carry out without considering them 

To evaluate the quality of community structure, modularity Q [15] is yielded as 
the quantitative measure. e  presents the fraction of edges in one community; a  
presents the interconnect ones. Modularity is widely used and is defined as: 

 Q ∑ e a  (5) 

Furthermore, ANMGN reduce the running time by breaking the “while” loop accord-
ing to increment of modularity, which plays a vital role in large scale P2P networks. 
We implement the increment of modularity ∆Q to break the loop [17]. The increment 
of modularity is calculated as: 

 ∆Q 2a a e  (6) 

All these advantages make ANMGN efficient than GN algorithm, which will be proved 
by experiment in next section. As mentioned before, some of the communities that are 
divided by the proposed approach have the characters of the pirates community. Based 
on this work, we can judge whether a community belongs to the pirates community by 
supervising the contents in it. 
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4 Experimental Evaluation 

We use two applications to evaluate the performance of the proposed algorithm and 
the accuracy in the pirates community discovery. 

4.1 Tests on Karate Club Network of Zachary 

In the first part, we simulate an execution on the karate club network of Zachary [18] 
to compare the performance with interest-based and random walk-based methods. The 
karate club is a social network of friendship between 34 numbers in US University, 
which is a classic study in community discovery with 34 nodes and 78 edges. In order 
to simulate the pirates community, each edge is assigned with a given MW and EW.  

To be compared with the typical existing method, we use the MW to present the 
node similarity to interest-based method and EW to present the message frequency to 
random walk-based method respectively for community structure. Then the GN algo-
rithm is implemented for community discovery. Finally, we use ANMGN to divide 
the network based on ANM. We use the serviceable network visualization tool, Geg-
hi, to display the community discovery result, in which communities are rendered in 
different colors. 

 

Fig. 2. Division of the network by GN and ANMGN Algorithm 

The original karate club network of Zachary is shown in Fig.2 (a), which is one 
network initially. In Fig.2 (b) and (c), the network is divided by interest-based method 
and three communities based on random walk-based method respectively. Fig.2 (d) 
utilizes ANMGN algorithm based on ANM. The value of modularity Q: 0.485, 0.525, 
and 0.547 respectively. It shows that the AMNGN provides a more subtle perspective 
on the underlying structure of the network. For the whole karate club network, the 
complete result is shown in Fig.3. 

The number of the recalculation and runtime in different methods is used to eva-
luate the computing efficiency. One method that removed more edges but used less 
recalculation should be better for the runtime (runtime metric is 10ms) is shorter. The 
edge-removed process is also presented in the experiment. 
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Fig. 3. Performance analysis of the three methods on karate club network 

Fortunately, as shown in Fig.3, the ANMGN algorithm deleted 20 edges by 5 re-
calculations with our method. Although, the ANMGN algorithm has to compare the e . ew e. ew  and  e . mw e. mw  before the next recalculation process, the per-
formance has increased significantly. Experiment results show that our method out-
performs the former methods both in modularity Q and the efficiency, by taking both 
the message similarity and the message passing frequency. 

4.2 Working with Computer Generated Network 

As a simulated test on how well our approach performs, we generated the network 
with the known pirates community structure, to see if the approach can analyze the 
network and discover the pirates community properly.  

In this experiment, we generated a large number of graphs with 65 nodes that 
present the users. In order to simulate the pirates community discovery, we select 4 
users to share piracy contents just with each other and another 6 users to do the same 
thing. So far, there have been two pirates communities in the graph. During the simu-
lation process, each user passes message to his neighbors with a given probability. 
Initially, the largest message passing frequency M is set to 50; the contents number N 
is set to 500. The contents include pirated ones and authorized ones. Each user selects 
a random message passing frequency from [1, M] and the corresponding number of 
contents. Pirates have the tendency to select a large message passing frequency. When 
one message is generated, the number of ETS increased by 1, and the CID is recorded 
as well. Then, we will compute the EW and MW to structure the ANM. We also use 
the MW to present the node similarity to interest-based method and EW to present the 
message frequency to random walk-based method for community structure. 

The original network is shown in Fig.4 (a). The network is divided into 6 commun-
ities based on interest-based method, 7 communities based on random walk-based 
method and 8 communities based on our method shown in (b), (c), (d) with the value 
of modularity Q: 0.507, 0.541, and 0.664 respectively. After we detect the piracy 
contents percentage in each community, we found that green-community 1 (62, 63, 
64, 65) and red-community 2 (24, 25, 26, 28, 29, 32) have the high 80%, 90% piracy 
contents respectively; others have the piracy contents percentage under 20%. We can 
see that community 1 and 2 are the pirates communities.  
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Fig. 4. Performance analysis on computer generated network 

Experiments show that our method outperforms the former methods both in com-
munity modularity and accuracy, which has taken the message similarity and the mes-
sage passing frequency into consideration. 

5 Conclusion 

In this paper, we propose an actor network-based approach to discover the pirates 
community in P2P network, which can prevent pirates from piracy propagation. 
Based on the content similarity and message passing frequency, the pirates communi-
ty will be discovered more accurately. Furthermore, we design ANMGN for pirates 
community discovery, which had achieved better performance in the experiment. 

 In fact, in an actual P2P network, there are several future challenges in pirates 
community discovery. Firstly, in this work, we ignore the scale of pirates community 
that may affect the precision of division performance. Secondly, one user may  
exist in different communities, while the current version of the proposed algorithm 
cannot solve the overlapping community problem. Future work will be carried out 
along this line. 
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Abstract. Query suggestion of Web search has been an effective ap-
proach to help users quickly express their information need and more ac-
curately get the information they need. All major web-search engines and
most proposed methods that suggest queries rely on query logs of search
engine to determine possible query suggestions. However, for search sys-
tems, it is much more difficult to effectively suggest relevant queries to
a fresh search query which has no or few historical evidences in query
logs. In this paper, we propose a suggestion approach for fresh queries by
mining the new social network media, i.e, mircoblog topics. We leverage
the comment information in the microblog topics to mine potential sug-
gestions. We utilize word frequency statistics to extract a set of ordered
candidate words. As soon as a user starts typing a query word, words
that match with the partial user query word are selected as completions
of the partial query word and are offered as query suggestions. We col-
lect a dataset from Sina microblog topics and compare the final results
by selecting different suggestion context source. The experimental re-
sults clearly demonstrate the effectiveness of our approach in suggesting
queries with high quality. Our conclusion is that the suggestion context
source of a topic consists of the tweets from authenticated Sina users is
more effective than the tweets from all Sina users.

1 Introduction

Web search engines have greatly changed the way that people acquire informa-
tion during the last ten years. Web searching is a typical kind of user behavior,
which involves not only a user behaviors but also the behaviors of other online
users [7]. As an end-user starts typing a query in a search engine’s query box,
most search engines assist users by providing a list of queries that have been
proven to be effective in the past [20]. The user can quickly choose one of the
suggested completions (in some cases, alternatives) and thus, does not have to
type the whole query herself. Feuer et al. [11] analyzed approximately 1.5 mil-
lion queries from the search logs of a commercial search engine and found that
query suggestions represented nearly 30% of the total queries and the engine
with phrase suggestions performs better in terms of precision and recall than
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the same search engine without suggestions. Furthermore, Kelly et al. [14] ob-
served that the use of offered query suggestions is more for difficult topics, i.e.,
topics on which users have little knowledge to formulate good queries. Yang
et al. [21] presented an optimal rare query suggestion framework by leveraging
implicit feedbacks from users in the query logs. Sumit et al. [3] put forward a
probabilistic mechanism for generating query suggestions from a corpus without
using query logs and utilized the document corpus to extract a set of candidate
words.

Traditional methods rely on some other users who searched for the same
information before, and then utilize these large amounts of past usage data to
offer possible query suggestions. Although there are many works using query
logs to suggest queries [1,2,4,6,9,13,17,18,21], there still exist some difficulties.

First, query logs may not always be accessible in some applications due to
privacy and legal constraints. Second, even in the case of general-purpose web
search engines, end-users sometimes pose queries that are not in query logs
or are not very frequent. Third, with the rise of social network, there has been
emerging a group of new network vocabulary. When these newly appeared words
formulate search queries, they always have few search history in query logs. Thus
they are insufficient in context. Both the queries that in the absence of query logs
and the newly appeared queries together constitute a kind of search queries, so
called fresh queries. They may cause a great amount of search traffic potentially
affecting the performance of search engines significantly. Therefore, how to offer
an effective query suggestion for fresh search queries is a challenging research
problem, which we discuss in this paper.

At present, as a widely used medium platform, microblog’s diverse features
meet the people’s information, interpersonal information and other aspects of
the new requirements. Compared with the traditional media, microblogging as
a new service has the following characteristics and advantages.

(1) Its information propagation is convenient and rapid.
(2) Its information dissemination is of high efficiency.
(3) It has great potential business value.

Among the three features, the second one motivates our work. Nowadays the
speed of information propagation through the microblog service is faster than
most of media products, and more people pay attention to it. The intuitive, con-
venient, and efficient communication makes microblog popular and the micoblog
information updated quickly, which is the reason that we choose the microblog
topics as our study background. The key idea of our work is that extracting
and analyzing fresh queries by mining microblog topics in order to give query
suggestions to web search users. Our main contribution is that the suggestion
context source of a topic consists of the tweets from authenticated Sina users is
more effective than the tweets from all Sina users.

The rest of the paper is organized as follows. In Section 2, we provide an
overview of the prior work on query suggestion along with explaining how our
approach differs from the previous methods. In Section 3, we give a suggestion
flowchart to describe our whole query suggestion process. In Section 4, we further



216 L. Li, X. Chen, and G. Xu

describe the specific approach of offline processing in details. Experiments and
results are presented in Section 5. Section 6 concludes the paper and outlines
future research directions.

2 Related Work

2.1 Query Suggestion

There are a variety of research works about query suggestion. Initial works focus
on identifying past queries similar to a current user query. Baeza-Yates et al. [1]
cluster queries presented in search logs. Given an initial query, similar queries
from its cluster are identified based on vector similarity metrics and are then
suggested to a user. Barouni-Ebrahimi and Ghorbani utilize words frequently
occurring in queries submitted by past users as suggestions [2]. Gao et al. de-
scribe a query suggestion mechanism for cross lingual information retrieval where
for queries issued in one language, queries in other languages can also be sug-
gested [12]. By utilizing clickthrough data and session information, Cao et al.
propose a context aware query suggestion approach [6]. In order to deal with the
data sparseness problem, they use concept based query suggestions where a con-
cept is defined as a set of similar queries mined from the query-URL bi-partite
graph.

Lately, Broder et. al propose an online expansion of rare queries in [5]. Their
framework starts by training an offline model that is able to suggest a ranked list
of related queries to an incoming rare query. The rare query is then expanded
by a weighted linear combination of the original query and the related queries
according to their similarity. Yang et al. [21] also work on rare query suggestion
by using implicit feedbacks, while Sumit et al. [3] make use of a corpus instead
of query logs. To the best of our knowledge, our work makes the fist to study
the query suggestion of fresh queries (both newly appeared queries and queries
absent from query logs).

2.2 Social Media

The rising popularity of online social networking services has spurred research
into microblogs and their characteristics. There are a number of research works
which explore and study microblog., especially English microblogging, i.e., twit-
ter. Newman et al. [19] make the first quantitative study on the entire Twitter
sphere and information diffusion on it. They study the topological character-
istics of Twitter and its power as a new medium of information sharing and
have found a non-powerlaw follower distribution, a short effective diameter, and
low reciprocity, which all mark a deviation from known characteristics of hu-
man social networks. In 2010, the work in [15] further discusses the topological
characteristics of Twitter and its power as a new medium of information shar-
ing. Chen et al. [8] compare two kinds of approaches, traditional cosine-based
approach and WordNet-based semantic approach, when computing similarities
between microblogs to recommend top related ones to users.
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Fig. 1. Suggestion Flowchart for A Search Query

With the prevalence of Sina microblogging, some researchers begin to study
the new Chinese microblog media. Liu et al. [16] combine a translation-based
method with a frequency-based method for keyword extraction. They extract
keywords for microblog users from the largest microblogging website in China,
Sina Weibo. Different from them, we present how to extract and analyze mi-
croblog topics to produce effective suggestions to fresh queries, and experimen-
tally discuss the selection of suggestion context sources in terms of precision and
efficiency.

3 Suggestion Flowchart

As shown in Figure 1, the whole suggestion process is divided into two modules:
offline processing and online processing.

First, let us look at the offline module. It consists of the following four steps.
Step 1 extracts microblog information from a topic. Here we not only get the
tweets from all Sina users for each topic, but also extract the microblog tweets
from authenticated Sina users. Then we can take the two types of data as two
different suggestion context sources. Step 2, step 3 and step 4 make a text
preprocessing for our selected suggestion context sources, including removing
stop-words, Chinese participle preprocessing and word frequency statistics. Af-
ter completing these four steps, we extract the top 10 representative nouns or
verb-nouns in the sequence according to the results of word frequency statistics.
Nouns and verb-nouns can represent the meaning of a topic. Last, the produced
words are put into the suggestion list in turn.

We give an example to describe our online processing. When a user has an
information need, she will transform the information need into a query and
start typing the query in the query box of a search engine. The user has some
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information need but is not sure which words to use to formulate a query because
traditional method that documents indexed by the search engine are not visible
to the user. The terms selected by the user to formulate the queries often do
not lead to a good retrieval performance due to the gap between query-term
space and document-term space [10]. This problem is especially difficult for the
fresh search queries because of lacking context in query logs. To help the user
formulate good search queries, our suggestion list may give the useful query
suggestion to the user. When the query exists in the suggestion list of a certain
topic, we can recommend other words in this suggestion list to the user.

4 Offline Processing

In this section, we first introduce how to extract microblog data by crawling.
Then we describe our approach for text processing. Finally, we make some dis-
cussions.

4.1 Extracting Microblog Data by Crawling

For benefiting from our professional point of view of computer science technology,
we select the technology/IT Internet as our data source. The chosen 14 topics all
are the most popular topics at the crawling time as our experimental data. We
extract the tweets of these 14 topics. Sina microblog only gives 10 pages space
capacity to display the tweets of each micro-topic and each page only exists 20
tweets. From the end of March 2012, we start collecting micro-topic data. In
order to ensure nonduplication of data, nearly every two days, we download the
html webpages of each Micro-topic, and then save them in the local disk folder
as .txt file format. By the end of June 2012, we obtain almost 3750 web pages.
But how to extract our needed information from these html files? Here we use
HtmlParser 1. HtmlParser is an open-source project used to parse the HTML
document. It is small, fast, simple and has a powerful function.

4.2 Text Processing

First, we need to point out that so-called the authenticated users mainly in-
cludes the users of Sina microbog VIP, Sina approved Sina agencies and au-
thenticated Sina individuals. These users are certified by Sina microblog with
a certain authenticity and authority. Then we have collected profiles of users
who mentioned about 14 Sina microblog trending topics from March 25th to
June 17th, 2012 by crawling. We separately extracted tweets information from
all users and from authenticated users for each topic among 14 topics. Under
our preliminary statistics, there are 63,354 tweets form all users. The number of
tweets by the authenticated users is about 22,724, accounting for about 35.9%
of total users’ tweets.

1 http://htmlparser.sourceforge.net/

http://htmlparser.sourceforge.net/
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To complete text processing, two NLP tools (i.e., MyTxtSegTag and
MyZiCiFreq) is used 2. The next step is to remove all stopwords. We remove
the words in our tweets for each topic that appeared in a stopwords list. After
making stopwords processing for authenticated tweets and the whole tweets of
each topic, we make Chinese participle preprocessing for the filtered tweets by a
set of word segmentation and POS tagging tool which is named MyTxtSegTag.
The big advantage of this software is that it can identify proper and newly
appeared nouns and minimize the word granularity, such as the new word of
Mirco-Letters, weixin(a mobile phone chat software) which is a new application
launched by Tencent company in 2011. If the option of starting proper nouns is
not selected, then after making participle processing,the word of weixin will be
divided into two words that ”Micro” and ”letters”. So using this software can
improve the precision and accuracy of participle processing results.

Last, we save these produced words in a .txt formatted file, making a prepa-
ration for word frequency statistics and analysis. We adopt a word frequency
statistic tool named MyZiCiFreq. This software can not only make character
frequency statistics but also make word frequency statistics. Furthermore, we
also observe that the processing times for the same topic from two different sets
of users’ tweets are significantly different. Averagely, it takes about 4 hours for
all users’ tweets of a certain topic, but for processing authenticated users’ tweets,
it just take about 30 minutes less than an hour.

4.3 Discussions

What we will discuss is about why we collected microblog data by crawling not
using Sina API (Application Programming Interface). As we all know it will
greatly shorten the time so as to improve the efficiency if we collect data using
API. But there are many limiting factors, such as only a part of API, not all
API is provided. Moreover, some API just can be used by senior member users,
making that we cannot crawl and collect data in time and completely.

To help the user formulate effective queries, a suggestion list is produced after
text processing. When the query exists in the suggestion list of a certain topic,
we can recommend other words in this suggestion list to the user. In this step, we
can adopt computing semantic similarity between query word and other words
that appeared in the suggestion list based on the path length similarity, in which
we treat taxonomy as an undirected graph and measure the distance between
them in HowNet which serves as a base of research in knowledge processing and
multilingual NLP 3. This method will be used in our future work.

5 Experiment

In this section, we first introduce the data sets and evaluation method. Then we
present the experimental results. Finally, a dicussion is given.

2 They are recommended by the website of
http://www.china-language.gov.cn/index.htm

3 http://www.keenage.com

http://www.china-language.gov.cn/index.htm
http://www.keenage.com
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Table 1. Explanation for the abbreviations in Table 2

Meaning

Authenticated tweets The tweets that from authenticated users

Total tweets The tweets that from all of users involved in a topic

Authenticated/Total Authenticated tweets/ Total tweets

Atop10 precision The precision of top 10 words produced by authenticated tweets

Ttop10 precision The precision of top 10 words produced by total tweets

5.1 Data Set and Evaluation Method

We collected a sample of almost three months tweets between March 25th and
June 17th from Sina microblogging platform. We got 22,724 tweets from au-
thenticated users and 63,354 tweets from total users. For each of topics and
each of tweets, we conduct the preprocessing of removing stopwords and chinese
participle preprocessing. Then word frequency statistics are done and top 10
representative nouns or verb-nouns are extracted.

For a given query, the precision of a query suggestion method is defined as
the fraction of suggestions generated that are meaningful. Note that since an
exhaustive set of all possible suggestions for a given query is not available, recall
cannot be computed. Also, for the query suggestion task, precision is a much
more important metric than recall as the number of suggestions that can be
offered is limited by the screen space. Precision is defined as

Precision@N =
#related words in a suggestion list

N
. (1)

In Equation 1, we take the extracted top 10 representative nouns or verb-nouns
as the words that can represent a certain topic. We manually judge whether these
words can be considered to accurately reflect the topic. The precision value of
each topic is computed.

5.2 Experimental Results

Here, in Table 1, we have made a specific explanation for all abbreviations ap-
peared in Table 2 which show the results of each microblog topic. Using the
tweets from all users as suggestion context source is our baseline. The average
results of all the 14 topics are listed in Table 3.

From the results that presented in Table 2, it seems that the differences be-
tween Atop10 precision and Ttop10 precision are not particularly obvious in
terms of precision. For further observation, we decide to make an average for the
precision values of 14 topics. To our surprise, the precision value of top 10 words
that produced by the tweets that from authenticated users is higher than that
produced by the tweets from all of users involved in a topic on average.

Before conducting experiments, we think that the number of the total tweets
for one topic actually not only contains the tweets from authenticated users,
but also contain others tweets from common users. In comparison, it has the
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Table 2. The precision values of each topics

Topics New ipad sale Iphone news Ipad show Apple ceo salary App Store
Authenticated tweets 2079 471 2420 1831 3005
Total tweets 6043 1242 6889 5600 6760
Authenticated/Total 0.344 0.3792 0.3513 0.327 0.4445
ATop10 precision 0.4 0.6 0.4 0.5 0.4
TTop10 precision 0.5 0.6 0.4 0.5 0.4
ATop5 precision 0.3 0.4 0.3 0.2 0.3
TTop5 precision 0.3 0.3 0.3 0.4 0.4

Topics CES2012 HTC Tablet pc Kodak bankrupt Huawei for new life
Authenticated tweets 1866 487 443 2472 340
Total tweets 6126 1237 1283 7137 1116
Authenticated/Total 0.3046 0.3937 0.3453 0.3464 0.3047
ATop10 precision 0.4 0.5 0.4 0.4 0.4
TTop10 precision 0.3 0.5 0.4 0.4 0.4
ATop5 precision 0.3 0.4 0.4 0.4 0.4
TTop5 precision 0.2 0.5 0.4 0.2 0.2

Topics Iphone 4s sale Windows 8 iOS jailbreak Facebook
Authenticated tweets 2491 2454 604 1761
Total tweets 6714 6516 1645 5046
Authenticated/Total 0.371 0.3766 0.3672 0.3489
ATop10 precision 0.3 0.5 0.6 0.3
TTop10 precision 0.3 0.4 0.6 0.3
ATop5 precision 0.3 0.4 0.6 0.3
TTop5 precision 0.3 0.3 0.5 0.2

Table 3. The average precision values of all the 14 topics

Average

Authenticated/Total 0.3575

Atop10 precision 0.4357

Ttop10 precision 0.4286

Atop5 precision 0.3286

Ttop5 precision 0.3214

larger suggestion context source and the richer content information. Thus, it
should output higher precision scores. However, the results run adversely to
what we might intuitively expect the average precision value of top 10 words
that produced by the tweets that authenticated users, i.e., slightly higher.

So what does this show? It illustrates that we do not need to select all tweets
of a topic as our suggestion context source. Considering the final result, the
tweets that from authenticated users could be on behalf of the entire tweets
under a topic. During the preprocessing, we observed that under the background
of computer configuration with a 32-bit operating system, dual-core CPU and
3.00GB memory, it takes about 4 hours for all users’ tweets of a certain topic,
but for processing authenticated users’ tweets, it just takes about 30 minutes.
Taking tweets that from authenticated users as our suggestion context source
saves not only the processing time, but also the storage space. How much storage
space does it save at all? From experimental data, we can see that average
Authenticated/Total is about 0.3575. In other words, the authenticated context
accounts for around 1/3 in total tweets and almost saves 2/3 storage space.
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5.3 Discussions

There are some limitations in our approach. That is, for the words of a query
that do not appear in the suggestion list of a topic, we cannot give a suggestion.
In other words, our approach is based on the query that has already appeared
in microblog topics, but they are little or even no in the history record of search
engine. That is the so-called fresh query. The characteristic of high efficiency of
information dissemination in microblog is our motivation to do this research.

6 Conclusions and Future Work

In this paper, we have introduced our approach for the suggestion of fresh search
queries by mining microblog topics. We gave out the whole process that how to be
access tomicroblog topics data and how to do text processing for these tweets until
the words produced. It is worth mentioning that we not only extracted the tweets
that from all of users involved in a topic, but also extracted the tweets that from
authenticated users. Through the final experimental results, we can see that the
average precision value of the top 10 words that produced by the tweets that from
authenticated users is actually slightly higher. In addition, taking tweets that from
authenticated users as our suggestion context source saves both the processing
time and the storage space. In the future, an interesting topic is how to combine
other social evidence to enhance query suggestion quality.
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Abstract. Current approaches to real-time Twitter search usually deploy a learn-
ing to rank (LTR) algorithm that incorporates diverse sources of tweet features,
such as the content-based relevance score and the number of reposts, to find fresh
and relevant tweets in response to user queries. In this paper, we argue that the
user’s information need is a query-dependent notion, which is yet to be exploited
for retrieval from tweets. To this end, we propose a learning to rank framework
to improve the retrieval performance for real-time Twitter search by capturing
the query-specific features. In particular, the proposed approach consists of two
components: (1) a general ranking model learned from the training instances rep-
resented by features common to all queries; (2) a query-specific model learned by
making use of LTR to select the most benefical expansion terms for each query.
Finally, the query-specific model that reforms the original query topics with the
extracted terms is combined with the general ranking model to produce the ranked
list of documents in response to the given target query. Extensive experiments on
the standard TREC Tweets11 collection show that the combined learning to rank
approach outperforms the strong baseline, namely the conventional application
of Ranking SVM.

Keywords: Real-time Twitter search, Query-specific, Learning to rank.

1 Introduction

Both fresh and informative tweets are favored in real-time Twitter search to a given
query, whereby a user’s information need is represented by a query issued at a specific
time. Previous research has shown the benefits brought by applying learning to rank in
real-time Twitter search as multiple intrinsic features, such as content-relevance scores,
user authority, retweets, mentions, hashtags, etc, can be integrated to learn a ranking
model. Such approaches usually rely on a set of training queries to learn a ranking
model, which is assumed to be generalized to the test data, as the features used are
common to different queries.

However, the user’s information need, a query-dependent notion, indicates the de-
sire to locate and obtain information to satisfy a conscious and unconscious need. Ig-
noring of characteristics and aspects unique to the given queries during the learning
process may hinder the retrieval performance as the usual learning to rank methods do
[17,14,15]. Indeed, there have been research to take query differences into consideration
to improve the effectiveness of learning to rank, for instance [27,22,6,19,25].
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Motivated by the above studies on query differences, in this paper, we put forward
a combined learning to rank framework to improve the retrieval performance by com-
bining the general ranking model and the query-specific model that reforms the original
query with the unique features, e.g. the most benefical expansion terms. More specif-
ically, the general ranking model is learned through the application of conventional
learning to rank algorithm, where the training instances are represented by the pred-
ifined common features. Besides, a query-specific ranking model is proposed to expand
the original queries with terms selected by applying learning to rank approach with fea-
tures unique to each given query. For the given query, the final ranked list is produced
by the combination of the general ranking model and the query-specific ranking model.

The major contributions of the paper are two-fold. First, we propose a query-specific
model by utilizing LTR method with a variety of features for implying the particular
characteristics of a given query. Inspired by the idea of pseudo relevance feedback,
we reform the query topic with the selected expansion terms obtained by applying the
LTR approach to enhance the retrieval performance. Second, a learning to rank frame-
work that combines a general ranking model and the query-specific ranking model is
proposed. Experiments on the standard TREC Tweets11 collection demonstrate the ef-
fectiveness of the proposed method.

The rest of the paper is organized as follows. In Section 2, we survey the existing
LTR research on Twitter search. Section 3 gives a detail description about our proposed
algorithm and the features exploited for the tweet representation, which is evaluated in
Section 4. Finally, we conclude this research and suggest future research directions.

2 Related Work

Learning to rank approaches have been widely used in real-time Twitter search, where
users are interested in fresh relevant messages. In the TREC 2011 Microblog track [17],
Metzler and Cai use ListNet to combine the evidence from multiple features, where re-
cency is represented by the difference in time between the query’s temporal point and
tweet’s timestamps [14]. Miyanishi et al. apply an unspecified learning to rank method
by clustering the tweets retrieved for given topics [15]. In addition to the above de-
scribed approaches in the Microblog track, Hong et al. propose to apply affinity propa-
gation, a non parametric clustering algorithm, to cluster the initial ranked list of tweets
[8]. Li et al. apply the Word Activation Force algorithm and Term Similarity Metric al-
gorithms to mine the connection between the expansion terms and the given topic [10].
Louvan et al. apply query expansion from dataset with different weighting schemes
and then incorporate timestamps of the tweets for real-time search [13]. We refer to
[17] for an overview of all the other techniques and approaches evaluated in Microblog
track 2011. Besides, there are research studies that apply semi-supervised learning al-
gorithms to facilitate learning to rank with only limited training data available [24,4].

However, most of learning to rank approaches treat all the queries equally during
the learning and ranking processes. As a result, the unique aspects of different queries
are ignored, which may potentially hurt the retrieval effectiveness. Recently, there have
been efforts to take query differences into consideration during the learning process to
improve the ranking functions. Zheng et al. put forward a minimum effort optimization
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method by considering all the entire training data within a query during each iteration
by using functional iterative methods where the update in each iteration is computed
through the approach of solving a isotonic regression problem [27]. Wu et al. propose
a listwise query-level regression method, called ListReg, by using the neural network
to model the ranking function and gradient descent for optimization [22]. Geng et al.
point the owing to the great variety of queries, and argue that the rerank task should be
conducted by using different models based on different properties of queries, Hence,
a K-Nearest Neighbour method is put forward to learn different ranking functions [6].
Veloso et al. propose a novel method to uncover the patterns or rules in the training
data in which documents are associated with features of relevance to the given query by
generating association rules on a demand-driven basis at the query time [19]. Besides,
the semi-supervised learning algorithm is used in Twitter search, where a query-biased
model is learned by applying the transductive learning [25].

We argue that the improvement brought by learning to rank can be further improved
if the differences that exist in the diverse queries are considered during the retrieval
process. To address this problem, in this paper, we propose a combined framework
that makes use of both the common features and query-specific features for learning to
rank, as introduced in the next section. Different from [25,26], instead of using a semi-
supervised learning algorithm to buid a query-specific model, in this paper, we adopt a
supervised pairwise learning to rank approach to capture the particular characteristics
of a given query.

3 Combined LTR by Integrating Query-Specific Aspects

In this paper, both the common features of Twitter messages, and the query-specific
aspects that differentiate between queries are utilized to construct the combined learn-
ing to rank framework. The proposed framework combines a general ranking model
and a query-specific ranking model. More specifically, the general ranking model is
learned from the training instances, represented by the features common to different
queries. The query-specific model is learned from the query-specific features by apply-
ing RankSVM to select the most useful expansion terms. The two models are integrated
by a linear combination as follows:

Scorefinal(d,Q) = β · ScoreLTR(d,Q) + (1− β) · ScoreQSR(d,Q) (1)

where Scorefinal(d,Q) is the final score of tweet d for the given query Q;
ScoreLTR(d,Q) is the score given by the general ranking model; ScoreQSR(d,Q) is
the score given by the query-specific model. The setting of the parameter β is obtained
by grid search on training queries.

To deploy our proposed learning to rank framework in practice, we firstly learn a
general ranking model from a set of training queries with their associated relevance
assessments information. Next, for the given target queries, we learn a query-specific
ranking model using the unique features in response to the query to expand the inital
query with the selected terms benefical for boosting the retrieval effectiveness. Finally,
the two models are combined to produce the final relevance scores for the target queries.
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Sections 3.1 and 3.2 present details on the general and the query-specific ranking mod-
els, respectively.

3.1 General Model

Pre-defined Tweet Features
Our features are organized around the basic entities for each query-tweet tuple to dis-
tinguish between the relevant and irrelevant messages, some of which have been widely
used in previous work on Twitter search [3,15,14,24]. More specifically, in addition to
the five types of features which were defined in [24], we exploit the sentiment features
in this paper.

Sentiment refers to those features that indicate the opinions embodied in the given
tweet. In our model, we extract the number of negative, positive, neural sentiment words
and their total ratio in the content of the tweet. All these sentiment words are defined
in the dictionary of OpinionFinder system [21], which can automatically identify the
subjectivity of a sentence conveying opinions and sentiments.

3.2 Query-Specific Ranking Model

Section KL-divergence Method to Select Candidate Terms introduces the method to
select the candidate expansion terms. Section Term Features Extracting gives a detailed
description of the features that are used to represent the candidate expansion terms.
In Section Evaluation of Term Quality presents the method of labeling the candidate
expansion terms. When the candidate terms are selected, we apply RankSVM to rank
the candidate terms. Once the ranked list is produced, the top-ranked 10 terms will be
used to reform the inital query. Our arbitrary choice of selecting the top-10 terms from
the top-30 tweets is mainly due to the fact that this setting was found to provide the best
query expansion effectiveness in the TREC 2011 Microblog track, as reported in [1].
Figure 1 gives a description of the query-specific model.

KL-divergence Method to Select Candidate Terms
The purpose of the query-specific ranking model is to utilize the most benefical ex-
pansion terms through the application of learning to rank algorithm to reform the inital
query. Therefore, how to select the appropriate terms unique to the given query becomes
a challenging issue. Since queries submitted by users often contain very few keywords
and phrases, query expansion has been widely used to further describe the user’s in-
formation need. Pseudo-relevance feedback, which hypothesizes the top-ranked docu-
ments in the initial retrieval results convey many useful terms helping describing the
true information need better, has shown great benefits in many information retrieval
tasks. Basing on the similar assumption, in this paper, the terms with highest KL di-
vergence weights are chosen as the candidate terms to expand the original query topic,
as illustrated in Figure 2. The KL divergence weight of a candidate term t in the top-k
ranked tweets in the initial retrieval is computed as follows:

w(t, Rk) = P (t|Rk) log2
P (t|Rk)

P (t|C)
(2)
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Input
T: a set of the candidate expansion terms for
each query
N: the predifined number of expansion terms that
will be used
F: the features to represent each candidate term

Output
T: the final selected expansion terms for each
given query
L: the retrieval list obtained by the reform topics

Algorithm

Do the following for each query
(1) Represent each candidate term in T with F
(2) Using Ranking SVM to learn a ranking
query model M
(3) Get the most N benefical terms to expand
each query by utilizing the model M
(4) Return the retrieval list L by reforming the
original query with the selected terms

Fig. 1. The query-specific ranking model

where P (t|Rk) is the probability of generating the candidate term t from the set of
top-k ranked tweets Rk, and P (t|C) is the probability of generating t from the entire
collection C.

Note that all the features exploited in Section Pre-defined Features are taken as com-
mon features to learn a general ranking model, which is generalized to the test queries.
In the query-specific model, the most weighted terms as attributes are treated as unique
terms to represent the unique query-specific characteristics of the given target queries.

Evaluation of Term Quality
The basic idea of the query-specific ranking model is that we can effectively predict
the useful expansion query terms for a novel query by learning a ranking model from
the exsisted training candidate terms. Therefore, it needs to create a ground truth for
each candidate expansion term in the training set to imply whether it is good enough to
improve the retrieval effectiveness.

Intuitively, a candidate term is considered to be good if it provides an improvement in
MAP (mean average precision) when compared to the inital retrieval results obtained by
applying the content-based model. Simply, we add each candidate term with the same
weight into the original query to examine its impact on the retrieval effectiveness, as
defined in Equation 3. If Δ defined in Equation 3 below is larger than zero, we consider
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Input
R: initial retrieved tweets returned by the
content-based model e.g. DFRee for a
batch of query topics
N: the maximum candidate terms that are used
to expand each query
K: the number of top-ranked tweets for each
given query

Output
T: Candidate terms to expand each given query
W: the KL divergence weight of each term

Algorithm
For each query, do the followings

(1) Extract the top-ranked K tweets for each
given query
(2) Get and stem every term occuring in each
tweet excepting the stopping words
(3) computed the KL weight of each term
according to Equation 2 for the given query
(4) return the terms with the highest weight as
the candidate expansion terms

Fig. 2. The algorithm of candidate expansion terms selection

the candidate term e to be a good expansion term for the given query, and a bad one
otherwise.

In our experiment, the standard TREC Tweets11 with 49 official queries is used. We
randomly divide these queries into three groups . In the training dataset, each query has
a term list which ranks the candidate expansion terms according to Δ. The term features
used to repesent each candidate term will be discussed in the next section.

Δ =
MAP (Q ∪ e)−MAP (Q)

MAP (Q)
(3)

where MAP (Q) is the MAP of the inital query Q; e is the candidate expansion term.

Term Features Extraction
This section describes the statistical features exploited to represent each candidate terms
obtained by computing the KL divergence weights. These features include KL diver-
gence weights, term frequency (TF), document frequency (DF), as well as the co-
occurrences of the candidate terms and the query keywords. Among all the features,
many of them have been used in previous research studies [7,11], such as TF and DF.
Additionaly, a set of query term co-occurrence features is exploited in [11] to evaluate
the potential of social annotations as a resource of expansion terms. However, different
from [11], the whole content of the tweet is considered as the text window.
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– KL divergence weight as computed by Equation 2.
– Sum TF: the total occurrences of a given term in the top-ranked results.

– DF: the number of top-ranked documents in which the candidate term occurs.
– Term co-occurrence as defined in Equation 4: co-occurrence with a single query

keyword, measuring how often the terms occur together in a text.

termCooc(ti, qj) =

∑
f∈S log(tf(ti) + 1) · (log(tf(qj) + 1)

log(N)
(4)

where N is the sum tweets in the retrieval results of each query, tf(ti) is the term
frequency of the candidate term ti, and tf(qj) is the term frequency of the query
term qj .

– Query co-occurrence as defined in Equation 5:
measures how often the given term occurs together with a given query that contains
a few words.

queryCoof =
∑
qj∈Q

{idf(qj) · idf(ti)·

(log(termCooc(ti, qj) + 1))}
(5)

where idf is the inverted document frequency, and it is computed as follows.

idf = log(
N

df
) (6)

where N is the sum tweets in the Tweets11, df is the document frequency, namely
the number of tweets containing the term.

– Query neighbour co-occurrence as defined in Equation 7: measures the how often
the given term occurs with the neighbouring query terms of the whole given query.

queryNeighCoof(ti, Q) =
n−1∑
j=1

{idf(qj) · idf(q(j + 1)) · idf(ti)·

log(termCooc(ti, qj) + 1) · log(termCooc(ti, qj+1) + 1)}
(7)

Intuitively, term dependency is usual in many queries, which indicates that if one
term occures, the other will occure simultaneously. In Equation 5, all the terms
are considered independently without taking the inherent term dependency into
account. Thus, Equation 7 improve Equation 5 by hypothesizing the terms in each
query topic are somewhat independent if they are neighbours.

– Combined co-occurrence as defined in Equation 8:

coof(ti, Q) = (1 − α) · queryCoof(ti, Q) + α · queryNeighCoof(ti, Q) (8)
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4 Experiments

4.1 Experimental Settings

Section Dataset and Indexing gives an introduction to the dataset and preprocessing
of Tweets11. Section Parameter Tuning describes how to obtain the optimized param-
eters for RankSVM which are used in general LTR stage. Section Evaluation Design
introduces the baselines of evaluating our proposed methods.

Dataset and Indexing
We experiment on the Tweets11 collection, which consists of a sample of tweets over a
period of about 2 weeks spanning from January 24, 2011 to February 8, 2011 [17]. In the
TREC 2011 Microblog track, this collection is used for evaluating the participating real-
time Twitter search systems over 50 official topics. Participants are required to down-
load the tweets from Twitter.com using the feeds distributed by the track organizers.
Our crawl of the Tweets11 collection consists of 13,401,964 successfully downloaded
unique tweets. Note that because of dynamic nature of Twitter, there is a discrepancy
between the number of tweets in our crawl and the figures reported by other participants
in the Microblog track 2011. This does not affect the validity of the conclusions drawn
from our experiments as the proposed approach and the baselines are evaluated on the
same dataset with consistent settings.

Standard stopword removal and Porter’s stemmer are applied during indexing and
retrieval. All of the indexing and retrieval experiments are conducted on an in-house
extension of the open source Terrier3.0 [16]. The official measure in the TREC Mi-
croblog Track, namely precision at 30 (P30), is used as the evaluation metric in our
experiments.

Parameter Tuning
It is known, the choice of the hyperparameter C, the regularization parameter for
RankSVM, plays an important role in the retrieval performance. C can be selected by
carrying out cross-validation experiments through a grid search by scaning 0.05, 0.1,
0.3, 1, 3 and 4 on the training queries.

Evaluation Design
The aim of our experiments is to evaluate the effectiveness of the proposed query-
specific learning to rank framework. The proposed approach is evaluated at the follwing
two levels.

1. Comparing the proposed method, denoted as CLTR to the learning to rank ap-
proaches [12] with the use of the relevance judgments (LTR), which represents the
conventional application pair-wise learning to rank algorithms.
Many learning to rank approaches, including pointwise, pairwise and listwise, have
been proposed in the literature [12,23,5,9,2], which can be applied for learning the
ranking model. In the experiments, we choose RankSVM as the learning to rank
algorithm to rank the candidate expansion terms and the tweet lists in the general
ranking model. Extensive experiments are conducted using RankSVM [9,2], where
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the ranking models are learned from the official relevance assessments from the
Microblog track 2011. RankSVM [9,2] is a classical pairwise learning to rank ap-
proach, which adopts the traditional formulation of the SVM optimization problem
by taking the document pairs and their preferences as the learning instances. Using
the LTR approaches, we conduct experiments in 3-fold (LTR 3) cross-validation.
While carrying out the 3-fold cross-validation experiments, we divide the queries
into three groups randomly, and then learn a ranking model from two groups, while
testing it on the queries in the remaining group.

2. Comparison to the query-specific ranking model, denoted as QSR, which is also
proposed in our paper. Through the extensive experiments, we measure the effec-
tiveness of our proposed CLTR framework when just considering the query differ-
ences during the retrieval process.

4.2 Results and Discussion

Firstly, the combined framework CLTR is compared to the conventional LTR approach,
which learns the ranking models from the official relevance assessments. We examine
to which extent our proposed combined framework is able to improve the retrieval ef-
fectiveness by taking query differences into consideration. The 3-fold cross-validation
experiments using CLTR are compared to the general LTR approach which utilizes the
relevance assessment information as shown in Table 1. We can see that comparing to
RankSVM, CLTR outperforms the baseline, which suggests the effectiveness of the
query-specific ranking model. Besides, we examine how CLTR performs while com-
paring with QSR model, namely the query-specific model. Results in Table 2 indicate
significant differences between the two models. In all the tables, a ∗ indicates a signif-
icant improvement over the baseline according to the two sided paired randomization
tests [18] at the 0.05 level.

Besides, Figure 3 plots the results obtained by our proposed approach with different
settings of β defined in Equation 1 . As shown by the results, β also has an important
impact on the retrieval effectiveness of our proposed approach.

Table 1. Comparison of the combined framework (CLTR) with the learning to rank algorithm
(LTR))

LTR. CLTR
0.3850 0.4048, +5.14% ∗

Table 2. Comparison of the combined framework (CLTR) with the query-specific model (QSR)
using RankSVM

QSR. CLTR
0.3823 0.4048, +5.89% ∗
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Table 3. Candidate expansion terms for query MB001 and MB013

MB001: “BBC World Service staff cuts”
friend, work, cuerpo , ichanurbani,
compani, enriquepenalosa, kendi28,
concertforhop, nonprofit, push,
asamiaudreylov, twitter, 04, lean, 03,
momo, a1nonlykavalon
MB013: “Oprah Winfrey half-sister”
vinkyyohann, reibniz, concertforhop,
aerf, compani, sulpin, traderandym,
pleeeas, higher, new, twitter,
ichanurbani, kendi28, muslim, friend,
eunhyuk, lunchless, push, nonprofit,
nursemom90

 0.38

 0.385

 0.39

 0.395

 0.4

 0.405

 0.41

 0  0.2  0.4  0.6  0.8  1

p
3

0

P30

Fig. 3. The retrieval effectiveness obtained with different settings of β defined in Equation 1.
Other parameters are obtained by training in each fold of the cross-validation.

Moreover, we investigate the impact of the expansion terms selected by the query-
specific model. Table 3 shows the candidate expansion terms for query MB001 “BBC
World Service staff cuts” and MB013 “Oprah Winfrey half-sister” by making use of KL
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Table 4. Term qualities selected by applying the query-specific model (QSR) for query MB001
and MB013

MB001: “BBC World Service staff cuts”
Good friend, work, 04

Bad
compani, twitter, cuerpo, concertforhop
nonprofit, enriquepenalosa, 03

MB013: “Oprah Winfrey half-sister”

Good
vinkyyohann, reibniz, concertforhop,
aerf, compani,sulpin, traderandym,
pleeeas higher, new

Bad

Table 5. The number of queries with changes in P30 at different percentage levels.

≤ −10% −10% ∼ −1% −1% ∼ 1% 1% ∼ 10% ≥ 10%

Compare CLTR to RankSVM
7 5 21 3 13

Compare CLTR to QSR
11 4 10 5 19

divergence method. It turns out that the expansion terms of different queries behavior
[20] diversely. As shown in Table 4, each of the 10 expansion terms for query MB013
boosts the retrieval performance (Good, in contrast to Bad that decreases the P30),
while for MB001 query, only 3 of the 10 terms prove helpful to improve the retrieval
effectiveness. It is believed that the initial retrieval results obtained by the content-
based retrieval model for MB001 is good enough, thus there is little room for potential
improvement; while for MB013, the most useful expansion terms are selected by the
query-specific model.

Finally, Table 5 gives a detail description of the numbers of queries, of which precise
at 30 are changed slightly, decreased or unchanged when comparing the proposed CLT
with the general ranking model and the query-specific model (QSR). It appears that
CLTR has led to more queries with improved P30 than those with decreased P30. On
the other hand, the table also indicates the possibility for further improvement if the
queries with decreased effectiveness brought by the query expansion can be predicted.

5 Conclusions and Future Work

In this paper, we have proposed a combined learning to rank framework that utilizes
both the general and query-specific evidence of relevance for the real-time Twitter
search. In particular, a query-specific ranking model is learned by applying the learn-
ing algorithm in order to better capture the characteristics of the given queries. Such
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a query-specific ranking model is combined with a general ranking model given by
the conventional learning to rank approach to produce the final ranking of the Twitter
messages, namely the tweets, in response to the user information need. Extensive ex-
periments have been conducted on the standard Tweets11 dataset to evaluate the effec-
tiveness of our proposed approach. Results show that our proposed combined learning
to rank approach is able to outperform the strong baseline, namely the state-of-the-art
learning to rank algorithm.

As shown by the experimental results, there still exist some useful expansion terms
in the abandoned candidate term collection, due to the experimental setting of the final
expansion term number, namely only 10 terms will be chosen to reform the inital query
topic. In the future, we plan to improve the effectiveness of the query-specific ranking
model by intelligently determining the number of the expansion terms for each given
query. Finally, the results in Table 5 indicate that our proposed approach can also lead
to the marked decreased in the effectiveness (≥ 10%) for appropximately one fifth of
the queries. We plan to investigate a prediction mechanism to foresee failures of CLTR,
which prevents the loss of retrieval effectiveness, and improve the robustness of our
proposed approach in this paper.
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Abstract. Effective and efficient retrieval of similar spatial textual ob-
jects plays an important role for many location based applications, such
as Foursquare, Yelp, and so forth. Although there are many studies ex-
ploring on this issue, most of them focus on how to integrate spatial and
textual information to efficiently retrieve top-k results yet few of them
address the effectiveness issue. In this paper, we propose a semantic aware
strategy which can effectively and efficiently retrieve the top-k similar
spatial textual objects based on a general framework. Extensive exper-
imental evaluation demonstrates that the performance of our proposal
outperforms the state-of-the-art approach.

1 Introduction

Retrieval of similar spatial textual objects is an important issue and has been
supported in many location based applications, e.g., Foursqure services1, Face-
book Places2, and Yelp3, where location aware contents can be discovered. For
example, in Fig. 1, it represents a map with eight objects and each object is asso-
ciated with a textual description. For a query Q, the task is to retrieve the most
similar spatial textual objects by considering both the spatial proximity and the
textual similarity. In recent years, many techniques have been introduced for
efficient processing spatial textual queries. These strategies can be categorized
based on the spatial indices they utilize: (a) R-tree based techniques [4,12,19,18];
(b) grid based techniques [10]; and (c) space filling curve based techniques [1,3].
According to the text indexing strategies employed, these works can be classified
as inverted file based techniques [4,12] and signature file based techniques [6].
To address the issue of similar spatial textual objects retrieval, an intuitive idea
is to integrate the spatial index and the textual index. The difference between
them is that which index is as the skeleton of the framework: (1) spatial index
oriented [1]; and (2) text index oriented [15]. However, these techniques employ

1 http://foursqure.com
2 http://www.facebook.com/placesband
3 http://www.yelp.com

L. Cao et al. (Eds.): BSIC/BSI 2013, LNAI 8178, pp. 237–249, 2013.
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Nice building, delicious 

Fresh air, nice

Indian pancake tastes
Wonderful food,

Very nice, very 

Cheap mocha, the 

Fantastic espresso,

Good latte for 

 sweet and nice.

 place for relax..

drink, relaxation place.

I really enjoyed.

 beautiful view.
taste is very nice.

delicious Chinese food.

relaxation.
 Query:

 O 1:

 O 3:

 O 2:

 O 5:

 O 4:

 O 6:

 O 7:

 O 8:

Rest at a nice 
coffee shop.

Fig. 1. The illustration of similar spatial textual objects

the loose combination strategy which consumes more space and has poor per-
formance on retrieval efficiency. To tackle this problem, the tight combination
scheme was introduced [4,3,12].

The tight hybrid indexing strategy seamlessly combines two kinds of the in-
dices (i.e., spatial and textual) into a unified framework, in which the node is
calculated as the integral value by taking into account both spatial proximity
and textual similarity. Specifically, in [4,12], the authors introduced the IR-tree,
that each node n of R-tree is associated with a summary of the content based
on the objects in the corresponding subtree of n.

However, the textual description is always short and with high probability
there are few or even no common words existing. As a result, the näıve term fre-
quency based strategy [4,12] is inappropriate on measuring similarities between
short texts. For the example illustrated in Fig. 1, suppose the query as “Good
latte for relaxation” and the user is interested in the top-1 similar object. Based
on the traditional strategies, o1 is the result because some common word exists
(i.e., relaxation) and the spatial distance is relative small. However, if the seman-
tic similarity is taken into account, a more reasonable object, i.e., o2, should be
discovered. This problem was also observed in [14,11], which confirmed that the
semantic similarity between short texts should be concerned. Therefore, seman-
tic aware strategy is more appropriate for similar spatial textual objects retrieval
compared with the traditional term frequency approach.

In this paper, we introduce effective and efficient strategies on extracting the
top-k similar spatial textual objects. The basic idea is to construct an integral
structure, that seamlessly combines the semantic similarity aware index and spa-
tial index. Thorough experiments are conducted to evaluate the performance of
the proposed strategies. The results show that the introduced techniques out-
perform the state-of-the-art approach. Our contributions of this paper are as
follows:

– We propose to tackle the issue of effective and efficient retrieval of top-k
similar spatial textual objects. This is an important and practical problem
because users are more interested in semantically similar objects in many
real applications.
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– We propose a semantic similarity aware strategy to build a comprehensive
index, which seamlessly integrates the spatial and textual information to-
gether.

– We conduct thorough experiments and evaluate the performance of the pro-
posed strategies. The results show that the introduced techniques outperform
the state-of-the-art approach.

2 Preliminaries

2.1 Problem Definition

Formally, let O be a spatial textual data collection. Each spatial object o ∈ O
is defined as a pair (o.ρ, o.ϕ), where o.ρ is a 2-dimensional geographical point
location (illustrated by longitude and latitude) and o.ϕ is a textual description.
The issue we aim to tackle is to extract the top-k similar spatial textual objects
to a query. For a query Q =< Q.ρ,Q.ϕ, k >, finding a set of k objects P in
a given object collection O which are ranked according to a score that takes
into consideration both spatial proximity and textual similarity, i.e., ∀o ∈ P and
∀r ∈ (O − P ) will yield simdist(Q, o) ≤ simdist(Q, r). Specifically, the ranking
score of object P for a top-k query is defined in the following equation:

Simdist(o,Q) = α · SS(o.ρ,Q.ρ) + (1− α) · ST (o.ϕ,Q.ϕ)

where SS(o.ρ,Q.ρ) is the spatial Euclidian distance between ojbects o.ρ and Q.ρ,
ST (o.ϕ,Q.ϕ) is the text distance (inverted text similarity) between o.ϕ and Q.ϕ,
and α ∈ [0, 1].

2.2 Spatial Proximity and Textual Similarity

The spatial proximity SS is defined as the normalized Euclidian distance: SS =
dist(o.ρ,Q.ρ)

distmax
, where dist(o.ρ,Q.ρ) is the Euclidian distance between all objects

o ∈ O and Q. The text similarity can be evaluated by kinds of similarity strate-
gies, e.g., language mode [4], cosine similarity strategy [15] or BM25 [3]. So, the
textual distance can be defined as ST = 1 − Sim(o.ϕ,Q.ϕ). From the analysis
before, we can see that, the real texts of the spatial objects are short. Exist-
ing co-occurrence based strategies have been introduced based on an intuitive
assumption that many common words exist in similar texts. However, these
methods are inappropriate for measuring similarities between short texts, e.g.,
sentences, because for short texts common words are few or even null. To tackle
such problem, many approaches have been applied to evaluate the semantic sim-
ilarity between short text, i.e., sentences which can be classified into: knowledge
based strategy [17], corpus based strategy [9], syntax based strategy [9] or hybrid
based strategy [9,11].

To measure the semantic text similarity ST (Q.ϕ, o.ϕ) between two short texts,
we apply the state-of-the-art strategies by assembling multiple similarity metric
features together [9,11]. Note that a short text is composed of a set of words and
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0.4255

0.1252

Fig. 2. Semantic similarity measurement between two texts

therefore, the similarity score between two texts is the overall scores of all the
word pairs whose components belong to each text, respectively [9]. As such, they
apply three different kinds of string similarity 4 and corpus based semantic simi-
larity strategy to evaluate the word semantic similarity. We have introduced how
to measure the similarity between words. Here we illustrate how to obtain the
similarity between sentences. Let us take two texts of Q and o3 from Fig. 1 as an
example. Here, we denote S = Q.ϕ and P = o2.ϕ. After removing all stop words
and lemmatizing, we obtain S=Good latte relaxation. P=Rest delicious coffee
shop. Through similarity measuring on each combination of word pair for the S
and P , we construct a similarity matrix and each element represents the overall
similarity score of the word pair, i.e., aggregation of semantic similarities, e.g.,
string-based and corpus-based similarities. To obtain the score between texts, we
first find the maximal-valued element (i.e., representative word). Then the re-
lated row and column which include this element are removed. This process is re-
cursively executed and finally all the similarities of the representative words have
been extracted (i.e., Fig. 2. The similarity between texts is computed as follows:

Sim(S, P ) =
Σ

|min(|S|,|P |)|
i=1 ρi(|S|+|P |)

2|S|∗|P | , where ρi is the value of the representative

word of round i. Therefore we have Sim(S, P )= (0.6739+0.4545+0.4255)(3+4)
2∗3∗4 =0.4532

and ST (S, P ) = 1− Sim(S, P ) = 0.5468.

2.3 A General Framework

To efficiently retrieve the top-k objects, a number of indexing techniques has
been applied, in which we select one representative technique [4]. The authors
proposed a hybrid indexing structure, i.e., IR-tree, that utilizes both the spatial
and textual information. The IR-tree is essentially an R-tree and each node is
enriched with reference to an inverted file for the objects contained in the sub-
tree rooted at the node. The IR-tree augments each node of the R-tree with a
summary of the text content of the objects in the corresponding subtree which
is applied to describe all the texts in the entries of the child node. It estimates
a bound of the text relevancy to a query of all texts contained in the subtree.

4 Three representative strategies, i.e., NLCS, NMCLCS1, and NMCLCSn, have
been applied. Refer [9] for detail.
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The top-k objects are retrieved by applying the best first search strategy and
the priority queue.

3 Proposed Approach

We propose efficient strategies for extracting the top-k similar spatial textual
objects by considering semantic information. Before introducing the proposed
approach, we discuss how to exploit existing techniques for top-k similar spatial
textual retrieval.

3.1 Baseline Strategy

To efficiently retrieve the top-k objects, the main challenge is how to index
for both spatial and textual information. A näıve strategy [13] is to compute
the spatial proximity using a R-tree and measure the text similarity by apply-
ing an inverted list. Then we can combine them to obtain the top-k objects.
However, evaluating all the candidate objects in the data collection is time con-
suming. Another simple approach is to use the inverted list/R-tree to generate
a set of top candidate objects based on textual similarity/spatial proximity and
then evaluate the spatial proximity/textual similarity of the candidates using
R-tree/inverted list. However, this approach is not efficient neither. There is no
intuitive way to determine the number of candidate objects that is needed in the
first stage to ensure all the top-k objects are discovered.

Therefore, an integrated index structure [4,12] is necessary for efficient top-k
similar spatial textual objects retrieval. As far as we know, most of the previous
works apply word frequency based strategy. This is the first study that takes
into account the semantic similarity to deal with the retrieval of similar spatial
textual objects. The intuitive idea is that the textual information is always short
and the traditional term frequency based text similarity measurement strategy
is not effective. In this paper, we choose some strategies which are introduced
in [4,12] as a baseline framework.

3.2 Semantic Aware Strategy

Our goal is to incorporate semantic information into a hybrid index structure,
that the spatial proximity and textual similarity are taken into account together.
A state-of-the-art work, i.e., [4]), tightly combines the inverted list and R-tree.
From the similarity measurement strategy in Sec. 2.2, we can see that, given two
texts S and P , Sim(S, P ) is related to the representative word pair of these two
texts. We set tS1 , t

S
2 , ..., t

S
n and tP1 , t

P
2 , ..., t

P
m are terms of S and P , respectively.

Suppose we have n ≤ m, and then Sim(S, P ) =
∑n

i Simr(t
S
i , P ), where Simr

indicates the similarity score between the representative word pair5 (term in S
and term in P ). From the analysis, we can see that, the similarity score between

5 Simr = Sim · 1+|P |
2∗1∗|P | for length of a term is “1” and | P | is the length of text P .
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Fig. 3. The illustration of spatial and textual indexing

two texts by gathering the representative word similarity pair. The inverted list
for textual information is built as follows: (1) all terms in the data collection are
identified; and (2) a set of posting lists, each of which relates to a term t which
is a sequence of pairs < Sim(t, t′), textID > based on the descending order of
similarity Sim(t, t′) between terms t and t′.

However, if the query text Q contains several terms tQ1 , t
Q
2 , ..., t

Q
n , how to

obtain the order of the related texts? Since we obtain the ranked list from the
inverted list, each term tQi (i ∈ n) corresponds to a ranked list. Therefore, we can
easily apply the threshold algorithm [5] to obtain the order of top related texts
to a query text Q.

In [4], the authors combine the spatial index and textual index in a hybrid
index structure. Based on the strategy of index construction, we apply two meth-
ods and incorporate semantic information into index construction.

3.2.1 Index Structure Construction
IRS Strategy: The IRS index structure is to incorporate semantic information
into IR-tree [4] (i.e., IR-tree with semantic similarity). The tree structure of
SIR is essentially R-tree and each node of which is enriched with reference to
an inverted list for the spatial objects contained in the sub-tree rooted at the
node. The tree structure of IRS is constructed by means of an insert operation
which is adapted from R-tree [7]. The operation includes ChooseLeaf and Split
which augments each node of the R-tree with a summary of the text content
of the objects in the corresponding subtree. Specifically, each node contains a
pointer to an inverted list that describes the objects in the subtree rooted at
the node. In index structure of IRS, a leaf node contains a number of entries
of the form (O,R,O.ϕ), where O is the objects in the data collection, R is the
bounding rectangle of object O, and O.ϕ is the textual description of object O.
A pointer to an inverted list for the text of the objects is stored in a leaf node.
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A non-leaf node R contains a number of entries of the form (D,R,D.ϕ), where
D is the address of a child node of R, R is the minimum bounding rectangle
of all rectangles in the entries of the child node and D.ϕ is the identifier of a
textual summary. In this paper, we incorporate semantic information into the
textual description of objects. In an inverted list, each term corresponds to a
list of texts of objects with similarity score based on the descending order of the
score between the term and the text. In IRS, the textual summary represents all
texts in the entries of the child node, enabling us to estimate a bound of the text
similarity with a query. In this paper, we apply maximum weight of each term
in the textual summary referenced by D.ϕ since the semantic similarity between
two texts is related with the maximum similarity of all word pairs. Based on the
objects which are illustrated in Fig. 1, we construct a indexing structure which
is presented in Fig. 3(a). Each inverted list is corresponds a node, il4,il5,il6 and
il7 correspond leaf node and il1,il2 and il3 correspond non-leaf node.

DIRS Strategy: From the analysis on construction of IRS index, we can see
that the construction of tree structure only takes the spatial information into
consideration, i.e., the rectangle enclose the most closing objects based on the
spatial information. We take an example to illustrate the procedure. In Fig. 1,
o1, o2 and o3 are spatially related. For IRS strategy, objects o1 and o3 is spa-
tially related for SS(o1, o3) = 0.10 which is larger than SS(o1, o2) = 0.23 and
SS(o2, o3) = 0.17. From the textual information, o3.ϕ is much more semantically
similar to o2.ϕ but not o1.ϕ. By taking both spatial and textual information,
we find that Simdist(o2, o3) is closed among the Simdist pairs of o1, o2 and o3.
Therefore, object o2 and o3 are enclosed in the same rectangle.

Unlike the tree construction method of IRS strategy, this DIRS strategy
aims to take both spatial and textual information into consideration during
tree construction (which is similar to DIR in [4]). The structure of leaf node
has the same format as R-tree. A non-leaf node R contains a number of en-
tries of the from (D,R,D.ϕ). To choose an appropriate insertion path fro a
new coming object, the DIRS strategy takes into account both the spatial and
textual information. We describe how to incorporate textual information. We
denote En1,En2,...,Enk be the entries in the current node, and let onew be
the object to be inserted. In R-tree, the area enlarging of inserting onew into
Eni,1 ≤ i ≤ k, we use a metric EnlargeRec(Enk) to describe the area enlarging,
here EnlargeRec(Enk) = Rec(Ennew

k .R) − Rec(Enk.R). where Rec(Ennew
k .R)

is the new entry of rectangle Enk after inclusion of new object onew . By consid-
ering textual information, the area enlarging could be:

EnlargeRecρϕ(Enk) = (1− δ) · RecEnk

Recmax
+ δ · ST (Enk, O.ϕ)

where δ is a parameter to adjust the effect of spatial information and textual
information, Recmax is the area of the minimum bounding rectangle enclosing
all objects.

The construction of DIRS index differs from R-tree on the insertion oper-
ation. When choosing the subtree, the strategy finds at every level the most
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Table 1. Distance value of objects and rectangles to query Q

O Simdist(Q, o) R minρϕ(Q,R)
o1 0.26 (a) IRS strategy (b) DIRS strategy
o2 0.23 R1 0.22 0.32
o3 0.32 R2 0.42 0.20
o4 0.50 R3 0.30 0.17
o5 0.39 R4 0.11 0.45
o6 0.49 R5 0.05 0.06
o7 0.69 R6 0.27 0.50
o8 0.56 R7 0.00 0.00

(a)distance value of IRS strategy; (b)distance value of DIRS strategy.
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Fig. 4. Illustration on top-2 objects retrieval

suitable subtree to enclose the new entry until a leaf node is reached, i.e., it
chooses subtrees that minimize the value of EnlargeRecρϕ. The split operation
also incorporates text semantic similarity into consideration which leads all the
objects in the related rectangle has the most similar Simdist.

3.2.2 Query Processing
Before we present the query processing, we introduce a variable, minρϕ. Given
a query Q and a node N in the index, the variable minρϕ offers a lower bound
on the actual spatial textual distance between Q and objects enclosed in the
rectangle of the current node. The bound can be used to order and efficiently
prune the paths of the search space in the spatial textual index. The minρϕ=α ·
SSmin(Q.ρ,N.R.ρ)+(1 − α) · ST (Q.ϕ,N.ϕ), where SSmin(Q.ρ,N.R.ρ) is the
minimum Euclidian distance between Q.ρ and N.R.ρ. When searching the index
for k objects to a query Q, one must decide at each visited node of the hybrid
index which entry to search first. Therefore, minρϕ can guarantee every objects
o ∈ O whose distance Simdist(o,Q) < minρϕ. The illustration is presented in
Fig. 3(b).

The best first traversal algorithm [8] has been exploited and a priority queue
is applied to keep track of the nodes and objects that have yet to be visited. We
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Table 2. Dataset statistics

Different size of data collection
size 1k 5k 10k 20k
Type (A) (B) (A) (B) (A) (B) (A) (B)
Avg. length 7.32 6.12 7.54 6.03 7.29 6.45 7.63 6.10
Min. length 5 2 5 2 5 2 5 2
Max. length 21 10 21 10 21 10 21 10

Note:
* (A) is the original text and (B) denotes after prepro-
cessing, i.e., removing stopword, lemmatization.

denote minρϕ(Q,R) as the bound between the query Q and rectangle R, and
Simdist(o,Q) as the distance between each object with Q in Table. 1. Note here
the algorithm only evaluates the scores between Q and the objects or rectangles
traversed by the algorithm, not all the scores in Table. 1. We take an example
to illustrate the algorithm that retrieves the top-2 objects. The IRS strategy
starts firstly enqueueing R7 and then follows the steps illustrated in Fig. 4(a).

From the illustration of IRS strategy, we know that the top-2 objects o2,o1
are retrieved by accessing R5,R6,R1,R2,R3,R4, which means large percentage of
rectangles have been accessed to find the top results. This is due to the reason
that the index structure of IRS is built on the heuristic of minimizing the area
of each enclosing rectangle in the inner nodes. However, each node corresponds
a textual description which means we should take the textual information into
consideration. The query processing of DIRS strategy is presented in Fig. 4(b).
Considering textual information, the minimal rectangle bound has been changed.
Therefore, the index structure is built not only based on the spatial proximity
but also the textual similarity. Objects which are spatially and textually close are
enclosed in the same rectangle. In the query processing, some unnecessary nodes
are avoid to be accessed. Therefore, the top-2 results o2 and o1 are retrieved by
accessing only R5, R1, and R3 which is efficient than the IRS strategy.

4 Experimental Evaluation

In this section, we evaluate the performance of the proposed strategies based on
two aspects, i.e., effectiveness and efficiency. We conducted experiments using
16-core Intel(R) Xeon(R) E5530 server which runs Debian 2.6.26-2. All the al-
gorithms were written in C and compiled by GNU gcc.

Dataset Description. We conducted experiments on the dataset which was
first used in [2]. It includes the spatial textual information, that there are totally
225,098 users and 22,506,721 unique objects (texts). The textual information
is from Twitter, and the spatial data is extracted from Foursquare, Twitter,
Gowalla, Echofon, and Gravity [2]. To evaluate the scalability of the proposed
strategy, we randomly extracted varying size of data collection as 1k, 5k, 10k,
and 20k objects. The statistics of the dataset is presented in Table. 2.

Evaluation Metrics: To evaluate the effectiveness and efficiency, we compare
the following strategies, i.e., baseline (IR-tree with no semantic incorporated),
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IRS (IR-tree with semantic incorporated) and DIRS (textual enhanced IR-
tree with semantic incorporated). We randomly extracted 5 objects from the
dataset as queries and 50 objects from the data collection. Each Simdist has been
evaluated by human. For each query, the average value of Simdist is regarded as
the ground truth. The precision is defined as the Pearson Correlation Coefficient
between the evaluated results and human ground truth.

4.1 Effectiveness Evaluation

There are two parameters employed. One is the fusion parameter that combines
spatial proximity and textual similarity, i.e., α. Another is the textual impact
factor δ which is used in DIRS. We conducted cross-validation experimental
evaluation on different parameter setting for α and δ in [0.1, 0.9] with varying
granularity 0.1. After the test, we obtained the optimal values, i.e., α=0.71 for
baseline; α=0.68 for IRS; α=0.68 and δ=0.2 for DIRS.

The comparison on effectiveness of the three different strategies is illustrated
in Fig. 5. We can see that, the semantic similarity oriented strategies, i.e., IRS
and DIRS, have higher precision compared with the baseline. The reason is
that for short text (i.e., sentences), the similarity is mainly determined by the
semantic similarity, which is in accordance with the previous work [14,11]. This
paper is the first work that explores how to effectively integrate the spatial
proximity and semantic similarity together.

4.2 Efficiency Evaluation

To evaluate the efficiency, we set the parameters as the optimal values that have
been explained in Sec. 4.1. We conducted experiments to evaluate the scalability,
i.e., varying the size of data collection and the value of k. To test the effect on the
size of data collection, we randomly extracted 10 queries for each data collection
and reported the average execution time, as shown in Fig. 6(a). We can see that
DIRS is faster than IRS strategy. The reason is that DIRS does not need
to traverse many useless candidate nodes by summarizing both the spatial and
textual information into single node.

To evaluate the effect of the value of k, we randomly extracted 10 queries
and reported the average results based on different k, as illustrated in Fig. 6(b).
For a small value of k, both IRS and DIRS are fast because the top objects
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Fig. 6. Efficiency comparison

can be output by accessing only a small number of nodes. When k increases, the
execution time of both strategies increases. However, the DIRS strategy obtains
is faster than the IRS approach because the seamless tight hybrid strategy
used in DIRS is more efficient than the loose combination technique employed
in IRS.

5 Related Work

Many types of index techniques have been proposed to tackle the efficiency issue,
e.g., suffix array, signature file, or inverted list. Inverted list is competitive with
other index techniques that has been applied in many large-scale IR system.
Some works concentrate on improving the query efficiency [16] while others aim
at reducing the index cost [20]. These techniques can be applied in our work but
it beyonds the scope of this study.

Recently, much attention has been given to the issue of similar spatial textual
objects retrieval. In [19], the authors deal with the problem of web document
retrieval as keyword based search in a predefined region. They build an index
which loosely combines the inverted list and R*-tree. When the number of the
query words increase, the algorithm needs to access multiple R*-trees and in-
tersect the results. In addition, building an inverted list and a R*-tree for each
keyword requires substantial storage.

To tackle this issue, tighthybrid indexing techniqueshavebeenproposed. In [19],
the authors introduce to combine the two aspects (i.e., spatial and textual) in two
stages. However, it is not suitable for top-k search because we cannot determine
the value of k in the first stage. In [4,12], they tightly combine the inverted list and
R-tree. Therefore, the comprehensive value of the spatial and textual information
can be used to prune the search space at query time. In [20], the authors compute
the text similarity and spatial proximity independently and then combine the two
ranking scores. An index structure that integrates signature file and R-tree to en-
able keyword search on spatial data has been proposed in [18]. The hybrid index
structure combines the R*-tree and bitmap index to process them-closet keyword
query which requires spatially closest objects matchingm keywords. However, all
these strategies are not competitive with the strategy in [4,12].
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As far as we know, in the area of similar spatial textual object retrieval, there
is no previous work incorporating the semantic similarity. However, because the
textual description of the object is short, the traditional term frequency based
strategy has low effectiveness compared with the semantic based strategy. In
this paper, we incorporate semantic information into an integral index structure
which is capable of measuring the similarity between spatial textual objects more
precisely.

6 Conclusion and Future Work

In this paper, we proposed a semantic aware strategy by incorporating semantic
information in textual similarity which is important in top-k similar spatial tex-
tual objects extraction. In addition, we improve the efficiency by taking spatial
and textual information into consideration when indexing the data. Extensive
experimental evaluation demonstrates that our proposal is more effective and ef-
ficient than the baseline strategy. In the future, we will concentrate on applying
different techniques for index construction and enhance our proposed techniques
for various of access patterns.
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Abstract. Users cannot always find retrieval keywords immediately in
web pages that are obtained by search engines. There are several reasons,
one of which is that the retrieval keywords are hidden in searched web
pages. To solve the problem, this paper develops software that indicates
important HTML elements in searched web pages. The software finds
HTML elements that are the most closely related with the retrieval key-
words and indicates important part in searched web pages. This paper
also evaluates the software by experiments. The results of the experi-
ments show that the software can indicate important parts more cor-
rectly than existing similar software and reduce time taken to find the
retrieval keywords in searched web pages.

1 Introduction

Development of information technology provides varieties of web page designs.
In addition to HTML[11], Cascading Style Sheets (CSS)[6] or JavaScript enables
to create many kinds of designs of web pages. However, the variety of web page
designs has several negative effects; it is difficult to find retrieval keywords for
search engines in the complicated web pages that are found by search engine
with the retrieval keywords. One of such complicated web pages is tab menu
web page. Figure 1 is one of tab menu web pages in Japanese. To click the tab
that is within the frame in Figure 1 changes the contents that are displayed on
the web page, but the HTML file for the web page does not change. The HTML
file contains all contents for all tabs and web browsers display the content that
corresponds to each tab on the web page; the displayed content is a part of the
HTML file and to view all parts of the HTML file requires to click all tabs in
the web pages.

Search engines such as Google collect many HTML files of many web pages
to construct web page database, which is used to search web pages by keywords.
Search engines also collect HTML files of tab menu web pages. All parts of HTML
files reflect the web page database; if retrieval keywords exist on a HTML file
of a tab menu web page, the web page can appear on the search results of the
retrieval keywords. However, all contents in the HTML file of the tab menu web
page do not appear on web browsers and the retrieval keywords are not always
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http://www.fmx.ics.saitama-u.ac.jp


Indicating Important Parts in Searched Web Pages by Retrieval Keywords 251

found on web browsers. Web browsers have a function of searching keywords in
displayed contents, but the retrieval keywords for search engines do not exist on
web browsers. Users that search web pages by the retrieval keywords may have
to click tab buttons manually to find the keywords on web pages. Users that
are unfamiliar with PCs cannot always find the keywords on web pages. Thus,
it is useful to point out the places of retrieval keywords. In Figure 1, to click
“Mac support products” changes displayed web pages as Figure 2. If the word
that appears on Figure 2 but not on Figure 1 is used as a retrieval keyword, the
search results include the web page of Figure 1, but the retrieval keyword does
not appear on Figure 1.

This paper implements software that points out the place of searched keywords
on web pages. The software is plug-in software of web browsers; when search
engine users input keywords to search engine, the software obtains keywords
and the search results from search engines. After the users click one of URL in
search results, web browsers display a web page but may not display a part of the
web page containing the retrieval keywords. The implemented software analyzes
the web page, finds a part of the web page containing the retrieval keywords and
displays the part of the web page.

This paper is organized as follows; Section 2 discusses the reasons why retrieval
keywords are not found easily on searched web pages. Section 3 explains the
software that is implemented in this paper. Section 4 evaluates the software by
experiments. Section 5 concludes this paper.

Fig. 1. Sample of tab menu user interface

2 Reasons Why Retrieval Keywords Are Not Found
Easily on Searched Web Pages

This section discusses the reasons why retrieval keywords are not found easily
on searched web pages. This paper focuses on texts of HTML files but not on
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Fig. 2. Fig. 1 that changes by clicking tab menu button

Adobe Flash or images as web page contents. The following is the reasons why
retrieval keywords are not found easily on searched web pages.

1. Database that is used by search engine is not up to date.
2. Keywords do not exist on web pages but synonyms exist.
3. Keywords appear separately on web pages.
4. Keywords do not appear on the display areas of web pages.
5. Parts of web pages containing keywords are not in display state.

This paper focuses on second, fourth and fifth reasons. The following subsection
explains each of them.

2.1 Keywords Do Not Exist on Web Pages but Synonyms Exist

Fuzzy searching of search engines enables to find web pages that contain syn-
onyms of search keywords but not search keywords. If the users of search engines
do not know fuzzy searching, they do not find the parts of web pages that con-
tain synonyms of retrieval keywords and they must be careful to find the parts
that are related with the keywords.

One of the solutions for this problem is to use Google Toolbar[10] or Google
Quick Scroll[9], which points out the parts of web pages that contain keywords or
synonyms of keywords. When web browsers display web pages that are in search
results, these two pieces of software give explanation balloons for at most three
parts of web pages that are related with retrieval keywords. To click the bal-
loons scrolls web pages to show the part that is related with retrieval keywords.
However, the software is available for Google search engine[7].

2.2 Keywords Do Not Appear on the Display Areas of Web Pages

All contents of long or wide web pages are not displayed on web browsers. In
this case, the parts of web pages are displayed and scroll bars appear on web
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browsers. If retrieval keywords do not appear on display areas of the web pages
that are found by search engines, the users of search engines must move display
areas of web pages to find the parts of web pages that include the retrieval
keywords. The longer or the wider web pages are, the more time it takes to find
the parts of web pages that are related with retrieval keywords.

This problem can be solved partially by Google Toolbar or Google Quick
Scroll, which is explained above. The parts of web pages that the software points
out are the parts that Google search engine decides that are related with retrieval
keywords. If retrieval keywords appear on several places of web pages, it is dif-
ficult to point out the best part that is related with the retrieval keywords.

2.3 Parts of Web Pages Containing Keywords Are Not in Display
State

In tab menu web pages like Figure 1 and Figure 2, to view all contents of web
pages requires to click all tab menu buttons. Undisplayed contents of web pages
are out of scope of web browser searching function. If retrieval keywords exist
on undisplayed contents of web pages, it takes much time to find the keywords
on the web pages.

There are some researches of the solutions of this problem. One of them gives
the way of revising web pages using user operation records on the web pages.
However, this solution gives only the way of revising web pages and does not
guarantee good revisions of web pages. As far as the authors of this paper know,
no research is useful to this problem.

3 Implemented Software

This paper solves the the following problems.

– Keywords do not exist on web pages but synonyms exist.
– Keywords do not appear on the display areas of web pages.
– Parts of web pages containing keywords are not in display state.

This paper implements software to solve the problems. The overview of software
is as follows:

1. Obtaining retrieval keywords that are input to search engines
2. Obtaining synonyms of input retrieval keywords
3. Finding parts of web pages that are related with retrieval keywords
4. Checking whether the parts that are related with retrieval keywords are

displayed or not
5. Changing the related parts so that they will be displayed if they are not

displayed
6. Moving display areas so that the related parts of web pages are in display

areas by vertical or horizontal scroll

The following explains the functions that are necessary for the software. This
paper implements software as Google Chrome Extension[8].
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3.1 Obtaining Input Retrieval Keywords

Input retrieval keywords are contained in query strings of URLs that are sent to
search engines. The software obtains input retrieval keywords from query strings.
URLs of search results that are sent from search engines also contain retrieval
keywords. The software also obtains retrieval keywords from the URLs that are
sent from search engines. The software is capable of search results of Google and
Yahoo[13].

3.2 Obtaining Synonyms

The implemented software obtains synonyms of retrieval keywords by using We-
blio thesaurus[12], which is a web online thesaurus. Weblio thesaurus enables
to look up many kinds of thesaurus databases simultaneously. There are sev-
eral ways of using Weblio thesaurus; Weblio thesaurus can be Japanese-English
and Japanese-Japanese dictionaries. The implemented software uses Weblio the-
saurus as Japanese-English dictionary because of the following reasons; Weblio
thesaurus as Japanese-Japanese dictionary gives too many synonyms of retrieval
keywords to select the parts of web pages that are related with the keywords
based on synonyms. Weblio thesaurus as Japanese-English dictionary also gives
synonyms of keywords and the number of synonyms is suitable to select the parts
of web pages that are related with the keywords based on synonyms. Thus, the
implemented software uses Weblio thesaurus as Japanese-English dictionary and
accesses the URL of Weblio thesaurus 1 to obtain synonyms.

3.3 Finding Parts of Web Pages That Are Related with Keywords

To point out parts of web pages where retrieval keywords exist is not so enough
that the parts that the users of search engines would like to view are displayed.
If the small number of retrieval keywords are used, there is a possibility that
several parts of web pages contains all keywords. However, all parts that contain
all retrieval keywords are not related with retrieval keywords. Thus, the soft-
ware must find and show parts of web pages that are related with all retrieval
keywords.

This paper defines the parts that are related with keywords as follows.

– Parts that contain all retrieval keywords.
– Parts that contain all retrieval keywords except one keyword and a synonym

of the keyword.

Up to here, this paper uses term “part” of web pages without formal definition.
Now, this paper defines the unit of part to be one paragraph on web pages.
Concretely, one block element of HTML files is the unit of part[11]. All block
elements that contain block elements may be also units of parts, but in this paper

1 http://ejje.weblio.jp/english-thesaurus/content/

http://ejje.weblio.jp/english-thesaurus/content/
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the block elements that contain block elements that do not contain retrieval
keywords is defined to be units of parts.

Web pages may have many parts that are related with retrieval keywords
and it is difficult to select the good part among the many parts. To solve this
problem, this paper assigns importance degree to parts of web pages. Importance
of the parts of web pages is defined by emphasis of the parts. Web pages are
kinds of documents and there are many researches of selecting important parts
of documents [2,3,1] and of HTML files[4,5]. The researches for HTML files
focus on documents of web pages, but this paper focuses on visual effects of web
pages to evaluate importance of the parts of web pages. One of the reasons of
focusing on visual effects is that the implemented software is plug-in software
of web browsers and is incapable of heavy processes. Analysis of documents of
web pages is a heavy process for plug-in software of web browsers, but checking
emphasis parts of web pages is a light process.

3.4 Checking State of Display

This paper surveys many web pages before implementing the software. Several
web pages are tab menu web pages. As described above, all HTML files of tab
menu web pages are considered on search engine databases. If retrieval keywords
exist on HTML files of tab menu web pages, the tab menu web pages are listed
on the search engine results. Even if the parts of web pages that contain retrieval
keywords are not displayed when web browsers obtain HTML files of the web
pages, the web pages are listed on the search results of the retrieval keywords.
Thus, the implemented software must check whether the parts of web pages that
are related with retrieval keywords are in display states. The survey of this paper
shows that tab menu web pages are constructed by style sheet, which changes
display states of the parts of web pages. The implemented software analyzes style
sheets to find display areas of web pages; concretely, the software checks whether
display attribute in style information is “none”, whether visibility attribute is
“hidden” and whether collapse attribute or opacity attribute is “0”.

3.5 Showing the Important Parts of Web Pages

As described in Section 3.4, style sheets decide whether the parts of web pages
are displayed or not. The implemented software changes display states of the
parts of web pages by rewriting attributes in style sheets. The software also
moves important parts of web pages on the center of web browsers by horizontal
or vertical scroll based on the coordinates of the important parts of web pages.

4 Experiment

This section experiments to evaluate the implemented software and discusses the
result of experiments.
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4.1 Experiments of Obtaining Synonyms

To evaluate efficiency of obtaining synonyms of retrieval keywords, this paper ex-
periments by using five words, which are “speed”, “method”, “back somersault”,
“part time job” and “first” in Japanese. The experiment obtains the synonyms
of these words by the implemented software. As a result, Google search engine
obtains two synonyms for “speed”, two synonyms for “method”, one synonym
for “back somersault”, one synonym for “part time job” and four synonyms for
“first”. The implemented software obtains one synonym for “speed”, one syn-
onyms for “method”, no synonym for “back somersault”, one synonym for “part
time job” and no synonym for “first”.

4.2 Finding the Parts of Web Pages that Are Related with
Keywords

This paper experiments to evaluate availability of finding the parts of web pages
that are related with retrieval keywords in Japanese. The experiment compares
the implemented software with Google Quick Scroll as follows; the implemented
software and Google Quick Scroll point out the parts of web pages that are
related with keywords. The parts that are pointed out by these two pieces of
software are compared. The experiment uses the following five keyword lists for
the implemented software and Google Quick Scroll.

1. “Banshee”
“Banshee” is a name of a character in a Japanese comic. The result of the
search engine for this keyword includes the following Wikipedia web page.

“http://ja.wikipedia.org/wiki/%E3%83%A6%E3%83%8B %E3%82%B3
%E3%83%BC%E3%83%B3%E3%82%AC%E3%83%B3%E3%83
%80%E3%83%A0”

As an important part, Google Quick Scroll points out the upper part of
the web page with the balloon that contains “Someone has a popular name
Banshee”. The implemented software points out the middle part of the web
page. This part, which contains caption “Banshee”, explains Banshee. The
implemented software points out better part than Google Quick Scroll for
“Banshee”.

2. NVIDIA GeForce GTX 690 Base Clock
Five words “NVIDIA GeForce GTX 690 Base Clock” are used as retrieval
keywords for search engine. The result of the search engine for these keywords
includes the following web page.

“http://www.nvidia.co.jp/object/geforce-gtx-690-jp.html”

Google Quick Scroll points out the part of the web page where “base” and
“clock” are separately placed. Figure 3 shows the displayed web page by
Google Quick Scroll in Japanese. The implemented software points out the
part of the web page where “base clock” exists. Figure 4 shows the displayed
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web page by the implemented software in Japanese and “base clock” exists
in the frame in Figure 4. This displayed web page is obtained by clicking the
second left tab menu button. This part is preferable to the part that Google
Quick Scroll points out and this part can be displayed by clicking tab menu
button. Google Quick Scroll cannot display this part but the implemented
software can.

Fig. 3. Google Quick Scroll

3. “Nagatachoibun” “Ozawa”
Two words “Nagatachoibun” and “Ozawa” are used as retrieval keywords for
the search engine. “Nagatacho” is a name of place in Japan and this place
is the center of politics. “Nagatachoibun” is a name of blog for politics.
“Ozawa” is a name of a famous politician. Using the words as retrieval
keywords for the search engine obtains the list of web pages that are related
with politics. The result of the search engine for these keywords includes the
following web page.

“http://ameblo.jp/aratakyo/”

Google Quick Scroll points out no part of the web page because all parts
of the web page are related with the keywords. The implemented software
points out the part of the web page where “Ozawa” is a caption. This paper
does not decide which Google Quick Scroll or the implemented software is
better, but this experiment shows that the implemented software recognizes
emphasized parts as important parts.

4. “Yokoo Shunichi” “University”
Two words “Yokoo Shunichi” and “University” are used as retrieval keywords
for the search engine. The result of the search engine for these keywords
includes the following Wikipedia web page.
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Fig. 4. Implemented software

“http://ja.wikipedia.org/wiki/%E6%97%A9%E7%A8%B2%E7%94%B0
%E5%A4%A7%E5%AD%A6%E3%81%AE%E4%BA%BA%E7%89%A9
%E4%B8%80%E8%A6%A7”

Google Quick Scroll points out a part of the web page that contains “Shu-
nichi”. The implemented software does not find the part of the web page
that contains “Yokoo Shunichi” and shows the message that the software
does not find “Yokoo Shunichi”. In fact, the web page does not have any
information on “Yokoo Shunichi”. Thus, the implemented software is better
than Google Quick Scroll for the search results of these keywords.

5. successful failure “kobo”
“kobo” is an eBook device that is provided by Rakuten, Japanese Company.
Using these three words as retrieval keywords for search engine obtains the
list of web pages that are related with “kobo”. The result of the search engine
for these keywords includes the following blog web page.

“http://blog.livedoor.jp/lunarmodule7/”

This blog web page contains three articles for “kobo”. Google Quick Scroll
points out the part between second and third articles. The implemented
software points out the part of the web page that contains the caption of the
first article.

4.3 Showing the Important Parts of Web Pages

This paper experiments to evaluate availability of showing the important parts
of web pages. The experiment inputs the HTML files satisfying the following
conditions to the implemented software and checks whether the software shows
the important parts of web pages.
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Fig. 5. A web page found by the keyword “DDR3 R-DIMM Frequency transcend”

Fig. 6. A web page found by the keyword “Kaspersky capacity”

– The web pages of HTML files are tab menu web pages.
– Some words that are in the HTML files of tab menu web pages are not

displayed without clicking a tab menu button.

This paper surveys the web pages on the Internet and finds 47 tab menu web
pages, which are used for the experiment. The HTML files of these tab menu
web pages have display parts and undisplay parts and to click tab menu button
changes display state of each part of web pages. The result of the experiment
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Table 1. Time taken to find keywords

Web page \ examinee A B C D

Web page A − 175sec 63sec 23sec

Web page B 60sec 49sec 18sec 11sec

Web page C − − 26sec 17sec

Fig. 7. A web page found by the keyword “Omniswitch 6850 price”

is that the implemented software successfully changes display states in 41 web
pages among 47 web pages and does not change display states in 6 web pages.
The following is the reason of failure of changing display states in the 6 web
pages.

– Tab menu web pages are not constructed by style sheets. Some tab menu
web pages are constructed by Ajax and the HTML files of the tab menu
web pages do not contain contents that are displayed by clicking tab menu
buttons.

– Tab menu web pages are constructed by float attribute and overflow attribute
of style sheets. The implemented software does not focus on these attributes.

This experiment uses tab menu web pages, which are the search results for
some retrieval keywords. In the case of tab menu web pages by Ajax, if retrieval
keywords are words that appear on the parts of web pages and that are not
displayed at first, the tab menu web pages are not listed in the search results
because the HTML files of tab menu web pages by Ajax do not contain the
retrieval keywords. Thus, failure of changing display states does not matter for
the implemented software. On the other hand, the implemented software must
handle float and overflow attributes in style sheets. This is a future work for the
software.
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Table 2. Time taken to indicate important parts

Web page \ user author software

Web page A 3sec 1sec

Web page B 4sec 1sec

Web page C 10sec 1sec

4.4 Saving Time to Find Important Parts for Retrieval Keywords

This paper experiments to evaluate availability of saving time to find the parts
of web pages that are related with retrieval keywords. The examinees in the
experiment are two persons who are familiar with computers and two persons
who are unfamiliar with computers. The examinees use search engine by some
retrieval keywords and view some web page that is in the list of search results.
For each examinee, the experiment compares time from viewing the web pages
to manually finding the important part of the web pages. The experiment also
measures time that it takes that the implemented software points out the impor-
tant part. The experiment uses the retrieval keywords that satisfy the following
conditions.

– One of the web pages in the search results of the retrieval keywords does not
immediately display the part that contains the retrieval keywords.

– To display the part that contains the retrieval keywords requires to click a
tab menu button.

– It is not easy that the examinees find the part that is related with the
retrieval keywords.

Table 1 and Table 2 show the results of the experiment. The examinee A and
B are unfamiliar with computers and the examinee C and D are familiar with
computers. The symbol “−” in the tables means that an examinee does not find
the part that contains the retrieval keywords within 180 seconds. In these tables,
Web page A is the web page in Figure 5, which is found by the keywords “DDR3
R-DIMM Frequency transcend”. Figure 5 does not include “Frequency”, but to
click the frame in Figure 5 changes the web page that includes “Frequency”. Web
page B is the web page in Figure 6, which is found by the keywords “Kaspersky
capacity”. Figure 6 does not include “capacity”, but to click the frame in Figure
6 changes the web page that includes “capacity”. Web page C is the web page
in Figure 7, which is found by the keywords “Omniswitch 6850 price”. Figure
7 does not include “price”, but to click the frame in Figure 7 changes the web
page that includes “price” below.

Table 1 shows that an examinee does not find the part that contains the
retrieval keywords within 180 seconds. The time from viewing the web pages
to manually finding the part that are related with the retrieval keywords is
different for different people; the examinees that are familiar with computer
find the important parts within 20 seconds, but it takes over 60 seconds that
examinees that are unfamiliar with computer find the important parts.
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Table 2 shows comparison of time between people and the implemented soft-
ware. “Author” in Table 2 is one of the authors of this paper. The result of Table
2 shows efficiency of the implemented software.

5 Conclusion

This paper implements the plug-in software that solves difficulty of finding the
parts that are related with retrieval keywords. The software can handle the
difficulty that is caused by the following cases.

1. Keywords do not exist on web pages but synonyms exist.
2. Keywords do not appear on the display areas of web pages.
3. Parts of web pages containing retrieval keywords are not in display state.

This paper also evaluates the software by experiments. As a result of the
experiments, the software is useful for search engine users, even if the users are
familiar or unfamiliar with computers. As compared with Google Quick Scroll,
the implemented software points out preferable parts of web pages that are
related with retrieval keywords. The software saves time of finding the parts
that are related with retrieval keywords. The future work of the paper is to
revise the following.

1. Methods for fuzzy searches
Current search engines can handle many kinds of fuzzy searches and it is
not enough for the fuzzy searches that the implemented software obtains
synonyms of keywords. This paper plans to revise methods of obtaining
synonyms of keywords.

2. Change of display and undisplay states of the parts of web pages
The implemented software changes display states of the parts of web pages
by using several attributes in style sheets in HTML files, but there are other
attributes that are related with display states. This paper plans to revise
the software so that it can handle many kinds of attributes in HTML files
to change display states.

3. Capability of other search engines except Google and Yahoo
The implemented software is capable of Google and Yahoo search engines
and these search engines are major search engines in the Internet. However,
new search engines may become a major search engine and “Baidu” is a
major of search engine in China. Major search engines may be different for
different countries. Moreover, format of input or output of search engines,
such as retrieval keywords or search results, may change. Therefore, the
implemented software is expected to have flexibility for change of search
engines.

4. Capability of many kinds of web browsers
The implemented software is available on Google Chrome because it is eas-
ier to implement the software on Google Chrome than on the other web
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browsers. Google Chrome is one of major web browsers, but the imple-
mented software is expected to become plug-in software for many kinds of
web browsers. This paper plans to extend the implemented software for many
kinds of web browsers.

We plan to revise the implemented software according to the above points and
release the implemented software as free software.
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