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Abstract Extracting knowledge from a great amount of collected data has been a
key problem in Artificial Intelligence during the last decades. In this context, the
word “knowledge” refers to the non trivial new relations not easily deducible from
the observation of the data. Several approaches have been used to accomplish this
task, ranging from statistical to structural methods, often heavily dependent on the
particular problem of interest. In this work we propose a system for knowledge
extraction that exploits the power of an ontology approach. Ontology is used to
describe, organise and discover new knowledge. To show the effectiveness of our
system in extracting and generalising the knowledge embedded in data, we have built
a system able to pick up some strategies in the solution of complex puzzle game.

1 Introduction

During the last decades the ever-decreasing cost of wireless sensors and actuators
has allowed an increasing diffusion of pervasive networks to monitor and control
every kind of environment. In this context a new paradigm was conceived, namely
the Internet of Things (IoT). The aim of this paradigm is to allow to a large set of
different appliances in the environment to interact with each other and cooperate to
get common goals [1], through an Internet-like structure and a unique addressing
scheme. The availability of such technologies has pushed for the creation of better
Decision Support Systems (DSS), able to take advantage of the richness present in
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data. Ambient Intelligence (Aml) is an emerging framework in this scenario, whose
aim is to make the environment aware of the user presence and thus supporting them
to perform every-day activities. Meeting the goals of Am/ means understanding what
is happening in the monitored area, in order to plan a set of actions on the actuators
so as to modify the environment conditions according to user’s desires. An Aml
system, therefore, must deal with high level concepts, expressed through simple
sensor readings. It analyses a great amount of rough data (i.e, sensor measures),
coming from the environment, and summarises them in a high-level representation,
through some concepts and their relations. In other words, the Aml system must be
able to extract knowledge from a great amount of sensory data, giving an explanation
of data itself. According to some proposals, an Aml system acts like an agent [2, 3],
but an agent needs a model of the environment to operate; therefore, the designer of an
Aml system has to embed some a-priori knowledge into the system, in order to code
this model. Obviously, this task can take advantage of the analysis of such a great
amount of sensory data, but comprehension of the data and the following translation
into usable knowledge is not an easy task. In fact, “measuring” does not directly
translate into “understanding”, so sensory data provided from pervasive networks
can not be easily turned in a corresponding new knowledge. Moreover, extracted
knowledge would be easily generalizable: similar problems have similar solutions,
so knowledge can be summarily defined as the common structure shared among
similar problem solution, to construct a general model of the environment. Thus,
constructing a new model for every instance of similar problems may be redundant.
Nowadays, this kind of knowledge is only saved in the experience of the designer and
there is no automatic system to extract it or to aid the designer in this task. However,
new challenges coming from /oT or Aml call for the creation of system able to learn
from experience, that is capable of capturing the hidden structure of the data, in terms
of relations between its key components.

All this problems are related to knowledge representation, management and reuse,
i.e. they are an ontology problem [4]. The ontology notion comes from philosophy,
where it refers to the metaphysical study of the nature of being and existence. In com-
puter science, and more specifically in the field of knowledge engineering, ontologies
are used for modelling concepts and relationships on some expertise domain. Thus,
building an ontology of the most relevant entities of a scenario in a semi-automatic
fashion is a key problem in emerging technologies and a cutting-edge challenge of
Artificial Intelligence. It involves different research areas (e.g., data mining, plan-
ning, etc), but the most interesting formulation, according to our vision, is the one
arising from machine learning. In fact, this problem can be formulated as the creation
of a system able to construct and recognise likely explanation of a great amount of
data, unveiling their hidden structure. All the approaches used nowadays (statistical,
syntactic, logic, etc) are showing their limits and inappropriateness. In fact, it is very
difficult (and maybe impossible) to use only one of these approaches to manage very
high level concept, to model the living world and make sense of it. Moreover, the
development of domain ontology has been a task entirely based on human interven-
tion. But new applications in IoT require the management of such a large number of
concepts that is impossible to be performed by a human alone [5].
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So, the availability of semi-automated (or, less likely, full-automated) ontology
systems for the management and discovery of new knowledge is a key point in the
development of actually useful DSS. There are several approaches to create semi-
automated ontology learning systems, but none of them has been applied to the field
of sensory data. Most of them have been used on semantic web data or huge text
corpora [5, 6].

We claim that the expressive power of structural approaches is the key to handle
the complexity of acquiring knowledge from unstructured data and related to every-
day situation. The idea of the proposed work is to describe a general framework to
deal with this problem, using as example application the problem of finding strate-
gies. Given a problem description, whose solution is obviously unknown, and a set
of solution examples (our rough data), we aim to abstract general guidelines about
problem solution. This implies highlighting the common characteristic of solution
and obtaining a general description of the solution itself, in terms of its key com-
ponents. In particular, we address the problem of finding a good heuristic for the
well-known slide tile puzzle, using structural information.

The rest of the paper is organised as follows. Section 2 summarizes some of
the approaches presented in literature, with regards to knowledge extraction tools.
Section 3 describes the problem of Ontology Learning and our proposal to deal with
unstructured data corpora, such as sensory data. Section 4 proposes a testbed to
evaluate our approach. Finally, in Sect. 5, our conclusions are reported.

2 Related Work

The need for coupling semantics with a sequence of sensor readings is well-known
in literature. In fact, inferring knowledge from data is an open issue in Computer
Science, and in particular in the area of data mining [7]. In this context, defining
what can be deemed as interesting knowledge is a hard problem, because it implies
to find what can be interpreted as an important information. Historically, a first
debate on the most profitable way to extract useful information (i.e., knowledge)
from a data collection was opened by John Tukey [8]. In the seventies, he proposed
the Exploratory Data Analisys (EDA), as opposite to the Confirmatory Data Analysis
(CDA) or Statistical Hypothesis Testing, that was the standard approach in those years.
In the EDA approach, data are analysed with different techniques to summarize their
characteristics. Unlike CDA, Tukey suggests to let hypotheses emerge from data
themselves, rather than using data only to test a-priori hypotheses. The Exploratory
Data Analisys is just an approach, not a set of techniques, i.e. a suggestion about
how data analysis should be carried out and what its goals should be. Most of the
techniques inspired to EDA use a graphical approach, because it represents a very
powerful instrument to reveal the structure of the data to the analyst, offering new and
often unexpected insights. In other words, it empowers the analyst’s natural pattern-
recognition capabilities. Therefore, it was the seminal work of modern approaches
to data mining and pattern recognition.
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One of the contemporary and independent developed research carried out on
the track of EDA is the so-called GUHA (General Unary Hypotheses Automaton)
principle [9]. The aim is to describe all assertions which may be hypotheses, verify
each of such assertions and found the “interesting” ones, based on collected data.
These systems generate systematically all interesting hypotheses with respect to
the given data (hypotheses describing relations among properties of objects) via
a standard computer system, and therefore represent a first attempts to formalise
an automatic inductive approach. Logic is used to formulate hypotheses, coded as
association of properties. Each object is represented by a row in a rectangular matrix,
whose column are properties of the object. Analysing this data structure is possible to
discover dependencies between different properties. The whole process is composed
by three steps: preprocessing, kernel and post-processing. In the first step, matrix is
arranged in a form suitable for a quick hypothesis generation. In the kernel phase,
hypotheses are generated and evaluated, while in the last step hypotheses are analysed
in order to interpret them.

It is crucial to note that the problem of letting structure and explanation emerge
from data itself and not from a-priori hypotheses was central since the beginning
of data analysis history, and has gained more relevance over the years, due to the
ever-increasing size and heterogeneity that have characterised the data to analyse.
Nowadays, the collected sensory data make it impossible to promote a-priori hypothe-
ses to describe events of interest. The discussion between EDA and CDA approaches
has renewed in the machine learning. In fact, two different approaches have grown
in importance: inductive and deductive learning. This distinction reflects the differ-
ences and goals already underlined by Tukey, with a special focus of attention to
the learning matter. The inductive approaches state the learning problem as finding a
hypothesis that agrees with the examples, preferring the most simple one. It includes
a variety of algorithms, such as instance-based learning, Support Vector Machines,
Naive Bayes, Artificial Neural Network, etc. Each of these approaches stresses dif-
ferent aspects of learning problem, but they relieve the analyst and designer from
formulating an a-priori hypothesis about data. On the other hand, their responses are
not useful to increase the knowledge regarding a particular problem because they
can be considered as a black-box that can be applied on unseen data, but the model
of the data they use is not human interpretable.

The deductive learning approaches constitute the other class of machine learning
algorithms. For example, a method to infer general concepts from examples is known
as Explanation-Based Generalisation (EBG) [10]. This deductive approach explains
why a training example is a member of the concept being learned. This approach
relies on four main components: a goal concept, training example, domain theory and
operational criterion. Explanations are represented by Horn-clause inference rules
arranged in proof trees. The goal concept is described through high-level properties
that are not directly found in the example. Training example is a representation of a
specific example in terms of lower level features. The domain theory is made up of
a set of inference rules and axioms about the domain of interest. Domain theory is
used to demonstrate the validity of the example. The operational criterion indicates
how a concept must be expressed to be recognised. The aim of the system is just to
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generalise concepts from examples. A slightly different approach is that proposed
by [11]. In this case the system is not only able to generalise a concept, but to check
where a generalisation fails for a particular example, so that the system can refine it.
Therefore it is possible not only to infer a general concept, but also to check whether
an example is coherent with that generalisation, or why it is not; in other words, the
system is able to learn. This approach is called Explanation-Based Learning (EBL).
An evolution of the EBL is proposed in [12]. This approach tries to merge the old EBL
engine, based on symbolic knowledge representation, with the statistical approach.
The proposed system aims to take advantage of the robustness of statistical approach
respect to real word problems, but at the same time it exploits the expressive power
of symbolic knowledge representation.

An alternative approach to generalisation uses formal languages, and is known
as syntactic pattern recognition [13]. In these systems, concepts are decomposed
into simpler parts and their description relies on a grammar. A grammar is formally
defined by the quadruple (X, N, P, S), where:

e X, the alphabet, is the set of the so-called terminal symbols, i.e. the basic elements
of the grammar;

e N is the set (disjoint from X)) of the nonterminal symbols; each of these symbols
represents one or more strings of terminal and nonterminals symbols.

e P is the set of the production rules, composed by a head, represented by a nonter-
minal, and a body made up of a sequence of terminals and/or non terminals.

e S € N is a special symbol, known as the start symbol.

The set P represents possible and interesting structures, i.e. frequent patterns. The
problem of inferring knowledge is stated as the problem of design a learning machine
for pattern recognition, where a pattern is a particular structure included into the
grammar. The system infers a grammar from training examples and applies it on
the new data, in order to verify if the string of terminal symbols belongs to the
learned grammar. This kind of approach requires preliminary work by the designer in
ontology domain definition, in order to identify the key elements of the representation.
The major drawback with this methods is the high computational cost needed to
infer grammars. Historically, these approaches has been considered as alternatives
to statistical learning systems, but during last decades many efforts have been made
to unify statistical and syntactic pattern recognition (see [14]).

Other authors consider traditional approaches inadequate to cope with the com-
plexity of managing knowledge and its evolution in complex phenomena. However,
they believe that these scenarios cannot be modeled only by mathematical or statisti-
cal means. For example, Evolving Transformation System (ETS) is a formalism that
tries to unify the syntactic and statistical pattern recognition, in order to create a new
kind of class representation. The definition of class, according to the author, rests
on the generative side: objects belonging to the same class share similar generative
histories. In this context, a generative system is a nondeterministic system operat-
ing on actual entities and assembling them into larger entities (and eventually into
class objects), guided by some hierarchical description of the class [15]. This kind of



110 P. Cottone et al.

representation is focused on the problem of giving a structural representation to the
data. Each object in this formalism is thought of as a temporal structural process and
the representation of each element of a class evolve with the description of the class
itself. ETS is a work in progress framework, limited by the lack of new mathematical
instruments to deal with the complexity of a structural description.

In [16], Chazelle proposes a new vision to deal with phenomena arising from life
sciences, stating that means used in physical science are not adequate. According to
his work, algorithms are more suitable for these purpose, due to their rich and expres-
sive language. Moreover, the author claims that some problems can take an enormous
advantage from the novelties introduce by a new perspective, taking into account the
peculiarities of complex non physical systems. In the case of sensory data used to
investigate and predict human habits and behaviour, the complexity is very high,
because of the high number of variables to include in the model. Chazelle introduces
the natural algorithms to model these systems. This approach relies on the so-called
influence systems, i.e. networks of agents that perpetually rewire themselves. These
networks are specified by two functions: f and G; the function f calculates the
position of an agent, taking as input the location of its neighbour agent, given by
function G. The output of G is function of the state of the whole system, that is the
position of all agents. In this approach is possible to note how the information travels
through the system, in a way that separates its syntactic or structural component and
its semantic. In other words,this method models complex systems exploiting equally
qualitative and structural information.

Our proposal differs from those presented in literature, because it aims to extract
knowledge from a large set of unstructured data (such as sensory data), translating
it in a machine-understandable form. Many approaches have attempted to deal with
the complexity of such kind of data. In particular, many systems have been proposed
in the area of Ambient Intelligence, which typically deals with sensor readings, and
their interpretation. For example, in [17], the authors suggest a three-tier paradigm
for knowledge extraction. In particular, this paradigm cuts irrelevant details off from
raw sensor readings, in order to obtain more refined data that can be analyzed by the
reasoning module, at the top of this processing hierarchy. Statistical methodologies
(e.g., correlation analysis, clustering) are used in [18] to cope with the complexity
of large sensor reading dataset. The proposed system models and learns user habits
through his interactions with the actuators deployed in the environment. According
to the authors, user habits are coded into sensor readings, thus they can be inferred
analyzing sensory data and discovering relations between environmental conditions
and user.

Our system uses a similar approach, but, at the same time, aims to use as little
a-priori knowledge as possible, because this is hard to obtain in the great part of real
problem belonging to sensory data mining. In fact, such data is hardly understandable
according to simple user description of the phenomenon that has generated it. So, it
is very hard to formulate a-priori hypotheses, as in deductive approaches; this may
force to use a too specific and detailed model, with a high risk of overfitting. On the
other hand, an expert of the application domain possesses some knowledge, which
can represent a very important resource. The actual problem is translating it to be
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usable by the system. With a pure inductive approach, this task would include a very
hard empirical work, in order to tune up all the parameters used in the chosen method.
In this case, the risk of overfitting is very high, because the relations between sensory
data and model parameters are not very clear, so it is impossible to distinguish when
the over fitting starts. A structural approach is less prone to this problem, because it
can be more simple build measure of complexity over the model it uses, due to its
representation.

3 Ontology Learning

The most common ontology definition can be found in [4]; the author defines an
ontology as the specification of a conceptualization, that is a model of the concepts
and relations describing a particular domain. According to [6], this definition can be
formally translated in a structure &

ﬁ:: (C’ SC? R’ GR’ M’ O—A’ <g)

four disjoint sets: concept identifiers (C), relation identifiers (R), attribute identi-
fiers (&7), data types (7);

a semi-upper lattice <¢ on C;

a relation signature function og : R — C™;

a relation hierarchy partial order <g on R;

afunctionoy : &/ — C x 7.

Thus, learning an ontology means specifying all these elements, by inferring them
from data. This problem can be decomposed into the following subtasks:

acquisition of the relevant terminology;

identification of synonym terms;

formation of concepts;

hierarchical organization of the concepts (concept hierarchy);

learning relations, properties or attributes, together with the appropriate domain
and range;

hierarchical organization of the relations (relation hierarchy);

instantiation of axiom schemata;

8. definition of arbitrary axioms.

Nk

N

This schema has been formulated mainly in the context of ontology learning in
text corpora. Obviously, in the context of sensory data these steps need some changes,
in order to adapt them to the different characteristics of the new scenario. However,
the general structure of the process remains the same. Thus, in this work we propose
an adaptation of this schema, modifying it according to the new kind of data and the
differences between text and sensory data.
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Undoubtedly, the goal we aim at is very challenging, and many issues are to be
addressed; some of those are related to theoretical open issues in computer science,
so it is impossible to known if they are practically solvable. We do believe, though,
that knowledge extraction can take advantage of an ontology learning approach,
because this might exploit the information potential embedded in sensory data. The
basic idea is that data collected from sensors share an underlying language, i.e. it can
be considered as generated by a particular language describing some phenomena.
Similarly to what described in [19], we assume that data are drawn from a process
that can be modeled by a Turing Machine (TM). This means, according to Chomsky,
that there is a language that can describe such data. Likely, this language is very
complex and, moreover, data is corrupted by noise, so reconstructing the original
language from data is a very tricky task.

If we compare the problem of grammar induction (i.e., learning) and the problem
of ontology learning, we discover that they have much in common. This can be
explained if we consider the ontology problem as the semantic side of grammatical
induction. The literature has shown that this two aspects are strictly coupled and it
is impossible to solve one of them discarding the other.

Given these caveats, it is simple to describe and motivate the changes we made to
the general ontology learning schema. From a sensory data point of view, we are not
very interested in the relation discovery and our focuses is principally on concepts
and their hierarchy.

The proposed approach is composed by:

1. individuating a set of basic properties (axioms) and features to discovery signif-
icant patterns;

2. discovery of relevant elementary patterns as terminology;

abstraction of patterns as concepts;

4. inferring hierarchical concept organisation;

et

Setting axioms In the first step, the key elements of the ontology are defined; it
is the only phase of the system that requires human intervention. The analyst
has to specify a description of the goal concepts in terms of general properties,
like time, space or other very general features. The main difference from others
approaches is how these features are described. For example, consider the user
activity recognition task. A user activity may be defined as a recurrent sequence
of actions, that can be recursive decomposed in simpler subtasks. Two approaches
can translate this definition in features on data: the deductive, and the inductive
one. According to the deductive approach, the definition is transformed into an
abstract and general model, that hypothesises sensor reading interactions that
identify executions of the same activity. In the inductive approach, the analyst
translates the definition in terms of properties the sensors can measure, such
as time duration; so, an activity is treated as a recurrent pattern in data, whose
instances have similar structures and time durations. No attempts at generating a
general activity model are made, but the model will emerge from data. The feature
selection depends on the experience of the analyst, but it is a simpler task than
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the other approaches. Moreover, it is less prone to error and axioms chosen can
be simpler checked.

Discovery terminology The second step faces the problem of finding data with the

properties defined at the previous step. There exist several techniques to accom-
plish this task, but a data mining approach is the best choice. In fact, a statistical
analysis of data can aid the most significant pattern to emerge, so the basic level
of the ontology can be identified with the smallest, but more recurrent patterns
in sensory data. Moreover, these techniques guarantee robustness, reliability, and
thoroughness, since they have been extensively used in many different systems
in the last decades. The a-priori based algorithms are an example of these tech-
niques.
This step can be thought as a data fusion, i.e. the system associates data coming
from different source and of different types. This is a very common approach in
this kind of systems (e.g., [20, 21]) and it is useful to process data in a multi-sensor
context, in order to explode relations between different sensor triggers.

Pattern abstraction Pattern abstraction allows to obtain a generalization from
the instances of patterns present in data. The system addresses the problem of
synonyms, grouping similar instances of the same patterns. In particular, the best
choice for this step is the use of a technique coming from the statistical learning.
In fact, these approaches allow a statistical description of data, summarising it
according to the most emergent properties. Unsupervised clustering algorithm and
subsequent statistical classifier can be used in order to discover and then recognise
most common patterns. This kind of systems are well-known in literature and have
obtained a successful application in many research area. So, at the end of this step
the system will be able to associate a statistical model to each pattern and a trained
classifier to distinguish between them.

Inferring concept hierarchy In this step, the system finds recurrent terminology
structures. A grammar induction algorithm is used: the system considers the data
as a language and looks for the suitable grammar to generate it. According to [22],
a grammar can be defined as a device that enumerates the sentences of a language.
In other words, it is a function, F, that generates every sentence of a language,
L. The expressive power of these devices depends on the restrictions imposed on
F. If no restriction is imposed, then the function belongs to the set of General
Turing Machine. On the contrary, if a strict restriction on F is imposed, such as
the constraint on each grammar to be a finite Markovian source, then it is possible
to prove that some language (e.g., natural language) can not be generated by these
grammars. So, it is important to choose the adequate restriction, based on the aim
set for the language. In this context, we assume that a grammar represented by a
Finite Automaton may have the sufficient power to model sensor language.
Representing each base concept, that is each term, with a terminal symbol of
a grammar, it is possible to reconstruct complex concepts as sentences of the
same language. In fact, once the system infers a grammar from data, the syntactic
representation of a complex concept is represented by the derivation tree of the
sentence.



114 P. Cottone et al.

In [23], the task of grammatical inference is widely debated. Many learning system
have been proposed and each of them is specialized for a particular target, with
respect to the kind of data and the application domain. Despite most systems
focus on learning grammar from text, there are others that have been applied
to bioinformatics or computer vision. This means that grammatical inference is
possible even if data are less structured than text data and results obtained in this
area encourage the use of these techniques in the scenario of sensory data.

Moreover, a representation of a sensory data through a grammar can be seen as a
compression of the data. The Occam’s Razor gives us a simple guideline to choose
between the possibly different grammars that can represent the data equally well.
In fact, the simplest explanation is always the best, so the shortest grammar is the
best to represent data. Measures of complexity in the sense of Occam’s Razor are
Minimum Description Length (MDL) principle [24] or Kolmogorov complexity
[25]. Even if it is impossible to calculate the MDL or similar measures, they
represents a good guideline for the choice among different representations.

4 A Proof of Concept: The Slide Puzzle

Extracting knowledge from sensory data is a very complex and difficult challenge
and may prove not too useful to test the effectiveness our approach for the present
discussion. In fact, a too complex problem does not allow to study the details of
every single part of the system and their effects on whole results. A more manageable
problem, whose difficulties can be tuned according to very specific tasks, appears a
more reasonable choice. Thus, a very similar problem was chosen to test the proposed
system, even though it is still representative of the original target scenario, due to
their very similar features. Extracting knowledge from sensory data shares in fact
many similarities with the heuristic learning problem, because the success of both of
them relies on the ability to discover hidden and counter-intuitive relations in data.

In fact, heuristic learning is a very interesting research area in structural analysis.
In some cases, it is difficult to unveil the structure of a problem, in order to improve
solution search algorithms. This is the case, for instance, of the n-puzzle slide game.

The n-puzzle problem is a generalisation of the more common 15-puzzle. In its
original form, the puzzle consists of 16 squares numbered from 1 to 15 and arranged
in a 4 x 4 box, with one position of the box left empty. A legal move consists of
sliding an adjacent block into the empty space. The goal is to reposition the squares
from a given arbitrary starting arrangement by sliding them one at a time into the
configuration shown in Fig. 1.

Ratner and Warmuth [26] showed that finding an optimal solution to n-puzzle, i.e
one involving as few moves as possible, is an NP-complete problem. Moreover, get-
ting the goal position, that is solving the puzzle, is not possible for all initial arrange-
ments. Only instances corresponding to even permutations of the goal configuration
are solvable, that is only half of all possible configuration can be transformed into the
goal configuration (setting as initial configuration the one with the empty tile on the
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bottom right corner). The 8 instance of the problem has been solved with a breadth-
first search, and the 15 one has been solved with IDA* search algorithm [27]. The
heuristic used by this search algorithms are based on Manhattan distance, but there
is no suggestion as regards a general solution algorithm, i.e. one that is independent
of the dimensionality of the problem. For higher dimension instance of the problem,
such as 24-puzzle, many ad-hoc solutions were used, based on the particular proper-
ties of the problem. The main difficulty with high dimensional instances of n-puzzle
concerns the very wide search space, that make an efficient search impossible.
Cutting-edge research has been devoted to finding a suitable solution to the
24- and higher instance of this game. The first proposed solution used some par-
ticular features of the problem to speed-up search and obtaining an optimal solution
[27]. In particular, this approach encode more knowledge of the problem in the form
of improved heuristics, in an automatic fashion. The drawback with this system is
that its heuristic does not guarantee a good execution time on every instance of the
problem, but some random instances take very long time to be solved or worse they
have not been solved at all. Later tries to solve the problem have been turned on
the problem of finding better heuristics, created with the aid of machine learning.
Discarding the strong limitation of finding admissible heuristics, Ernandes and Gori
proposed a machine learning approach using an Artificial Neural Network. Given
a rich set of training example, ANN learns how far a configuration, i.e. a node, is
from the goal state. This approximation is used to improve the heuristic, with a re-
markable speed up for the search in the 8 and 15 instances of the game. In the case
of 24-puzzle, the lack of a good training set make an effective use of the ANN im-
possible. The authors proposed but did not implement a bootstrapping technique to
overcome this problem. That is, they assert that is possible to specialise an initially
weak heuristic function in an iterative manner, using example generated at each step
by each function. The authors of [28] continued the work by Ernandes and Gori,
implementing the bootstrapping approach. In particular, they used incremental boot-
strapping process augmented by a random walk method for generating successively
more difficult problem instances, obtaining good results in the solution of random
generated instances of 24-puzzle. The great drawback with this approaches is the
long time the bootstrapping phase takes. The author proposed a solution only in the
case of a single instance problem: in that case the bootstrapping are interleaved with
a classic heuristic search to lower total execution time. A similar approach can be
found in [29]. The authors propose a system that learns a heuristic to solve a single



116 P. Cottone et al.

instance, and the bootstrapping is done over successive failed attempts to solve the
instance. They show the effectiveness of their approach in the 15-puzzle game.

In [30] a system is proposed that mixed multiple heuristics to improve them. In
this work, the key idea is to merge the knowledge coming from different heuristic,
merging them into a better one that summarise all the others. This knowledge mesh-
up is produced by an ANN, that is by a statistical learning. A very interesting work
is that presented by Korf and Felner in [31]. The authors deal with the problem of
finding an accurate admissible heuristic. They propose a memory-based approach,
that utilises partial puzzle resolution to obtain an estimate of the cost. The scheme
is dived into many parts, and for each a number of move to goal state is saved in a
database. With a carefully choose of the subparts, is possible to obtain a good estimate
and therefore a tight (and better) heuristic. The authors obtain relevance results on
the 24-puzzle, proving the goodness of their idea. Also, this means that the recurring
relations and interactions between subproblems are the key of this problem, and thus
capturing them leads to a better solution.

4.1 Hidden Relations: Knowledge to Enhance Heuristic

The work produced in this area shows as the solution of n-puzzle game, withn > 15
requires a heuristic enriched with some knowledge inferred by example of simpler
instance solutions. In our opinion, this means that the proposed systems are trying to
summarise some unveiled properties and relations of the application domain to em-
powered search algorithm, as demonstrated by the use of machine learning approach
and in particular of statistical learning (e.g., ANN).

We agree with this vision and we proceed a step further: the system has to learn
the structure of known solutions and has to find relevant relations between them in
order to go beyond combinatorial explosion nature of the problem. Obviously, we do
not assert that we are able to find an optimal solution for the problem, but we only
want to drive our system to “comprehend” the essence of the game and could suggest
apossible heuristic for a higher dimensionality game, focusing computational efforts
especially on more promising areas of the search space. This implies the identification
of recurrent structure that constitute the sub problem to solve and a model to describe
how they interact.

The basic idea is to describe a solution as the evolution of a set of properties
evaluated on each state it goes through. Each of these properties expresses a particular
feature related to the state. It can be a static feature, such as the Manhattan distance
to the goal solution, or a dynamic one, i.e. the row of the last moved tile. We suppose
that a good set of properties can capture some general structures shared by solutions.
This choice is similar to the multiple heuristic approach presented in [30], and is
motivated by the same reasons: we are trying to mix different properties in order to
unveil not evident and counter-intuitive features of the solution.

Given a set of solutions to the 8-puzzle, 15-puzzle and some simple instances
of the 24-puzzle, we can translate them in their feature evolution representation.
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Fig.2 Sketch of the proposed
system

.

DFA
Oracle

Hierarchy

Assigning a unique symbol to each possible feature combination, we can describe
a solution as a string made up of these symbols. In this way, we can describe each
solution as a string generated by the language of solutions. In this language, we the
terminal symbol are represented by the unique symbol chosen for each state.

In the next step, we try to obtain the Discrete Finite Automaton (DFA) that recog-
nize that language. In this manner, we have found a machine able to suggest us the
most probable path in the tree to find the solution. At each node, we can evaluate the
solution we are building and choose next step as that most probable according to our
DFA. The DFA acts like an oracle, able to guide in the path toward the solution.

In Fig.2, the proposed system is shown. The two main blocks of the system
are the Ontology Learning and the Grammar Induction. According to the previous
description of the Ontology Learning approach, proposed in Sect. 3, the main steps
of this process are presented in the figure. The first step, that is stating axioms, is
the only non fully-automated step of the process and, therefore, it is placed outside
of the Ontology Learning: domain expert’s analysis of example data is required in
order to obtain axioms. The whole process of Ontology Learning produces the input
data for the Grammar induction module. In particular, terminal symbols (axioms), an
initial approximations of nonterminals (concepts) and production rules (hierarchy),
are elaborated by the Grammar induction module to produce the DFA Oracle.

At the end of the processing chain, the system builds up the oracle, and an insight
into the structure of input data that has generated it. This ontology can be used to
evaluated the quality of the solution and to suggests to the designer new tuning to
the axioms definition, in order to capture the actual structure of the problem.



118 P. Cottone et al.

5 Conclusion

In this chapter we presented a proposal for a system to cope with the complexity of
knowledge managing, sharing and reuse in the sensory data scenario. Nowadays, this
is a very hard task, due to the great amount of raw data and to their lack of evident
structure.

Unlike other systems presented in literature, we try to infer an ontology directly
from data and using it to discover new intelligible knowledge. The system we propose
uses a structural approach, based on the use of grammatical inference, in order to
emerge the most relevant relations present in data.

‘We propose the heuristic search as a controlled testbed for our system. In particular,
we measure the potential of sour approach in the n-puzzle game.
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