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Message from the General Chairs

Welcome to the proceedings of 13th International Conference on Algorithms and
Architectures for Parallel Processing (ICA3PP 2013), organized by the Second
University of Naples with the support of St. Francis Xavier University. It was
our great pleasure to hold ICA3PP 2013 in Vietri sul Mare in Italy. In the past,
the ICA3PP 2013 conference series was held in Asia and Australia. This was the
second time the conference was held in Europe (the first time being in Cyprus
in 2008).

Since its inception, ICA3PP 2013 has aimed to bring together people in-
terested in the many dimensions of algorithms and architectures for parallel
processing, encompassing fundamental theoretical approaches, practical experi-
mental projects, and commercial components and systems. ICA3PP 2013 con-
sisted of the main conference and four workshops/symposia. Around 80 paper
presentations from 30 countries and keynote sessions by distinguished guest
speakers were presented during the three days of the conference.

An international conference of this importance requires the support of many
people and organizations as well as the general chairs, whose main responsibility
is to coordinate the various tasks carried out with other willing and talented
volunteers. First of all, we want to thank Professors Andrzej Gościński, Yi Pan,
and Yang Xiang, the Steering Committee chairs, for giving us the opportunity
to hold this conference and their guidance in organizing it. We would like to ex-
press our appreciation to Professors Laurence T. Yang, Jianhua Ma, and Sazzad
Hussain for their great support in the organization.

We would like to also express our special thanks to the Program Chairs Pro-
fessors Joanna Ko�lodziej, Kaiqi Xiong, and Domenico Talia, for their hard and
excellent work in organizing a very strong Program Committee, an outstanding
reviewing process to select high-quality papers from a large number of submis-
sions, and making an excellent conference program. Our special thanks also go to
the Workshop Chairs Professors Rocco Aversa and Jun Zhang for their outstand-
ing work in managing the four workshops/symposia, and to the Publicity Chairs
Professors Xiaojun Cao, Shui Yu, Al-Sakib Khan Pathan, Carlos Westphall, and
Kuan-Ching Li for their valuable work in publicizing the call for papers and the
event itself. We are grateful to the workshop/symposia organizers for their pro-
fessionalism and excellence in organizing the attractive workshops/symposia,
and the advisory members and Program Committee members for their great
support. We are grateful to the local organizing team, for their extremely hard
working, efficient services, and wonderful local arrangements.



VI Message from the General Chairs

Last but not least, we heartily thank all authors for submitting and pre-
senting their high-quality papers to the ICA3PP 2013 main conference and
workshops/symposia.

December 2013 Beniamino Di Martino
Albert Y. Zomaya

Christian Engelmann



Symposium and Workshop Chairs’ Message

The editors are honored to introduce Vol. II of the refereed proceedings of the
13th International Conference on Algorithms and Architectures for Parallel Pro-
cessing, ICA3PP 2013, held in Vietri sul Mare, Italy, during December 18-21,
2013. ICA3PP 2013 is the 13th in this series of conferences started in 1995 that,
by now traditionally, provides an appreciated international forum to present and
discuss a wide-range spectrum of theoretical and experimental issues covering
the research activities connected with algorithms and architectures for paral-
lel processing. This second volume consists of four sections including 35 papers
from one symposium and three workshops held in conjunction with the ICA3PP
2013 main conference. These are 13 papers from the 2013 International Sympo-
sium on Advances of Distributed and Parallel Computing (ADPC 2013), which
provides the title of this volume, five papers from the International Workshop
on Big Data Computing (BDC 2013), ten papers from the International Work-
shop on Trusted Information in Big Data (TIBiDa 2013) as well as seven papers
belonging to the Workshop on Cloud-Assisted Smart Cyber-Physical Systems
(C-SmartCPS 2013).

The volume starts with a section reserved for the International Symposium
on Advances of Distributed and Parallel Computing (ADPC 2013) that collects
a selection of the papers submitted to ICA3PP 2013, so as to provide an addi-
tional forum for discussing the frontiers of conference topics . It is a fact that over
the last few years parallel processing and distributed computing have occupied a
well-defined place in computer science and information technology, thanks to the
availability of commodity hardware components (e.g., multiprocessor chips inside
a standard PC) and to the widespread use of parallel applications in research,
industry, and social media. However, this success story continues demanding
new ideas to improve the efficiency, performance, reliability, security, and inter-
operability of distributed computing systems and applications and to face the
emerging challenges issued by GPU/CPU systems, high-throughput cloud/grid
systems, and green computing.

In fact, this year’s symposium selection covered crucial themes in cloud com-
puting environments such as data placement, task scheduling, and trust eval-
uation in cloud federations. Different papers, addressed the programming and
scheduling issues connected to the efficient use of multi-core architectures like
GPU. Forefront topics such as software solutions for energy optimization in
HPC systems, the definition of social influence model, and quality control in
crowdsourcing-based applications were also discussed.

The symposium and workshops programs are the result of the difficult and
meticulous work of selection that involved many people in the Organizing Com-
mittee and the Program Committee members. The editors, finally, wish to



VIII Symposium and Workshop Chairs Message

cordially thank all the authors for preparing their contributions as well as the
reviewers who supported this effort with their constructive recommendations.

December 2013 Rocco Aversa
Joanna Ko�lodziej

Jun Zhang
Flora Amato

Giancarlo Fortino
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Message of the Big Data Computing

(BDC-2013) Workshop Organizers

Jun Zhang1, Parimala Thaulasiraman2, and Laurent Lefevre3

1 School of Information Technology, Deakin University, Australia
2 Department of Computer Science, University of Manitoba, Canada

3 The French Institute for Research in Computer Science, France

“Big Data”, as a new ubiquitous term, is now invading in every aspect of our
daily life and promise to revolutionize our life. We face the most challenging issue,
i.e., safe and effective computing on a large amount of data. Many works have
been carried out focusing on business, application and information processing
level from big data. However, the issue of safe and effective computing has not
been well addressed. This workshop offers a timely venue for researchers and
industry partners to present and discuss their latest results in safe and effective
big data computing, which is organized in 2013 for the first time. We have got
a good number of submissions, only a very small set of the high quality papers
have been selected. The main theme and topics are listed as follows.

– Computational Models for Big Data
– Parallel/Distributed Computing for Big Data
– Energy-efficient Computing for Big Data
– Software Techniques in Big Data Computing
– Big Social Data Management
– Big Data Computing for Mobile Applications
– Architecture, Storage, User Interfaces for Big Data Management
– Search and Mining in Big Data
– Semantic-based Big Data analysis
– Privacy Preserving of Big Data
– High Performance Cryptography
– Threat and Vulnerability Analysis in Big Data
– Secure Big Data Computing
– Big Data Analytics
– Experiences with Big Data Project Deployments
– Big Data Computing as a Service
– Case Study on Big Data Computing



Message of the Trusted Information in Big Data

(TIBiDa) Workshop Organizer

Flora Amato

University of Naples “Federico II”, Dipartimento di Ingegneria Elettrica e Tecnologie

dell’Informazione, via Claudio 21, 80125, Naples, Italy

The term ”Big Data” refers to the continuing massive expansion in volume and
diversity of data in nowadays applications. Volume and heterogeneity result in
increasing attention to complexity of procedures that manage and use data, as
well as to problems in trusted information management. Anyway, analysis of Big
Data is crucial in several social and scientific fields.

Effective processing of big data requires both new algorithms for data analy-
sis, able to face dramatic data growth, and new techniques able to enact proper
and safe management procedures.

The Workshop on Trusted Information in Big Data brings together scientists,
engineers and students with the aim of sharing experiences, ideas, and research
results about Big Data Management and Trust Computing. The workshop in-
tends to present innovative researches, technologies, methods and techniques
related to the rising research activities about Big Data and Trusted Informa-
tion.

The workshop has been organized in 2013 for the first time. We have got a
good number of submissions, only a very small set of the high quality papers
have been selected.

The main themes and topics are listed as follows:

– Trust Models and Algorithms for Big Data Processing
– Trust Management in Big Data
– System architectures for big data analysis
– Benchmarks, metrics, and workload characterization for big data
– Debugging and performance analysis tools for analytics and data-intensive

computing
– Implications of data analytics to mobile and embedded systems
– Data management and analytics for vast amounts of unstructured data
– Artificial Intelligence, Evolutionary Agents
– Data Mining, Data Fusion
– Information Extraction, Retrieval, Indexing
– Enabling Technologies (Social Networking, Web 2.0, Geographical Informa-

tion Systems, Sensors, Smart Spaces, Smart Cities, Context-Aware Comput-
ing, Web Services)



Message of the Cloud-Assisted Smart

Cyber-Physical Systems (C-SmartCPS-2013)
Workshop Organizers

Giancarlo Fortino1, Giuseppe Di Fatta2, Antonio Liotta3,
Jun Suzuki4, and Athanasios Vasilakos5

1 University of Calabria, Italy
2University of Reading, UK

3Technical University of Eindhoven, The Netherlands
4University of Massachussets, Boston, USA
5University of Western Macedonia, Greece

The advances of body area networks, mobile computing, wireless networking,
multi-agent systems, data mining, and cloud computing offer tremendous op-
portunities in providing newer, better and smarter distributed cyber-physical
systems (CPS). The main objective of this workshop is to provide a medium for
researchers and practitioners to present their research findings related to the syn-
ergy among Cloud computing and cutting-edge CPS-enabling technologies such
as body area networks, wireless sensor and actuator networks, multi-agent sys-
tems, machine-to-machine (M2M) communication, data mining, with the aim of
developing ubiquitous, cloud-assisted smart cyber-physical distributed systems.

This workshop offers a timely venue for researchers and industry partners
to present and discuss their latest results in cyber-physical systems based on
smart technology (such as software agents) and cloud computing. C-SmartCPS
has been organized in 2013 for the first time. We have got a good number of
submissions, only a very small set of the high quality papers have been selected.
The main themes and topics are listed as follows:

– Basic technology supporting CPS (e.g. Wireless Sensor Networks, RFID, etc)
– Multi-Agent Systems
– Communication, information and software architectures
– Integration techniques between clouds and CPS
– A cloud of clouds for CPS
– Massively large-scale CPS
– Cloud-assisted data management, mining and processing for CPS
– Cloud-assisted decision support systems with CPS
– Cloud-CPS infrastructures for data acquisition
– Pervasive services for mobile cloud users
– Autonomic CPS
– Smart CPS
– Intelligence and optimization between clouds and CPS
– Data Mining for data collected/produced by CPS
– Heterogeneity of in/on-body and ambient sensors/actuators
– Nanoscale smart sensors and communication in/on/around human bodies
– Applications and practical experience in Smart Cities
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Abstract. Weinvestigate the effect that commonoptimization techniques
for general-purpose multicore processors (either manual, compiler-driven,
in the form of highly tuned libraries, or orchestrated by a runtime) exert on
the performance-power-energy trade-off of dense linear algebra routines.
The algorithm employed for this analysis is matrix inversion via Gauss-
Jordan elimination, but the results from the evaluation carry beyond this
particular operation and are representative for a variety of dense linear
algebra computations, especially, dense matrix factorizations.

Keywords: Matrix inversion, optimization, performance, energy.

1 Introduction

Energy consumption is a major constraint for the design of future supercomput-
ers due to the growing economic costs of electricity, the negative effect of heat on
the reliability of hardware components, and the environmental impact of carbon
dioxide emissions. While the advances in the performance of the systems in the
Top500 list [2] show that an Exascale system may be available by 2022, a ma-
chine of that capacity would dissipate around 311 MW [1] and cost 311 million
dollars per year, rendering this approach clearly impractical.

The processor (including among others all levels of on-chip cache) and the
DDR RAM are responsible for a significant fraction of power usage of current
HPC facilities (other factors being the interconnect, storage media, etc.) [4,7,8].
During the past decades, a vast effort has been dedicated to the performance
analysis and optimization of dense linear algebra routines on almost any existing
architecture, from the old vector processors and shared-memory platforms, to
the recent general-purpose multicore processors. This research is well justified
as i) many complex scientific computations can be decomposed into dense linear
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algebra operations; and ii) the regularity of these algorithms eases the perfor-
mance analysis and bottleneck detection of the underlying architectures. On the
other hand, the studies that focus on the performance-power trade-off of dense
linear algebra routines on current architectures are more limited [5,3,12].

In this paper we assess the impact that well-known optimization techniques
(manually encoded, automatically applied by the compiler, or embedded into
dense linear algebra kernels and task-parallel runtimes) have on the performance-
power trade-off of matrix inversion via Gauss-Jordan elimination (gje) [11], and
how these two factors combine to yield a given energy efficiency. The selection of
matrix inversion and gje is not arbitrary. When blocked, this operation exhibits
an algorithmic pattern and parallelization akin to those of the conventional LU,
QR factorizations and Cholesky factorization [11]. Therefore, we expect that
most of the conclusions of our study apply to these other operations.

The rest of the paper is structured as follows. In Section 2 we briefly re-
view matrix inversion via gje and describe the different implementations –
optimizations of the gje method; In Section 3 we evaluate these variants. Finally,
Section 4 contains a few concluding remarks and an outline of future research.

2 Optimization of GJE on Multicore Processors

Matrix inversion via gje exhibits a computational cost and numerical properties
analogous to those of approach based on the LU factorization [11], but superior
performance on a number of architectures, from clusters [13] to general-purpose
multicore processors and GPUs [6]. The cost of matrix inversion via both the
unblocked and blocked variants of GJE [13] is 2n3 flops (floating-point arithmetic
operations). In both cases as well, the inversion is performed in-place so that,
upon completion, the entries of A are overwritten with those of its inverse.

For our evaluation we developed several implementations of the gje algorithm
that incorporate progressive optimization levels and/or techniques. Thus, variant
v introduces additional optimizations to those already present in variant v − 1.

The first four variants, gjev0–gjev3, simply rely on optimizations automati-
cally applied by the compiler, processing the unblocked code with the flags -O0
to -O3, respectively. Variant gjev4 replaces the loops of the unblocked code
by calls to the BLAS-1 and BLAS-2. HPC implementations of these kernels em-
ploy loop unrolling, frequently combined with (software) prefetching instructions
embedded into the code to help the hardware to improve memory-arithmetic
overlapping.

All these initial variants present a critical flaw. Concretely, they decompose
the matrix inversion into building blocks (e.g., vector scaling or rank-1 updates)
that perform O(1) operations per data item, resulting in a sequence of memory-
bounded computations. In current architectures, with a large gap between the
CPU performance and the memory latency, these variants will thus be far from
attaining the peak flops/s rate. However, this drawback is not intrinsic to matrix-
inversion, as this requires 2n3 flops but operates with n × n data, so that the
flops -to-memory ratio, 2n, is quite favorable. The memory bottleneck can be
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overcome by reorganizing the bulk of the computations into BLAS-3 operations,
particularly matrix-matrix products (hereafter, kernel gemm). The next two vari-
ants, gjev5 and gjev6, exploit this appealing property of blocked algorithms.
In the former implementation we employ a straight-forward implementation of
gemm, compiled with -O3. gjev6 goes one step further and replaces our simple
gemm by a highly tuned implementation of the kernel, which internally employs
a variety of block sizes that target different cache levels, repacks and possibly
transposes matrix blocks to ensure access to contiguous data, etc. [9]. Variant
gjev7 also employs the blocked algorithm linked to a tuned gemm, but now lever-
ages a multithreaded implementation of the kernel to perform a seamless parallel
matrix inversion using all cores of the target platform.

Now, as the number of cores increases, the time spent in the updates (gemm)
is reduced and the factorization of the panel, a serial computation, rapidly be-
comes a bottleneck. One partial solution is to further accelerate the factorization
of the panel. Thus, variant gjev8 employs a blocked algorithm to factorize the
panel, and casts part of the its computations in terms of the fast and tuned
gemm (operating on small blocks though), while retaining the larger block size
for the outer matrix multiplications, to ensure a favorable flops-to-memory ratio
during most of the computations. Variant gjev9 explores look-ahead [15] as a
complementary technique to alleviate the panel factorization bottleneck, mim-
icking analogous approaches applied with success to other panelwise algorithms.
Look-ahead is similar to software pipelining [10] (though at the panel level) in
that it shifts operations from “next” iterations of the inversion procedure to
be overlapped with computations of the current iteration. Concretely, the look-
ahead of depth 1 implemented in gjev9 reorganizes the order of the algorithmic
“tasks” (factorization and matrix-matrix products) of the loop body, so that
the factorizing of the k + 1-th panel is overlapped with the update of the pan-
els during the k-th iteration. Under ideal conditions, the outcome is a perfect
overlap of these operations, which removes the panel factorization from the crit-
ical path of the algorithm. The drawback of this approach is that it involves
complex programming. Finally variant gjev10 applies look-ahead with dynamic
depth (variable at run time), that in principle removes the panel factorization
bottleneck, and does not require a great programming effort. For this purpose,
we leverage the SMPSs runtime [14] which, at execution time, automatically
decomposes the algorithm into tasks, identifies the dependencies between these
tasks, and schedules them for execution to the cores of a parallel platform in the
appropriate order, balancing the workload and exploiting a significant fraction
of the concurrency intrinsic to the operation.

3 Experimental Evaluation

We next evaluate the 11 implementations described previously, from the points of
view of performance, power consumption, and energy efficiency. Three platforms
with Intel processors were employed. The first platform, nehalem, contains 2
Intel Xeon quad-core E5504 processors (8 cores) and 32 GB of RAM; and features
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Table 1. Run time, GFLOPS (GFS), power, energy and net energy of the gje imple-
mentations on nehalem, sandy and atom (top, middle and bottom, respectively)

Variant
Small problem, n=2,048 Large problem, n=8,192

Time GFS Power Energy Net E. Time GFS Power Energy Net E.

gjev0 84.52 0.2 70.4 5950.1 2781.5 5381.80 0.2 71.9 387166.9 185403.1

gjev1 24.44 0.7 72.7 1777.8 861.4 1495.72 0.7 75.4 112762.4 56687.8

gjev2 18.56 0.9 74.6 1385.6 689.7 1143.36 1.0 74.5 85157.5 42292.9

gjev3 9.39 1.8 82.2 772.5 420.2 578.97 1.9 82.0 47504.5 25798.9

gjev4 7.56 2.3 81.3 614.8 331.3 645.16 1.7 78.6 50741.9 26554.8

gjev5 6.79 2.5 74.5 505.9 251.3 451.50 2.4 71.0 32056.6 15129.8

gjev6 1.72 10.0 72.5 124.6 60.2 103.30 10.6 73.0 7539.1 3666.3

gjev7 0.46 37.4 122.0 56.0 38.8 17.47 62.9 128.7 2248.2 1593.1

gjev8 0.35 48.4 117.6 41.7 28.4 15.32 71.8 124.7 1909.4 1335.2

gjev9 0.34 50.2 126.0 43.1 30.3 21.81 50.4 122.5 2671.8 1854.1

gjev10 0.36 47.7 117.1 42.1 28.7 19.01 57.8 123.6 2349.8 1637.1

Variant Time GFS Power Energy Net E. Time GFS Power Energy Net E.

gjev0 42.21 0.4 54.9 2317.9 1452.6 2671.76 0.4 55.9 149348.9 94577.7

gjev1 8.44 2.0 58.2 491.0 318.0 509.64 2.2 60.1 30644.5 20197.0

gjev2 6.75 2.5 57.7 389.8 251.4 400.75 2.7 60.4 24221.3 16005.9

gjev3 4.01 4.3 61.3 245.8 163.7 262.52 4.2 62.7 16448.3 11066.6

gjev4 3.92 4.4 61.2 240.0 159.6 257.51 4.3 62.5 16092.0 10813.1

gjev5 1.47 11.7 56.9 83.7 53.6 112.71 9.8 60.6 6829.0 4518.5

gjev6 0.43 40.2 63.4 27.3 18.5 23.06 47.7 64.9 1496.7 1024.0

gjev7 0.17 101.7 127.4 21.5 18.1 7.24 151.8 136.0 985.4 836.9

gjev8 0.14 125.4 128.7 17.6 14.8 5.29 207.8 144.0 762.3 653.8

gjev9 0.14 126.3 134.9 18.3 15.6 7.40 148.5 134.6 996.1 844.4

gjev10 0.13 128.2 120.9 16.2 13.5 6.69 164.4 133.3 891.4 754.3

Variant Time GFS Power Energy Net E. Time GFS Power Energy Net E.

gjev0 266.14 0.06 15.5 4125.2 5323 17046.36 0.06 17.8 303425.2 73299.3

gjev1 91.72 0.18 17.6 1614.3 376.1 5904.32 0.18 18.0 106277.8 26569.4

gjev2 86.47 0.19 17.8 1539.2 371.8 5531.95 0.19 18.5 102341.1 27659.7

gjev3 86.67 0.19 16.4 1421.4 251.3 5564.74 0.19 18.6 103504.2 28380.2

gjev4 34.30 0.50 20.1 689.4 226.4 2287.87 0.48 21.4 48960.4 18074.2

gjev5 75.34 0.22 17.0 1280.8 263.7 5641.16 0.19 18.3 103233.3 27077.6

gjev6 10.49 1.63 15.6 163.6 22.0 642.56 1.71 17.1 10987.8 2313.2

gjev8 10.33 1.66 14.9 153.9 14.5 635.53 1.73 17.4 11058.2 2478.6

a single precission (SP) peak performance of 128 GFLOPS and 37.5 W of idle
power. The second platform, sandy, is based on the Intel i7-3930K processor
(6 cores), with a peak of 307 SP GFLOPS, and 24 Gbytes of RAM. atom is
a laptop with a low-power Intel Atom N270 (single-core) processor, contains
1 GB of RAM and a peak of 3.2 SP GFLOPS. We use CentOs 6.2, Intel icc v12
and MKL 10.3 on nehalem and sandy; and CentOs 6.4, gcc 4.4.7 and MKL
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11.0 on atom. On nehalem, all power measurements were collected using an
internal wattmeter, which samples the consumption of the motherboard with a
rate of 30 samples/s. For sandy we leveraged Intel’s RAPL interface to query
the power dissipated by the processor only. The use of this technology forced us
to record power samples in the same platform running the experiment, and thus,
a low sampling rate of 10 Hz was selected to reduce the overhead. On atom,
we could only employ an external WattsUp?Pro wattmeter, thus measuring the
power of the complete platform, collecting 1 sample/s (the maximum offered by
this device). All tests were executed for a minimum of 1 minute, after a warm up
period of 2 minutes. Given the variety of technologies employed to measure power
consumption, a direct comparison between the power/energy efficiency of each
platform is delicate. All experiments were performed using ieee SP arithmetic,
though we do not expect significant qualitative differences if double precision
was employed. In the results, execution time is reported in seconds (s), power
in Watts (W) and energy in Joules (J). We employed two problem sizes in the
experiments, n=2,048 and 8,192; for the blocked algorithms, a variety of block
sizes was evaluated, but we only report the results corresponding to the best
case.

Table 1 (top) shows the results obtained by the 11 implementations in ne-

halem. Let us consider their performance first. The results of variants gjev0 to
gjev3 illustrate the convenience of the compiler optimizations, with gjev3 being
nearly 10× faster than gjev0. Interestingly, the results from gjev4 show that,
for the smaller problem size, the transparent effort performed by the compiler
is preferable to the optimizations embedded into the BLAS1 and BLAS2 rou-
tines from a highly tuned library. Nevertheless, the unblocked versions are all
clearly outperformed by the blocked algorithms, by a small factor in case we use
a simple implementation of kernel gemm (gjev5), or by a much wider margin in
case the MKL implementation is leveraged (variant gjev6). An additional raise
in the GFLOPS rate is obtained by relying on a parallel BLAS in gjev7 (multi-
threaded gemm), especially for the large problem. From then on, we observe small
improvements due to the blocked panel factorization incorporated to gjev8; and
minor variations for the small problem or significant losses for the large case and
the versions with look-ahead (gjev9–gjev10) on this platform.

Let us focus now on the (average) power dissipation in nehalem. We observe a
moderate increase in power for variants gjev0 to gjev3 which is suddenly turned
into a steady decrease for the next three variants, gjev4–gjev6, and the small
problem size. For the large problem size, there is a decrease in power as well, but
only for gjev4 and gjev5, followed by a slight increment from gjev5 to gjev6.
The exploitation of concurrency in the remaining four implementations, gjev7–
gjev10, yields a considerably higher power draft, about 50 W independently
of the problem dimension, but only represents an increase by a factor of 1.77
whereas the number of cores is multiplied by 8. This is easily explained if we
consider that, when idle, this platform already dissipates 37.5 W, but also by
the power that is necessary to feed the uncore elements of the processor (LLC,
core interconnect, etc.), that need to be turned on independently of the number
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of active cores. At this point, it is worth pointing out that, for the small problem
size, most of these hardware resources are wasted (the speed-up of the 8-core
parallel gjev7 with respect to the sequential gjev6 is only 2.26) and so is part
of the additional power required by the parallel execution. Furthermore, we
also note that the highest performance observed in our experiments with this
platform is 71.8 GFLOPS (variant gjev8 and the largest problem size), which
represents only 56.0% of the SP peak throughput for this architecture (128.0
GFLOPS), and also indicates that a significant part of hardware resources are
not fully utilized with the consequent waste of power.

If we consider the (total) energy, we observe that its behavior mimics that
of the execution time, as could be expected since power only experiences mod-
erate variations for the sequential variants (gjev0–gjev6), while the significant
increase for the parallel implementations (gjev7–gjev10) comes together with a
proportionally higher decrease of execution time, yielding a global reduction of
energy usage. We also show the net energy, which is calculated by subtracting
the energy consumption due to the idle power from the total energy. This value
thus offers a different, possibly more accurate, view of the energy. If we consider
idle power as a wasted resource (but unavoidable in most cases), for the same
problem dimension, a shorter execution time yields a more efficient use of these
resources, as the percentage of net energy over the total energy is then increased.
For example, for the largest problem size, the net energy for gjev0 represents
47.8%, while for gjev8 (the fastest variant) this ratio raises to 69.9%.

The performance-power-energy trade-offs for sandy, in the middle of Table 1,
are similar to those already observed for nehalem. Small differences between the
trends of these two architectures are, in general, due to the sandy being a more
powerful and energy-efficient processor, as well as the fact that our measurements
with sandy’s RAPL interface necessarily only include the power (and therefore
energy) consumed by the processor, but cannot capture that of the DDR memory,
which is also an important power sink for compute-intensive dense linear algebra
operations. On the other hand, we note that the highest arithmetic throughput
for all implementations (207.8 GFLOPS for gjev8 and the largest problem size)
represents only 67.6% of the SP peak performance of this 6-core platform, which
indicates that this problem size is likely too small to justify the exploitation
of all processor cores. If we consider energy, though, we can expect that any
nonnegligible reduction of execution time, easily translates into less energy being
consumed, leading to the counterintuitive conclusion that an inefficient use of
resources renders a more efficient energy usage. On the positive side, we observe
as well that, for this same case, the net energy represents a high 85.7% of the
total energy, a higher ratio than that observed for nehalem.

For the single-core atom (bottom of Table 1) we only evaluated the sequential
implementations of the gje algorithm, plus gjev8 (blocked panel factorization).
While the GFLOPS rates for this architecture are quite low, so is its SP peak
performance, of only 3.2 GFLOPS. Thus, the fastest implementation achieves
53.1% of the theoretical peak performance for the largest problem size, compared
with gjev6 (fastest sequential version), that on xeon attained 66.2% of the
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peak, while on sandy this same variant achieved an impressive 93.1%. From
the point of view of power efficiency, starting with an idle power of 13.5 W,
the small variations that occur are more important than in principle could seem.
For the largest problem size, for example, the highest point is observed for gjev4
(21.4 W if we consider total power or just 7.90 W if we subtract idle power) and
the lowest for gjev6 (17.1 and 3.60 W for total and net power, respectively). A
second consequence of the small differences between total and idle power is the
low fraction that the net energy represents over the total energy, though it must
be taken into account that, on atom, we are measuring the power dissipation
of the complete platform (including, e.g., hard disk, display, etc.). For the gjev6

and the largest problem size, e.g., this is only 22.4%. A conclusion is that this
type of low-power processors need to incorporate several cores, to improve their
performance and net energy-to-total energy ratio, and thus be able to compete
with the complex out-of-order architectures.

4 Concluding Remarks and Future Directions

We have presented a complete evaluation of the impact that different optimiza-
tion techniques have on the performance, power draft and energy efficiency of a
dense linear algebra computation on the two latest processor generations from
Intel (Nehalem and Sandy-Bridge) and a low-power architecture (Intel Atom).
In total, 11 implementations of the gje for matrix inversion were evaluated,
obtained from the application of manual (programmer-driven) and automatic
(compiler-driven) optimizations, as well as the use of tuned MKL kernels and
the task-parallel SMPSs runtime. We believe that our study comprises most of
the optimization techniques that are in use today, covering also a wide vari-
ety of compute-bounded dense linear algebra operations on current multicore
processors.

One major observation from this analysis is that, in general, optimization
leads to significant reductions of execution time, but the variations of power
(usually increases) that accompany those are rather small, which results in im-
portant reductions of energy. A second observation is noted by comparing the
highest performance observed in the experiments with the theoretical peak of
each platform. The conclusion in this case is that, at least for the problem dimen-
sions considered in the experiments, dedicating a large number of cores to the
computation of the operation results in a significant waste of hardware resources
and power. For example, when using all cores, the highest fraction of SP peak
performance was 67.6% for sandy and 53.1% for atom; however if we consider
only one core, these ratios varied to 66.2% and 93.1% for nehalem and sandy.
The analysis of the net versus total energy shows a remarkable improvement in
the Sandy-Bridge generation of processors from Intel. This observation implicitly
hints the high impact of idle power, and offers the general conclusion that, for
compute-bounded operations, a power-hungry approach like race-to-idle is to be
preferred. Combined with our previous observation, we can therefore note the
counterintuitive observation that a more inefficient use of resources (as occurs
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when all cores of the platform are employed) results in a more efficient use of
energy (as this reduces the time as much as possible).

As part of future research we plan to analyze the impact of similar optimiza-
tion techniques on memory-bounded dense linear algebra operations. Addition-
ally, we also plan to extend our study to other low-power processors with a large
number of cores, from Intel and ARM.
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Abstract. The number of nodes inside supercomputers is continuously
increasing. As detailed in the TOP500 list, there are now systems that
include more than one million nodes; for instance China’s Tianhe-2. To
cope with this huge number of cores, many interconnection networks
have been proposed in the literature. However, in most cases, proposed
topologies have shown gaps preventing these topologies from being ac-
tually implemented and manufactured. In this paper, we propose a new,
implementation-friendly, topology for interconnection networks of mas-
sively parallel systems: torus-connected cycles (TCC). Torus-based net-
works have proven very popular in the recent years: the Fujitsu K and
Cray Titan are two examples of supercomputers whose interconnection
networks are based on the torus topology.

1 Introduction

Modern supercomputers are including hundreds of thousands of computing nodes.
As detailed in the TOP500 list of June 2013 [1], there are even massively parallel
systems that embed more than one million nodes, such as China’s Tianhe-2. In
order to handle this huge number of cores as efficiently as possible, numerous
topologies have been proposed as interconnection networks for massively parallel
systems. However, in most cases, proposed topologies have shown hardware or
software gaps preventing these topologies from being actually implemented and
manufactured.

As of today, many network topologies that aim at connecting a large quantity
of nodes while retaining a low degree and a small diameter have been described in
the literature: metacubes [2, 3], hierarchical cubic networks [4–6] and hierarchical
hypercubes [7–10] are some examples. Cube-connected cycles [11] are also related
to our work. However, there is a gap between these theoretical propositions and
actual hardware implementations.

One can thus understand that the properties aimed by these networks topolo-
gies (high order, low degree, small diameter) are, even if important, not sufficient
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to lead to actual hardware implementation. Other critical parameters have a sig-
nificant impact on hardware architecture decisions.

Network scalability and topology simplicity are two of these critical param-
eters. And these are two of the reasons why modern supercomputers are often
based on torus interconnects. At the beginning of supercomputing, the hyper-
cube network [12] was popular due to its simplicity. This topology is no more
applicable though due to the high number of nodes involved now. This critical
property (simplicity) has been mostly relegated in modern interconnection net-
works proposals. Also, nowadays such machines need to be easily expandable,
for example to add new nodes that will increase the computing power (see com-
puter clusters). Now, on a reversed point of view, scalability and simplicity are
two of the reasons why other, more complex topologies as mentioned earlier are
not found in any hardware implementation.

So, it is reasonable to compromise on the order and diameter of a network
at the benefit of scalability and ease of implementation. This is what hardware
manufacturers are actually doing when designing their massively parallel sys-
tems.

So, we propose to build a hierarchical network that is based on a torus for all
its advantages, and that includes an additional layer so that we can increase the
network order while shrinking its diameter.

On the one hand, hierarchical interconnection networks based on torus are
rare; one can merely cite H3D-torus [13] and Symmetric Tori Connected Torus
Network [14] as examples. One of the main reason for this is the difficulty to es-
tablish the network diameter, and thus optimal (shortest) routing algorithms. On
the other hand, torus-based interconnection networks have proven very popular
with modern supercomputers: the Fujitsu K and Cray Titan both use, amongst
others, a torus-based interconnection network. Aiming at reasonable network size
and hardware applicability, we propose in this paper a torus-connected cycles
(TCC) topology.

The rest of this paper is organised as follows. We define the torus-connected
cycles network topology in Section 2. General notations and definitions are also
given. Then, we estimate the network diameter of a TCC in Section 3; a simple
routing algorithm can be subsequently deduced. Next, we give an algorithm
finding a Hamiltonian cycle in Section 4. Finally, this article is concluded in
Section 5.

2 Definitions

In this section, we define the torus-connected cycles (TCC) topology and give
additional notations used throughout the paper.

Definition 1. [15] An n-dimensional mesh has ki nodes on the i-th dimension,
where ki ≥ 2 and 0 ≤ i ≤ n, thus resulting in k0× k1× . . .× kn−1 nodes in total.
A node u is addressed with n coordinates (u0, u1, . . . , un−1). Two nodes u, v are
adjacent if and only if ui = vi holds for all i, 0 ≤ i ≤ n− 1, except one, j, where
either uj = vj + 1 or uj = vj − 1.



Torus-Connected Cycles 13

Definition 2. [15] An n-dimensional torus of arity k, also called (n, k)-torus,
is an n-dimensional mesh with all ki’s equal to k and with wrap-around edges:
two nodes u, v are adjacent if and only if ui = vi holds for all i, 0 ≤ i ≤ n− 1,
except one, j, where either uj = vj + 1 (mod k) or uj = vj − 1 (mod k) holds.

We note that an (n, k)-torus is of degree n if k = 2, and 2n otherwise.

Definition 3. An n-dimensional TCC of arity k, denoted by TCC(n, k), con-
nects 2n-cycles according to an (n, k)-torus. A node of a TCC is written as
a pair (σ, π) with −(n − 1) ≤ π ≤ n − 1 an integer coded in ones’ comple-
ment (i.e. +0 and -0 are distinguished), and σ an n-tuple of natural numbers
ranging from 0 to k − 1. For a node u = (σ, π), the set of the neighbours of u is
N(u) = {(σ,−π), (σ,− π

|π|((|π|+1) mod n))), (σ+ π
|π|e

|π| mod k,−π)} with ei the

unit vector [0, 0, . . . , 0, 1, 0, . . . , 0] for the dimension i, and with the conventions
−(+0) = −0, −1 ∗ 0 = −0, −0/0 = −1 and +0/0 = 1.

One should note that |π| indicates the dimension “covered” by a node. The 2n-
cycles connected are also called clusters; the cluster of a node u is denoted by
C(u). Additionally, we note that a TCC(n, k) is of degree 3. We distinguish two
types of edges in a TCC: internal edges connect nodes of a same cluster, while
external edges connect nodes of distinct clusters. So, each node of a TCC has
two internal neighbours and one external neighbour. A TCC(2, 3) is illustrated
in Figure 1.

([0,0], +0)

([0,0], -0) ([1,0], -0)

([1,0], -1) ([2,0], -1)

([0,1], -1)

([0,1], -0)

Fig. 1. A TCC(2, 3): 4-cycles are connected according to an (n, k)-torus
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Finally, we recall several definitions and notations related to networks in
general.

A path is an alternate sequence of distinct nodes and edges u0, (u0, u1),
u1, . . . , uk−1, (uk−1, uk), uk, which can be simplified to u0 → u1 → . . . → uk

and abbreviated to u0 � uk. The length of a path corresponds to its number of
edges; in this example, the path length is equal to k. Two nodes of a graph are
diagonally opposed if and only if the length of a shortest path connecting them
is equal to the graph diameter, that is the maximum length of a shortest path
between any pair of nodes.

3 Diameter and Simple Routing

We estimate in this section the diameter of a TCC(n, k). The algorithm described
can be subsequently used to perform simple routing (i.e. point-to-point). TCC
routing is closely related to cycle traversal. Effectively, each of the n dimensions
are iterated by traversing the corresponding nodes inside cycles of a TCC. So we
can consider the traversal of one unique 2n-cycle to describe routing: one external
edge for a dimension corresponds to the internal edge between the two nodes
on the cycle covering that dimension. See Figure 2. Two nodes u, v covering the
same dimension are adjacent; we call u the counterpart of v, and vice-versa.

(a) (b)

Fig. 2. TCC Routing (a) can be reduced to cycle traversal (b)

3.1 Case k = 2

The case k = 2 is a special case. Effectively, an (n, 2)-torus is a hypercube and
so there is no effect of wrap-around edges. Shortest-path routing is described
below; the diameter is deduced.

Consider two nodes s and d diagonally opposed. If n = 2, select the external
edge s → s′ incident with s, then select the internal edge s′ → u such that the
external edge of u is connected to C(d), say u → v ∈ C(d). Lastly, we traverse
half of C(d) to reach d, thus requiring 2 internal edges. In total, the selected
path s → s′ → u → v � d is of length 5. See Figure 3.

Now, if n ≥ 3, select the external edge incident with s; this induces a cycle
traversal direction (see Figure 4). Continue traversing the cycle in this direction
so as to consume 1 external edge for each of the n − 1 remaining dimensions,
finally reaching C(d); this takes 1 + 2(n− 1) edges. Lastly, δ ≤ n internal edges
in C(d) are required to reach d. If δ = n, then we discard the selected path
and start again by traversing the cycle in the opposite direction (i.e. we first
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s

d

Fig. 3. Shortest-path routing in a TCC(2, 2)

select the internal edge incident with s and its counterpart). Because this time
the n− 1 dimensions are consumed in reverse order compared with the previous
selection, we arrive in C(d) at the diagonally opposed position as previously, and
thus δ ≤ n − 2 (actually δ = 0). So, in total, the selected path is of length at
most 1 + 2(n− 1) + (n− 1) = 3n− 2. Note that if δ = n in the first place, s and
d are not diagonally opposed since they can be connected with the second path
in 2n edges.

C(s)

s

Fig. 4. Selecting an edge incident with s induces a cycle traversal direction. Here the
external edge of s is selected; it induces the arrowed direction.

3.2 Case k ≥ 3 and k Even

Consider an (n, k)-torus. In the case k even, two diagonally opposed nodes are
separated from the same number of edges, no matter the direction in which you
traverse the torus to join these two nodes. So, in a TCC(n, k), we can freely
choose the rotation direction inside the cycle without impacting the number of
external edges needed to join a diagonally opposed cycle. We describe below an
algorithm finding a shortest path between two diagonally opposed nodes in a
TCC. An illustration is given in Figure 5 and examples in Figure 6.

1. Consider two special positions on the cycle: the position of the source node
s, and the position of the external neighbour d′ of d.

2. Traverse the cycle in the direction where the position of d′ is reached before
the counterpart position for the same dimension.
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s

d′ d

A

B

C

Fig. 5. Cycle traversal: k/2 − 1 external edges consumed on part A (s � d′), k/2 on
part B (d′ � s) and 1 on part C (s � d′)

3. By traversing the cycle according to this direction, consume k/2−1 external
edges per dimension for the dimensions on the s � d′ part of the cycle, d′

dimension included.
4. Then, continue the cycle traversal by consuming k/2 external edges per

dimension for the dimensions on the d′ � s part of the cycle, this time d′

dimension not included.
5. Finally, achieve the cycle traversal by consuming 1 external edge per dimen-

sion for the dimensions on the s � d′ part of the cycle.

s

d

d′

s

d

d′

Fig. 6. Two cases of diagonally opposed nodes s, d connected with a shortest path
(length 8)

This way we are ensured that no internal edge will be selected inside C(d).
The length of such path can be computed as follows.

Consuming one external edge on one dimension requires 1 internal edge on
the cycle and 1 external edge. So, on the s � d′ part of the cycle, assuming δ
dimensions are consumed on this part, we have δ ∗ 2(k/2 − 1) edges required.
We recall that dimensions on this part of the cycle are consumed up to k/2 − 1
external edges. Then, on the d′ � s part of the cycle, n − δ dimensions are
fully consumed (i.e. up to k/2 external edges); it takes (n − δ) ∗ 2(k/2) edges.



Torus-Connected Cycles 17

Finally, on the part s � d′ of the cycle, δ dimensions are consumed with only
one external edge for each dimension; it takes δ ∗ 2(1) edges. In total we have
found a path between two diagonally opposed nodes of length

δ ∗ 2(k/2 − 1) + (n− δ) ∗ 2(k/2) + δ ∗ 2(1) = nk

which is obviously a shortest path.

3.3 Case k ≥ 3 and k Odd

Consider an (n, k)-torus. In the case k odd, the number of edges between two
diagonally opposed nodes depends on the direction used to traverse the torus
to join these two nodes. For one dimension, depending on the direction used
to traverse this dimension, either �k/2� or 	k/2
 edges are required to reach a
diagonal node, considering only this dimension. So, in a TCC(n, k), the direction
used to traverse the cycle will impact the number of external edges needed to
join a diagonally opposed cycle. We can apply the same idea as in the case k
even to find a path between two diagonally opposed nodes. However, we should
take care to stay at a distance of 1 external edge to C(d) for dimensions of
s � d′, d′ included, which can induce successive selection of internal edges
to skip dimensions. Assuming that each of all dimensions is consumed in the
direction requiring (k+ 1)/2 external edges, the maximum length of a generated
path is as follows.

On the s � d′ part of the cycle, assuming δ dimensions are consumed on
this part, we have δ ∗ 2((k − 1)/2) edges required. We recall that dimensions on
this part of the cycle are consumed up to (k− 1)/2 external edges. Then, on the
d′ � s part of the cycle, n−δ dimensions are fully consumed (i.e. up to (k+1)/2
external edges); it takes (n− δ) ∗ 2((k + 1)/2) edges. Finally, on the part s � d′

of the cycle, δ dimensions are consumed with only one external edge for each
dimension; it takes δ ∗ 2(1) edges. In total we have found a path between two
diagonally opposed nodes of length:

δ ∗ 2((k − 1)/2) + (n− δ) ∗ 2((k + 1)/2) + δ ∗ 2(1) = nk + n

One can see that an extra cost of n edges compared to the case k even is
induced. We are confident that this is of very low actual impact. Effectively,
the dimension of a torus is always very small compared to its arity; for instance
the Cray Titan is based on a three dimensional torus to connect hundreds of
thousands of nodes: n << k.

So, considering any two nodes u, v of a TCC, in other words two nodes that
are not necessarily diagonally opposed, we can apply the same algorithm to find
a path u � v that is guaranteed to be of length at most the diameter established
previously.

3.4 Experimental Data, Comparison with Related Networks

We have empirically calculated the diameter of a TCC(n, k): we have established
all the possible paths between all possible pairs of nodes. Considering all the
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paths established, we have then retained the length of the longest path, that is
the diameter for this instance of n, k.

Table 1. Empirically calculated diameter of a TCC(n, k)

n \ k 2 3 4 5 6 7 8

2 5 6 8 10 12 14 16
3 7 9 12 15 18 21 24
4 10 13 16 20 24 28 32
5 13 16 20 25 30
6 16 20 24 30 36
7 19 23 28
8 22 27
9 25

10 28

One can see that the case k = 2 is indeed special as detailed in Section 3.1. For
the cases k ≥ 3, we can see that the empirical data is matching our theoretical
estimations of nk in the case k even, and at most nk + n otherwise.

Lastly, we summarise the TCC topology properties and compare them to those
of related networks, namely (n, k)-tori (k-ary n-cubes) [15] and cube-connected
cycles [11]. A cube-connected cycle CCC(d, k) is a d-cube connecting 2d k-cycles.
A CCC(d, k) with d �= k is not considered here since it is neither symmetric
nor regular. So, we only consider the case d = k, and simply denote CCC(n).
Additionally, for the sake of clarity, we consider only the case k even for a TCC(n,
k).

The bisection width of a graph G is defined as the cardinality of a minimum
set of edges H such that G \H is made of two disconnected subgraphs of same
size. The bisection width is an important metric regarding fault-tolerance. One
can see that the bisection width of a TCC is the same as that of an (n, k)-torus:
k edges on each of the n− 1 dimensions are cut in two places so that the initial
graph is separated into two similar entities. The results are given in Table 2.

Table 2. Comparing TCCs, CCCs and n-tori (k-ary n-cube)

CCC(n) TCC(n, k) (n, k)-torus

order n× 2n 2n× kn kn

degree 3 3 2n
diameter 2n+ �n/2� − 2 nk n�k/2�
bisection 2n−1 2× kn−1 2× kn−1

4 Hamiltonian Cycle

In this section we propose an algorithm finding a Hamiltonian cycle inside a
TCC. This is a fundamental routing problem which has numerous important
applications. The main idea to solve this problem is to construct an Hamiltonian
cycle inside a TCC of dimension 1, 2,. . . until n. We give a constructive proof by
induction.
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Let us construct a Hamiltonian cycle inside a TCC(n, k). Start by consid-
ering a TCC(2, k), that is a network of 2k clusters, each consisting of four
nodes. Consider the two nodes u = ([0, 0],+0), v = ([0, 0],−0) for dimension 0
of one of these clusters. Select the cycle C : u = ([0, 0],+0) → ([0, 1],−0) �

([0, 1],+0) → ([0, 2],−0) � ([0, 2],+0) → . . . → ([0, k − 1],−0) � ([0, k −
1],+0) → ([0, 0],−0) = v � ([0, 0],+0) = u, where a � b represents the
Hamiltonian path from a to b inside the cluster (i.e. k-cycle) containing a, b.
We have thus constructed a cycle C including all the nodes of the k clusters [0, i]
(0 ≤ i ≤ k − 1). Now, inside each of these k clusters, say [0, i] (0 ≤ i ≤ k − 1),
consider the two nodes for dimension 1, say x = ([0, i],+1), y = ([0, i],−1). Dis-
card the edge (x, y) from C and select the path x = ([0, i],+1) → ([1, i],−1) �
([1, i],+1) → ([2, i],−1) � ([2, i],+1) → . . . → ([k−1, i],−1) � ([k−1, i],+1) →
([0, i],−1) = y � ([0, i],+1) = x. So, for each of the k clusters, we have appended
to C a Hamiltonian path covering dimension 1. See Figure 7.

(a) (b)

Fig. 7. (a). Constructing a cycle covering the k clusters of one particular dimension
(blue edges). (b). Expanding this cycle to cover all dimensions (green edges added to
the original blue cycle; red edges are discarded from the original cycle).

Assume this works for a TCC(n, k). We show it works for a TCC(n + 1, k).
Let C be a Hamiltonian cycle inside a TCC(n, k).

Expand that TCC(n, k) into a TCC(n + 1, k); C is simply modified to in-
clude inside each cluster the unique newly added edge for dimension n + 1.
Consider the kn clusters of one “face” of a TCC(n + 1, k); say the clusters
[0, in−1, . . . , i1, i0] with 0 ≤ ij ≤ k − 1 and 0 ≤ j ≤ n − 1. For each of
the kn clusters, say [0, in−1, . . . , i1, i0], consider the two nodes for dimension
n + 1, say x = ([0, in−1, . . . , i1, i0],+n), y = ([0, in−1, . . . , i1, i0],−n). Discard
the edge (x, y) from C and select the path x = ([0, in−1, . . . , i1, i0],+n) →
([1, in−1, . . . , i1, i0],−n) � ([1, in−1, . . . , i1, i0],+n)→ ([2, in−1, . . . , i1, i0],−n)�
([2, in−1, . . . , i1, i0],+n) → . . . → ([k−1, in−1, . . . , i1, i0],−n) � ([k−1, in−1, . . .
, i1, i0],+n) → ([0, in−1, . . . , i1, i0],−n) = y � ([0, in−1, . . . , i1, i0],+n) = x. So,
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for each of the kn clusters, we have appended to C a Hamiltonian path covering
the dimension n + 1, and thus C is a Hamiltonian cycle for TCC(n + 1, k).

5 Conclusions

We have proposed in this paper a new topology for interconnection networks of
massively parallel systems: torus-connected cycles. This topology aims at miti-
gating the problems faced by many network topologies proposed in the literature
that hamper the actual hardware implementation of these networks. Addition-
ally, we have shown that the diameter of a TCC is optimal in the case k even, and
nearly optimal in the case k odd. Then, we have proposed a routing algorithm
finding a Hamiltonian cycle inside a TCC.

Future works first include showing that the diameter of a TCC(n, k) is nk for
k ≥ 3, not only k even. Then, one can think about finding algorithms solving
the node-to-node and the node-to-set disjoint paths routing problems. Lastly,
fault-tolerance is another possible interesting development.
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Abstract. The Cloud Computing systems are in the process of becoming an 
important platform for scientific applications. Optimization problems of data 
placement and task scheduling in a heterogeneous environment such as cloud 
are difficult problems. Approaches for scheduling and data placement is often 
highly correlated, which take into account a few factors at the same time, and 
what are the most often adapted to applications data medium and therefore goes 
not to scale. The objective of this work is to propose an optimization approach 
that takes into account an effective data placement and scheduling of tasks by 
replication in Cloud environments. 

Keywords: Placement of data, scheduling, optimization, clouds, large-scale. 

1 Introduction 

Cloud computing is the development of grid computing, parallel computing and 
distributed computing. It is a new pattern of business computing. Cloud computing is 
the large-scale datacenter resources which are more concentrated. In addition, 
virtualization technology hides the heterogeneity of the resources in cloud computing, 
cloud computing is user-oriented design which provides varied services to meet the 
needs of different users. It is more commercialized, and the resources in cloud 
computing are packed into virtual resources by using virtualization technology.  

The scheduling methods implemented in the scheduler aim for better response 
times, by minimizing data placement. In our model, the scheduler must also take 
consideration by gang scheduling tasks which have the same data. The modeled 
system, implements a special case of parallel job scheduling called Gang Scheduling 
in which jobs consist of tasks that must be scheduled to run simultaneously and 
concurrently since they are in frequent data with each other. 

The remaining parts of this paper are organized as follows. The next section briefly 
describes the generality of tasks scheduling in a cloud computing environment. In 
Sect. 3, the related works for a task scheduling and data placement in a cloud 
computing environment. A proposed model is illustrated in section 4 and 
experimentation and results is given in section 5. Section 6 concludes the paper and 
discusses future research directions. 
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2 Related Works 

The paper [1] proposes a scheduling algorithm that addresses these key challenges 
scheduling task in the clouds. Incoming jobs are grouped based on the status of the 
task as a minimum execution time or based on the priority and minimum cost. The 
resource selection is made based on the constraints of using task an interesting 
approach. The proposed model is implemented by cloudsim simulator and the results 
validate the accuracy of the framework and show a significant improvement over the 
sequential ordering.  

In [2], the authors propose a heuristic algorithm for scheduling task in which an 
initial task allocation will be produced at first, and then the time of completion of 
work can be reduced gradually by giving the initial task allocation. By adopting a 
comprehensive position, the algorithm can adjust data locality dynamically according 
to network state and workload of battery. 

The paper [3] investigates the application of a group scheduling on a cloud 
computing model based on the architecture of cloud computing Amazon (EC2). The 
study takes into account the performance and cost performance while incorporating 
mechanisms for migration and job handling the famine tasks. The number of virtual 
machines (VMs) is available at any time and dynamic scales according to the 
demands of the tasks being maintained. The mentioned model is studied through 
simulation in order to analyze the performance of execution and the overall cost of 
group scheduling with migration and manipulation of famine. The results highlight 
that this scheduling strategy can be effectively deployed in the clouds, and the clouds 
platforms can be viable for HPC business or high performance applications. 

In this paper [4], the authors propose a clustering strategy matrix k-means based on 
data placement for scientific applications in the cloud. The strategy contains two 
algorithms that group the existing datasets in k datacenters during the construction phase 
of workflow and dynamic data sets newly generated most appropriate datacenters based 
data on dependencies during the implementation phase. The simulations show that the 
algorithm can effectively reduce data movement during the workflow. 

3 Process Used 

The approach [5] includes two important steps. Each of which contains a set of 
operations to be performed. In addition to these two steps, we extended the strategy 
with a replication service that constitutes the third phase of this work. These three 
steps are summarized as follows: 

3.1 Stage of Construction 

During the construction phase, a matrix pattern will be used to represent the existing 
data. A pre-classification of these data is then performed by applying transformations 
to the matrix and distributing data across different datacenters. This distribution will 
represent the initial scores for the K-means algorithm, which is used during the 
execution stage. 
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Clustering the Dependency Matrix 

In scientific workflows, many instances will be executed simultaneously. Some tasks 
use a large amount of data and produce, and several other output data. In order to 
perform a task, all required data must be located in the same datacenter and this may 
require some data movement (also called datasets). In addition, if two datasets are 
always used together with many tasks, they must be stored together in order to reduce 
the frequency of data movement. 

Calculation of Dependencies 

Two sets are considered, all datasets noted by D and the set of tasks rated by T. Each 
dataset di ∈ D has two attributes noted: (Ti, si) where Ti ⊂ T is the set of tasks that use 
the dataset di, where si is the size of di. Two datasets di and dj are called dependent if 
there are tasks that use both di and dj. The amount of this dependence is equal to the 
number of common tasks between di and dj. 

Construction of the Matrix DM 

Each element of the matrix DM, noted DMi,j = dependencyij. For the diagonal 
elements, each value DMi, i represent the number of tasks that will use the dataset di. 
DM is a symmetric matrix of dimension n×n where n is the total number of existing 
Datasets. 

Development of Clustered Dependency Matrix 

The Bond Energy Algorithm (BEA) [6] is applied to the matrix DM in order to group 
similar values together, that is to say that large sets and small sets values together. 

Two measures, BEC and BEL are defined for this algorithm. The permutation is 
done so that these measures (see Formulas 1 and 2) are maximized: ܧܤ஼೔,ೕୀ ෍ ௜,௝ܯܦ ൈ ௜,௝ାଵ                                   ሺ1ሻ௡ܯܦ

௜ୀଵ  

௅೔,ೕୀܧܤ   ෍ ௜,௝ܯܦ ൈ ௜ାଵ,௝                                    ሺ2ሻ௡ܯܦ
௝ୀଵ  

Partition and Distribution of Datasets 

In this section, two important operations will be performed. These are the partitioning 
and distribution of datasets. 

Step of Partition 

All datacenters noted DC where each datacenter dcj has a storage capacity rated csj. A 
binary partitioning algorithm is applied to the matrix CM (clustered dependency 
matrix) in order to get the best binary partitioning possible. A measure PM (see 
Formula 3) is defined for this algorithm: 
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ܯܲ ൌ ෍ ෍ ௜௝ܯܥ ൈ ෍ ෍ ௜௝ܯܥ െ௡
௝ୀ௣ାଵ

௡
௜ୀ௣ାଵ ቌ෍ ෍ ௜௝௡ܯܥ

௝ୀ௣ାଵ
௣

௜ୀଵ ቍଶ            ሺ3ሻ௉
௝ୀଵ

௉
௜ୀଵ  

 

This measure means that the datasets in each partition will be higher dependencies 
than the datasets that are in other partitions. 

Step of Distribution 

In this part, we must distribute the datasets on datacenters. A parameter noted λini is 
introduced for each datacenter dcj ∈ DC. It refers to the initial use (in %) of the 
storage capacity of the data center; the initial size of the datasets that will be in dcj 
may not exceed csj×λini. λini value depends on the type of application running. 

3.2 Stage of Execution 

During the execution phase, the K-means algorithm is used to classify, dynamically a 
generated datasets by assigning each to one of two datacenters K obtained during the 
construction phase. 

Scheduling and Execution of Tasks 

Before worrying datasets that will be generated, first we must run existing tasks. 
Since the movement of datasets of a data center to another is more expensive than the 
scheduling of tasks to the datacenter. A job scheduling algorithm is used (Algorithm 
of scheduling). 
 

 

Algorithm of scheduling
Input: T: set of tasks. 
DC: set of datacenters. 
Output: All tasks sequenced to an appropriate 

datacenters. 
 
Description: 
1: for each ti � T do 
2:     if datasets required by ti are available then 
3:        Schedule ti to dcj to be executed 
4:        where dcj has the majority of datasets 

required by ti 
5:        set status_ti=ready 
6:     else status_ti=ready 
7:     end if 
8: end for 
9: for each ti �T do 
10:    if status_ti=ready then 
11:        Execute ti 
12:    end if 
13: end for 
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In this algorithm, the technique used is based on the placement of datasets; the 
ready tasks are scheduled to the datacenter that contains the majority of the datasets 
required. A task is said to be ready if all required datasets belong to the set of existing 
datasets. Once the tasks are completed, new datasets are generated. 

3.3 Stage of Replication 

During the step of executing, each task will be scheduled to datacenter that has the 
majority of datasets required. With this approach, we will try to replicate some 
datasets in order to minimize their move from one data center to another and 
consequently reduce the response time of user requests. To do this we developed an 
algorithm for replication datasets. 

To replicate some important datasets, the most frequently used an algorithm was 
established. The principle can be described as follows: 

1. Given a T all tasks running in a datacenter given, we calculate the absolute 
majority for this set. This majority is the threshold at which the replication will take 
place (Line 1 of the algorithm). Thus, in each datacenter, the threshold depends of the 
number of tasks running in the data center (see formulas 4 and 5) if: ܾܰ௧௔௦௞௦ ൌ ݎ݅ܽ݌ ՜ ݈݀݋݄ݏ݁ݎ݄ܶ ൌ ሺܾܰ௧௔௦௞௦ ൊ 2ሻ ൅ 1  (4) ܾܰ௧௔௦௞௦ ൌ ݀݀݋ ՜ ݈݀݋݄ݏ݁ݎ݄ܶ ൌ ሺܾܰ௧௔௦௞௦ ൊ 2ሻ  (5) 

2. For each task we will mark the datasets that are not available in the datacenter 
recipient, that is to say that each datacenter contain its own list of marking to be 
established based datasets unavailable locally and which must be moved (Lines 2 and 
3 and 4 and 5 of the algorithm of replication ). 

 

Algorithm of replication 

Input: T: set of tasks 
K: set of datacenters results from the stage of 

construction 
Output: Datasets replicated 
 
Description: 
1: Calculate Threshold 
2: for each dcj� K do 
3:    for each ti � T do 
4:     Marc dj where dj is required from ti but dj�dci // 

dci is the datacenter destination from ti 
5:    end for 
6: end for 
7: if number of marking =threshold then  
8:      Replicate dj 
9: end if 
10: for each dcj � K do 
11:   Update csj 
12: end for  
13: for each ti�T do 
14:     Execute ti 
15: end for 



 Optimization of Tasks Scheduling by an Efficacy Data Placement 27 

3. If the majority of tasks require the displacement of the same dataset, it will be 
replicated to prevent displacement for each task (lines 8 and 9 of the algorithm). 

4. Replication must be done at the destination datacenter on which tasks that 
require marked dataset will run. 

5. In the case where there are multiple datasets where the marked marking has 
reached the threshold, replication will be done for all these marked datasets. 

Once the datasets in question replicated task execution begins. 

4 Experimentation and Results 

We implement our simulator in java and have realized some experimentation 
concerning a number of displacements, response time, and the observed results are 
then discussed in this section. 

4.1 Number of Displacements 

In this first series of experiments, we measured the number of displacements of data. 
For this we executed the simulation with the three approaches (Without a strategy, 
with strategy and with replication). Simulation results were performed with the 
parameters described in the table 1: 

Table 1. Parameters of simulation for the first experimentation 

Parameters Values 
Number of tasks 1000 
Size of data 3000 GO for each data 
Number of 
datacenters 

13 

Capacity of storage 30000 for each data center 
Number of VM 1 for each datacenter 
Number of hosts 1 for each datacenter 
Bandwith 10 Go/s 

 
Figure 1 shows the resulting graph. We note with different data values, using the 

investment strategy reduces the number of moving data between datacenters 
compared to their random assignment. On the other hand, the proposed approach with 
replication is even better, because for some embodiments, the number of trips is equal 
to 0 (see Figure 1). 
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5 Conclusions 

The cloud computing is emerging with rapidly growing customer demands. In case of 
significant client demands, it may be necessary to share data among multiple data 
centers fairly. In this paper, we present an efficacy data placement and tasks 
scheduling by replication of some data. 

We managed, through this work, to implement: first, an investment strategy based 
data classification by the K-means algorithm, and secondly, to propose and implement 
an approach to data Replication for Cloud Computing environment. 

To highlight the proposed and the strategy used, we conducted series of 
experiments by varying different input parameters approach. We used also a set of 
metrics such as the number of data movement, the response time and the cost 
incurred. The proposed approaches, as well as the strategy used, were able to improve 
data placement and minimize response time due to scheduling tasks to datacenters 
that contain the majority of the required data. For a continuation of our word we 
propose to integrate our process in clousim simulator and take consideration of the 
size of data like essential factor. 
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1 University of Freiburg, 79098 Freiburg, Germany
2 Friedrich Schiller University Jena, 07743 Jena, Germany

Abstract. The Lanczos algorithm is among the most frequently used
techniques for computing a few dominant eigenvalues of a large sparse
non-symmetric matrix. When variants of this algorithm are implemented
on distributed-memory computers, the synchronization time spent in
computing dot products is increasingly limiting the parallel scalability.
The goal of s-step algorithms is to reduce the harmful influence of dot
products on the parallel performance by grouping several of these oper-
ations for joint execution; thus, plummeting synchronization time when
using a large number of processes. This paper extends the non-symmetric
s-step Lanczos method introduced by Kim and Chronopoulos (J. Com-
put. Appl. Math., 42(3), 357–374, 1992) by a novel normalization scheme.
Compared to the unnormalized algorithm, the normalized variant im-
proves numerical stability and reduces the possibility of breakdowns.

Keywords: s-step Lanczos, numerical stability, synchronization-
reducing.

1 Introduction

Non-symmetric eigenvalue problems arising from computational science and en-
gineering are often large and sparse. When only a few dominant eigenvalues
are needed, iterative Krylov methods enter the picture, e. g., the Lanczos al-
gorithm [1]. When parallelizing the Lanczos method on message-passing archi-
tectures, näıve approaches focus on balancing computational load among pro-
cesses, but mainly ignore communication and synchronization. These approaches
essentially consist of parallelizing a known serial iterative method by paralleliz-
ing each linear algebra operation individually. Thus, the resulting implemen-
tations inherit most of the properties of the given algorithms including their
serial nature. Since this often leads to poor performance, significant research
effort is spent in designing new Krylov algorithms specifically for parallel com-
puters: (i) Communication-overlapping algorithms [2, 3] aim at reducing the
impact of a communication event by overlapping it with computation and/or
other communication. (ii) Communication-avoiding algorithms [4, 5] rely on
blocking to reduce the volume of communication. (iii) Synchronization-free algo-
rithms [6] do not involve any synchronization of all processes at the same time.
(iv) Synchronization-reducing algorithms [7–11] try to minimize the number of

J. Ko�lodziej et al. (Eds.): ICA3PP 2013, Part II, LNCS 8286, pp. 30–39, 2013.
c© Springer International Publishing Switzerland 2013
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global synchronization points (GSP), locations of an algorithm at which all in-
formation local to a process has to be globally available on all processes in order
to continue the computation.

While communication-avoiding algorithms successfully reduce communication
volume between processes, they do not directly focus on synchronization among
processes. However, synchronization will increasingly dominate the total exe-
cution time on future extreme-scale computer systems where the number of
processes will be huge. Therefore, we focus on a novel synchronization-reducing
Krylov algorithm. Here, a GSP is enforced by dot product-like operations in-
volving a reduction operation on all participating processes. When only a single
GSP is enforced for s iterations of the corresponding classical algorithm, this
synchronization-reducing algorithm is referred to as an s-step method [12–14].
The s-step Lanczos procedure was originally introduced for symmetric matri-
ces [15] and later extended to non-symmetric matrices [16]. The contribution of
the present paper is to derive a new variant of the algorithm [16] by extending it
with a normalization scheme with an improved numerical stability. This different
normalization scheme changes the underlying recurrences so that, in Sect. 2, a
novel derivation of the complete algorithm is necessary. Sections 3 and 4 describe
a numerical experiment and the resulting parallel performance.

Given two vectors, their dot product is denoted by 〈v,w〉. The symbol 0n,m
is used for an n × m zero matrix. Concatenation of scalar entries that form a
row vector is denoted by [x1, . . . , xn]. Concatenation of vectors or matrices that
form a (block) matrix is indicated by [v1 ‖ . . . ‖ vn].

2 The s-Step Lanczos Method with Normalization

In the classical Lanczos algorithm [1], every iteration computes a pair of individ-
ual Lanczos vectors vk and wk using a GSP. In contrast, the k-th block iteration
of the s-step Lanczos algorithm [16] computes a pair of blocks of s Lanczos vec-
tors denoted by V k =

[
v1
k ‖ . . . ‖ vs

k

] ∈ IRN×s and W k =
[
w1

k ‖ . . . ‖ws
k

] ∈
IRN×s. This way, a single block iteration of the s-step Lanczos algorithm gener-
ates s iterations of the classical Lanczos algorithm using only a single GSP.

The s-step Lanczos method proceeds in two steps. First, relaxed Lanczos
vectors are computed in a block-wise fashion. In each block iteration, a new
block containing s of these vectors as columns is computed. Second, a back
transformation is then applied to these vectors.

Definition 1 (s-Step Lanczos Algorithm). Let n = sk with 1 ≤ n ≤ N .
For a given non-symmetric matrix A ∈ IRN×N , the s-step Lanczos algorithm
generates an upper Hessenberg matrix T̈n ∈ IRn×n as well as two additional
matrices V̈n ∈ IRN×n and Ẅn ∈ IRN×n such that

ẄT
n V̈n = block biorthogonal , (1a)

AV̈n = V̈nT̈n + fk+1v
1
k+1 [0, . . . , 0, 1] , (1b)

AT Ẅn = ẄnT̈n + fk+1w
1
k+1 [0, . . . , 0, 1] . (1c)
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The upper Hessenberg matrix T̈n is block tridiagonal

T̈n =

⎡
⎢⎢⎢⎢⎣
G1 E2

F 2 G2
. . .

. . .
. . . Ek

F k Gk

⎤
⎥⎥⎥⎥⎦ ∈ IRn×n where each F i =

[
fi
]
∈ IRs×s , (2)

each Ei is a dense s × s matrix, and each Gi ∈ IRs×s is in upper Hessen-
berg form. The block-wise grouping of the relaxed Lanczos vectors is given by
V̈n =

[
V 1 ‖ . . . ‖V k

] ∈ IRN×n and Ẅn =
[
W 1 ‖ . . . ‖W k

] ∈ IRN×n where, for

all k, we have V k =
[
v1
k ‖ . . . ‖ vs

k

] ∈ IRN×s, W k =
[
w1

k ‖ . . . ‖ws
k

] ∈ IRN×s,

v1
k, . . . ,v

s
k ∈ IRN and w1

k, . . . ,w
s
k ∈ IRN .

In an implementation, the s-step Lanczos algorithm iterates up to a block
iteration k = n/s yielding both T̈n and V̈n. It then turns T̈n and V̈n into the
corresponding matrices computed by the classical Lanczos procedure. This back
transformation is sketched in the following theorem whose proof is given in [16].

Theorem 1. Let ẄT
n V̈n be a non-singular matrix and let ẄT

n V̈n = L̈nÜn denote
its LU decomposition. Then, T̈n, V̈n and Ẅn can be transformed into Tn, Wn and
Vn, originating from the classical Lanczos method in the absence of breakdowns,
by Tn := ÜnT̈nÜ

−1
n , Vn := V̈nÜ

−1
n and WT

n := L̈−1
n ẄT

n .

To state computational schemes for V k+1 and W k+1, we introduce the column
notation Ek =

[
e1k ‖ . . . ‖ esk

]
and Gk =

[
g1
k ‖ . . . ‖ gs

k

]
. Then, according to [17],

the s-step basis vectors are computed as

ṽ1
k+1 := fk+1v

1
k+1 = Avs

k − V k−1e
s
k − V kg

s
k ,

w̃1
k+1 := fk+1w

1
k+1 = ATws

k −W k−1e
s
k −W kg

s
k .

Here, in contrast to [16], we can choose the coefficient fk+1 arbitrarily to trans-
form the vectors ṽ1

k+1 and w̃1
k+1 into normalized vectors v1

k+1 and w1
k+1.

To compute the remaining Lanczos vectors of the current block, [17] uses plain
orthogonalization against V k or W k arriving at

ṽj
k+1 = Aj−1v1

k+1 − V kt
j
k, for j = 2, . . . , s , (3a)

w̃j
k+1 = (AT )

j−1
w1

k+1 −W k t̂
j
k, for j = 2, . . . , s . (3b)

Here, the vectors tjk and t̂jk are determined to match the conditions V k+1⊥W k

and W k+1⊥V k which is sufficient to enforce the block biorthogonality (1a) as
stated in the following theorem whose proof is given in [16].

Theorem 2. If v1
1 = w1

1 holds, then tjk = t̂jk for j = 2, . . . , s and the matrices

V̈n+s and Ẅn+s with n = sk are block biorthogonal.



Normalization Scheme for the Non-symmetric s-Step Lanczos Algorithm 33

When we implemented the original s-step Lanczos algorithm [16] in double
precision floating-point arithmetic, we experienced that numerical overflows can
occur. We observed that the floating-point values in ẄT

n V̈n grew rapidly, quickly
leaping the maximum value in floating-point arithmetic. To reduce the possibility
of numerical overflows, we introduce the normalization scheme

fk+1 :=
√∣∣〈w̃1

k+1, ṽ
1
k+1〉

∣∣
such that 〈w1

k+1,v
1
k+1〉 = ±1. This differs from [16] where any normalization is

avoided, corresponding to fk+1 := 1 in the new scheme.
In addition to this normalization scheme, it turns out that it is also convenient

to normalize ṽj
k+1 and w̃j

k+1 for j = 2, . . . , s such that 〈wj
k+1,v

j
k+1〉 = ±1 holds.

Therefore, we scale the Lanczos vectors as follows:

vj
k+1 = ṽj

k+1σ
j
k+1 and wj

k+1 = w̃j
k+1σ

j
k+1 for j = 2, . . . , s ,

where

σj
k+1 := 1

/√∣∣∣〈w̃j
k+1, ṽ

j
k+1〉

∣∣∣ for j = 2, . . . , s .

To compute the vectors eik, gi
k and tjk, we let the matrix Mk := W

T

k V k be
non-singular. Then, according to [17], we find these vectors as the solutions of
the following s× s systems of linear equations:

Mk−1e
i
k = cik where cik =

[〈w1
k−1, Av

i
k〉, . . . , 〈ws

k−1, Av
i
k〉
]T

,

Mkg
i
k = di

k where di
k =

[〈w1
k, Av

i
k〉, . . . , 〈ws

k, Av
i
k〉
]T

,

Mkt
j
k = bjk where bjk =

[〈w1
k, A

j−1v1
k+1〉, . . . , 〈ws

k, A
j−1v1

k+1〉
]T

,

where i = 1, . . . , s and j = 2, . . . , s. Computing the dot products bi,jk :=

〈wi
k, A

j−1v1
k+1〉, ci,jk := 〈wi

k−1, Av
j
k〉, di,j

k := 〈wi
k, Av

j
k〉 and M

i,j

k := 〈wi
k,v

j
k〉

explicitly for all i, j = 1, . . . , s is a computationally expensive task that would
destroy all benefits from the s-step approach at once. Fortunately, as detailed
in [17], there is a remedy to this problem consisting of computing these products
recursively from the 2 s dot products 〈w1

k,v
1
k〉, 〈w1

k, Av
1
k〉, . . . , 〈w1

k, A
2s−1v1

k〉.
Putting everything together, we now finalize the s-step Lanczos algorithm

with normalization. Recall from Theorem 2 that the iteration is started with
two identical vectors. We emphasize in Step 11 of the following algorithm that,
for each pair of s Lanczos vectors, only a single GSP is required.

Input: Matrix A ∈ IRN×N , starting vectors v1
1 = w1

1 .
Output: Tridiagonal matrix Tn ∈ IRn×n, Lanczos basis Vn ∈ IRN×n.
1: Initialize V 0 ← 0N,s and W 0 ← 0N,s and compute

V 1 ←
[
v1
1 ‖Av1

1 ‖ . . . ‖As−1v1
1

]
, W 1 ←

[
w1

1 ‖ATw1
1 ‖ . . . ‖ (AT )

s−1
w1

1

]
.
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2: Compute 2 s dot products 〈w1
1,v

1
1〉, 〈w1

1 , Av1
1〉, . . . , 〈w1

1 , A
2s−1v1

1〉.
3: Initialize

[
b10 ‖ . . . ‖ bs0

] ← 0s,s,
[
c10 ‖ . . . ‖ cs0

] ← 0s,s,
[
d1
0 ‖ . . . ‖ds

0

] ← 0s,s,

σ1
1 , . . . , σ

s
1 ← 1,

[
t20 ‖ . . . ‖ ts0

] ← 0N,s, M0 ← 0s,s.

4: for k = 1 until Convergence do
5: Compute for i, j = 1, . . . , s

M
i,j
k ← σi

kσ
j
k

[
〈w1

k, A
i+j−2v1

k〉 −
(
tik−1

)T

Mk−1t
j
k−1

]
,

cs,jk ← σj
k

[
bs,j+1
k−1 − [

ds,1
k−1, . . . ,d

s,s
k−1

]
tjk−1

]
.

6: Compute for i, j = 1, . . . , s

Ω
i,j
k ←

(
t
i
k−1

)T
Mk−1t

j
k−1, Ω

s+1,j
k ←

cs,s
k ts,jk−1

σs
k

+
(
t
s
k−1

)T [
d
1
k−1 ‖ . . . ‖d

s
k−1

]
t
j
k−1 ,

Ξi,j
k ←

(
tik−1

)T
Mk−1t

j
k−1, Ξi,s+1

k ←
ts,ik−1c

s,s
k

σs
k

+
(
tik−1

)T [
d1
k−1 ‖ . . . ‖ds

k−1

]
tsk−1 .

7: Compute for i, j = 1, . . . , s

di,j
k ← σi

kσ
j
k

[
〈w1

k, A
i+j−1v1

k〉 − Ωi+1,j
k − Ξi,j+1

k +
(
tik−1

)T [
d1
k−1 ‖ . . . ‖ds

k−1

]
tjk−1

]
.

8: Solve Mk−1e
i
k = cik and Mkg

i
k = di

k for all i = 1, . . . , s.

9: Compute ṽ1
k+1 ← Avs

k−V k−1e
s
k−V kg

s
k and w̃1

k+1 ← ATws
k−W k−1e

s
k−W kg

s
k.

10: Compute Aṽ1
k+1, A

2ṽ1
k+1, . . . , A

s−1ṽ1
k+1 and AT w̃1

k+1, (A
T )

2
w̃1

k+1, . . . , (A
T )

s
w̃1

k+1.

11: Compute 2 s dot products 〈w̃1
k+1, ṽ

1
k+1〉, 〈w̃1

k+1, Aṽ1
k+1〉, . . . , 〈w̃1

k+1, A
2s−1ṽ1

k+1〉
and wait until global synchronization is completed.

12: Compute normalization coefficient fk+1 ←
√∣∣〈w̃1

k+1, ṽ
1
k+1〉

∣∣.
13: Normalize v1

k+1 ← ṽ1
k+1/fk+1 and w1

k+1 ← w̃1
k+1/fk+1.

14: Scale the already existing matrix-by-vector products Av1
k+1 ← A1ṽ1

k+1/fk+1,
. . ., As−1v1

k+1 ← As−1ṽ1
k+1/fk+1 and

ATw1
k+1 ← AT w̃1

k+1/fk+1, (A
T )

s
w1

k+1 ← (AT )
s
w1

k+1/fk+1.
15: Compute

〈w1
k+1,v

1
k+1〉 ←

〈w̃1
k+1, ṽ

1
k+1〉

f2
k+1

, . . . , 〈w1
k+1, A

2s−1v1
k+1〉 ←

〈w̃1
k+1, A

2s−1ṽ1
k+1〉

f2
k+1

,

16: Compute normalization coefficients

σ1
k+1 ← 1, σj

k+1 ← 1
/√∣∣∣〈w1

k+1, A
2j−2v1

k+1〉 −
(
tjk
)T

Mkt
j
k

∣∣∣, for j = 2, . . . , s .

17: Compute for i = 1, . . . , s and j = 2, . . . , s+ 1

bi,jk ← σi
k

σs
k

⎡
⎢⎣〈fk+1w

1
k+1, A

i+j−s−2v1
k+1〉+

s∑
ι=2s

+3−i−j

σι
kg

ι,s
k bi−s+ι−1,j

k

σi−s+ι−1
k

⎤
⎥⎦ .
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18: Solve Mkt
j
k = bjk for j = 2, . . . , s.

19: Compute ṽj
k+1 ← Aj−1v1

k+1 − V kt
j
k for j = 2, . . . , s

and w̃j
k+1 ← (AT )

j−1
w1

k+1 −W kt
j
k for j = 2, . . . , s.

20: Normalize vj
k+1 ← ṽj

k+1σ
j
k+1 and wj

k+1 ← w̃j
k+1σ

j
k+1 for j = 2, . . . , s.

21: end for
22: Compute LU decomposition, L̈nÜn = diag

(
M1, . . . ,Mm

)
.

23: Perform back transformation, Tn ← ÜnT̈nÜ
−1
n , Vn ← V̈nÜ

−1
n , W T

n ← L̈−1
n Ẅ T

n .

Table 1 compares the main computational cost for n = sk iterations of the
classical Lanczos algorithm and k block iterations of two variants of the s-step
Lanczos algorithm. More precisely, we report the number of operations as well
as vector storages of size N and neglect all corresponding costs of vectors of
dimension s. Though the s-step variants slightly raise the computational cost,
they reduce the number of global synchronization points by a factor of O (s).

Table 1. Comparison of cost for n = sk iterations of the classical Lanczos algorithms
and k block iterations of the s-step Lanczos variants

Operation/Storage Classical Unnormalized [16] Normalized (Sect. 2)

Dot products 2 sk 2 sk 2 sk
Vector updates 6 sk 2 s(s− 1)k + 4 sk 2 s(s− 1)k + 8 sk − k
Matrix-vector products 2 sk 2 sk + k 2 sk + k
Synchronization points O (sk) k k
Back transformations — 2k 2k
Vector storage 4 4 s 4 s

3 Numerical Experiment

To compare the numerical behavior between the classical and the s-step Lanczos
algorithm, we employ the following example taken from [16]. We consider the
stationary two-dimensional convection-diffusion-reaction equation

−(bux)x − (cux)x + (du)x + (eu)y + fu = g on Ω = (0, 1) × (0, 1)

with b(x, y) = e−xy, c(x, y) = exy, d(x, y) = x+ y, e(x, y) = 50 (x+ y), f(x, y) =
1/(1 + x + y) and Dirichlet boundary condition uD = 0. This partial differential
equation is discretized using first-order finite differences on an nD × nD grid
leading to a system of linear equations whose coefficient matrix A is of order
N = n2

D = 642 = 4096 with the dominant eigenvalue λmax ≈ −17 595 + 7170i.
Figure 1 compares the Lanczos implementations. All algorithms are started

with v1
1 = w1

1 = [1, . . . , 1]T . The upper diagram shows the convergence history
of the relative accuracy of the dominant eigenvalue of A. The unnormalized
2-step variant starts to diverge at iteration 18 and breaks down at iteration 40,
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Fig. 1. Convergence history of the relative error of the dominant eigenvalue (top)
and biorthogonality property (bottom) for the classical algorithm as well as for the
unnormalized [16] and the normalized s-step Lanczos variant of Sect. 2

whereas the normalized 2-step variant competes well until iteration 61. However,
when increasing s to s = 5, the divergence of the normalized variant already
starts around iteration 45. The tendency for growing numerical instabilities when
increasing s is well known [18, 19]. The lower diagram gives the error of the
biorthogonality property and shows a similar behavior of the algorithms.

4 Parallel Performance

Previous research [16, 20, 21] already demonstrated that, compared to the clas-
sical algorithm, execution time is reduced by the unnormalized s-step algorithm.
Therefore, we excluded the unnormalized s-step method from the analysis and
only remark that the parallel performance characteristics of the normalized and
unnormalized variants are almost identical. The focus is rather on the parallel
performance of the normalized s-step Lanczos algorithm. To this end, we carried
out a parallel implementation of that algorithm using PETSc [22] and included
it as an additional eigenvalue solver inside SLEPc [23]. We compared the new
normalized s-step variant to the classical variant implemented in SLEPc.
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Fig. 2. Relative (left) and absolute (right) time savings per iteration, including time
for reorthogonalization, when using the normalized s-step variant instead of the clas-
sical algorithm. We choose s = 2 and the matrix from Sect. 3 using no and partial
reorthogonalization and a different number of processes p.

When spurious eigenvalues are present, the Lanczos process can converge to
wrong values. This behavior appears at the same time when the Lanczos vectors
start to lose biorthogonality. As a possible remedy, one can explicitly reorthog-
onalize the new Lanczos vector with respect to previous ones. Our normalized
s-step implementations can be used along with full, local, selective, periodic, and
partial reorthogonalization schemes. However, reorthogonalization can only take
place once after every block iteration of the s-step method. That is, one reorthog-
onalizes v1

k+1 and w1
k+1 against Vsk and Wsk (or columns thereof) in Step 13 of

the algorithm. Each reorthogonalization comes at the cost of an additional GSP.
All computations are performed on a Nehalem-based Cluster at RWTH Aachen

University, Germany. Each node of this cluster consists of 2 sockets, each equipped
with Intel Xeon X5570 quadcore processors running at 2.93 GHz. Each core has a
separate L1 and L2 cache; while 4 cores share an L3 cache of size 8 MB. So, each
node of this cluster is made up of 8 cores called processes hereafter. The nodes
are connected by a quad data rate InfiniBand network. A synchronization with
a reduction operation accounts for 0.22 × 10−4 s with 16 processes, 1.61 × 10−4 s
with 32 processes, and 3.38 × 10−4 s with 64 processes.

Figure 2 compares the relative (left) and absolute (right) time savings per
iteration when using the normalized s-step variant instead of the classical algo-
rithm. In case of no reorthogonalization, the s-step algorithm performs slower
than the classical algorithm for p = 8 and p = 16 processes. However, in this
case it performs faster for both p = 32 and p = 64 processes. With 64 processes,
for instance, the corresponding time saving per iteration accounts for 0.0042 s
or 16.39 % respectively. In case of partial reorthogonalization, the s-step variant
saves time for all p = 8, 16, 32, and 64. Here, 64 processes result in time savings
of 0.0210 s or 84.92 % respectively.
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5 Concluding Remarks

In sparse linear algebra, the idea of s-step methods is to reduce the number
of global synchronization points on distributed-memory computers by a factor
of O (s). Rather than carrying out s separate iterations of a traditional method,
these methods rely on using a single block iteration that is equivalent in increas-
ing the dimension of the Krylov subspace. We derive a new non-symmetric s-step
Lanczos algorithm with normalization of the underlying Krylov basis. Numerical
experiments indicate that this new variant—like the previous s-step variant—is
more scalable than the traditional Lanczos algorithm. In addition, this new vari-
ant exhibits improved numerical accuracy compared to a previous s-step variant.
So, this s-step Lanczos algorithm shows a possible path to advance parallel scal-
ability on current large-scale and future extreme-scale supercomputers.

However, there is still room for further improvements. Most notably, the nu-
merical stability tends to decrease with increasing s. Future work is necessary
to investigate promising remedies such as residual replacement strategies or the
use of a basis that is different from the monomial basis [5].
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Abstract. Breadth-first search (BFS) is a basic algorithm for graph
processing. It is a very important algorithm because a number of graph-
processing algorithms use breadth-first search as a sub-routine. Recently,
large-scale graphs have been used in various fields, and there is a growing
need for an efficient approach by which to process large-scale graphs. In
the present paper, we present a hybrid BFS implementation on a GPU
for efficient traversal of a complex network, and we achieved a speedup
of up to 29x, as compared to the previous GPU implementation. We also
applied an implementation for GPUs on a distributed memory system.
This implementation achieved a speed of 117.546 GigaTEPS on a 256-
node HA-PACS cluster with 1,024 NVIDIAM2090 GPUs and was ranked
39th on the June 2013 Graph500 list.

Keywords: GPGPU, Breadth-first search, Graph500.

1 Introduction

Graph-based structures are useful for solving various problems, and process-
ing real-world data (e.g., social network and web link network) as a graph is
helpful for obtaining beneficial information. Some applications require process-
ing of large-scale graphs. Therefore, efficient algorithms to process large-scale
graphs are necessary. Graph processing is a typical data-intensive application.
The Graph500 [1] benchmark has been in place since 2010 for the comparison
of supercomputers based on the performance of data-intensive applications.

Breadth-first search (BFS) is an essential algorithm among the graph pro-
cessing algorithms, and some complex graph processing algorithms use BFS as
a sub-routine. The Graph500 benchmark uses BFS on a large-scale graph as a
problem. The hybrid BFS algorithm [2] works efficiently to traverse graphs with
a small-world property such as a complex network. The hybrid BFS achieved im-
pressive speedups on CPU-based systems but the hybrid BFS implementation
for GPU-based systems has not yet been evaluated. However, the concept of the
hybrid BFS does not depend on target architecture, and the hybrid BFS should
also work efficiently on GPU-based systems with a suitable implementation.

In the present paper, we present an implementation of a hybrid BFS that
works efficiently on GPU-based systems and the result of an evaluation of the
proposed implementation.

J. Ko�lodziej et al. (Eds.): ICA3PP 2013, Part II, LNCS 8286, pp. 40–50, 2013.
c© Springer International Publishing Switzerland 2013
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function breadth-first-search (root)
frontier ← { root }
parents ← [ -1, -1, ..., -1 ]
while frontier 	= ∅

next ← top-down-step(frontier, parents)
frontier ← next

end while
return parents

Fig. 1. Procedure of level-synchronized BFS [2]

2 Hybrid Breadth-First Search

Level-synchronized BFS is a widely used method for parallel BFS. This method
performs BFS using the procedure described in Fig. 1. The level of the vertices
in the frontier remains constant. The level is the hop distance from a root vertex.
In order to parallelize BFS, the top-down-step function is performed in parallel.

The hybrid BFS is based on level-synchronized BFS and uses two BFS ap-
proaches: top-down BFS and bottom-up BFS. The hybrid-BFS switches the
approach used to process each level for efficient traversal. This algorithm is ef-
fective on a graph having a small-world property. In this section, we describe an
outline of the hybrid BFS.

In top-down BFS, the computation of each iteration is performed by checking
the visitation status of all vertices that neighbor any vertex in the frontier. When
unvisited vertices are found in this procedure, the vertices are added to the set
of the next vertices. The algorithm of top-down BFS is given in Fig. 2(a).

Unlike top-down BFS, bottom-up BFS processes each level by checking all
edges not visited by its endpoint. The algorithm of the bottom-up BFS is de-
scribed in Fig. 2(b). Bottom-up BFS works efficiently when many vertices are
contained in a set of results of each traversal step. The sets of results for each
step often contain many vertices when a target graph has a small-world property.
Therefore, using bottom-up BFS may improve traversal performance.

The hybrid BFS heuristically determines which approach is used to process
the next level. Traversal begins from top-down BFS and switches to bottom-up
BFS when mf > mu/α is satisfied and switches back to top-down BFS when
nf > |V |/β is satisfied, while traversing by bottom-up BFS. In those equations,
mf is the sum of the out-degrees of vertices in the frontier, mu is the sum of
the out-degrees of unvisited vertices, nf is the number of vertices in the frontier,
and α and β are heuristic parameters.

3 Single-GPU Algorithm

3.1 Graph Data Representation

The proposed implementation uses an adjacency matrix represented by com-
pressed sparse rows (CSR) to represent graph data. It consists of offsets for
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function top-down-step
(frontier, parents)

next ← ∅
for u ∈ frontier do

for v ∈ neighbors(u) do
if parents[v] = -1 then

parents[v] ← u
next ← next ∪ { v }

end if
end for

end for
return next

(a) The top-down BFS approach

function bottom-up-step
(frontier, parents)

next ← ∅
for v ∈ vertices

if parents[v] = -1
for n ∈ neighbors[v]

if n ∈ frontier
parents[v] ← n
next ← next ∪ { n }

end if
end for

end if
end for
return next

(b) The bottom-up BFS approach

Fig. 2. Single step of the top-down BFS and the bottom-up BFS approaches [2]

each row and column indices of each non-zero element. In order to treat the
directed graph in bottom-up BFS, the proposed implementation also prepares a
transposed graph in CSR format.

3.2 Top-Down BFS

The proposed top-down BFS implementation is based on the two-phase method
presented by Merrill et al. [5]. This method divides the traversal of each level
into two kernels: Expand and Contract. Expand kernel enumerates all vertices
that are neighbors of any vertex in the frontier of the current level. To construct
an array of the frontier efficiently, this kernel uses different methods based on the
degree of vertices. Contract kernel removes duplicated vertices and previously
visited vertices from the results of the expand kernel. This kernel uses visitation
status bitmap, label data and some heuristic techniques to perform this task
efficiently.

The original implementation of the two-phase method does not correctly main-
tain the visitation status bitmap to avoid atomic operations, but the proposed
top-down BFS implementation uses an atomic operation to update the visitation
status bitmap because efficient bottom-up BFS implementation requires a precise
visitation status bitmap. Therefore, the proposed top-down BFS implementation
is inefficient compared to the original two-phase implementation. Counting the
number of vertices and calculating the sum of out-degrees of vertices in the fron-
tier are needed in order to determine an approach for processing the next level.
We implemented an additional kernel for the purpose of calculation.

3.3 Bottom-Up BFS

We implemented a new kernel for bottom-up traversal on a GPU. We describe
this algorithm in Fig. 3. The kernel consists of four procedures.
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shared prefix scan[block size + 1], scratch[SCRATCH SIZE]
global id ← block id × block size + thread id
unvisited ← not visited[global id]
popcnt ← population count(unvisited)
prefix scan ← cta prefix scan(popcnt)
count ← prefix scan[block size]
modified vis ← 0, p ← 0, rp ← 0
while p < count

// Generate an Array of Unvisited Vertices
s offset ← prefix scan[thread id] + rp − p, s begin ← s offset
while rp < popcnt and s offset < SCRATCH SIZE

shift ← 31 − count leading zeros(unvisited)
scratch[s offset] ← (global id << 5) + shift
unvisited ← unvisited xor (1 << shift)
rp ← rp + 1, s offset ← s offset + 1

end while
syncthreads()
remainder ← min(count − p, SCRATCH SIZE)
// Check the Visitation Status of Neighbors of Unvisited Vertices
i ← thread id
while i < remainder

v ← scratch[i], u ← 0
cur ← transposed rows[v], end ← transposed rows[v + 1]
while cur < end

u ← transposed colind[cur]
if texture fetch(tex visited, u >> 3) and (1 << (u and 7)) 	= 0 then

break
end if
cur ← cur + 1

end while
// Update Label and Visitation Status
scratch[i] ← 0
if cur < end then

scratch[i] ← (1 << (v and 31))
label[v] ← u

end if
i ← i + block size

end while
p ← p + SCRATCH SIZE
syncthreads()
// Gather the Updated Visitation Status
for i ∈ [s begin, s offset)

modified bits ← modified bits or scratch[i]
end for
synthreads()

end while
next vis[global id] ← modified bits

Fig. 3. Bottom-up BFS on a GPU
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Generate an Array of Unvisited Vertices: First, each thread reads 32 bits
from the bitmap denoting the visitation status on the global memory. Next,
each thread constructs an array of unvisited vertices on shared memory from
the bitset that was read. If there are too many unvisited vertices to write to
shared memory, this procedure writes as many unvisited vertices as possible and
writes the remaining unvisited vertices after execution of the following procedure.

Check the Visitation Status of Neighbors of Unvisited Vertices: Each
thread picks an unvisited vertex from the array that is constructed in the previ-
ous procedure, and the visitation status of the neighbors of the selected vertex
is checked. The selected vertex will be contained in the next frontier if any of
the neighbors has already been visited.

Update Label and Visitation Status: When a thread finds a visited vertex
among the neighbors of a selected vertex, the label is updated immediately by
this thread, but the visitation status is tentatively written to shared memory
in order to avoid atomic operation to global memory. The temporary visitation
status will be written into global memory by the next procedure.

Gather the Updated Visitation Status: Each thread collects the new visi-
tation status corresponding to vertices that are assigned in the first procedure.
The 32-bit-width partial visitation bitmap is computed from the collected data
and written to global memory.

3.4 Optimizations for Bottom-Up BFS

Arranging the Adjacency Matrix: The loop that checks the visitation status
of neighbors can be aborted immediately when an already visited vertex is found.
Therefore, checking the visitation status of vertices that have a high probability
of being visited in the early part of this loop improves the traversal performance.
Since the level of vertices that have large in-degree is often small, the proposed
implementation checks the visitation status in descending order of in-degree.

Remove Unreachable Vertices: With the exception of the root vertex, none
of the vertices can be visited when the in-degree of the vertex is 0. It is wasteful
to assign threads to check their neighbors. This reduces the number of wasteful
tasks by eliminating vertices that are unreachable before generating the array of
unvisited vertices.

Using the Texture Cache: Checking the visitation status of neighboring ver-
tices results in significant random accessing of the global memory. The perfor-
mance of this memory accessing is improved by using cache memory. The same
bitmap is also accessed by generating an array of unvisited vertices. However, the
present implementation does not use the texture cache for this task, because this
may result in cache pollution and may decrease the random access performance.
Moreover, using cache memory for this task provides little benefit because this
accessing always coalesces. Therefore, the proposed implementation does not use
a cached access path for this task to improve the overall performance.
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Reducing the Use of Shared Memory: The procedures presented herein use
shared memory to store the unvisited vertices array and the updated visitation
status. If shared memory is allocated separately for each purpose, the shared
memory usage becomes large, which causes a decrease in occupancy. The shared
memory usage can be reduced by eliminating unnecessary information from an
array of an unvisited vertex. Since the procedure for modifying the visitation
status bitmap does not use the upper bits of the vertex index, the use of arrays
on shared memory for these purposes can be reduced by merging the lower bits
of the vertex index and the visitation status.

3.5 Switching Between Two Approaches

The proposed implementation selects an approach for processing each level heuris-
tically. The detail of this method is described in Section 2. This implementation
uses α = 48 and β = 20 as tuning parameters.

Top-down BFS uses an array to represent a set of vertices, whereas bottom-up
BFS uses a bitmap to represent a set of vertices. Since these two approaches use
different representation formats, a conversion is required for approach switching.
If the visitation status bitmap is updated correctly, no conversion is required
when switching from top-down BFS to bottom-up BFS. However, conversion
from a bitmap to an array is required when switching from bottom-up BFS to
top-down BFS. The proposed implementation uses population count instruction
and prefix scan to convert from a bitmap to an array.

4 Multi-node Algorithm

The proposed hybrid BFS implementation for GPU clusters is based on the
hybrid BFS algorithm proposed by Beamer et al. [4] for a distributed mem-
ory system. We modified the proposed implementation in order to use GPUs
for computation. In each computation kernel, differences between the algorithm
for a single GPU and the algorithm for GPU clusters are small. We added a
reordering kernel and a format conversion kernel to simplify communication.
In the proposed implementation, sending from device memory and receiving
to device memory occurs as MPI communication. We use CUDA extensions of
MVAPICH2 to overlap copying over PCI Express and MPI communication.

4.1 Top-Down BFS

Since the result of our top-down BFS kernel is represented as an array of vertices,
sequences for communication can be constructed by generating sequences of
their parents. Data that will be sent to the same process must be consecutive
in memory in order to achieve efficient communication. However, the results of
the top-down BFS kernel are unordered. Therefore, these data must be sorted
according to the destination process number.
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Table 1. Suite of benchmark graphs

Benchmark Reference Benchmark Reference

packing-500x100x100-b050 [7] [9] wikipedia-20070206 [7]

com-YouTube [8] com-LiveJournal [8]

soc-Pokec [8] wiki-Talk [8]

random.1Mv.64Me [6] rmat.1Mv.64Me [6]

kron g500-logn20 [7] [9]

4.2 Bottom-Up BFS

Since the results of the proposed bottom-up BFS kernel are represented as a
bitset, a kernel to convert from a bitset to an array is required in order to
construct sequences for communication. We implemented a new kernel for this
conversion that consists of an atomic add operation and conversion in a single
thread block. The procedure for conversion in a single thread block is similar
to the procedure for generating an array of unvisited vertices in the bottom-up
BFS kernel. The visitation status bitmap is also sent by MPI communication in
bottom-up BFS. No additional processing to send the visitation status bitmap
is required because the visitation status bitmap is the same bitmap that is used
for computation.

5 Evaluation

5.1 Single-GPU Algorithm

We evaluated the proposed single-GPU implementation by graphs listed in Table
1. These graphs are generated by GTGraph [6] or selected from the University
of Florida Sparse Matrix Collection [7] and the Stanford Large Network Dataset
Collection [8]. This dataset does not contain a graph that can be traversed
without the use of bottom-up BFS when using the proposed implementation.
We used NVIDIA Tesla M2050 for evaluation and evaluated the performance of
Merrill’s implementation [10] for comparison. Merrill’s implementation consists
only of an algorithm corresponding to top-down approach. Therefore, the most
important difference between it and the proposed implementation is whether to
use the bottom-up BFS.

The performance of the traversal is measured by building a BFS tree from
randomly selected vertices and calculate the performance in TEPS (traversed
edges per second) 64 times. The overall performance of the traversal is the me-
dian value of each measured performance. Copying from device memory to host
memory is performed in order to verify the results after each construction, but
the time required for this task is not included in the build time.

The overall performance for traversing each graph is shown in Fig. 4(a). The
proposed implementation achieves a maximum speedup of 29x, as compared
to Merrill’s implementation, but does not work efficiently for some graphs. We
show the ratio of the computation time of top-down BFS to the computation
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(a) Overall performance of traversal (b) Ratio of computation time of top-
down BFS and bottom-up BFS

Fig. 4. Performance characteristics of the single GPU implmentation

time of bottom-up BFS in Fig. 4(b), which indicates that the time required
for top-down BFS increases when the efficiency of the proposed implementation
decreases. As mentioned in Subsection 3.2, the proposed implementation of top-
down BFS cannot traverse more efficiently than Merrill’s implementation. This
is one possible cause of the observed relative performance degradation. On the
other hand, the proposed implementation works efficiently when it uses bottom-
up BFS appropriately. This results shows hybrid BFS is effective for improving
graph traversal performance on GPUs.

5.2 Multi-node Algorithm

We used the Graph500 benchmark to evaluate the multi-node implementation
and evaluated the proposed implementation on the HA-PACS cluster. The spec-
ifications of HA-PACS are described in Table 2. Each node of HA-PACS has two
CPUs and four GPUs. Each MPI process is assigned four CPU cores and one
GPU, and each computation node is assigned four MPI processes. The problem
scale is determined such that the number of vertices is equal to 221× the num-
ber of MPI processes. We also measured the performance of the proposed hybrid
BFS implementation that does not use GPUs as the target of comparison.

The overall performance of each implementation is described in Fig. 5(a). The
results indicate that GPUs can accelerate the hybrid BFS. When running BFS
on a multi-node system, MPI communication often takes a great deal of time.
The time required for computation and communication of each implementation
is shown in Fig. 5(b). This result indicates that the computation time is short-
ened by using GPUs, but the communication time become longer than the CPU
implementation time. This difference in the communication time is thought to
be due to the overhead of copying between host memory and device memory.
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Table 2. Specifications of HA-PACS

CPU Intel Xeon E5-2670 2.6 GHz × 2

Main Memory DDR3 1,600 MHz 128 GB

GPU NVIDIA Tesla M2090 × 4

GPU Memory GDDR5 24 GB (6 GB per GPU)

Interconnection InfiniBand x4 QDR × 2

Compiler GCC 4.4.5 (-O2)

CUDA Toolkit 5.0

CUDA Compiler nvcc release 5.0, V0.2.1221
(-gencode arch=compute 20,code=sm 20 -O2)

MPI MVAPICH2 1.8

Number of computation nodes 268

(a) Overall performance of traversal (b) Details of elapsed time

Fig. 5. Performance characteristics of multi node implmentations

6 Related Research

On multicore systems, Agarwal et al. [3] demonstrated that using a bitmap to
manage the visitation status is effective for achieving higher performance. In the
GPU-based system, Harish and Narayanan [11] introduced the first implemen-
tation of BFS on a GPU. Merrill et al. [5] proposed an efficient algorithm for
graph traversal on GPUs.

On the cluster system, the communication time is often longer than the com-
putation time and often becomes a bottleneck. Satish et al. [12] presented an
efficient compression algorithm and pipelined computation and communication
in order to achieve good scalability. On the GPU cluster system, Bernaschi et
al. [13] reported that accelerating GPU-GPU communication by APEnet+ is
beneficial for BFS.
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7 Conclusion

In the present paper, we presented a hybrid BFS algorithm that can improve the
performance of BFS on GPU-based architecture. The proposed implementation
achieves a speedup of approximately 29x compared to the existing BFS imple-
mentation for the GPU. However, the proposed implementation cannot work
efficiently in some cases. Improvement of the proposed implementation so as to
achieve efficient traversal in such cases will be investigated in the future.

Moreover, GPUs were demonstrated to be beneficial for traversing a graph by
the hybrid BFS on a cluster system. Using GPUs requires additional time for
communication but shortens the computation time to the extent that the overall
performance is improved. We have not yet considered communication in the pro-
posed implementation. Improvement of communication (e.g., data compression
and pipelining) is needed in order to achieve higher performance.

Acknowledgments. This research was partially supported by Core Research
for Evolutional Science and Technology (CREST), Japan Science and Technology
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Abstract. The rapid development of distributed systems has triggered the emer-
gence of many new applications such as Cloud applications. Satisfaction on 
these systems in regards their services is an important indicator that reflect qual-
ity of IT resource management. In this paper, we address a reliability issue in 
the context of resource allocation that aims to improve performance of the dis-
tributed systems. We propose a heuristic scheduling by integrating different 
mapping and queuing strategies into allocation policy for suitably matching 
tasks and resources. Dynamic resource discovery and task classification are  
incorporated into the heuristic scheduling in pursuit of reliable decisions. Simu-
lation experiments show that our approach achieves better response time and 
utilization compared to other heuristic approaches. 

Keywords: Resource allocation, task-queue, reliable performance, distributed 
systems. 

1 Introduction 

The distributed systems coordinate resource sharing in dynamic environments and 
have been proven to be a platform of choice especially for many computationally 
intensive applications. While these systems providing a vast amount of computing 
power and communication capacity, their reliability are often hard to be guaranteed 
[1, 2]. Reliable performance of the distributed systems depends heavily on the quality 
of resource allocation [3-5]. The allocation approach in such systems required for 
handling service based workloads (i.e., web services) in highly efficient processing. 
Thus, it is necessary to have autonomous and highly dynamic resource allocation. 

Specifically, our adaptive resource allocation approach is realized based on two 
different procedures. First, we determine available resources based on processing 
capacity that can satisfy the task demands. Then, we perform dynamic task queue by 
considerately classifying the users’ tasks into different queues. A task consolidation is 
incorporated into the queuing process to dynamically reschedule the task for minimiz-
ing waiting time. This work evaluates in simulations with varying processing capacity 
and a diverse set of tasks. The results obtained from our comparative evaluation study 
clearly show that our resource allocation increases utilization with better response 
time while meeting “at-scale” processing requirements. 
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The reminder of this paper is organized as follows. A review of related work is 
presented in Section 2. In Section 3, we described the models used in the paper. Our 
strategy dealing with heterogeneous environment is presented in Section 4. Section 5 
details our resource allocation policy. Experimental settings and results are presented 
in Section 6. Finally, conclusions are made in Section 7. 

2 Related Work 

The reliability has become an important issue in distributed processing for past sever-
al years. In particular, it is hard to guarantee high-reliability in distributed systems 
when there is involvement of unpredictable changes in processing capacity. Due to 
uncertainties in the resource availability and capacity, resource management mechan-
isms such as resource provisioning, rescheduling, migration have been extensively 
studied in the literature (e.g. [3, 4, 6, 7]). Their heuristic scheduling algorithms con-
cern in assigning tasks onto computing resources according to a specified processing 
weight or availability such that system performance is maximized. From the authors 
in [3, 7] also highlighted that strategy for effective scheduling with low processing 
overhead is needed in the large-scale distributed systems.  

The need for adaptive model in resource allocation policies are highlighted in sev-
eral researchers works. The adaptive model proposed in [5] integrates two types of 
allocation policies are; immediate allocation with blocking and with waiting. The 
paper was able to minimize queue waiting times. The resource allocation policy pro-
posed in [8] uses network delay time (i.e., short and long delay) for selecting the right 
resource. While their resource allocation approaches focus merely on resource capa-
bility in scheduling, our heuristic scheduling policy deals with both resources and 
users’ tasks characteristics. 

3 The Models 

In this section, we describe the application and system models used in our study.   

3.1 Application Model 

Users’ tasks considered are independent from each other (i.e. no inter-job communi-
cation or dependencies) and their arrival time at a scheduler is not known in advance. 
Two parameters that used to value each task are Ti = {wi, statusi}; where wi is the 
weight of tasks and statusi  is used by the scheduler to indicate type of task, respec-
tively. For a given task Ti, the weight wi is computed by the size of tasks specified by 
millions of instructions (MI) divided by processing capacity of a referred (the slow-
est) processing node. We classify two different types of tasks (i.e., statusi) that based 
on their processing requirements: special-task (taskST) and regular-task (taskRT). The 
task execution time varies according to the performance of the resource on which the 
task is being processed. The completion time of a task i on a particular resource r 
denote the elapsed time from the time the task arrives into the scheduler until it com-
pletes the execution entirely: 
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                        CT(i,r) = (wait_t + exe_t)                            (1) 

where wait_t is the elapsed time between a task submission and the start of execution, 
and exe_t is actual execution time of task, respectively. We assume that the task’s 
profile is available and can be provided by the user using job profiling, analytical 
models or historical information [9].  

3.2 System Model 

The target system used in this work consists of a number of resource sites that are 
loosely connected by a communication network (Figure 1); given as RSr where r = {1, 
2…, R}. We form centralized scheduler to handle tasks from system users and map 
them onto processing nodes. Each site has a set of heterogeneous re-
sources/processing nodes that fully interconnected and composed of a different num-
ber of cores with homogenous processing speed. 
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Resource
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Resource
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Fig. 1. The System Model 

The performance of resource site affects system performance to a certain degree 
due to heterogeneous capacity. The processing capacity of resource r is defined as: 
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where spd is relative speed of node, p is number of nodes in RSr and L  is the total 
number of tasks completed within some observation period, respectively. For a given 
nodes, its processing and availability fluctuated. The number of processing nodes in 
this study is assumed to be relatively less than the number of tasks to be processed. 
Therefore, the actual completion time of a task on a particular resource is difficult, if 
not impossible, to determine a prior.  Hereafter, the terms resource and processing 
node are used interchangeably. 

4 Dealing with Heterogeneity 

One of the major challenges for reliable performance is the ever growing demand in 
processing requirement and variability in processing power that reside in distributed 
systems. This section begins by describing our resource discovery strategy, and then 
we present the formation of task classification.  
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4.1 Dynamic Discovery of Resource Availability 

In information discovery procedure, resource availability is identified according to 
processing weight. This processing weight is calculated based on the processing ca-
pacity of a referred (the slowest) resource divided by number of processor of respec-
tive resource site. Then, the availability of resource r determines by comparing its 
average processing capacity and processing weight. The task assignment is realized 
when the processing capacity is satisfied (i.e., available = average PCr > processing 
weight). The scheduler regularly checks and updates the values to maintain the accu-
rate information of resource availability.  

4.2 Task-Classification Formation  

The promises of resource availability by itself cannot bring reliability to the system 
[2]. The scheduler then effectively scheduled users’ tasks according to processing 
requirements. We assume that the task classification can be carried out by the schedu-
ler prior to execution. The task considered as a special-task (tST) if it requires addi-
tional processing requirements to complete the execution. There are two different 
demands of special-task (taskST). First, the task comes and requests to be executed in 
the most reliable resource in terms of processing capacity; denotes as taskST/proc. The 
second type of demand is an input data that required before execution (taskST/data). The 
data can be located in either local or remote data repository. Other than such require-
ments, the task is set to regular-task (taskRT).  

The status of each newly arrived task is checked regularly in order to group the 
tasks into respective queue. More specifically, the scheduler tagged the status of spe-
cial-task (taskST) as “yes” (statusi = yes) and “no” for regular-task (taskRT); that is 
proposed and used in [7].  The tasks are then queued by their submission time (i.e., 
first-come first serve or FCFS) in RT-queue or ST-queue (Figure 2).  

 

task scheduler

user

RT-queue

ST-queue

map1

map2

multi-core
processors

1

j

2

  
Fig. 2. Multi policies Task Scheduling 

5 Multiple Queuing Policies for Dynamic Scheduling 

Corresponding to two type of task queues, there are two kinds of scheduling policies 
i.e., map1 and map2 (Figure 2). The tasks at RT-queue scheduled based on a suitabili-
ty/fitness value between resource r and task Ti as defined to be:  
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where PCr is the processing capacity (Eq. 2). A task is assigned to a processor that 
gives the highest suitability/fitness value fitmax. Meanwhile, two types of tasks in the 
ST-queue (i.e., taskST/proc and taskST/data) are employed different mapping decision (i.e., 
map2). The taskST/proc is assigned into the resource that gives the highest processing 
capacity and taskST/data randomly assigned to any available resources. For taskST/data , in 
order to improve response time due to delay in data transfer time, task insertion 
(re)scheduling is carried out. The scheduled tasks are further inspected with respect to 
their expected data transfer rate dati for possible rescheduling. The (re)scheduling 
scheme allows the task to be inserted into the time slot between two consecutively 
scheduled tasks. The task with minimum transmission rate is scheduled first. This 
repeats until no further improvements in the schedule is possible.  

6 Performance Evaluation 

In this section, we study the performance of our resource allocation approach  
Mul-policy that is compared with three other main principles of traditional heuristic 
algorithms, which are Fit-value, Max-max and Random-selection. In Fit-value, the 
suitable resource for a particular task determined according to the highest fitness val-
ue fitmax. Max-max heuristic maps task to the resource, which gives the highest fitness 
value fitmax from its maximum list. Fit-value intentionally to solve the time con-
strained scheduling problem while Max-max concerning more to resource constrained 
scheduling. In Random-selection, tasks are randomly mapped to available resources. 

Performance metrics used for the experiment are response time and utilization 
rate; given in Eq. 4 and Eq. 5, respectively. 
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where CT(i,r) is defined in Eq. 1 and T is number of completed tasks.  
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where sumP is a total number of nodes in the system.  

6.1 Experimental Settings 

We have five to ten resource sites where in each of it contains a varying number of 
processors ranging from 4 to 10. The relative processing power (speed) of resource r 
is selected within the range of 1 and 7.5. Task inter-arrival times (iat) follow a Pois-
son distribution with a mean of five time units. For a given task Ti, the computational 
size is randomly generated from a uniform distribution ranging from 600 to 7200(MI) 
[23]. Estimated data transfer rate is selected randomly from the following set: 
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{0.01, 1.0, 3.5, 7.5, 12.5}. The inter-arrival time and data transfer time satisfy with 
the experiment without increasing a significant delay in task queue. 

6.2 Results 

Experimental results are presented in two different ways based on impact of mapping 
policy and task queuing on reliability.  

 
Experiment 1: The impact of mapping policy on reliability 
As shown in Figure 3, our approach Mul-policy outperformed others in terms of re-
sponse rate. It also observes that Fit-value is comparable with Mul-policy. However, 
it indicates that Mul-policy works 40% better in the case of more tasks coming or 
being processed. This performance can be explained by the multiple mapping policies 
in Mul-policy that able to minimize waiting time although in heavy loaded situation. 
Figure 4 shows the utilization rate that is plotted against the number of tasks, respec-
tively. Mul-policy obtains appealing utilization rate compared to three other  
techniques. The utilization rate in Mul-policy is improved greatly by about 60% on 
average. This indicates that prioritization of the system workload to meet the peak 
requirements sustains useful computing capability. 
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Fig. 3. Response rate with different scheduling approaches 
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Fig. 4. Utilization rate with different scheduling approaches 

Experiment 2: The impact of task queuing on reliability 
We extend the analysis of Mul-policy corresponding to different settings in processing 
requirements (Table 1). This setting aims to analyze the effect of task queues in  
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handling varying requirements. It been set that Scenario A and B have opposite distri-
bution of task type but each has similar distribution percentage for taskST/proc and 
taskST/dat. Meanwhile, we set a different task distribution of special-task, taskST in 
Scenario C and D.  

Table 1. Distribution of Two Different Types of Task 

Scenario 
Regular-task,   

taskRT (%) 
Special-task, taskST (%)  

taskST/proc(%)   taskST/dat (%) 
A 
B 
C 
D 

60 
40 
50 
50 

 20               20 
 30               30 
 40               10 
 10               40 

 
From Figure 5, we can see that the benefit of adaptive queuing mechanism in hete-

rogeneous system with better response rates. It demonstrates comparable results 
among each scenario that the differences by merely 3%. We also observed that the 
response rate of Mul-policy with Scenario A is better than Scenario B. The figure also 
shows that Scenario C is comparable with that in Scenario D. This is because the 
distributed of workload pattern in scenarios—considering the overall processing re-
quirement relatively similar. 

 

0.2

0.3

0.4

0.5

1000 2000 3000 4000 5000

Scenario A Scenario B Scenario C Scenario D

number of tasks

re
sp

on
se

  r
at

e

 

Fig. 5. Response rate of Mul-policy with heterogeneity in demands 
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Fig. 6. Utilization rate of Mul-policy with heterogeneity in demands 

The high resource utilization achieved using Mul-policy is another compelling 
strength (Figure 6) that reach more than 60% on average. The reason is that the tasks 
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separated into two different queues (i.e., RT-queue and ST-queue) and simultaneously 
mapped to their suitable resources. Such scheduling leads to decrease resource idle 
time. Overall, the degree of task heterogeneity does not significantly hamper Mul-
policy to maintain good performance. 

7 Conclusion 

The diverse nature of network devices/components and communication technologies 
greatly increases complexity in resource allocation. In this paper, we have effectively 
modeled adaptive scheduler that explicitly considers resource and task heterogeneity. 
The accurate information of both resources and tasks obtained through our discovery 
procedure (e.g., resource availability and task classification) plays an important role 
to effectively handle diversity in the system. Based on our extensive simulation re-
sults, the proposed allocation approach demonstrates robust decisions in the sense that 
minimum performance degradation regardless of different workload patterns. We also 
highlight that incorporated multiple task queues into scheduling policy yet significant-
ly important for dependable computing in heterogeneous dynamic environments.  
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Abstract. On the work sharing among GPUs and CPU cores on GPU
equipped clusters, it is a critical issue to keep load balance among these
heterogeneous computing resources. We have been developing a run-
time system for this problem on PGAS language named XcalableMP-
dev/StarPU [1]. Through the development, we found the necessity of
adaptive load balancing for GPU/CPU work sharing to achieve the best
performance for various application codes.

In this paper, we enhance our language system XcalableMP-dev/
StarPU to add a new feature which can control the task size to be as-
signed to these heterogeneous resources dynamically during application
execution. As a result of performance evaluation on several benchmarks,
we confirmed the proposed feature correctly works and the performance
with heterogeneous work sharing provides up to about 40% higher perfor-
mance thanGPU-only utilization even for relatively small size of problems.

1 Introduction

While GPU clusters with high performance GPUs provide cost effective HPC
environment, still there is a serious problem on programming for users who are
forced to describe complicated codes with mixed paradigm on parallel process-
ing and GPU computing. Recent programming codes on a modern PC cluster
commonly described in a hybrid manner to combine MPI and OpenMP to ex-
ploit the parallelism of resources effectively. In addition on GPU clusters, the
programmers additionally have to describe GPU manipulation. As a result, large
scale parallel GPU programming on GPU clusters becomes the toughest work
on parallel processing which easily causes numerous coding errors and reduces
code productivity.

We have been developing a language named XcalableMP (hereinafter called
XMP for short)[2], which is a directive-based PGAS (Partitioned Global Ad-
dress Space) language for parallel systems with distributed memory architecture.
In addition to the original XMP specification, we also proposed an extension
of XMP for accelerating device programming environments such as CUDA or
OpenCL, named XcalableMP-dev [3] (hereinafter called XMP-dev for short),
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which employs the concept of XMP by supporting a feature to off-load the com-
putation of a specified section (loop) to the target accelerating devices.

In our previous work [1], we utilized both GPU and CPU resources on each
node for work sharing of the loop execution within the context of the XMP-dev
language. For this purpose, we apply StarPU [4] for sub-task management and
scheduling where a loop execution is divided into a number of sub-tasks for mul-
tiple GPUs and CPU cores on each computation node. Based on this concept,
we implemented XcalableMP-dev/StarPU (hereinafter called XMP-dev/StarPU
for short) which enables the loop-level work sharing among CPU cores and GPU
on each computation node while the framework of XMP. In some cases, we con-
firmed that this new feature improves the performance of GPU clusters with
additional power by CPU cores rather than using GPU only, with very simple
and easy programming for high productivity. In many cases, however, the per-
formance gain with GPU/CPU work sharing is not enough as estimated. The
basic problem is how to decide the task size to be assigned to CPU cores and
GPUs which has different characteristics on the performance.

In this paper, to solve this problem, we propose a new framework to control
the task size to be dispatched to heterogeneous devices (CPU cores and GPUs)
individually and dynamically. In this method, we can keep the execution time
on each device as almost the same by dispatching different size of tasks to them
even with a limited but moderate number of tasks according to the problem
size.

2 XcalableMP, XcalableMP-dev and StarPU

2.1 Overview of XcalableMP (XMP)

XMP [5] is a PGAS language for describing large-scale scientific code on par-
allel systems with distributed memory architecture. For simplification for easy
understanding, XMP is a directive-based parallelizing language with grammar
similar to that of OpenMP. And its concept came from HPF [6] for global array
distribution and work sharing on loop construction. It is possible to parallelize
the target code with just a few changes on the original serial code, thus the pro-
gramming effort can be significantly reduced compared with many additional
lines in MPI programming.

2.2 XcalableMP-dev (XMP-dev)

In addition to XMP directives (please refer [5] in detail) which enable data/task
parallelization between nodes in a distributed memory system, XMP-dev direc-
tives (please refer [3] in detail) enable further data/task parallelization between
one or more acceleration devices on each node under the concept of off-loading
the computation to them.

Figure 1 shows an example of XMP-dev code. When a code is written in
XMP-dev, XMP directives describe the distribution of data among. On each
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int x[N], y[N];

#pragma xmp nodes p(4)
#pragma xmp template t(0:N-1)
#pragma xmp distribute t(BLOCK) onto p
#pragma xmp align [i] with t(i) :: x, y

int main() {
int i;

#pragma xmp loop on t(i)
for (i = 0; i < N; i++) {

x[i] = func(i);
y[i] = func(i);

}

#pragma xmp device replicate (x, y)
{

#pragma xmp device replicate_sync in (x, y)

#pragma xmp device loop on t(i)
for (i = 0; i < N; i++) 

y[i] += x[i];

#pragma xmp device replicate_sync out (y)
}

}

Execu�on
on Host

Data 
Alloca�on

Data Copy
Host to
Device

Data Copy
Device to

Host

Execu�on 
on Device

Fig. 1. An example code segment of XMP-dev

node, with XMP-dev directives (starting with “#pragma xmp device”), the user
can specify the data to be allocated on GPU device, data movement between
CPU and GPU, and computation offloading to GPU an shown in Figure 1. This
is a large advantage for highly productive coding compared with complicated
orthogonal programming with MPI and CUDA mixture, and an incremental
code enhancement is possible for users as like as OpenMP.

2.3 StarPU

In this subsection, we briefly describe the concept and features of StarPU. For
more details of the StarPU system, please refer [4].

StarPU is a run-time system that allocates and dispatches a collection of
computations as a task to any computation resource and schedules the task ex-
ecution dynamically. The target computation resources include multicore CPUs
and GPUs, where each task is dispatched to a core of the multicore CPUs or to
GPU device(s).

Although StarPU manages the task execution on both CPU cores and GPUs
simultaneously, it is a critical issue how to decide the task size for GPUs and
CPU cores to achieve high performance. The performance of recent CPUs has
been increased to several hundreds of GFLOPS. However, there is still a big
difference in the factor of ten between the performance of single CPU core and
GPU. When there is a large number of tasks generated from a large scale data,
tens or more times of tasks can be allocated to GPU device while CPU cores are
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Fig. 2. Implementation of XMP-dev/StarPU

processing small number of them. However, it is impossible to keep the load of
them when the number of tasks is limited for a small size problem, and it causes
a serious situation where even the additional CPU cores become the bottleneck
in total execution time.

StarPU is equipped with a feature to anneal the task size automatically when
the task size (the data size associated with the task) is tuned step-by-step during
the code execution in the iteration of time step simulation. However, this feature
works only for cases with simple iterations of code, and it is difficult to apply
this feature to a complicated execution phase of general codes. It is especially
difficult when a computation node is equipped with multiple GPU devices and
the performance gap between the CPU part and the GPU part is really large.

3 Dynamic Load Balancing on XMP-dev/StarPU

Our previous implementation without dynamic load balancing feature among
GPUs and CPU cores are described in [1] in detail. In this section, we describe
the essence of the work to understand our new feature, then introduce a dynamic
load balancing feature on XMP-dev/StarPU.

3.1 Previous Implementation Strategy and Its Performance

To implement the feature of work sharing among GPUs and CPU cores for
loop execution, we modified the XMP-dev compiler and the run-time system to
utilize StarPU as the task scheduler and execution engine. Since the original
XMP-dev/CUDA compiler is ready for data distribution and parallel execution
management of basic XMP features for GPU clusters, we run StarPU on each
node in the single node mode for simplicity. The XMP-dev/CUDA compiler
generates a code with CUDA functions on each node, and the data distribution
and synchronization among multiple nodes are performed by MPI.

Figure 2(a) shows the execution flow of XMP-dev/StarPU. The basic strategy
for implementation of XMP-dev/StarPU is as follows.
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– XMP-dev compiler aligns the distributed Global array to Local array for
each node.

– Runtime system replicates Local array as another one named Replicated
array. Local array is for communication with MPI in the context of XMP,
and Replicated array is a target of task assignment and management by
StarPU.

– Replicated array is allocated to StarPU’s data pool and divided to a number
of tasks which has the same size. Then, tasks are allocated to each device
by the StarPU scheduler.

– The programmer explicitly describes the synchronization on data between
Local array and Replicated array accordingly in XMP-dev syntax.

In [1], we observed that the relative performance gain by XMP-dev/StarPU to
XMP-dev/CUDA is very low in many cases, at a performance with just around
45% of original XMP-dev/CUDA. This is because the task size is always constant
where Replicated array on the node is always divided equally over all tasks.
But the performance gap among GPU and CPU core is so large. Therefore,
much larger number of tasks should be assigned to GPU than CPU core to keep
the execution time balance among all computation resources. In many cases,
however, there is a limit of the number of total tasks because too small size of
tasks cannot be effectively executed by GPU to hide the task invocation cost
including data movement between CPU and GPU. As a result, we cannot create
an appropriate number of tasks to keep a good load balance between these
heterogeneous resources and the efficiency of GPU execution, in a moderate size
of problem. Thus, we concluded the essential problem of low performance in this
work is the task size control on GPUs and CPU cores.

3.2 Improvement of XMP-dev/StarPU with Dynamic Load
Balancing Feature

Previous XMP-dev/StarPU divides Replicated arrays with fixed task size whereas
the performance gain by additional CPU cores to GPUs is not enough due to per-
formance imbalance on different type of resources. We found the problem in [1] and
performed a preliminary study to observe the performance behavior when the task
size to be assigned CPU cores and GPUs differ to keep a good load balance. Ac-
cording to this study, we propose and implement a new feature for dynamic load
balancing in this paper.

The key of task size control is the performance gap between CPU and GPU. In
heterogeneous hybrid work sharing, CPU and GPU execution time for each task
should be close or in the same order at least. On the other hand, it is required
to allocate a large size of task to GPU since it has to tolerate a data transfer
overhead and have a large degree of parallelism to utilize a number of cores
inside the device. The best solution for this problem is to assign well balanced
task size for all GPU and CPU cores in each of Replicated array to be processed
in a loop.
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As the answer to this problem, we introduce a parameter to decide the balance
of working set size for GPU and CPU on loop work sharing, named “CPU
Weight”. To simplify the control of load balance on resources, we decided to apply
this value to divide a Replicated array into two parts which are processed by
GPUs and CPU cores before StarPU run-time system makes further subdivision
of each part of array. Figure 2(b) shows the image of dividing a Replicated array
where the blue part is a relatively small portion for CPU cores while the red
part is a large portion for GPUs, for the total number of array elements N. This
array corresponds to the Replicated array in Figure 2(a). These two parts are
further divided by StarPU to smaller size of tasks. By making the data structure
appropriately to bind the task data portion and computing resource in StarPU
framework, we can control the task dispatch for sub-divided data portion in each
side (blue or red) so as to be correctly assigned to CPU core or GPU, respectively.
In Figure 2(b) for example, StarPU divides each array into three parts. In this
way, we can allocate different size of tasks to heterogeneous resources to keep
the load balance controlled by CPU Weight.

Since it is difficult to set the value of CPU Weight automatically by the
system, we design the system where this value is decided and set by the user
explicitly in the program code. It is described by new pragma “reset weight”
as “#pragma xmp device reset weight (cpu weight)”. Here, cpu weight provides
the CPU Weight to be applied after this point until it is reset again. The user
can reset CPU Weight anywhere before entering a loop construction. There are
several use cases of this feature. A user may decide to set the CPU Weight
statically according to his knowledge on program behavior, or he can adaptively
apply it based on the program execution behavior with any hint. Since the CPU
Weight is applied to divide a Replicated array linearly into just two parts for
GPU and CPU as shown in Figure 2(b), it is still difficult to find the best value
of it to keep perfect load balance. One of the effective ways is to find it based on
dynamic profiling of execution time by GPU and CPU. Actually, it is possible to
anneal the CPU Weight during multiple time steps for most of simulation codes
with time development scheme.

There is an idea to imply such an adaptive optimization of CPU Weight into
the run-time system to hide it from user’s view, however, we think it is very
sensitive parameter to role the entire load balance and it is better to pass its
control to users for various applications. For example, the user can even keep
several set of CPU Weight according to different loop body, and switch them to
describe the “reset weight” pragma before entering to the different loop.

4 Performance Evaluation

We use a massively GPU cluster HA-PACS in University of Tsukuba for per-
formance evaluation. The node specification is shown below. The CPU is Intel
Xeon E5-2670 2.6 GHz (8 cores ∗ 2 sockets) with Sandy Bridge architecture, and
the GPU is NVIDIA Tesla M2090 (4 GPUs/node) with Fermi architecture. All
nodes are connected with dual rails of InfiniBand QDR x4 by Fat-Tree topology
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with full-bisection bandwidth. In this evaluation, we use just two nodes because
our purpose is to observe the behavior of adaptive load balance on each node for
parallel execution. Although each node has 16 CPU cores per node, the man-
agement of each GPU consumes one thread on a CPU core in StarPU. So the
number of CPU cores is “16 − (Number of used GPUs)” per node.

We evaluate two benchmark codes: N-Body and MM (Matrix-Matrix Multi-
plication). Since the program runs on just two nodes, the communication time
on MPI which is automatically generated by XMP-dev/StarPU compiler is neg-
ligible (under 1%) for both benchmarks. Thus, we evaluate the computation time
on each node including data transfer overhead between CPU and GPUs, without
caring MPI communication overhead.

The purpose of this evaluation is to confirm the function of dynamic load
balancing based on CPU Weight works correctly and to show the potential of
any dynamic load balancing algorithm by the user. Therefore, we introduce a
very simple annealing algorithm to modify CPU Weight dynamically in the time
step development of the simulation. In all case of evaluation, CPU Weight is
changed according to the computation time of each CPU core and GPU for
the outer-most loop iteration. For N-Body, the outer-most loop corresponds to
the time step of physics simulation. For MM benchmark, we assume that some
size of matrix-matrix multiplication such as DGEMM routine in BLAS (Goto-
blas [7] for CPU kernel and MAGMA blas [8] for GPU) is executed repeatedly
for larger computation. Therefore, the same size of matrix-matrix multiplica-
tion is repeated in MM and the computation time of one outer-most iteration is
examined.

Based on rough estimation on sustained performance of up to four GPUs and
12 CPU cores in each node, we set the initial value of CPU Weight as 0.2. The
policy to decide CPU Weight in the next time step is as follows.

ratio = TCPU / (TCPU + TGPU );
if (ratio > 0.5) cpu weight -= 0.01;
else cpu weight += 0.01;

Here, TCPU and TGPU are the task execution time by CPU and GPU in
last task execution, respectively. Those values can be directly extracted by our
API function. This policy shows a very simple annealing algorithm to modify
CPU Weight in step by step manner. Of course, the user can describe more
sophisticated algorithm in any style.

Figures 3(a) and 3(b) show the time development of execution time (both
on GPU and CPU) and CPU Weight on N-Body and MM, respectively. In both
figures, blue and red bars show the execution time of one task on GPU and CPU
core, respectively, and green line shows the CPU Weight applied on that time
step. According to the CPU Weight adjustment policy, it is decreased constantly
until the execution time of tasks on both types of resources becomes nearly equal
in step by step, and finally CPU Weight keeps almost constant when they are
balanced. In this way, we can achieve the best balance with adaptive control of
load balance among GPUs and CPU cores where the user just provides a simple
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(a) N-Body at N = 819200
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(b) MM at 8192 ∗ 8192

Fig. 3. Transitions of CPU Weight

notation of CPU Weight control as well as high-level PGAS programming style
without any effort on describing MPI or CUDA code.
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Fig. 4. Execution time of last time step and CPU Weight

Finally, we show the total performance gain by GPU/CPU work sharing
driven by our new system compared with the performance by GPU-only. Fig-
ures 4(a) and 4(b) show the relative performance to the execution with GPU-
only for various cases, on N-Body and MM benchmarks, respectively. In N-Body,
GPU/CPU work sharing constantly improves the performance although the ra-
tio of gain differs in the cases. The largest gain with up to 20% is achieved for
the smallest size of problem. Basically, the performance gain is reduced when
the number of GPUs increases where the usable CPU cores are decreased as
mentioned before. N-body benchmark is suitable for GPU computing where the
sustained performance gap between GPU and CPU is large and the effect of ad-
ditional CPU cores is relatively small for larger problem size. On the other hand
for MM benchmark, the performance gain by GPU/CPU work sharing increases
according to the problem size where the maximum gain with approximately 40%
is achieved for the largest problem size using single GPU. In MM, the task ex-
ecution time for the matrix size is shorter than N-Body, and the overhead of
fine task control cannot be covered by the performance of additional CPU cores.
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When enough size of problem is provided, the contribution of CPU cores is great
to raise the total performance of computation node.

Since current implementation of XMP-dev/StarPU compiler can handle just
single dimension decomposition for multi-dimension arrays, the memory utiliza-
tion and data movement efficiency is low. We think that this is one of the major
factors for performance limitation. We are now developing multi-dimensional
array decomposition to achieve higher performance in our system.

5 Related Works

There are several compilers for GPU accelerators, for example PGI Accelerator
Compile [8] and HMPP Workbench [9]. These compilers provide a directive-
based language for some accelerator including GPU. HMPP Workbench use
CUDA or OpenCL for backend compiler. So, it is possible to program a hybrid
work sharing with GPU and CPU, by inserting some directive in user code.
However, the user has to describe additional MPI code with this complicated
work sharing because the compiler just cares on a single node computation.
Our XMP-dev/StarPU provides a sophisticated PGAS model programming for
distributed memory system.

Also, there is a work [10] that applies StarPU to BLAS (Basic Liner Algebra
Subprograms) library designed for NVIDIA GPU. This work performs work
sharing with GPU and CPU on library level. In the performance aspect, this
work can obtain about four times performance enhancement compared with
only single GPU at Cholesky decomposition by using Intel Nehalem X5560 6
cores and 3 NVIDIA FX5800. In the XMP-dev/StarPU framework, users can
write a work sharing program code more flexibly, as for the problem can be
written in loop distribution basically, not just with a limited function of such a
library-based approach. We need to compare the performance of our approach
with native implementation of MAGMA in the same class of libraries.

As the original work by StarPU research team, the load balance issue was
studied[11]. From user’s view point, it is difficult to describe a code directly
with StarPU for GPU/CPU work sharing. Our approach is based on high-level
PGAS language (XMP-dev) using StarPU as underlying supporting system. We
have not modified StarPU itself to apply to our system, and our system can
work as user friendly interface for StarPU feature.

6 Concluding Remarks

In this paper, we proposed and implemented a programming environment to
enable GPU/CPU work sharing on our PGAS language XMP-dev compiler and
run-time system to be applied to multi-GPU equipped PC clusters. The proposed
system allows users to keep the load balance among GPUs and CPU cores on
each node for adaptive tuning of work sharing performance. We confirmed the
effectiveness of this approach through several HPC benchmarks and achieved
up to 40% of performance gain compared with original GPU-only solution.
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To exploit this performance gain utilizing full computation resources on each
node, the user just has to add several key directives to his original serial code
to describe data distribution, loop distribution, GPU/CPU data movement and
synchronization, without complicated combined paradigm of MPI and CUDA.

Our future work includes applying this system for wider variety of applica-
tions and larger systems, and also improves the performance based on multi-
dimensional array dividing on global array handling.
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Abstract. Real-time embedded systems often require the ability of adaptiveness
and robustness, because their interactions with physical environments dynami-
cally change workloads. Multi-core chips are becoming an ideal candidate hard-
ware component for such environments, since each of them carries two or more
cores on a single die, and has potential for providing execution parallelism as
well as better performance at low cost. Parallelism, on the other hand, necessi-
tates complex analysis of computation problems, such as task scheduling, while
improving the realization of adaptive controls. Pfair is an optimal scheduling
algorithm that can fully utilize all cores in the system, but it incurs excessive
scheduling overheads which, in turn, diminishes its practicality in embedded
systems. To mitigate this problem, the hybrid partitioned–global Pfair (HPGP)
scheduler was proposed in previous work, which significantly reduces the number
of task migrations and global scheduling points by performing global scheduling
only when absolutely necessary, while still achieving full processor utilization.
In this paper, the HPGP scheduler is further extended to support the adaptive
controls to dynamic real-time task systems. Experimental evaluation results have
shown that the extended HPGP can successfully handle dynamic task systems,
thus making it suitable for embedded real-time systems.

1 Introduction

Traditional controls for embedded real-time systems focus on the behaviors of a sin-
gle (sub)system under the worst-case condition, which can usually be realized by a
carefully-designed fixed controller. However, modern embedded real-time systems of-
ten require adaptive controls which dynamically adjust the system configuration to
deliver the specified/required performance in dynamically-changing physical environ-
ments. Such adjustments are typically achieved through control-mode changes, with
different algorithms used in different modes, thus yielding different computations, com-
munications, and performance. Adaptive controls require new software support that
does not exist in today’s fixed controllers. The adaptive controls for system-level func-
tionality require collaboration among computation devices and software components
running thereon.

In current practice, the lack of proper support in system software makes it difficult
to implement adaptive controls in embedded real-time systems. As a result, managing
dynamic workloads for adaptive controls is mainly achieved through over-design and
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over-engineering, in which the system is designed with excessive resources and/or con-
servative parameters to accommodate the worst-case scenarios.

In view of its resource abundance and performance potential at low cost, a multi-core
system is a promising hardware platform for implementing adaptive controls in embed-
ded real-time systems. Carrying two or more cores on a single die, a multi-core system
delivers better performance through execution parallelism with lower power consump-
tion and reduced heat dissipation as compared to a time-sharing single-core system.
However, as multi-core hardware is relatively new to embedded software developers,
how to facilitate the design and maximize the benefit of multi-core systems is still un-
/under-explored. One of the key research issue is to provide an effective scheduling
algorithm that can better utilize the parallelism for time-critical control applications
while simplifying their design.

Proportionate-fair (Pfair) scheduling[1] is an optimal algorithm among a very few
algorithms for multi-core systems developed to date. However, Pfair cannot be di-
rectly applied to time-sensitive embedded systems because it incurs too much run-time
overheads, such as excessive number of preemptions and system-wide locks at every
scheduling point to support global scheduling.

A previous work on hybrid partitioned-global Pfair (HPGP) scheduler significantly
reduces those overheads[2]. HPGP introduces a decision algorithm to choose an ap-
propriate scheduling algorithm between low-overhead partitioned Pfair scheduler and
global Pfair scheduler, based on a virtual clock. The decision algorithm calls for global
scheduling only if it is absolutely necessary to minimize scheduling overheads.

In this paper, the HPGP algorithm is further extended to effectively support adaptive
controls. Adaptive controls include efficient scheduling dynamic task systems such as
(de)activation of tasks and adjusting invocation rate of tasks. Our evaluation results
show that HPGP, like Pfair and its variants, allows dynamic changes of a task system,
and at the same time, is more effective and efficient than Pfair, making it more suitable
for the implementation of adaptive controls for many embedded real-time systems.

The rest of this paper is organized as follows. Section 2 provides the basic concepts of
Pfair and HPGP and demonstrates how HPGP is extended to support adaptive controls
in embedded real-time systems with highly dynamic task sets. Section 3 evaluates the
performance of the extended HPGP scheduler, using a discrete-time simulator running
on multi-core systems. Finally, we draw conclusions in Section 4.

2 The Extended Hybrid Partitioned–Global Pfair Scheduler

This section describes the previous work as well as the extension on hybrid partitioned–
global Pfair (HPGP) scheduler. The system model with fixed task invocation periods is
presented first, on which the design of HPGP is based and then extended to include
dynamic tasks for adaptive controls.

2.1 System Model

The system under consideration for HPGP consists of N tasks running on an M-core
system. All cores are assumed to have identical CPUs with synchronized clocks. Each
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core behaves as a single processor and can run at most one task at any given time. Tasks
are assumed to be periodic, and their execution is synchronized with periodic timer
ticks. To execute a task, the CPU time is allocated in a small quantum where a time
quantum t represents the time interval [t, t + 1).

A periodic task T is modeled as T =< Tp, Te >, where Tp is the invocation period,
and Te its standalone execution time on a core. Both Tp and Te are represented as integer
multiples of the time quantum. Each task is released at the beginning of its invocation
period, and must be completed within its period Tp. While tasks can be executed in
parallel on different cores, there is no parallelism within a single task. Given a task T ,
its weight wT is defined as wT =

Te
Tp

. A multi-core system utilization U is defined as

U =
∑N wT .

A task can be divided further into a sequence of subtasks, Ti, each of which is as-
signed a time quantum t for execution. A subtask Ti can then be modeled as a 2-tuple
Ti =< r(Ti), d(Ti) >, where r(Ti) and d(Ti) are the pseudo-release time and pseudo-
deadline of Ti, respectively. Since subtasks execute in a strict sequence and Ti com-
pletes within T ’s period Tp, there is at most one instance of Ti running at a given time.
So, all Ti’s share the same period Tp, and each Ti consumes one time quantum.

The HPGP scheduler assumes the existence of both partitioned and global sched-
ulers, which use two distinct approaches to scheduling real-time tasks on multi-core
systems. A partitioned scheduler runs on each core and manages, in isolation from
other cores, the execution of the allocated tasks, as the tasks arrive (or are initiated).
Under this scheduler, no task migration occurs once it is assigned to a core. A global
scheduler, on the other hand, dynamically determines which cores to execute which
tasks, and migrates tasks from one core to another, if needed. It is also shown that an
optimal scheduling algorithm can be derived using the global scheduler, such as Pfair,
to achieve better processor utilization, with the schedulability condition U ≤ M, than
the partitioned scheduler [3,4].

HPGP is based on the modification and extension of Pfair which performs global
scheduling using the subtasks of each task. Given an M-core system and a set of tasks
in a global task queue, Pfair chooses M or fewer pseudo-released subtasks to execute
at every scheduling point — i.e., the beginning of a time quantum — with each core
running no more than one subtask. All chosen subtasks must belong to a set of ready
tasks. The subtasks are chosen for execution according to the weights of the ready tasks,
called Pfairness, each of which is represented by the utilization of the task that contains
the chosen subtasks. Such a weight indicates the rate at which the corresponding task
must be scheduled.

To achieve Pfairness, Pfair introduces the concept of scheduling error. For any given
task, the scheduling error is defined as the lag of task T :

lag(T, t) = t · wT − S (T, t)

where S (T, t) is the total time quanta for execution of T during the time interval [0, t).
Given the scheduling error lag(T, t), Pfairness can be specified as |lag(T, t)| < 1. Pfair
achieves Pfairness by running the scheduling algorithm at every time quantum, which
guarantees the scheduling error caused by an improper selection of some subtask to be
bounded by one time quantum for each task at any time.
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As the Pfair scheduler is invoked at every time quantum, task migrations may occur
very often, at every time quantum in the worst case, and thus incur high overhead. For
its global scheduling, the Pfair scheduler requires tasks to synchronize their execution
on all cores. During the synchronization, all the cores with their data for scheduling
tasks must be locked, which may incur significant overhead. Moreover, the cores need to
access a large amount of data not residing in their local cache during the task scheduling,
which consequently incurs memory performance penalty.

2.2 The HPGP Scheduler

The HPGP scheduler is mainly designed to reduce the Pfair’s overheads, particularly
for locking cores at every time quantum and for frequent task migrations. To achieve
this, we develop a light-weighted decision algorithm that runs at every time quantum
to determine if the global scheduler should be invoked. With the decision algorithm,
the HPGP scheduler performs global scheduling only when absolutely necessary, thus
triggering only the partitioned scheduler on each core for most of the time.

The scheduler starts by distributing N tasks to M cores in a predefined order of
core IDs. Each core then runs the decision algorithm to check the schedulability of the
allocated tasks. To check the schedulability of a core, the decision algorithm uses the
weight of Corei, which is defined as its utilization, wCorei =

∑
T j∈Corei

wT j where T j is
a pseudo-released subtask on Corei. If wCorei ≤ 1, Corei is under-utilized for current
time quantum, and all tasks on Corei are schedulable by Pfair with M = 1. wCorei can
then be used to determine Pfairness of the task set. If wCorei > 1, Corei is overloaded for
current time quantum and the tasks on Corei may not be schedulable. To make Corei

schedulable in the case of wCorei > 1, Corei needs to operate wCorei times faster. Based
on this, we introduce a weight-scaled virtual clock running wCorei times faster than the
actual clock, to determine Pfairness.

To use Pfairness in the decision algorithm when checking the schedulablity of Corei,
we need to modify the lag of task T on Corei to include both under-utilized and over-
loaded cases as follows:

lag(T, t, i) =

{
t · wT − S (T, t) if wCorei ≤ 1
wCorei · t · wT − S (T, t) if wCorei > 1

(1)

To achieve Pfairness, the scheduling error for task T must be less than one time
quantum for every time quantum t. Therefore, to check the schedulability of Corei, the
decision algorithm must evaluate the satisfaction of the following condition for every T
on Corei at time quantum t:

|lag(T, t, i)| < 1. (2)

Note that satisfying the condition in Eq. (2) for every T alone does not guarantee the
schedulability of Corei, as the total workload of the task set may exceed the comput-
ing capacity of Corei. The decision algorithm must also check the satisfiability of the
accumulated lag condition:

∑

T∈Corei

lag(T, t, i) ≤ 0. (3)
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Using Eqs. (2) and (3), the decision algorithm on each core can determine if the
allocated task set is schedulable. If schedulable, Pfair with M = 1 is used to schedule
the tasks for the time quantum t. No task migration will occur in this case. If the decision
algorithm finds the task set on any core unschedulable, it invokes the global scheduler
for the time quantum t. Executing the global scheduler may result in migrating some
task on Corei to a different Core j. HPGP repeats the decision algorithm for every time
quantum.

Compared to Pfair, HPGP reduces the scheduling overhead significantly. Although
the decision algorithm runs at every time quantum, the required computation is much
simpler than that involved in Pfair. Moreover, tasks are migrated only when tasks as-
signed to a core are not schedulable. Task migration and global scheduling are necessary
to meet all task deadlines in such a case. Unlike the Pfair scheduler that uses a shared
global data structure and requires the scheduling data to be locked and synchronized,
the HPGP scheduler maintains its own data structure on each core, thus eliminating the
blocking by the scheduler on another core when Pfair is used.

2.3 Supporting Robustness and Adaptive Controls with the HPGP Scheduler

To meet the needs of adaptive controls, the scheduler for their software implementations
should be able to handle dynamic task sets. A dynamic task set contains tasks that vary
in response to control mode changes. Such variations include the total number of tasks
in the set and their properties, such as invocation period, computation delay, deadline,
release time, and priority. In the HPGP scheduler, we focus on two dynamic changes:
total number of tasks and their invocation periods.

The total number of tasks in a multi-core system changes when one or more new
tasks are activated, or one or more existing tasks are terminated. In the HPGP sched-
uler, the task activation is determined by the collaboration between the task-distribution
algorithm and the decision algorithm, while the de-activation is determined solely by the
decision algorithm. When a new task arrives, the HPGP scheduler first decides which
core to execute it. Given that a system with unevenly-loaded cores (with unbalanced
wCorei ) tends to have a larger value of accumulated lag, which may result in not satisfy-
ing Eq. (3), such a task system is unlikely to be schedulable by the decision algorithm.
We, therefore, introduce a simple heuristic, which allocates each task to the core with
minimum weight, in the HPGP’s distribution algorithm to balance the cores’ weights.
On each core, the decision algorithm uses the following two conditions to activate and
de-activate a task:

Activation: A task T can be activated in time quantum t iff U ≤ M at time t.
De-activation: A task T can be de-activated in time quantum t iff (t + 1) ≥

d(Ti) = Tp, where Ti is T ’s last subtask.

When a task’s invocation period changes, the new invocation period is applied to
the next invocation of the task. This implies that if the task is currently executing, the
new period is applied only after its current execution completes. This prevents waste
of resources in generating incomplete results or simultaneously running multiple active
copies of the same task.
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3 Performance Evaluation

To evaluate the applicability and effectiveness of the HPGP scheduler in realizing adap-
tive controls, various experiments have been conducted. The Pfair scheduler was used
as the baseline for comparison and a discrete-time simulator has been implemented for
both the Pfair and the HPGP schedulers for the performance evaluation. To better un-
derstand and compare the performance of Pfair and HPGP schedulers, experiments with
a fixed task set have been performed.

To illustrate the differences in scheduling tasks resulted from Pfair and HPGP with an
extension of supporting dynamic task systems. We apply both schedulers to the system
in [5] which contains a set of six tasks running on a dual-core system. These tasks are
specified in the form of T =< Tp, Te > as: T0 = (5, 2), T1 = (15, 3), T2 = (15, 4),
T3 = (6, 2), T4 = (30, 20), and T5 = (30, 6).

To learn the schedulers’ ability of supporting adaptive controls, two cases of experi-
ment were created: one with dynamic task activations and de-activations, and the other
with dynamically-changing task invocation periods. The metrics used in our evaluation
include both scheduling overhead and schedulability, represented by the total number
of task migrations and the system utilization, respectively.

To evaluate the schedulers with dynamic task sets, we designed experiments to grad-
ually swing between an under-loaded system and a fully-utilized system to mimic a
control mode change. This was achieved by gradually activating the tasks in the set
followed by de-activating the recently-activated tasks. Specifically, the tasks were acti-
vated every 30 time quanta in the order of their IDs from T0 to T5. As soon as all the
tasks were activated, the system started to de-activate them one-by-one after the first
invocation of each task was completed. While a new task was allowed to start its exe-
cution at any time quantum after its release, the scheduler de-activates a task only after
its execution is completed.

The experimental results are plotted in Fig. 1. Both Pfair and HPGP met all task dead-
lines. Over a total of 177 time quanta, HPGP performed global scheduling only three
times and migrated tasks on these occasions, whereas Pfair performed global schedul-
ing at every time quantum (a total of 177 times) and migrated 39 tasks, hence show-
ing HPGP’s superiority to Pfair in reducing the scheduling overhead. The results also
showed that HPGP incurred neither global scheduling nor task migrations when the sys-
tem utilization is less than 1.8, regardless of the dynamic task activations/de-activations,
implying that HPGP can isolate the effects of dynamic task changes and yield a stable
schedule on each core.

To evaluate the schedulers with dynamically-changing task invocation periods, we
designed the experiments to shorten the invocation period of T3 from 30 to 6, at which
the system became fully utilized, and then change the period back to 30.

The experimental results are plotted in Fig. 2. Similar to the case of task activa-
tions and de-activations, both Pfair and HPGP scheduled the tasks and met all of their
deadlines. HPGP incurred five task migrations during more than 1049 time quanta, ex-
hibiting a significantly lower runtime scheduling overhead than Pfair, which incurred
767 task migrations. As shown in Fig. 2, most task migrations with the HPGP scheduler
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happening at the system startup. This implies the unbalanced initial core weights used
in the task distribution algorithm, which, in turn, causes a less partitioned system to
effectively apply the partitioned schedulers [6].
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4 Conclusions

The support for adaptive controls poses new challenges to the scheduler in an underly-
ing computing platform. In an embedded real-time system that interacts with the exter-
nal physical world changing dynamically, the scheduler must manage a dynamic task
set, including their activations, de-activations, and changes of invocation periods. Since
multi-core systems have great potentials to support adaptive systems with changing
workloads, scheduling solutions based on the Pfair scheduling algorithm have been re-
ceiving considerable attention for adpative control applications. We have proposed an
extension to the Pfair scheduler—called the HPGP scheduler—to improve the capability
of handling dynamically-changing task sets. The HPGP scheduler combines the parti-
tioned and the global versions of Pfair to reduce the scheduling overheads, and adopts
the distribution and decision algorithms modified to support dynamic task sets. The ex-
perimental evaluation results have shown that HPGP yields improved schedules with
lower scheduling overheads and fewer task migrations and global scheduling instants,
when the task sets change dynamically.
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Abstract. Inductive-coupling is a 3D integration technique that can
stack more than three known-good-dies in a System-in-Package (SiP)
without wire connections. To make the best use of wireless property,
the 3D ICs would have a great flexibility to customize the number of
processor chips, SRAM chips, and DRAM chips in a SiP after the chip
fabrication.

In this work, we design a deadlock-free routing protocol for such 3-D
chips in which each chip has different Network-on-Chip (NoC) topologies.
We classify two-surface NoC of each chip into is 2D mesh and irregular
structure in order to apply the custom routing algorithm to its topology.
In mesh topologies, X-Y routing is used for well traffic distribution, while
Up*/Down* routing is applied for reduced path hops in irregular topolo-
gies. Evaluation results show that the average number of hop count in
uniform traffic can be improved by up to 11.8%, and the average hop
count in neighbor traffic can be improved up to 6.1%.

1 Introduction

Due to the increasing design cost of custom System-on-Chips (SoCs) in recent
process technologies, System-in-Packages (SiPs) or 3D ICs that can select and
stack necessary known-good-dies in response to given application requirements
have become one of hopeful design choices.

Various interconnection techniques have been developed to connect multiple
chips in a 3D IC package: wire-bonding, microbump [1], wireless (e.g., capacitive-
coupling and inductive-coupling) [2,3] between stacked dies, and through-silicon
via (TSV) [2] between stacked wafers. Although many recent studies on 3D IC
architectures focus on the TSV, here we focus on inductive-coupling that can
connect more than three known-good-dies without wired connections.

It is expected to build target 3D ICs after fabricated dies with a small cost. In
the future, by using developing techniques on power transmission using inductive
coupling transceiver [4], it will be possible to add, remove, and swap chips in
cards by users, e.g. chip stacks just before a parallel application executes. That
is, chip level reconfiguration is possible.

J. Ko�lodziej et al. (Eds.): ICA3PP 2013, Part II, LNCS 8286, pp. 77–85, 2013.
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In such chips, we cannot expect any pre-determined network topology for
each intra-chip communication; this makes it difficult to establish deadlock-free
routing paths in such ad-hoc 3D CMPs. One solution is to use a simple ring as
3D networks and bubble flow control which is a topology independent deadlock
free routing [5]. Although this approach is simple and suitable for small systems,
performance is limited. Another method is introducing deadlock-free routing for
irregular networks based on conservative acyclic graph using spanning trees [6].
However, it ignores topological regularity of the vertical dimension of such chips
when attempting path search.

From the practical viewpoint, most of networks in a chip would be two di-
mensional mesh. The regularity of topologies is a key concern to increase the
performance of deadlock-free routing. Here, we design a deadlock-free routing
protocol for such 3D chips. To optimize routing paths to topological structure
of each chip, we classify two-surface NoC of each chip into is 2D mesh and irreg-
ular structure. In mesh topologies, X-Y routing is used for well traffic distribu-
tion, whereas Up*/Down* routing is applied for reduced path hops in irregular
topologies.

2 Wireless 3D CMPs

2.1 Inductive Coupling Technique

An inductive coupling based wireless 3-D connection [2,7,8,3] is attractive be-
cause of the following properties: first, dies can be connected after fabrication,
that is, only verified dies can be used. Second, a number of dies can be stacked
so performance is much increased by adding more dies. Moreover, no special pro-
cess technology is needed. The inductor can be built by normal CMOS wiring
layers. It is interestingly reported that the inductive coupling technology has
achieved more than 8GHz with a low energy dissipation and a low bit-error rate
(BER< 10−14) [3].

2.2 3D CMP Systems

The flexibility of wireless inter-chip communication is attractive for designing
3D CMPs, because a CMP is collection of heterogeneous hardware components,
such as processor, cache and memory chips. Their resource utilization highly
depends on the target application set. It is desirable to change the stack chips
when attempting target applications are switched.

It becomes possible to change chip composition freely according to the re-
quired performance of application by using wireless connection with CMP. For
example, more processor chips can be added for computation-bound applications,
while more cache chips will be useful for memory-bound applications. However,
it means that it is difficult to decide what kind of chips incorporated in the CMP
in advance.
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In such CMPs we cannot expect any pre-determined network topology for each
intra-chip communication; this makes it difficult to establish efficient deadlock-
free routing paths in such ad-hoc 3D CMPs.

This is just a problem to be mitigated in this work. In particular, we assume
target CMPs that consist of 2D mesh NoCs and partially irregular NoCs whose
two-dimensional coordinates of routers are the same as those in 2D mesh for
composing the vertical links.

3 Mixed Routing

3.1 Assumption

In order to stack chips for building a 3D NoC, the position of coils that makes
a vertical link must has the same two-dimensional coordinate in all chips. We
assume that coils are provided in each chip with a certain intervals. A router is
directly connected with each coil to transfer data from/to the intra-chip network.
A three dimensional coordinates (x,y,z) is given to the router which is connected
to the coil (x,y) of the z’th chip. Here, we only care about the routing between
such routers connected to the coil, although there may be other routers used only
for intra-chip network. The routing between the numbered routers and routers
for only intra-chip network will be done depending on the topology and the local
rule of the intra-chip network.

Logically, the 3D links can be treated just a linear network. Since the switch-
ing the receiver and transceiver can be done quickly in wireless interconnection
network, here, a half duplex bi-directional communication is assumed on the lin-
ear network. Since each chip has different size of cores, it is difficult to provide a
inductive coupling link at all (x,y) positions in a chip. Moreover, some vertical
links have to be shut down for reducing the power consumption of Networks
[9,10]. Besides, some vertical links may encounter faults. Thus, these vertical
links cannot work. All the above reasons make the vertical direction network an
irregular one. However, of course, each chip must have a connectivity between
upper and lower chips with some links.

Since various type chips can be stacked, various intra-chip networks are con-
nected. Here, we make the following assumption for each intra-chip network: (1)
all nodes on the chip are reachable only with the intra-chip network, and (2)
an intra-chip network of each chip has a deadlock-free routing method. If the
intra-chip network of the stacked chip can work by itself, these assumptions are
naturally satisfied.

According to the detected topology, the standard routing algorithms described
in the following subsections are applied in the intra-chip network. Note that both
algorithms can be deadlock free without virtual channels.

3.2 Recognition of the Mesh

In an NoC by using wireless inductive coupling links, various chips with their own
intra-networks can be stacked, and it is difficult to fix the routing information
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beforehand. Also, considering faults, automatic topology recognition algorithm
is advantageous.

Here, it is necessary to detect which is the topology of each chip, mesh or
irregular. When the system boots, each node checks the neighboring nodes and
layer information to detect the topology and the three-dimensional node number.
Here, the topology is detected according to the following simple algorithm.

Algorithm of Mesh Recognition� �
1. Find a minimum mesh consisting of four nodes connected with a ring
structure.
2. A minimum mesh is treated as a 2nd-level node whose links are edges
which are shared by other minimum meshes.
3. When such four nodes form a ring structure, it is treated as a 3rd-level
node, and it is repeated until no ring structures is found or every node in
the plane is included.

� �

A B

C D

C’ D’

B’A’

Fig. 1. Example of Topology detection flow

The left side of Fig. 1 shows an example of 3×3 topology. First, it is confirmed
whether node A connects with the node of the east side. If it is connected, the
node on the east will be named as node B. Node B, node C, and node D are
checked in the same way. If it checks being connected, the node A, B, C, and D
form the minimum mesh A’. It is carried out repeatedly and forms small meshes
A’, B’, C’, and D’ as shown in the right side of Fig. 1.

Next, the meshes A’, B’, C’, and D’ are treated as a 2nd-level nodes and
examined whether they are connected in the same way. In this case, the 3rd-
level node becomes a 3 × 3 squire mesh.

This process is applied for XY plane, YZ plane, and ZX plane. If the mesh
structure in all planes can be connected, they will be treated as a 3D mesh.

3.3 Mixed Routing

The general way for routing in a network consisting of various types of sub-
networks is treating it as an irregular topology, and apply Up*/Down* routing.
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However, of UP*Down* routing is commonly less effective than topology de-
pendent routing like dimension order routing in the mesh even by using the
optimized root node selection algorithm[11] . By using the mesh recognition al-
gorithm shown before, we can identify whether the source node and destination
node belong to the same mesh, independent meshes or not.

Here, the following simple Mixed routing is proposed to make the use of
regularity as possible:

Mixed Routing
Assume that the source router S (sx, sy, sz) wants to send a packet to destination
router D (dx, dy, dz).

1 If the source and destination are in the same chip (sz = dz), use the intra-chip
routing depending on the topology of the chip.

2 If the source and destination are in the same mesh topology, use the dimension-
order routing in the mesh.

3 If both the source and destination are not on any mesh topologies, use the
Up*/Down* routing.

4 If either the source and destination is in a mesh topology, use the dimension
order routing in the mesh and Up*Down* in other parts. We call this routing
”topology switching routing”.

Topology Switching Routing
Here, we switches the topology from mesh to irregular or irregular to mesh only
once and each router provides two virtual channels.

1 If the source node belongs to a mesh and destination node dose not belong the
same mesh, the packet is routed to the relay-node at the edge of the mesh
by dimension order routing. Then, the virtual channel is changed. From the
relay-node to the destination node, Up*Down* routing is applied.

2 If the source node does not belong to any mash, Up*Down* routing is used to
the relay node at the boundary of the mesh to which the destination node
belongs. Then, the virtual channel is changed. From the relay-node to the
destination node, dimension order routing is used.

The relay-node is selected so as to minimize the hop of the total route. This
selection is can be done easily, since the number of candidate nodes on the
boundary are limited.

Mixed routing is deadlock free. It is obvious because of the following reason:

– In each network, Up*Down* routing or dimension order routing, each of
which is deadlock-free in each topology are used.

– When the routing algorithm is switched, the virtual channel number is
changed.

Here, the routing algorithm is switched only once, since we assume two virtual
channels. Thus, Up*Down* routing is applied around the destination nodes if
it belongs to the different meshes as the source node belongs to. Adding more
virtual channels will increase the flexibility if the system becomes large.
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4 Evaluation Results

In this section, the proposed Mixed routing is compared with a baseline irregu-
lar routing, in which the whole 3D network is treated as an irregular topology
and Up*/Down* routing is used to route packets. The spanning tree roots for
Up*/Down* routing are optimized so as to minimize the average hop count of
each application based on an exhaustive search for fair comparisons.

4.1 Network Simulation

Simulation Setup. To evaluate hop count of Mix routing and irregular routing,
we used a network simulator called Irre sim [12]. Irre sim is a cycle-accurate
simulator of interconnection networks written in C++. Although the traffic is
artificially generated, the operation of routers are based on the real hardware
design. Here, a standard three-stage wormhole router and 5-flit (1-flit header +
4-flit body) packets are used.

We evaluated network configurations in Table 1 with the network simulator.
Topology (x, y, z) denotes a wireless 3D CMP that consists of z chips where each
chip consists of x× y nodes.

Here, we use a number of chips with irregular topology as a parameter. Irreg-
ular topologies are automatically generated from 2D mesh network by randomly
removing horizontal links. In addition, the number of vertical links (Z links) has
been changed randomly as shown in the table. In order to keep connectivity of
the network, removal which makes isolated nodes is prohibited.

Table 1. Target architecture for network simulator

T444 T448

Topology (4,4,4) (4,4,8)

Number of Nodes 64 128

Number of Z links 48 — 42 — 36 112 — 98 — 84

Traffic patterns of uniform used for the simulation. Uniform trrafic is randomly
selected source and destination node.

Evaluation Results of Network Simulation. Fig. 2, 3 show average hop
count of Mixed routing and irregular routing at uniform traffic.

Each topology in the graph is based on the configuration shown in Table 1
with the number of irregular chips as a parameter. The meaning of link 48 is to
have 48 Z links.

In Fig. 2, the hop count of Mixed routing is improved by 6.6% compared
to that of irregular routing when irregular 1 with link 36 in uniform trrafic.
Similarly, in Fig. 3, it is improved by 11.8% when irregular 1 with link 36.

Fig. 4, 5shows the average hop count at neighber traffic.
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Fig. 2. Average hop count of Mixed routing and irregular routing at uniform traffic
(T444)

Fig. 3. Average hop count of Mixed routing and irregular routing at uniform traffic
(T448)

In Fig. 4, the hop count of Mixed routing is improved by 3.3% compared
to that of irregular routing when irregular 2 with link 36 in uniform trrafic.
Similarly, in Fig. 5, it is improved by 6.1% when irregular 3 with link 98.

The hop counts is increased as the number of chips with irregular network
increases. However, when Mixed routing is used, the increasing ratio in uniform
and neighber trrafic is much suppressed by using a small number of 2D mesh is
used efficiently.
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Fig. 4. Average hop count of Mixed routing and irregular routing at neighber traffic
(T444)

Fig. 5. Average hop count of Mixed routing and irregular routing at neighber traffic
(T448)

5 Conclusions

A routing method for wireless 3D CMPs consisting of chips with various intra-
chip networks is proposed and evaluated. Although the effect is depending on
the number of 2-D mesh in the 3-D network, network simulation results revealed
that Mixed Routing improved performance of irregular routing up to 6.0%. By
using the full-system simulator, the execution time of parallel application pro-
grams is compared, and except a few cases, the performance with Mixed Routing
overcomes that of irregular routing.

Now, Mixed Routing simply uses layers which includes the source node or
destination node. This strategy may cause the traffic congestion when a specific
chip (e.g. processor) generates a lot of packets. Selecting the light traffic chips
and switching the route is our next improvement policy in future work.
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Abstract. Network virtualization has been regarded as a fundamental paradigm 
that extenuates the ossification of the current network. In a virtualization-
enabled networking infrastructure, numbers of diverse virtual networks (VNs) 
can coexist on a shared physical substrate. In this regard, an important chal-
lenge is the allocation of substrate network resources to instantiate multiple 
VNs. To address this challenge, we propose a semidistributed approach and a 
balanced VN assigning procedure focusing on balancing the substrate node 
stress. Besides, numerical experiment results show that the proposed approach 
has a better performance in terms of node stress and messages exchanges. 

Keywords: Network Virtualization, Node Stress, Semidistributed Approach. 

1 Introduction 

Over the course of past three decades, the Internet has demonstrated its innumerable 
value by becoming a fundamental component of the modern world, especially proved 
in modeling the way we access and exchange information. Nonetheless, with the rapid 
growth of the network size diversified application demands are emerging gradually. 
This diversification highlights the inherent problems that exist in the current Internet 
architecture, such as low scalability, poor diversity, weak manageability and lacking 
service quality assurance etc. To break the impasse, the network virtualization con-
cept has been proposed as a potential solution for constructing the next-generation 
Internet architecture by allowing multiple architectures or experiments to run on a 
shared physical substrate simultaneously [1, 2]. In a network virtualization environ-
ment, the traditional Internet Service Provider (ISP) has been decoupled into two 
independent entities [3]: infrastructure provider (InP), who maintains and manages the 
physical infrastructure; service provider (SP), who creates virtual networks to offer 
end-to-end services by renting resources from multiple infrastructure providers. 

As shown in Figure 1, each virtual network is a group of virtual nodes intercon-
nected via a set of virtual links over substrate network. The problem of mapping vir-
tual resources to substrate resources in an optimal way is commonly known as the 
Virtual Network Mapping problem. However, due to the combination of constraint 
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upon nodes and links, the VN Mapping problem is NP-hard, though kinds of mapping 
requests are acknowledged in advance. 

Motivated by it, we proposed a novel VN mapping method to involve the entire 
mapping execution .The rest of this paper is organized as follows. Section 2 discusses 
the related work. Section 3 presents the network model and formalizes the VN as-
signment problem. Section 4 gives the Semidistributed approach and the algorithms 
related to our mapping procedure respectively. Section 5 evaluates the proposed VN 
assignment algorithms and compare to the other existing algorithms or models. Then 
Section 6 concludes the paper and states the possible future work. 

 

Fig. 1. Network Virtualization 

2 Related Work 

To address the challenging VN Mapping issue, a number of proposals and heuristic 
algorithms have been put forward.  

1) In centralized approach, all the functions are incorporated into the responsibili-
ties of the central coordinator such as collecting information, choosing substrate  
topology, conducting actual mapping operation and updating information etc. Incon-
sistencies and conflicts may be avoided during resource allocation. But its advantages 
also bring high latency, serious delays and scalability limitation [4, 5]. 

2) In distributed approach, every substrate node runs intelligence agent which can 
exchange messages and cooperate to execution of the specified algorithm [6]. Despite 
the fact that distributed approach yields good performance with limited information, 
but the overhead of message exchange increases linearly as the network grows in size.  

Thus we propose semidistributed VN mapping algorithms which is aimed to ex-
ploring a trade-off between centralized and fully distributed mapping models.  

3 Network Model and Problem Description 

3.1 Network Model 

Substrate Network: The substrate network is modeled as a weighted undirected 
graph and it is denoted as ( , )s s sG N L= , where Ns is the set of substrate nodes and 
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Ls is the set of substrate links. Each substrate node s sn N∈  is associated with sever-
al parameters: C(ns) indicates the total CPU capacity; ( )i

s vC n n→  indicates the 
CPU resource allocated to the virtual node during the life time of a specific VN; 

( )sR n  indicates the residual CPU capacity.  

( ) ( )
1

( )j
s s s v

j i

R n C n C n n
≤ <

= − →


， ( ),i j N∈               (1) 

Equally, each substrate link also has some attributes metrics: ( ( , ))sB l e f indicates 
the available bandwidth capacity of the link ( , )s sl e f L∈ , where ,e f  means the link 
between substrate node ns(e) and substrate node ns(f).  

3.2 Virtual Network Assignment 

Virtual Network: The virtual network can be represented by a weighted undirected 
graph ( , )i i i

v v vG N L= , where i
vN  represents the set of virtual nodes and i

vL  
represents the set of virtual links connecting virtual nodes i

vN  within life time VN i. 
( , , )i i i

v v vreq G V E= is used to describe the resource requirements of VN i: i
vV  denotes 

a vector which consists of elements representing the minimum required capacity of all 
the virtual nodes; i

vE  denotes a matrix whose elements are minimum required 
bandwidth of all virtual links.  

VN Mapping Problem: The assignment of a virtual network onto the substrate net-

work can be denoted as: ( , , ):
i i i
v v vreq G V E

v sM G G=⎯⎯⎯⎯⎯→ . The mapping process can be natu-

rally decomposed into node mapping and link mapping: 

1) Node mapping: note that in many previous VN mapping algorithms, a group of 
virtual nodes from same VN request can be mapped to a same substrate node. In our 
algorithms, two virtual nodes from the same virtual network are generally mapped in 
different physical nodes for the consideration of load balancing. It is formalized as:  

NM ： ⎯⎯→
i

vVi
v sN N                              (2) 

N ( ( )) , ( ), ( ) , ( )∈ ∀ ∈ ∀ ∈i i i i j j
v s v v v v vM n e N n e n f N n f N              (3) 

N N( ( ))= ( ( )), =i i
v vM n e M n f e f                       (4) 

N N( ( ))= ( ( )), ≠i j
v vM n e M n f i j                       (5) 

2) Link mapping: link mapping process assigns the virtual links to substrate paths 
that satisfy the virtual link bandwidth restriction. It can be formalized as: 

, ( ( , ))： ⎯⎯→ ∈
i
vEi i

L v s L v sM L L M l e f L                    (6) 

3.3 Measurement of Substrate Network Node Stress 

In [4, 7], they use number or occupied CPU resources of the embedded virtual nodes 
to define the node stress. Contrarily, greedy algorithm only takes the residual capacity 
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of CPU resources into account. However, neither of them gives a comprehensive 
expression of the substrate node state. In this paper, we adopt the concept node stress 
which can denote both the occupied ratio and load condition of the underlying physi-
cal resource. We define node stress as follows: 

( )
0

( )

( ) ,

j
s v

j i
N s s s

s

C n n

S n n N
C n

≤ <
→

= ∀ ∈


                      (7) 

In this paper, it is supposed that VN requests are predefined and notified in ad-
vance. 

4 Balanced Virtual Network Mapping Algorithm 

The aim of our semidistributed virtual network mapping approach is to exploit the 
advantages of both centralized and fully distributed models. So the quantity of our 
processing entity is doubled comprising center unit and root nodes. The balanced VN 
mapping algorithms are carried out in a collaborating procedure and the whole map-
ping task is allocated as follows: 

• The center unit: a. maintain global information; b. conduct the VN decomposition 
operation; c. select root nodes from substrate nodes; d. calculate node stress ac-
cording to the latest node capacity; e. execute node stress sorting algorithm; f. act 
as a controller in center-root communicating interaction etc. 

• The root nodes: a. gather the sub-region information within star topology; b. carry 
out our improved shortest path tree algorithm; c. pick up candidates nodes from the 
rest substrate nodes; d. execute node and link mapping in practical.  

4.1 Sub-VN Decomposition Algorithm 

Since the virtual network topology may become quite large, considering the whole VN 
topology and its constraints tends to be a tough task. It is a classic method that the VN is 
divided into many connected sub-VNs. To simplify the problem, we decompose the VN 
and assume that it is constituted by interconnected star (hub-and-spoke) clusters: 

Table 1. Sub-VN Decomposition Algorithm 

Algorithm 1: Sub-VN Decomposition Algorithm 

INPUT: ( , )i i i
v v vG N L=  

OUTPUT: ( , ) , 1,2,...i i i
v v v jG j N L j= =（）  

i. Sort the virtual node i i
v vn N∈ with the highest capacity requirement ( )i

vC n  to make it the 

hub of the cluster 
1,2...i

vG j j
Hub

=（）,
 

ii. Determine the neighboring virtual nodes directly connected to the hub node to represent 
the spoke nodes 

1,2...i
vG j j

Spokes
=（）,

 

iii.Remove the i i
v vN G j∈ （） (hub and spoke nodes) as well as their corresponding links 

i i
v vL G j∈ （）from the VN topology. 

iv. Select the next hub-and-spoke cluster, then go to i . 
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4.2 Node-Stress-Sorting Algorithm 

As mentioned above, our work focuses on considering the node stress. Upon receiv-
ing a mapping request from a sub-VN cluster, the center unit starts to run the sorting 
algorithm to find the lightest-stress node. The node with minimum utilization i.e. the 
relative free substrate node is selected to be the root nodes performing following 
mapping. 

4.3 Center-Root Communicating Protocol 

The protocol is based on five types of messages which are sent and received asyn-
chronously between the center unit and root nodes. These messages are used to organ-
ize the Main VN mapping algorithm iterations. The protocol is described in Fig.2.  

Table 2. Node-Stress-Sorting Algorithm 

Algorithm 2: Node-Stress-Sorting Algorithm 
INPUT: s sn N∈ , ( )sR n , ( )N sS n  
OUTPUT: Root

s sn N∈  
i. Find a set of nodes ( ) 1,2..{ | min ( ) }i

v
s s s jG j

A n N R n C Hub == ∈ ≥
（）

 which are able to support the 

hub node 
1,2...i

vG j j
Hub

=（）,
 

ii. Sort these substrate nodes sn A∈  according to ( )N sS n . 

iii. Assign the substrate node with lightest stress min ( )N sS n to be the root node Root
sn A∈  . 

iv. If substrate node ( )sn e  and node ( )sn f  have the same stress rate, ( ( )) ( ( ))N s N sS n e S n f= ,

( ), ( )s sn e n f A∈ , resort them by their residual capacity ( ) ( )( ) , ( )s sR n e R n f , then assign node 

with higher residual capacity to be the root node Root
sn A∈ . 

v. Receive the next sub-VN request, go to i. 

 

Fig. 2. Ceter-Root Communicating Protocol 
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Table 3. Main VN Mapping Algorithm 

 

4.4 Main VN Mapping Algorithm 

The VN mapping process can be viewed as a cooperative interaction. Center unit 
executes the sorting algorithm and information exchange protocols, meanwhile root 
nodes carry out sub-VN mapping algorithm. Due to overall scheduling, conflicts can 
be effectively avoided and multiple VN requests can be undertaken simultaneously.  

4.5 Improved Shortest Path Tree Algorithm 

Improved Shortest Path Tree Algorithm ran by root node Root
sn  is implemented 

through using the Dijkstra algorithm. It calculates a path from the root node to any 
other node belonging to the matrix B up to the weights. However, the weights are 
neither the distance nor the costs of the link. Different from them, we use the stress 
rate of the end node of the path to represent the weights. So we expectedly elect the 
sub-region with a comparatively lower stress from the candidate region. 

5 Simulation Results and Analysis 

The performance of our proposed algorithms is evaluated through detailed simulation 
experiments. The substrate network is 100 nodes 500 links generated by the GT-ITM 

Algorithm 3: Main VN Mapping Algorithm 
INPUT: ( , )s s sG N L , ( ( ), ( ), ( )) 1,2,...i i i

v v vreq G j V j E j j , ( )N sS n , s sn N  
OUTPUT: ( , , )

1,2...: ( )
i i i
v v vreq G V Ei

v s jM G j G j  
i. Upon receiving a sub-VN request, center unit chooses the root node to send START massage 
according to Node-Stress-Sorting Algorithm. Once the root node received it, it maps itself to 
hub node N 1,2...( )= ( )i

v

Root
s s jG j

M Hub n G j  

ii. Then the root node Root
sn  send the HMD message to the center unit. 

iii. Upon receiving the HMD message, center unit sends a node list. It consists of a set of sub-
strate nodes meeting the capacity requirement of the spokes nodes

1,2... 1,2..{ , ( ) | min ( ) }i i
v v

i
s s v j s jG j G j

B n N Spokes G j R n C Spokes ; According to the list, the root 

node Root
sn  determines the candidate substrate nodes based on Improved Shortest Path Tree 

Algorithm. 
iv. At last, the root node maps the candidate nodes sn B  to spokes nodes

N 1,2...1,2...
( )= ( )i

v s s jG j j
SpokesM n G j  in a specific order that node with highest residual 

capacity is mapped to the highest-capacity-required spokes node, and so on. It is not 
terminated until the mapping procedure is finished. 
v. Send SMD to the center unit, and update available capacity to the center unit. 
vi. Center unit sends the LM message to the root node, then maps the spokes links. 
vii. Send AD to center unit. 
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[8]. The computing capacity at substrate nodes and bandwidth capacity on the links 
are 100 and 10000, separately. The VN topologies are random and can be decom-
posed into many small one hub four spokes star sub-VNs. The size is uniformly dis-
tributed from 10 to 50. In view of the powerful function library, we use Matlab to 
complete our simulation. In order to make the results more accurate, simulation runs 
five times, and the average results of all experiments are adopted. 

1) The value and distribution of the node stress to some extent reflect the whole 
network load balanced status. Under different number of VN requests, we made a 
comparison between our algorithms and greedy algorithm. Figure.5shows node stress 
of our balanced mapping procedure is relatively smaller than greedy algorithm.  

 

Fig. 3. Maximum node stress under different number of VN Requests 

 

Fig. 4. Number of messages exchanged within mapping a VN 

2) Looking into the fact, the mapping efficiency is closely related to message ex-
changes; huge message exchange may lead to high latency further to influence the 
ability of underlying network to access more VNs. Figure.6 illustrates the number of 
messages exchanged to map 25-nodes VN. The performance results are compared 
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with the centralized approach and the distributed approach. It is clearly shown that the 
proposed approach has less message exchange. So in a practical process, it will gain a 
possibly higher efficiency. 

6 Conclusions 

In this paper, we propose a novel virtual network mapping method called Semidistri-
buted virtual network mapping approach. Undertakers involved in this mapping  
procedure have been defined. And the whole mapping task has been partitioned and 
allocated explicitly. Based on VN decomposition, Node-Stress-Sorting Algorithm and 
Improved Shortest Path Tree Algorithm have been developed additionally with the 
ultimate goal to balance the node stress. Main VN Mapping Algorithm executing 
entire mapping process through handling communicating protocol between center unit 
and root nodes has been presented. Evaluation results suggest that the proposed ap-
proach and algorithms yield better performance.  

In the future, we plan to investigate VN mapping problems through providing more 
intelligent algorithms in further. 
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Abstract. Task scheduling algorithms have a huge impact by handling
and executing users’ requests in a data-center that serves a Cloud Sys-
tem. A problem very close to the industry is the capability to estimate
costs, especially when switching from one provider to another. In this
paper we introduce an agreement-based scheduling algorithm, aimed to
bring an adaptive fault tolerant system. For the agreement protocol we
proposed a 3-Tier structure of resources (hosts and VMs). Then an adap-
tive mechanism for agreement establishment is described. The schedul-
ing algorithm considers workload distribution, resources heterogeneity,
transparency, adaptability and also the ease to extend by combining with
other scheduling algorithms. Based on simulation experiments, we can
draw the conclusion that an agreement based algorithm improves both
scheduling in Cloud and the mapping of SLAs at lower levels, possibly
ensuring the same cost on data-centers belonging to different providers.

Keywords: Scheduling Algorithm, Agreement, Adaptive Distributed
Systems, Fault Tolerant Systems, Cloud Computing.

1 Introduction

Cloud is used everywhere now, supporting email applications, video-streaming,
online working environments, file sharing (especially photos and videos), gov-
ernment services or socializing online - everything can be done and kept in the
Cloud. So, tasks scheduling become critical for SLA assurance. Sometimes re-
source and service providers use hybrid solution based on special agreements. The
white paper [1] states that even though Big Data is relative to the organization
we’re talking about, we are definitely in the Big Data era and it is increasing fast
throughout a vast number of fields: research, financial services, media, health-
care, defence, human resources and marketing. More and more companies are
faced with the challenge of storing and managing huge quantities of data (many
PetaBytes, and the order is growing). An important task is transforming that
data into information, and that is why Cloud Computing is so important right
now. A prediction made by the International Data Corporation [2] says that
PaaS industry will see an explosion, as industry public platforms will increase
tenfold by 2016 from the number at the end of 2012, many in the domains.

J. Ko�lodziej et al. (Eds.): ICA3PP 2013, Part II, LNCS 8286, pp. 94–101, 2013.
c© Springer International Publishing Switzerland 2013
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We propose in this paper an agreement based algorithm for task schedul-
ing in Cloud environments with fault tolerance support. We propose a 3-Tiers
agreement protocol that enables the scheduling algorithm to use about all of the
systems already developed in data-centres or in inter-Clouds. The algorithm adds
advantages like: workload distribution, heterogeneity, transparency, adaptability
and also the ease to extend by combining with other algorithms.

The paper is structured as follows. Section 2 presents related work in the
field. In Section 3 we describe the Agreement based Scheduling Algorithm and
in Section 4 we presents the experimental results obtained using simulation.
Conclusions and future work are presented in Section 5.

2 Related Work

With cost effectiveness, performance, flexibility and low power consumption in
mind, scheduling is a very important part in cloud computing and it has been
given the attention it deserves by researchers and the industry [3], [4].

Modified Critical Path is a scheduling algorithm for tasks with dependen-
cies, using Latest Possible Start Time to map tasks to resources [5]. Here, the
agreement is made between processors that allow the execution for tasks with
the earliest start time. The paper [6] presents a heuristics based genetic algo-
rithm that tries to solve the NP-complete problem of mapping meta-tasks to
machine using heuristics like giving priority to the task that can be completed
the earliest, combined with a well defined genetic algorithm [7]. The algorithm
manages to minimize the completion time and increase the throughput of the
system. Another example of bio-inspired applications in this domain is presented
in [8], which proposes a scheduling algorithm based on reinforcement learning.
This method aims at finding an optimal configuration setting for VMs and soft-
ware running in those VMs and the experimental results prove the approach’s
effectiveness. Another approach is self-adaptive distributed scheduling platform
composed of multiple agents implemented as intelligent feedback control loops
to support policy-based scheduling and expose self-healing capabilities [9] [10].

3 Agreement Based Scheduling Algorithm

We start by describing formally all the elements involved. These are nodes, an
abstraction of a VM capable of running on demand tasks, the task itself, the
execution time together with dependencies and requirements.

A node is an abstraction of VM capable of running on demand tasks. It can
have one or more cores, it belongs to a domain - which can be a zone of the same
provider or a different provider. The model is Ni(αi, βi, ci, ai, zi, ri, qi), where:

αi - execution factor, relative to a reference processor speed αi = ProcSpeed(Ni)
refSpeed ;

βi - current usage factor (β = [βcore1 , βcore2 , . . . , βcoren ]); ci - cost per execution
unit; ai - architecture; zi - zone/domain the host belongs to; ri - current available
resources; and qi - current task queue.
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A task is defined as Ti(ai, pi, di, Bi), where: ai - arrival time; pi - estimated
processing time on the reference processor; di - deadline; and Bi - budget.

The estimated execution time of a task on a specific node is the product
between the task estimate processing time on the reference processor: ET (ti, nj)
- Estimated execution time of task i on node j: ET (Ti, Nj) = αjpi. The depen-
dencies are modeled as eij = (Ti, Tj): Ti finishes before Tj starts running.

Requirements. We have identified the following requirements related to the
duration of the agreement, deadlines and the estimated execution time. For task
Ti running on node Nj we have: ai+ET (Ti, Nj) ≤ di. A strong agreement re-
quirement is max{ai +ET (Ti, Nj)} ≤ TA. A light agreement requirement
(where 0 ≤ f < 1

n and n ≥ 1) is max{di} ≤ TA + f ∗ TA.

3.1 3-Tier Structure

We propose a 3-Tier structure considering the following reasons: we have a dis-
tributed algorithm and distributing the processing and message passing should
show an increase in performance, especially when messages are short; we have
machines with different characteristics (OS, architecture) and we could extend
the algorithm and specialize those machines with different scopes, for example
Tier 1 machines specialized on different tasks.

Fig. 1. Overall view of communication between a node on each Tier in the proposed al-
gorithm. The two phases are highlighted: agreement establishment and task processing.
Here, both nodes accept the offer and are then sent task(s) according to that offer.

The Tier 1 - Tier 2 separation is inspired from a load balancing system,
Tier 2 nodes being in charge of distributing tasks to the machines they have
an agreement with, distributing the scheduling process and limiting the number
of messages that Tier 1 computers send. The Tier 2 - Tier 3 separation comes
from current solutions in the industry, we have machines that distribute tasks
and machines that run them. Here, Tier 1 and Tier 2 machines distribute tasks,
and both Tier 3 and Tier 2 machines run them. In order to minimize the number
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of messages used, we added proxy servers between the Tiers. This enables the
sender node to send a message containing all the destination nodes, the proxy
splitting the message and grouping the resulting messages by destination.

3.2 Agreement and Prerequisites

Agreement. An agreement has two participants: Initiator and Acceptor. It
contains details about the resources reserved and their availability. An agreement
is established in two steps for each participant: Initiator : 1. Request attributes;
2. Make offer and Acceptor : 1. Send attributes; 2. Accept/Refuse offer.

We chose an agreement based algorithm due to the many advantages it brings
to scheduling in Cloud. One of the first advantages that comes to mind is work-
load distribution, functioning as a load balancer and making sure resources on
all machines are evenly utilized. It is scientifically proven that machines with a
high workload do not function as well and this could lead to unwanted results.
Another advantage is heterogeneity transparency, the type of VM and the OS
being of no importance for the end user. Another feature of the overall system
is its adaptability, because agreements can change all the time, so when a host is
identified as not working properly, agreement establishment with a faulty node
can be avoided. This makes the algorithm fault tolerant.

Prerequisites. The hosts are referred to as Nodes, each Tier having one or more
Nodes. The Nodes know at start up (using a configuration file) which Tier they
belong to. In terms of agreement participants, Tier 1 Nodes are Initiators, Tier
3 Nodes are Acceptors and Tier 2 Nodes handle both roles sequentially. They
are first Initiators, and after completing agreements with Tier 3 Nodes, they
become acceptors for Tier 1 Nodes. Tier 1 Nodes have a mission to fulfil: they
need to complete agreements to cover the list of resources needed. Tier 3 Nodes
complete agreements on a first come, first serve basis, while Tier 2 Nodes need
to match resources with requirements (see Fig. 1). The following prerequisites
are considered already established: (1) each node has a list with all the other
nodes and is aware of which Tier they belong to; (2) A 3-Tier structure has been
previously created; (3) Tier 1 nodes have a list of resources they need to provide,
derived from the tasks that need to be run.

3.3 Agreement Establishment, Task Scheduling and Fault Tolerance

Agreement Establishment. Tier 1 Nodes first ask Tier 2 Nodes for a list
of their attributes (processing power, memory, storage, VM type). Because our
model assumes that Tier 1 Nodes have a list with the tasks that need to be run
beforehand, Tier 1 Nodes have a way to estimate the resources needed (Alg. 1).

First, it sends a request to all nodes from Tier 2. They respond to this re-
quest with their available resources and resources of nodes they have completed
an agreement with, named in the algorithm attributes. Then, they check their
estimation of resources needed and make an offer to the respective node, us-
ing the smallest number between that of resources needed and that of resources
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Algorithm 1. Tier 1 Agreement establishment

for each none N in myNodesList where Tier(N) = 2 do
Request Attributes (N);
Add attributes (Node, Resource, Quantity) to AttList;

end for
for each set of attributes (N , R, Q) in AttList do

Get (from myResourcesToProvideList) the needed resources → (myR, myQ);
(Resource, Quantity) = Compare(R, Q, myR, myQ)
Make Offer (Node, Resource, Quantity)
if Offer is Accepted then

Withdraw(Resource, Quantity) from myResourcesToProvideList;
Add(N , Resource, Quantity) to myResourcesList;

end if
end for
SendTasks(); {tasks are assigned to each node (see Algorithm 3)}
for each Task T failed from node N do

Add N to faultList; Resend T ;
end for
for each node N in myNodesList do

SendFaultlist(N);
end for

available of that node. After all agreements are established, tasks are assigned
to nodes, as described in Alg. 3. Failed tasks are logged, machines are flagged as
faulty and the tasks resent to other machines. The list of faulty machines is sent
to all other nodes, to prevent further agreements to be established. This uses a
3 strike algorithm, as in an algorithm is considered faulty after three errors.

Algorithm 2. Tier 3 Agreement establishment

if AttributeRequest has been received from node N (from Tier 2) then
SendAttributes(N , myResourceList);

end if
if (Offer O is received) AND (N /∈ faultList) then

AcceptOffer(O);
remove(O.Resource, O.Quantity) from myAvailableResourcesList;

end if

Tier 2 Nodes establish agreements with Tier 3 Nodes similar with the Alg. 1.
They send a request for their available resources, attributes in the algorithm, and
then they make offers to them. Tier 2 nodes have a constant defined, MAX, that
represents the maximum number of Tier 3 nodes they can establish an agreement
with. When an agreement is established, they add the respective node’s resources
to their list. Alg. 2 describes the way Tier 3 nodes establish agreement. They
send a list with their available resources when receiving a request, and they
accept offers on a FCFS basis. Establishing Tier 1 - Tier 2 agreements from a
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Tier 2 Node’s perspective are made as follow: Tier 2 nodes receive requests for
info about their resources and add those requests on a waiting list, until they
have established all Tier 3 agreements. Only after that they answer to those
requests. When receiving an offer, they accept it on a FCFS basis.

Algorithm 3. Agreement based task scheduling

for each task T do
scheduled = false;
for each Agreement A do

if A.getAvailableRes() > T.getNecessaryRes() then
sendTask(T , A); scheduled = true; break;

end if
end for
if scheduled is false then

A = get a new agreement for T ; sendTask(T , A);
end if

end for

Task Scheduling. The assignment of tasks to resources is done by the Tier 1
nodes. To keep the algorithm of low complexity, we schedule the tasks on a FIFO
basis. This can be easily changed, wither by using advanced scheduling algorithm
at this pace or by making sure the resources are requested in increments that
would not make a task have to split to two or more nodes. To avoid adding work
for Tier 2 nodes without a purpose, Tier 1 nodes send tasks directly to the node
that runs it (Alg. 3).

Fault Tolerance. We consider the following faults: (i) for Task we can have
node incompatibility resulting in a processing error, so the task is rescheduled on
a different node or even a different platform; (ii) Node Ni is down, so all tasks
scheduled on Ni should be rescheduled; and (iii) ET (Ti, Nj) takes more than
initially computed. Allocate more resources(extend agreement) or, if this is not
possible, give task to another node. In terms of fault tolerance, this agreement
based algorithm has the potential to use all the systems already in place at
the PaaS level. In particular, the algorithm retries a failing task on a different
machine. It also logs which machine had failed, creating a faulty machines list.
The list is used to avoid agreements with machines, if they have failed more that
a predefined number of times, three would be a good number in the general case.

4 Experimental Results

We were interested in comparing our algorithm with the base algorithm on time
it took for tasks completion and we are expecting similar results. We compared
our 3-Tier Agreement Based Algorithm with a 2-Tier Based Algorithm, with the
scope of observing the number of messages in between hosts. We are expecting
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to see an increased number of messages for 3-Tier algorithms. However, the
advantage of a 3-Tier algorithm over a 2-Tier algorithm lies not in the total
number of messages, but in the fact that they are distributed over the network.

For simulation tests in CloudSim [11], we used a VM:host ratio of 6:1. We used
4000 independent tasks (simulated as cloudlets) with a number of VMs starting
from 120 to 720 using a 100 increment. We used 2 brokers in both cases and
we were interested to see the average finishing time. The ratio of Tier 2 Nodes
to Tier 3 Nodes was 1:6 (see Fig. 2(left)). As the algorithm that we compared
(FCFS) our implementation with iterates through VMs and assigns them a Task
in order and keeping in mind that our tasks are homogeneous, the fact that the
finishing time is so close to it means that we did not loose any machines and
comes to validate our algorithm. The agreements are correctly established and
tasks are evenly distributed between them.

Fig. 2. (left) Comparison between proposed algorithm with a Tier 2 - Tier 3 nodes ratio
of 1:6 and the default CloudSim scheduling algorithm; (right) Comparison between the
average termination time of 4000 tasks with different Tier 2 - Tier 3 ratios

Next, we analyzed two 3-Tier Agreement Based Algorithms, both of them with
two Tier 1 nodes(brokers), but with different ratios for Tiers 2 and 3. Thus, the
first one has three Tier 3 nodes for each Tier 2 node (a ratio of 1:3), whereas the
former has a ratio of 1:6. Fig. 2(right) shows a compared average termination
time for 4000 tasks, starting from 120 VMs to 720 using a 100 increment. We
can observe that the two approaches offer close result, partly because the tasks
are homogeneous, but the algorithm with more nodes on Tier 3 performs better.

5 Conclusion

We proposed an agreement based algorithm to enhance the task scheduling pro-
cess and make it more flexible, transparent and extendible. The algorithm is
adaptive, fault tolerant, with workload distribution and large extension capabil-
ities. We tested proposed algorithm using CloudSim with different numbers of
nodes on each Tier. Evidence showed that it is better to have more nodes on
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the last Tier than on the second, with the 6:1 ratio giving the best results. For
future work we propose: defining cost awareness policies for the agreement and
extending the (re)negotiation protocol based on that; combining Tier 1 Nodes
with a evolutionary algorithm in order to specialize Tier 1 Nodes.
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Abstract. With a suitable method to rank the user influence in micro-blogging 
service, we could get influential individuals to make information reach large 
populations. Here a novel parallel social influence model is proposed to face to 
these challenges. In this paper, we firstly propose impact factors named Social 
Network Centricity and Weibo Heat Trend, describe a general algorithm named 
ActionRank to calculate the user influence based on these factors and the user-
weibo behavior graph. Secondly, we introduce the Levy flight pattern into  
ActionRank, for the random large distance jumping phenomenon and the pow-
er-law distribution of the retweet cascade hops on Weibo.com meet its require-
ment. Thirdly, the parallel ActionRank is proposed with the help of MapReduce 
for large-scale graphs. Experiment results demonstrate that ActionRank on 
Levy flight pattern outperforms other algorithms and show the consistency of 
parallel ActionRank on datasets with sizes ranging from 20M to 1100 M edges. 

1 Introduction 

Studying influence patterns can help us understand how to help marketers design 
more effective campaigns[1]. We will do our social influence analysis base on Wei-
bo.com, which is the largest twitter-like social network in China. In this paper, a gen-
eral method named ActionRank is presented to assess users’ influence. Using a large 
amount of data gathered from Weibo.com, we analyze the behavior between user and 
his tweets, i.e., follow, post, retweet. Furthermore, we are interested in message prop-
agation over multiple hops. Here we need to formally define message propagation. 

If a user 
0u  posts a message M to a set of users U = {

1u , 
2u , 

3u ,…}, we say M is 

originated by 
0u  and propagated to U. If a user 

1u  also retweet M after receiving it 

from 
0u  and another user v∉U receives from 

1u , then M is propagated by two hops, 

i.e., 
0 1u u v→ → . Each hop increases the chance for M to reach more users.  

Common social network analysis are based on single-computer systems as sequen-
tial applications on small to medium size datasets, and struggle with datasets due to 
large memory consumption and long execution times. There is a clear need for  
high performance and distributed social network analysis to enable scenario with  
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large-scale graph mining. The MapReduce approach has been proved to be successful 
for handling the analysis of large data in parallel on huge clusters of computers. Moti-
vated by these challenges, we provide a parallel social influence model using Hadoop, 
the open source implementation of MapReduce here.  

Also, different from many prior studies in this field, an interesting phenomenon is 
found on Weibo.com in this work that a certain number of users retweet the originals 
posted by user u, even though they have no connection with u. Messages sometimes 
do not propagate along the link relation, even jumping a random large distance. It is in 
line with Levy flight pattern instead of the random walk pattern discussed in [2, 3, 4], 
and we will discuss this phenomenon in Section 4. 

The rest of this paper is organized as follows. Section 2 mentions the related work. 
Our general model ActionRank and the parallel one are proposed in Section 3. Sec-
tion 4 describes how we collect the data on Weibo.com and shows why we introduce 
Levy flight pattern to ActionRank base on the analysis of real-world data. Experi-
ments and evaluations are shown in Section 5. Finally Section 6 ends with the  
conclusions. 

2 Related Work 

Many scholars have studied in how to assess the user influence in micro-blogging 
service, and propose the corresponding influence models in three categories as follow. 

• Models based on the PageRank thought. Weng proposes an PageRank-like topic-
similarity influence model based on the nodes and edges in the social network[5]. 
[6] applies an algorithm based on PageRank to produce influence ranking of users 
of a Java Developer bulletin board. But it’s insufficient that they consider only the 
follow/followed relation to rank users’ influence for the existence of robot fans. 

• Models based on user behavior. Considering behavior of follow, retweet and men-
tion, Cha assess the corresponding influence in [1]. Ye divides the social influence 
into follower, reply and retweet influence, and considers the ranking by most reply 
users as the stable standard for social influence ranking[7]. Although user behavior 
is considered by these scholars, it has limitations that they only choose single fac-
tor (i.e., number of retweet messages) or some statistics to assess the influence. 

• Models based on both PageRank and user behavior. In current micro-blogging 
service, Twitter or Weibo.com, it is the retweeting behavior that contributes to the 
information dissemination. Kwak et al. considers “retweet tree”, but they do not 
use them as a measure of influence[8]. Eytan et al. discuss the user influence using 
the “information propagation tree” that constructed by the retweet of originals, but 
they do not take the interaction between user and tweets into consideration[9]. Yu-
to et al. propose the TURank model[2] based on both their proposed user-tweet 
graph and the ObjectRank[3] that improved from PageRank. TURank analyzes the 
user behavior of follow, post and retweet tweets. Although it not only explores the 
interaction between users and tweets, also makes good use of social network and 
the information propagation pattern, TURank is still inadequate in the following 
respects. 
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1)In information propagation process, it is considered in TURank that user influence 
can only spread to one hop distance;2)It is also somewhat limited by the fact that the 
initial influence of users is equaled to each other in the network in TURank model. 
To address these deficiencies, this work builds on previous contributions in two re-

spects. Firstly, we proposes two factors Social Network Centricity (SNC) and Weibo 
Heat Trend (WHT), then a user influence model ActionRank is proposed. Secondly, 
the Levy flight pattern is introduced in ActionRank instead of random walk pattern.  

3 User Behavior Influence Model 

In this section, we construct user-weibo behavior graph and propose the two factors 
definitions firstly, then the general ActionRank model and the parallel one are shown. 

3.1 User-Weibo Behavior Graph 

Reference to TURank, we describe the user-weibo scheme graph used in our model 
firstly, as shown in Fig.1. Then the user-weibo behavior graph is discussed. 
 

User Weibo
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Fig. 1. User-Weibo schema graph         Fig. 2. User-Weibo behavior graph 
 

A user-weibo scheme graph ( , )s s sUWG V E=  defines the structure and edge weights 

of the user-weibo behavior graph. Here 
SV  is the node set consisting of user nodes 

and tweet nodes, and 
SE  is the edge set consisting of post, posted, follow, followed, 

RT(1st hop), RT(2nd hop), and RTed edges. According to Fig. 1, the scores’ calcula-
tion of each user for subsequent ranking is based on Eq. (1). 

(1 )

| |

d
r dAr e

V

−= +                                  (1) 

Different from the user-tweet scheme graph in TURank, user-weibo scheme graph 
includes not only the RT edge in one hop, but also the RT edge in two hops. Fei et al. 
take the Sum of Neighbor’s Degree(SND) into consideration[10] and show that the 
user influence is affected by the users’ in two hops. 

The weight ( )sw e  is set to 
s se E∈ in accordance with the following two methods: 

firstly, edges’ weight of follow/followed is set as the same to TURank. Secondly, we 
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refer to the studies of Nicholas et al. in [11] to set the weight of retweet edges. So we 
use statistics in [12] as edge weight to assign to the retweet edges as Fig.1. Note that 
the sum of all outdegree weights of every node must be less than or equal to 1. 

On the basis of user-weibo scheme graph, we construct the corresponding user-
weibo behavior graph UWG=(V, E) in Fig.3., here V is the node set consisting of user 
nodes and tweet nodes, and E is the set of all edges with non-zero weight. The weight 
w(e) set to the edge e E∈ from node u V∈ is calculated by Eq. (2). 

( )
( )

( , )
s

s

w e
w e

OutDeg u e
=                                 (2) 

where 
s se E∈ is the edge of the same type as e, and utDeg(u,e )sO is the number of 

outgoing edges of type 
se from node u. 

3.2 Definition 

Definition 1. Social Network Centricity(SNC). SNC means one’s position in the so-
cial network and is defined as Eq. (3). The more bidirectional edges one has, the 
stronger his connection in the network and the larger SNC he/she has, for these bidi-
rectional edges may make his/her move from the periphery to the center of the social 
network. To measure one’s SNC, we should consider the bidirectional edges not only 
between one and his friends, but also between the friends of his friends[10]. 

(0 , 1 )
max{ }

i i
i

j j

f s
SNC i N j N

f s

+= < ≤ =
+

                     (3) 

where N is user number, 
if  and 

is are the number of bidirectional edges between 

one and his friends, his friends and their friends respectively. 

Definition 2. Weibo Heat Trend(WHT). WHT shows the average retweet heat trend  
of a tweet from the posted day, it is defined as Eq. (4).  

,

1

| |1
( ) (0 , 0 )

D
i j i

t i

V
Trend i i N t D

D

μ
σ=

−
= < ≤ < ≤              (4) 

where i is the tweet index, D is the days to count, 
,| |i jV means the number of ret-

weeted tweets after original i posted. 
iμ  and 

iσ is the average number and the va-

riance of retweeted tweets in D days respectively. 

3.3 General ActionRank Model 

Based on discussions above, we present our user influence general algorithm named 
ActionRank here. Every tweet becomes a quintuple of the form: f = (v, t, w, o, h), 
where t is the time user v posts a tweet w to retweet o, h is w’s retweet hops from o.  

On Weibo.com, if user v post tweet w to retweet o and the retweet hops of w is no 
less than 2 from o, the text of w contains form”//@user”, which means that o reach v 
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through the user. Retweet hops can be comuted by counting the number of this form. 
Here shows the general ActionRank process.  

STEP 1. Initialize the users’ influence by their scores of SNC; 
STEP 2. With Eq. (1), calculate the influence of user and tweet iteratively based on 
the user-weibo behavior graph and WHT of every tweets. 

3.4 Parallel ActionRank Model 

MapReduce is a programming framework for distributed processing of large data sets. 
In the map stage, each machine(called a process node) receives a subset of data as 
input and produces a set of intermediate key/value pairs. In the reduce stage, each 
process node merges all intermediate values associated with the same intermediate 
key and outputs the final computation results. Generally, a map function is specified 
to process a key/value pair to generate a set of intermediate key/value pairs, and a 
reduce function to merge all intermediate values associated with the same interme-
diate key. 

Here we use Hadoop , an open source implementations of the MapReduce fram-
work , to launch the MapReduce task of parallel ActionRank model. We first partition 
the large social network graph into subgraphs and distribute each subgraph to a 
process node. A subgraph is constructed by three forms: users and their friends, origi-
nal tweets and the tweets that retweet them, users and their posted tweets. Note that 
each edge 

ije  has a node score value 
ir , thus, the map function is defined as for every 

key/value pair /ij ie r , it issues an intermediate key/value pair * /i i ij je r w r+ ∗（ ）. 
In the reduce stage, each process node collects values associated with an intermediate 

key *ie  to generate new *ir  according to Eq. (1) and all intermediate values associated 
with the same key *ie  to generate new ir  according to Eq. (4). So the one time map-
reduce process corresponds to one iteration in the parallel ActionRank model. 

4 Data Prepare and Data Analysis 

In this section, we firstly discuss about the real-world datasets crawled from Wei-
bo.com. Secondly, the reason why Levy flight pattern is applied to ActionRank is 
presented according to the analysis on Weibo.com. 

4.1 Data Collection 

With the APIs provided on Weibo.com, we get four datasets in domains of technolo-
gy, real estate, entertainment and sports respectively over the period 1/1/2013-
2/28/2013. Basic statistics of these four datasets is shown in Table 1. 

Consistent with previous work[2, 3, 9], both the indegree (“followers”) and outde-
gree (“friends”) distributions are highly skewed, which reflects the passive and one-
way nature of the “follow” action on Weibo.com. 
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Table 1. Basic statistics of four datasets 

Datasets Technology RealEstate Entertainment Sports 

#Nodes 23243281 11758207 8930453 3256366 

Mean outdegree 3236.93 6787.28 6420.97 5263.46 

Mean Indegree 16826.38 47922.82 238331.6 18179.86 

#Edges 1098154665 657843258 20196876 30223596 

4.2 Data Analysis 

There are many reasons why individuals may choose to pass along the messages other 
than considering identity of the users from whom they received it[7]. A tweet with 
useful content can influence others to pass along and make itself spread to larger cas-
cade hops. Here we give a definition to the term retweet cascade hops. 

Definition 3. Retweet Cascade Hops(RCH). RCH is the largest hops one original can 
spread to. Fig.3 shows the statistical distribution of RCH in four datasets.  

In Fig.3, the RCH of most of originals is 0, it means that most of originals aren’t 
retweeted, nevertheless, some originals’ RCH is larger than 20. Note that the user 
influence discussed in this work is mostly based on retweet behavior, originals with 0 
RCH couldn’t feedback to the influence of their promulgators according to user-
weibo behavior graph in Fig.2. So we ignore these originals in this work.  

                  

 Fig. 3. Distribution of RCH in datasets     Fig. 4. Analysis of originals retweeted at 1st hop 

Base on the analysis of retweet behavior of the first hop in four datasets, an inter-
esting large-distance behavior phenomenon is found on Weibo.com that the mean 
22.75% of the originals are retweeted by users who have no connection to originals’ 
promulgators, and the phenomenon is shown and discussed as below. 

Large-Distance Behavior Phenomenon 
The retweet behavior at the first hop of originals is analyzed in Fig.4. It tells that av-
erage 22.75% of originals are retweeted by users who have no connection to origi-
nals’ promulgators , which is the large-distance behavior phenomenon on Weibo.com. 

Power-Law of the Retweet Cascade Hops(RCH) 
Fig.5 shows the power-law distribution of RCH in four datasets. In other words, the 
larger the retweet cascade hops has, the less the number of originals is and vice versa.  
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(a)Technology dataset        (b) Real estate dataset     (c) Entertainment dataset      (d) Sports dataset 

Fig. 5. Power-law distribution of hops in four datasets  

The existence of random large distance and the power-law distribution of RCH 
meet the theorem of Levy flight pattern, The Levy flight random jump probability is: 

1

d (1 3)
u u

D
u

k r

l l
u

C k

− −

−

= +

= = < ≤


                              
(5)

 

where C is normalization coefficient, l  is the retweet cascade hops of a tweet, u is 
the exponent of the power-law equation that retweet cascade hops meet. D is the larg-
est RCH empirically and r is 1.0 in social network. 

5 Experiments and Evaluations 

In this section, We conduct two experiments as below: 

a) Influence spread experiments. These experiements will be conducted on our algo-
rithm as well as several other algorithms on four datasets with sizes ranging from 
20M edges to nearly 1100M edges. Table 3 shows other statistics of datasets. Our 
experiments aim at illustrating the performance of ActionRank from the these as-
pects: 1) its influence spread comparing to other algorithms, 2) its consistency of 
results in datasets of different size. 

b) The scalability performance experiments. We further conduct scalability experi-
ments with our parallel ActionRank model to evaluate the speedup of the distri-
buted mining algorithm on the 5 computer nodes using the dataset selected from 
Technology datasets, with the edge size is {20M, 60M, 100M, 150M, 200M} 

Table 2. Statistics of four datasets 

Datasets Technology RealEstate Entertainment Sports 

Mean #bidirections 416.17 371.46 271.61 298.89 

Mean #originals 54.68 5.54 41.43 42.11 

5.1 Random Jump Probabilities in ActionRank 

Since ActionRank proposed in Section 4 is a general model with nonuniform random 
jump probability. In experiment a), we use Levy flight pattern and random walk  
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pattern respectively to express the probability. So ActionRank on Levy flight pattern 
is named as ActionRankLF, and ActionRank on random walk pattern as Actio-
nRankRW. 

5.2 Experiments and Metrics 

In influence spread test, we compare ActionRankLF and ActionRankRW to the algo-
rithms of TURank, PageRank and Random. And Random is the baseline comparison. 
For each user influence ranking from these five algorithms, we select the top N indi-
viduals who get the highest influence scores as the seeds and check the individuals’ 
number who retweet seeds’ originals simulating the size influence can spread to. And 
N is assigned with values{30, 50, 100, 130, 150, 200, 250, 300, 400, 500}. 

5.3 Evaluations 

Fig. 6(a)-(d) show the results on influence spreads of five algorithms in different ex-
perimental networks. Fig. 6(a) and Fig. 6(b) show the similar results on technology 
and real estate datasets, two large network with exceed 600 million edges. These two 
figures show that ActionRankLF produces the best influence spread and has a large 
winning margin over ActionRankRW. But ActionRankRW is close to TURank: its 
influence spread essentially covers that of TURank and is only 0.63% larger. Compar-
ing to other algorithms, ActionRankLF and ActionRankRW perform better than Pa-
geRank and Random. Random has a worst influence spread, indicating that a careful 
seed selection is indeed important to effective viral marketing results. 

 

 
(a)Technology dataset      (b) Real estate dataset      (c) Entertainment dataset     (d) Sports dataset 

Fig. 6. Influence spread experiment results  

Fig. 6(c) and Fig. 6(d) show the results of entertainment and sports datasets with 
20M edges and 30M edges respectively. In these two graphs, ActionRankLF still 
outperforms other methods and reaches larger influence spread size. But the advan-
tage from ActionRankLF and ActionRankRW has narrowed obviously. We finds 
from the rankings that the top individuals are almost famous singers, actors/actresses 
in entertainment dataset and popular athletes, sports stars, sports commentators in 
sports dataset, who have plenty of followers. As Fig. 4 has shown, only 19.28% and 
19.54% of the originals are retweeted by non-connection individuals in entertainment 
and sports datasets, but most of which are not posted by these top N seeds. In this 
case, ActionRankLF is nearly to ActionRankRW and get similar influence spread 
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results, although it is still better than TURank resulting from the impact of SNC and 
WHT factors in ActionRank. In these two figures, ActionRankRW matches the influ-
ence spread of TURank in some cases, likewise, ActionRankLF, ActionRankRW and 
TURank still outperform PageRank and Random. Differently, the curves of PageRank 
and Random cross each other in Fig. 6(c) and Fig. 6(d), but not in Fig. 6(a) and Fig. 
6(b), because of the randomness of Random algorithm, it is reasonable that some 
seeds with high influence scores are selected by Random to have a larger spread than 
PageRank. 

Overall, ActionRankLF outperforms other algorithms in four datasets, and exhibits a 
trend that it could reach the same large influence spread size with at a larger speed than 
other algorithms from the beginning. But the more seeds are added, the lower the influ-
ence scores of new seeds have, it appears that the growth of the influence spread tends 
to slow down. Considering the algorithm performance when the number of seeds ranges 
from 30 to 150, Fig. 6(c) shows that although ActionRankLF reaches the largest influ-
ence spread size, but its speed to get the a larger influence spread size is slower than that 
in other datasets, since the individuals in entertainment dataset post least originals in 
Table 3. Analysis on the singers’ and actors’ originals, which are mainly about the 
mood description, then the factor WHT of ActionRank gets a smaller value in enter-
tainment dataset than in other ones and ActionRankLF is near to ActionRankRW, 
though better than TURank for the impact of SNC, which seeks the people having a 
large number of bidirectional connections to help the information diffusion. 

Fig. 6 also demonstrates that our ActionRank algorithm outperforms other ones in 
datasets with different large-size, and shows the consistency of ActionRank in these 
experiments, meanwhile, the ActionRank on Levy flight pattern is also better than 
that on random walk pattern, and is more suitable for Weibo.com. 

5.4 Scalability Performance 

It can be seen from Fig. 7(a) that as the edge size of dataset raises to nearly 150 M, 
the distributed social influence mining algorithm starts to show a good parallel effi-
ciency with the speedup is larger than 2. It confirms that the parallel ActionRankLF 
model is good on large-scale datasets as many other distributed mining algorithms.  

Fig. 7(b) shows our speedup experiments on a Hadoop platform using 1 to 5 com-
puter nodes using Real Estate dataset (657 M edge size). This figure also tells the 
reasonable parallel efficiency and gets a larger speedup than 3 while using 5 nodes. 

                
(a)Dataset size vs. speedup                          (b) #computer nodes vs. speedup 

Fig. 7. Speed up results  
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6 Conclusions and Future Work 

In this paper, we firstly propose two impact factors named SNC and WHT, then based 
on these factors and the user-weibo behavior graph, general ActionRank is presented. 
Secondly, we introduce the Levy flight pattern to the ActionRank in this work. Facing 
to the challenges of large-scale graph mining on the social network, we finally ex-
tends the ActionRank to a parallel one based on the MapReduce framework and show 
the scalability and efficient of the parallel one. 

The general problem of social influence analysis represents a new and interesting 
research direction in social network mining. There are many potential future direc-
tions of this work. One interesting issue is to extend the ActionRank to the text analy-
sis and the topic model of users and tweets, and another interesting issue is to design 
the ActionRank model as a (semi-)supervised learning. 
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Abstract. Crowdsourcing has become a prospective paradigm for commercial 
purposes in the past decade, since it is based on a simple but powerful concept 
that virtually anyone has the potential to plug in valuable information, which 
brings a lot of benefits such as low cost and high immediacy, particularly in 
some location-based services (LBS). On the other side, there also exist many 
problems need to be solved in crowdsourcing. For example, the quality control 
for crowdsourcing systems has been identified as a significant challenge, which 
includes how to handle massive data more efficiently, how to discriminate poor 
quality content in workers’ submission and so on. In this paper, we put forward 
an approach to control the crowdsourcing quality by evaluating workers’ per-
formance according to their submitted contents. Our experiments have demon-
strated the effectiveness and efficiency of the approach.    

Keywords: crowdsourcing, massive data, quality control, location-based ser-
vices (LBS). 

1 Introduction 

The proposal of “Crowdsourcing” paradigm was first defined as "a company or  
organization outsources their tasks to those who are not specific in the form of free 
voluntary (and usually large public networks.)"  [ 1]. In today’s Web 2.0 world, the 
concept of crowdsourcing, that virtually anyone has the potential to plug in valuable 
information is extended to wiki and other collaboration tools  [ 2].Recently this para-
digm has also flourished in location-based service (LBS) [ 3], in which the smart-
device users contribute information about their surroundings, thereby providing a 
collective knowledge about the physical world. In some cases, these services rely on 
mapping software such as Google Maps. For example, CROWDSAFE  [ 4], a novel 
convergence of Internet crowdsourcing and portable smart devices to enable real time, 
location based crime incident searching and reporting. In addition, there are also 
many other indoor LBS based on the Access Points (AP), which is called “wifi-type” 
service. But no matter which kind of LBS，the quality of service completely depends 
on the crowdsourcing quality. In this paper, indoor LBS is our research background. 
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The paper is structured as follows.Sec.2 gives a quick overview of the concept of 
crowdsourcing and the research already done in the area. In Sec.3, we present our 
main design about how to solve the questions mentioned above. Detailed implementa-
tion would be involved in Sec.4 and experience results would be analyzed in Sec.5. In 
Sec.6, we would do conclusion and some discussion about our future work. 

2 Related Work 

In crowdsourcing paradigm, there are two roles, employer and worker as is shown in 
Fig.1. People called employer submit tasks, evaluate worker’s submitted results and 
pay workers, while workers pull and complete tasks, get pays from employers. [ 5] 

 

Fig. 1. Crowdsourcing scheme 

Generally, crowdsourcing task is simple but needs large amount of resource. But 
now we can now harness human resource in near-real time from a vast and ever-
growing, distributed population of online Internet users   [ 6]. In this way, crowdsourc-
ing brings low cost and high efficiency. But if exists cheating, the quality of tasks 
would be influenced. Meanwhile, it cost a lot that validating whether a worker is cheat-
ing in the task. 

Some researches consider that inaccurate acceptance or rejection would affect not 
only current task, but also possibly drive a new wave of fraudsters, because those who 
have cheated do not receive any punishment. For example, Matthias et al. raise "Major-
ity Decision Approach"  [ 5] to judge whether worker’s submission is correct in simple 
tasks, and using "Control Group Approach" method in complicated cases. Besides, 
Petros and Hector propose “Gold Standard Performance” to detect one worker’s per-
formance before the crowdsourcing task starts  [ 7]. In addition, it is also a hot topic that 
to balance the task quality and rewards cost. For instance, in 2009, Yahoo's research 
institute made a quantitative analysis on the relationship between "Financial Incen-
tives" and “Performance of Crowds”  [ 8], and found that higher rewards can accelerate 
the accomplishment of the task, but cannot improve its quality. In this paper, we would 
discuss about the task quality from a new aspect.  

3 System Design 

The goal of our system is to locate all Access Points (AP) accurately in an area, thus 
providing value-added services later. While one’s smart-device is access to one AP, 
he could submit a record contains the information about it to server as a worker’s task 
in crowdsourcing. On the server side, the system would filter and aggregate these 
submitted records as an employer’s job. As is shown in Fig.2, there are three phases 
in our system design: Filtering, Aggregating, and Feedback. 
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Fig. 2. System design 

3.1 Filtering: Refine Submitted Contents 

We call the records set submitted by workers raw data, since it is necessary to prepro-
cess these records to reduce the scale of data and make our later work more accurate. 

First, the records with wrong formats or values are rejected. In our design, each 
record is composed of a tuple like this: (wid, apid, bid, fid, rid, lx, ly). We use a 32-bits 
positive integer to denote each worker’s id(wid), AP’s id (apid) and AP’s position 
which  consists of a building (bid), a floor (fid), a room (rid) and a pair of coordinates 
(lx, ly) in the room respectively. So it is easy to eliminate those records with wrong 
formats or values. Second, we detect cheating workers. For instance, one worker may 
submit same records frequently during a period (i.e.10 seconds) in a crowdsourcing 
task. This is supposed to be a kind of cheating like that in “Page Rank”   [ 9]. So we 
retain the records earliest submitted and discard the remainder.  

After filtering, the scale of records set is trimmed first, which can accelerate our 
later work. Meanwhile, we make the records more meaningful, which would improve 
our aggregation. The records set after filtering is called clean data. 

3.2 Aggregating with Quality Table 

It is realistic that the position of AP is comparatively fixed during a short period such 
as one day. Then, we periodically aggregate the clean data to locate the position AP in 
this phase, which can be divided into two parts: 

First, we define ar (“Accept Rate”) to describe each worker’s overall performance 
which is summarized from his history task. It is also used to judge the probability that 
the worker’s submitted records would be accepted in his next task. Here, Quality Table 
 [ 10] is introduced to denote such probability. For example, in Fig. 3, if one’s ar is 
close to 1 or 100%, all records he submits in next task would be regarded as quality of 
his ar and accepted completely. On the other side, if one’s ar is close to 0, the quality 
of his submission may be also poor and thus, discarded. In addition, one’s submission 
would be accepted partly. This case would be introduced in detail in the Sec.4.   

Second, we do aggregation on the result of the previous step  with “Majority Deci-
sion Approach”. For example, for AP whose apid is 10, there exist 100 
records(including the generated ones) that show the position of it is (bid1, fid1, rid1, lx1, 
ly1) and another 60 records that tell (bid2, fid2, rid2, lx2, ly2).Then, the first result is 
more trustable. 
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Fig. 3. Quality Table 

3.3 Feedback on Workers’ Performance 

In this phase, we update one’s ar according to his contribution in the current task and 
his history performance, which is kind of feedback on ar.  

First, for each worker, we count the number of the records in his submission which 
match our aggregated results, which is named, hit. It demonstrates one’s contributions 
in the tasks during a short period. For example, one worker submits 100 records one 
day and 80 of them match the aggregated results, his hit is 80/100=80%.For the sake 
of accuracy, these three values (match records number, submitted records number, 
hit) would be all retained for future use. It has to be noted that the clean data is used 
as our input but not the results after the first step of the aggregate phase, since it is 
more reasonable.  

Then, we update each worker’s ar according to his contribution in the current task 
and previous ones. Here, two approaches are introduced; Static Period Analysis and 
Sliding Window Analysis. The details would be involved in Sec.4. 

4 Implementation 

In this Sec, we discuss about our system implementation in detail, particularly in algo-
rithms. Due to limited space, we focus on the algorithms part of aggregating and 
feedback phases. 

4.1 Aggregating with Mapreduce Model 

As mentioned in the design part, the clean data is aggregated periodically. We donate: 
[t1, t2] as such period, and assume there are n workers who involved in the task dur-
ing the period. Besides, we have follow arguments as input: 

• S: clean data set derived from workers’ submitted records during this period [t1, t2]. 
The format of each record is (apid, bid, fid, rid, lx, ly, wid). 

• A= {ar1…arn}: the latest ar of each worker. It is supposed to be fixed during the 
period [t1, t2]. 

• S1, S2:  two thresholds used to judge how worker’s submission would be accepted. 
There are three cases according to the value of ar: 
─ ar is greater than S1:accepted completely with quality of one’s ar.  
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─ ar is between S1 and S2: partly accepted with quality of one’s ar. Meanwhile, 
we generate another four records near the position of the origin one and give 
each one quality _q= (1-ar)/4, which means that these records are also the poss-
ible positions of the AP. For the sake of simplification, it is assumed that the 
possible positions includes the room upstairs (fid+1), downstairs (fid-1), left 
(rid-1) and right (rid+1).And the lx and ly are the same as that of the origin one.  

─ ar is smaller than S2:the records would be discarded. 

Since the records set may be too large to handle, we use HADOOP  framework here to 
improve performance of data processing. So our algorithm can be divided to mapper 
part and reducer part. The Mapper procedure is as follows: 

Algorithm1: Aggregating Mapper 

Input: Records Set S consists of records. Accept Rate Set A= {ar1…arn} 

describe each one’s honesty.S1 and S2 act as ar thresholds. 

Output: Record Set S’. Each record owns an extra element quality de-

scribes the accuracy of this record. 

 

For each record = (apid, bid, fid, rid, lx, ly, wid) in S: 

      ar = A[wid] 

      If ar > S1 

            // completely accepted 

            Output (apid, bid, fid, rid, lx, ly, ar) 

      Else if ar > S2: 

            //partly accepted, quality=ar. 

            Output (apid, bid, fid, rid, lx, ly, ar) 

            _q = (1 - ar) / 4 //generate records of positions around. 

            Output (apid, bid, fid+1, rid, lx, ly, _q) 

            Output (apid, bid, fid-1, rid, lx, ly, _q) 

            Output (apid, bid, fid, rid+1, lx, ly, _q) 

            Output (apid, bid, fid, rid-1, lx, ly, _q) 

      Else: 

            Continue next loop. // discarded 

Now we do reduce job. Since each record in S’ contains an apid, position information 
(bid, fid, rid, lx, ly) and a quality, we could first count the total quality of each tuple 
(apid, bid, fid, rid, lx, ly) and group them by apid later. Finally, we sort them by the 
quality each one has in each group and the max one is our aggregation result, for most 
workers think that this position is the most accurate one where the AP is located.  

Algorithm2: Aggregating Reducer 

Input: Records Set S’ consists of the records whose format is (apid, 

bid, fid, rid, lx, ly, quality). 

Output: Each AP’s id and its accurate position. 

 

quality_table = {} 
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result_table = {} 

For each r in S’: 

      k = (r.apid, r.bid, r.fid, r.rid, r.lx, r.ly) 

      v = r.quality 

      If k in the keyset of quality_table: 

              Update its value by adding v  

      Else: 

              Insert (k, v) into quality_table 

For each (k, v) in quality_table: 

      If k.apid in the keyset of result_table: 

              k’ = (k.id, result_table[k.apid]) 

              v’ = quality_table[k’] 

              If v’>v: 

                      Update by set result_table[k]=v’ 

      Else: 

              k’ = k.apid  

              v’ = (k.bid, k.fid, k.rid, k.lx, k.ly) 

              Insert (k’, v’) into result_table   

For each (k, v) in result_table:                          

       output (k, v)       

4.2 Feedback: Static Period Analysis and Sliding Window Analysis 

Here, we present two approaches: Static Period Analysis and Sliding Window Analy-
sis, which are used to evaluate each worker’s performance (ar).  We regard one day as 
the minimum unit to do aggregation and calculate each one’s hit.  

Static Period Analysis 
The approach is called “Static Period Analysis”, for we consider each one’s perfor-
mance keeps stable within a comparatively short period such as one week. During the 
period, one’s last updated ar is always used to judge how his submission would be 
accepted (completely or partly accepted or rejected). As usual, we calculate hit every 
day for future use. At the end of this period, his up-to-date ar would be summarized 
according to these hits. It would come into effect in next period. 

Given the period p days，we have: 

• (arci, rci, hiti), i=1…p: tuples denote one’s contribution in the task every day. It 
contains: 
─ arci: count of accurate records in one’s submission. 
─ rci: counts of all records in one’s submission. 
─ hiti:  the proportion of arc in r. 

Then, the up-to-date ar would be calculated as follows: 
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ݎܽ  ൌ ∑ ௔௥௖೔೛భ∑ ௥௖೔೛భ     (1) 

Since one’s performance is supposed to be stable during a short period, it is consi-
dered that each worker’s ar keeps constant during p days. This would make one’s 
performance not sensitive to his contribution every day. It has to be noted that we 
make use of the weighted average here, since it is more accurate. 

Sliding Window Analysis 
Static Period Analysis could reflect one worker’s performance periodically and also 
time efficient. But it does not take one’s history performance into account. Besides, 
one’s ar would not ascend no matter how great his contribution is during the period. 
Relatively speaking, “Sliding Window Analysis” is more flexible and accurate. 

Here, we introduce the following definitions: 

 SWi, i∈N: A sliding window denotes the ith dynamic period [t1i, t2i]. Here the 
length of SW is p days for example and we mark each day as an integer from 1. 
So first SW is [1, p] and it would slide to right by increasing both t1i and t2i by 1. 
For instance, the third SW would be [3, p+2] and the nth SW is [n, n+p-1]. 

 Hi, i∈N: The set contains one’s contribution every day during the current SWi 

period. Each contribution is a tuple (arc, rc, hit). 

 ari, i∈N: worker’s ar on the ith day.  

 w: impact factor which denotes one’s history performance influence. 

 

Fig. 4. Sliding Window 

Then, the ari is calculated by: 

௜ݎܽ  ൌ ݓ כ ௜ି௣ݎܽ ൅ ሺ1 െ ሻݓ כ ∑ ௔௥௖ೕ೔೔ష೛శభ∑ ௔௥ೕ೔೔ష೛శభ       (2) 

First, we take the worker’s history performance into account by giving ari-p a certain 
weight, regarding that it would influence one’s later performance (ari) to some extent. 
Second, arc and rc are still used instead of hit here for accuracy. Last but not least, 
we also do periodically analysis like that in Static Period Analysis which would not 
suffer from the case in which one’s contribution varies dramatically from day to day. 
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With Sliding Window Analysis, we combine one’s history performance and contribu-
tions in recent tasks together, which is more persuasive and thoughtful. Meanwhile, it is 
also not sensitive to one’s contribution each day. But the cost on time is also higher. 

5 Experiments and Evaluation 

To evaluate the effectiveness of our approach, we generate massive data set to simu-
late the submitted records under crowdsourcing model. The data set has the characte-
ristics of that in crowdsourcing in reality. We would see the improvements as using 
our approaches. Time consuming and the aggregated results’ accuracy are the points. 

5.1 Filtering and Quality Table 

In this part, the effectiveness of aggregating with filtering and quality table is eva-
luated. Given 1000 workers and 1500 Access Points (AP), we generate data of 1GB 
size to simulate the records that submitted by workers in crowdsourcing every day 
during a period of 30 days. We pick up a piece of period (5 days) of the results. Static 
Period Analysis is used here with 5 days (p = 5). In addition, we also have:  

• Two thresholds: S1=0.8, S2=0.3.  
• Each worker’s initial ar is 1 or 100%.  
And four cases： 
• None: without filtering and quality table. 
• Filtering only: only using filtering. 
• Aggregating only: only aggregate with quality table. 
• Both: using both filtering and quality table to aggregate.    

 

         

Fig. 5. Time cost and Accuracy in different cases 

As is shown in the Fig.5without filtering and quality table, the accuracy of the ag-
gregated result is lower than 30%, which is an unacceptable value in practical applica-
tions. In addition, as time goes on, the accuracy is going down continuously (include 
the case of Filtering only), since more workers submit records of low quality.  

On the other side, although the time cost of aggregating that utilize filtering and 
quality table is higher (2~3 times more than case of None), its accuracy is very satis-
fied (more than 80% at last). Since each worker’s performance tends to be stable, it 
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would be more and more accuracy to validate one’s submission quality. Besides,  
aggregating with quality table would bring more continuous improvements than  
filtering.  

In conclusion, though time cost is a bit higher, our approach, particularly the ag-
gregating with quality table, performs well on quality control of workers’ submission.  

5.2 Static Period Analysis and Sliding Window Analysis 

We would still compare the difference of these two approaches from two aspects, 
performance and accuracy. The arguments S1, S2 and the period length are set the 
same as those in the previous experiment.  

         

Fig. 6. Static Period Analysis and Sliding Window Analysis (w=0.25) 

In Fig.6, the performance of approach Static Period Analysis is evaluated. As the 
period is 5 days long, the feedback phase is always called at the end of each period, 
such as the 5th and 10th day. Therefore, the time cost keeps stable during each period 
and ascend dramatically on these days. On the other hand, the accuracy is continuous-
ly going down during the first period, since each worker’s ar is not updated until the 
end of the period. Thereby, more and more records of poor quality are accepted and 
the task quality is affected. After that, the accuracy begins to pick up and keeps high, 
for all the workers’ performance has been evaluated properly. 

On the other side, the evaluation of approach Sliding Window Analysis is demon-
strated in Fig.6. It has to be noted that the accuracy is going up continuously and 
tends to be stable gradually (above about 90%), even if the worker’s performance is 
very changeable in the period. Sliding Window Analysis could always obtain each 
worker’s performance accurately, thereby improve the task quality. But the time cost 
is 30% higher than that of Static Period Analysis in average.  

On the whole, if workers’ performance keeps stable, it is efficient and acceptable 
to take the approach Static Period Analysis. Otherwise, Sliding Window Analysis is 
more preferred for its flexibility and accuracy. 

6 Conclusion and Future Work 

In crowdsourcing, the contents submitted by workers are always large and inaccuracy. 
So it is essential to control the quality of the contents. Here, we regard indoor LBS as 
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research background and discuss how to qualify these data efficiently and accurately.  
It has to be noted that our approach can be applied to many other applications such as 
the detection of malicious comments on E-commerce sites, since it is irrelevant to the 
semantic of the contents. Our focus is each worker’s contribution within all workers. 

Our next work will focus on data refreshing in crowdsourcing. As times goes on, 
the scale of the data would be too massive to retain. So it is necessary to have a me-
chanism to eliminate those data with low value or freshness   [ 11].  
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Abstract. Nowadays, in a broad range of application areas, the daily
data production has reached unprecedented levels. This data origins from
multiple sources, such as sensors, social media posts, digital pictures and
videos and so on. The technical and scientific issues related to the data
booming have been designated as the “Big Data” challenges. To deal
with big data analysis, innovative algorithms and data mining tools are
needed in order to extract information and discover knowledge from the
continuous and increasing data growing. In most of data mining meth-
ods the data volume and variety directly impact on computational load.
In this paper we illustrate a hardware architecture of the decision tree
predictor, a widely adopted machine learning algorithm. In particular we
show how it is possible to automatically generate a hardware implemen-
tation of the predictor module that provides a better throughput that
available software solutions.

1 Introduction

In many application areas the daily data production has reached unprecedented
levels. According to recently published statistics, in 2012 every day 2.5 EB (Ex-
abyte) were created, with 90% of the data created in the last two years [7]. This
data origins from multiple sources: sensors used to gather climate information,
social networks, digital pictures and video streaming, and so on. Moreover, the
size of this data is growing exponentially due to not expensive media (smart-
phones and sensors), and to the introduction of big Cloud Datacenters. The
technical and scientific issues related to the data booming have been designated
as the “Big Data” challenges and have been identified as highly strategic by ma-
jor research agencies. Most definitions of big data refer on the so-called three V s:
volume, variety and velocity, referring respectively to the size of data storage, to
the variety of source and to the frequency of the data generation and delivery. To
deal with big data analysis, innovative approaches for data mining and process-
ing are required in order to enable process optimization and enhance decision
making tasks. To achieve this, an increment on computational power is needed
and dedicated hardware can be adopted. There are two main classes of solu-
tions: 1) using general purpose CPUs as multi-core processors and/or computer
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clusters to run the data mining software; 2) using dedicated hardware (special
purpose) to compute specific parts of an algorithm, reducing the computational
effort. Indeed special purpose machines may not be suitable as they are not pro-
grammable and many classification systems need tuning and reprogramming to
achieve high accuracy. Nevertheless Field Programmable Gate Array (FPGA)
can be adopted for the low costs and the re-configuration properties.

At this aim, in this paper, we have focused our attention on FPGA for the
classification task. In particular, we adopt an FPGA architecture implement-
ing a predictor, built by the C4.5 decision tree algorithm, widely adopted for
classification tasks in many application areas [1]. Exploiting hardware charac-
teristics, this architecture is designed to maximize the throughput, making the
classification task suitable for very large amount of data characterized by an
high number of features in input and a high number of classes in output. Indeed
in literature some FPGA based solutions exist, nevertheless our focus is on the
automatic generation of an optimized hardware description that provides higher
throughputs than available solutions. In particular we show how it is possible
the automation of the hardware accelerator generation process, starting from
the data model. We illustrate its applicability in two real case studies (URL
malicious detection and event detection with sensor networks) obtaining perfor-
mance that are 4 orders of magnitude greater than software implementation.

The reminder of the paper is structured as follows: in Section 2 we describe
related work to both C4.5 algorithm and data mining algorithm implemented on
FPGAs; in Section 3 we introduce some details on the C4.5 algorithm describing
the learning and prediction phases and illustrating the improvements achieved
with hardware implementation. In Section 4 we present the process that au-
tomatize the hardware synthesis. In Section 5 two case studies are presented to
demonstrate the advantages of the proposed solution. Finally, in Section 6 some
conclusion and future work are drawn.

2 Related Work

As mentioned above, FPGAs are very suitable to implement classification al-
gorithm as they need deep re-programming during the tuning phase. Several
FPGA-based classification architectures have been proposed in order to speed
up the classification processes [11,12]. In [13] two FPGA architectures were pro-
posed to classify packets traffic. Both architectures use a programmable classifier
exploiting the C4.5 algorithm. Using NetFPGA, in [9] the authors proposed a
traffic classifier by using C4.5. The main architectural characteristic is the pro-
grammability by the software, without loss of service, using memories that store
the classifier.

The C4.5 classification algorithm is very promising for big data analysis, it
performs very well in many application domains as the predictor works on the
tree structure built during the learning phase. It was presented by Quinlan in
[10] and soon was adopted in a broad range of applications such as image recog-
nition, medical diagnosis, fraud detection and target marketing.
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In [4] and [8] the C4.5 algorithm was adapted within the framework of dif-
ferential privacy in distributed environments. In [5] the authors show the power
of C4.5 for classifying the Internet application traffic, due to the discretization
of input features done by the algorithm during classification operations. The
authors of [14] extended the traditional decision tree based classifiers to work
with uncertain data.

The results presented in these papers are very interesting, but they did not
provide any automatic tool to automatically generate the hardware architecture
from the prediction model. In this paper we intend to propose an automatic
generation tool and we will describe the results of two case studies.

3 The Classification Algorithm

To characterize and classify big data, we exploit the C4.5 decision tree algorithm
widely adopted for classification tasks in several application areas. C4.5 is based
on decision-tree induction approach, which directly constructs a classification
model from the training database, following a top-down and divide-and-conquer
paradigm. This classifier is made of a learner for building the predictive model,
named training phase, and a predictor for performing data classification.

Algorithm 1. Description of the algorithm for building a decision tree
model Classifier
Data: Training Set T , Output Class C = C1, ..., Ck

Result: Prediction Model outputted by learner
/* Base Case */

if T f T contains one or more examples, all belonging to the same class Cj then
Create a single leaf in which all the sample having label C. /* The

decision tree for T is a leaf identifying class Cj */

if T = ∅ then
Creates a single leaf that has the label of the most frequent class of the

samples contained in the parent node /* heuristic step leading to

misclassification rates */

/* Recursive Case */

if T contains samples that belong to several classes then
foreach Feature f do

Find the normalized information gain by splitting on f, based on an
Entropy Test Value

Let fi be the attribute with the highest normalized information gain; Create
a decision node that splits on fj ;/* node associated with the test

*/

Create a branch for each possible outcome of the test; Execute the
algorithm on each branch (corresponding to a subset of sample)
/* partitioning of T in more subsets according to the test on

the attribute obtained by splitting on fj */
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During the training phase, a domain expert builds a training set, i.e. a subset
of data records that have been previously classified, which will be used to tune the
predictor and define the predictor parameters. The predictor decision rules are
modeled as a tree, the nodes represent classes associated to events to be detected
and branches represent conjunctions of conditions that define a path that leads
to a class. Periodically, or when some samples are mis-classified, the learner can
recalculate the parameters on the basis of a new training set, in order to refine
the behavior of the classifier, excluding in this way the predictor behaviors that
leads to the mis-classifications. As this activity requires re-programming the
classifier, we have implemented the predictor with a re-programmable hardware.
As illustrated in Algorithm 1, the algorithm recursively works on data taken
from the training set. At each step, the data set is split, based on conditions of
a chosen feature that are defined by thresholds. The selection of the feature is
performed by using an entropy test.

Let T be the set of samples, freq(Cj , T ) the number of samples in T that
belong to class Cj , the entropy of T is defined as:

Info(T ) = −
∑

((freq(Cj , T )/T ) · log2(freq(Cj , T )/T ))

The algorithm computes the value of Info for all Ti partitioned in accordance
with n conditions on a feature fi:

Infofi(T )
=

∑
((Ti/T ) · Info(Ti))

The features that maximize the following Gain value are selected for the splitting:

Gain(fi) = Info(T ) − Infofi(T )

In order to be properly processed, the input information must be represented by
a proper data model. For the selected dataset, proper features must be chosen, in
order to obtain effective classification for the data of the targeted applications.
In the proposed case studies, the candidate features will be selected in order to
obtain high accuracy in the classification results, even if the huge dimension of
dataset requires that the features are computed with low computationally cost.

4 The Synthesis Process to Generate the Classifier

The predictor module is based on the tree-like model defined by the learner and
the tree visit is usually executed in a sequential way. Each tree node contains
a predicate that represents a condition, while leaves are labeled with classes
the samples belong to. The predictor hardware implementation, intrinsically
concurrent, is able to elaborate in parallel the conditions of the nodes of the
tree.

We designed a fully automatic process to synthesize the decision tree hard-
ware starting from the training set. The process flow is reported in Figure 1; it
is made of three different steps that produce in output three standard artifacts.
The goal of the Data Processing is to automatically structure data coming from
heterogeneous sources into a common schema, a data-preprocessing tool extracts
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Fig. 1. Process flow from data source to the hardware implementation of decision tree

the only relevant information to build a common schema and it implements the
methodology proposed by Amato et al. in [2,3]. This artifact, stored in a tab-
ular format, is given in input to the Model Building step. It implements C4.5
learning algorithm, the output of this step is the predictor model coded into
PMML (Predictor Model Markup Language), a standard XML schema for pre-
dictors. At this step, exploiting the PMML formalization, we developed a tool,
PMML2VHDL, that parses the decision tree predictor model and generates an
optimized hardware description for the predictor [1]. We formalized it in VHDL
but other descriptions can be adopted. Finally, in the last step, the Hardware
Synthesis, we used the VHDL as input for the hardware synthesizer in order to
obtain a working version of the predictor.

As for the hardware architecture, we implemented the tree visiting algorithm
as a multi-output boolean function: 1) we pre-evaluated all conditions (nodes)
in parallel using configurable components called Decision Boxes, that are im-
plemented as comparators; 2) we performed the visiting as a boolean function,
implemented with a component called Boolean Net.

In Figure 2 we report an example of decision tree and the corresponding
hardware scheme. As illustrated, each tree path leads to a class, so the AND
of decisions along the path can be represented by a boolean minterm, and the
multitude of paths that lead to the same class may be represented as a boolean
function in SOP form. Due to space limitations, we cannot report the details of
the hardware implementation, in next section we will present some preliminary
experimental results on different case studies.
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5 Preliminary Experimental Results

We evaluated the architecture by means of two experimental campaigns, one
related to URL reputation classification and the other one related to sensor
networks data classification. The first one is characterized by a high number of
features, while the second one is an interesting case study with a high number
of classes.

Malicious URL Detection: we chose the dataset proposed by [6], created to
detect the malicious web sites from the URLs. The dataset contains about 2.4
million records and 3.2 million host-based features, coded in floating point. In
order to handle this data we performed a pre-processing activity and we applied
a feature filter based on the entropy test. We discarded features having a value
less than a threshold defined for this case study. Thanks to this filtering process,
we reduced the number of significant features to 51. From this data collection
we built the C4.5 predictor tree model. In order to evaluate the accuracy of the
predictor we applied a cross validation technique which breaks the dataset in 10
sets: 7 sets are used as training set and 3 sets are used for testing. The overall
accuracy of the system was evaluated as the average accuracy over 10 iterations,
in which samples for training and testing were randomly chosen. Using KNIME
framework, we obtained a predictor tree with 624 nodes, 32 levels and 98.647%
of accuracy. Once built the predictor model, we classified 4 million records with
the KNIME software version in order to compare it with our proposal. As for the
proposed architecture, we automatically obtained the VHDL project from the
KNIME PMML file by using PMML2VHDL tool. The experiments were done
using a Xilinx Virtex5 LX110T-2 and the results are reported in the first column
of Table 1.

The interesting result is that the computation time is 11.28 ms, while the
classification of the same 4 million records with KNIME on an Intel Core i7 −
3770 (3.40GHz), with 16Gb RAM requires, in average, about 124,834.45 ms
(∼ 2 min). The gain obtained in terms of elaboration time by introducing the
hardware classifier is about of 10,000 times the software implementation.
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Table 1. Classification results for malicious URL detection and sensor network dataset

malicious URL detection sensor network event detection

Features 51 12

Classes 2 24

Accuracy (%) 98.647 98.994

Throughput (Gbps) 578.93 126.48

Slices 2777 1546

Computation Time (ms) 11.28 7.59

Event Detection over Sensor Network: this case study is focused on sensor
networks data classification to detect different events, for instance temperature
and acceleration exceeding nominal values. We referred to a sensor network de-
ployed in [1] and running for several days, we collected data and manually la-
beled the training set in 24 thresholds, representing 24 alarm classes. Following
the same steps described for the first case study, we obtained a predictor tree
with 329 nodes and 20 levels with an accuracy of 98.994%. The computation
time for the classification of 2.5 million samples was in average 75,770 ms using
KNIME. The hardware synthesis results of this decision tree are reported in the
second column of Table 1. Even in this case we obtained a gain of 10,000. Fur-
thermore we can see that the throughput of the second case is lower than the
first one, although we have less nodes and less levels.

In conclusion we can observe that in the both case studies the computation
time gain is very high, and the proposed architecture seems very suitable for big
data applications.

6 Conclusion and Future Work

The adoption of FPGA in big data analysis seems very promising. In this pa-
per we proposed a process to implement in hardware a reconfigurable decision
tree classifier. In particular, we proposed an innovative architecture to fasten
the classificator that is made of Decision Boxes to compute in parallel all deci-
sions and a Boolean Net, to effectively compute the classification. We evaluated
the proposal with two different case studies, putting in evidence the great per-
formance obtained with the hardware implementation. Many optimization are
still possible, in future work we intend to enhance the proposal by introducing
pipelining mechanism into the available hardware implementation, furthermore
we want to prove the scalability of the proposed approach.
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Abstract. In this paper, we address the problem of defining a seman-
tic indexing techniques based on RDF triples. In particular, we define
algorithms for: i) defining clustering techniques of semantically similar
RDF triplets; ii) defining algorithms for inserting, deleting and searching
on a K-d based semantic tree built on the base of such clusterings; iii)
defining a parallel implementation of the search algorithms. Preliminary
experiments runned on a GRID-based parallel machines are designed and
preliminary implemented and discusses, showing the performances of the
proposed system.

1 Introduction

In this paper, we describe a semantic indexing technique based on RDF (Re-
source Description Framework) representation of the main concepts of a docu-
ment. With the development of the Semantic Web, in fact, a large amount of
RDF native documents are published on the Web and, for what digital docu-
ments concerns , several techniques could be used to transform a text document
into a RDF model, i.e. a set of subject, verb, object triples [1]. Thus, in our
approach we propose to capture the semantic nature of a given document, com-
monly expressed in Natural Language, by retrieving a number of RDF triples
stored into a graph database and to semantically index the documents on the
base of meaning of the triples’ elements. The proposed index can be hopefully
exploited by actual web search engines to improve the retrieval effectiveness with
respect to the adopted query keywords or for automatic topic detection tasks.

The paper is organized as in the following. In the next section we report
the state of the art in Graph Databases Systems. In Section 3 we illustrate
our proposal for RDF based semantic index discussing indexing algorithms and
providing some implementation details. Section 4 contains experimentation aim-
ing at validating the effectiveness and efficiency of our proposal. Finally, some
conclusions are outlined in Section 5.
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2 State of the Art

The declarative query language SQL has been used for many decades in Rela-
tional Database systems (sets of large tables containing strongly connected data).
Nowadays, a high interest is growing around NoSQL systems, such as Google’s
BigTable or Facebook’s Cassandra, CouchDB, Project Voldemort, and Dynamo.
Because of the graph’s efficacy in modeling objects and interactions, because
of their importance in computer science, in representation of social network, of
web site link structures, or even of metabolic networks, chemical structure and
genetic maps, it is easy to understand why many applications need a system able
to store and query those graphs. For what Graph Database field concerns, the
necessity to manage large information with graph-like nature has incremented
the relevance of this area. Graph Database models are conceptual tools used to
represent the real-world entities and the relationship among them [7] but the
term also represents structured types of data and mathematical frameworks .
Graph DB appears as an evolution of Object-oriented DB-models and attempt
to overcome the limitations of traditional database models with the goal of cap-
ture the inherent graph structure of data appearing in applications in which the
interconnectivity of data is an important aspect (i.e. Hypertext or Geographical
Information Systems). Graph Databases are characterized by the following three
features:

1. Data and the schema are represented by graph or by data structures gener-
alizing the notion of graph as Hypergraphs or Hypernodes.

2. Manipulation of data is expressed by graph transformations like graph-
oriented operations and type constructors.

3. Integrity constraints enforce data consistency.

Introducing graphs as a modeling tools for areas where data and relations be-
tween the data are at the same level (and information about interconnectivity is
more important as the data itself), has many advantages: first of all, it facilitates
the modeling of data, because graph structures can be manipulated directly by
users. All the information about an entity is contained in a single node and re-
lated information is showed in nodes connected to it by arcs [8] . Second, the
queries can refer directly to the graph structure and is not important to require
full knowledge of the structure to express meaningful queries[9] . At least, graph
databases provide special graph storage structure and efficient graph algorithms
for specific implementations [10] . The Resource Description Framework (RDF),
a recommendation of the W3C, is an infrastructure that enables the encod-
ing, exchange and reuse of structured metadata. As far as the RDF Stores are
concerned, Byrne[11] research project must be mentioned. It refers, indeed, the
development of a data querying application based on the Jena RDF store. Al-
though in the context of the Semantic Web (SW) holding data in graph format
could mean to be able to find shortest paths between nodes, compare the degree
of nodes, and do k-neighbourhood queries, a great part of the SW tools do not
support graph searching algorithms [14], [15]. One of the RDF central benefits
is its capability to interconnect resources in an extensible way. In that context,
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basic graph theory’s concepts, like ”node” ,”edge” ,”path” ,”neighborhood” or
”connectivity”, are crucial. A triple consisting of a subject, a predicate and an
object (resource, property and property value) represent the RDF atomic ex-
pression, more technically, it constitute a relationship statement between the
subject and the object. An RDF Graph is a set of such triples. As regards the
languages for querying RDF data, one can’t go on without mentioning SPARQL,
a proposal of a protocol and query language designed for easy access to RDF
stores. A simple query is based on graph patterns, and query processing consists
of the binding of variables to generate pattern solutions. There are many graph
data management applications or libraries, and in [16], the authors compare four
of the most popular Graph Databases: (i) Neo4j: it is a GDB designed for net-
work oriented data that does not rely on a relations layout of the data, but on
a network model storage that store nodes, relationships and attributes. (ii) Hy-
pergraphDB: it is designed for artificial intelligence and semantic web projects,
stores also hypergraph structures(graph with hyperedges, arcs that connect more
than two nodes). (iii) Jena (RDF): it stores the graph as a set of tables and
indexes: the node table stores a map of the nodes in the graph, but the informa-
tion about the RDF triplets are stored in the ”triple indexes”, that describes the
structure of the graph. (iv) Dex: it is a GDB implementation based on bitmap
representation of the entities. Nodes and Edges are encoded as collections of
objects that have a unique logical identifier.

In [17] the Authors’ experiment use the HPC Scalable Graph Analysis Bench-
mark, designed to capture the most representative graph operations. Results
show that for small graphs all four databases have reasonable performances for
most operations, but only Dex and Neo4j are able to load the largest benchmark
sizes. In particular, Dex achieved the best performance for most operations and
close to Neo4j, in those where Neo4j was the fastest. A comparison between
MySQL (a RelationalDB) and Neo4j has been realized by Vicknair [18]. It in-
volved objective benchmarks and subjective comparisons; it was based on system
documentation and experience .

3 Parallel Semantic Index

The parallel semantic index relies on the data structure for RDF triples obtained
as described in [4]. In this paper, the author proposed a semantic index based on
K-d trees. Each node of the K-d tree contains an RFD triple previously mapped
in a point of a k−dimensionalspace. They defined a semantic similarity measure
d over the set S of RDF triples such that (S, d) is a metric space. The mapping
between the metric space (S, d) of RDF triples and the k-dimensional space is
built ensuring that the triples that are (semantically) close in RDF space are
also close in the k − dimensional one.

Once all RDF triplets have been mapped in a point of Rk, every point is
inserted in a K-d tree. The problem of similarity search - i.e. the process of
finding and retrieving triples that are similar to a given triple or set of triples -
corresponds to a nearest neighbors or range query problem.
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The goal is the parallelization of search in K-d tree in order to increase per-
formance. The basic idea is to split the K-d tree T into p partitions C1, ..., Cp
and assign each partition to a job and then assign jobs to nodes of the parallel
grid. The partition of a tree is a special case of the problem of partition of a
graph. Consider a graph G = (V, E) with n vertices labeled by 1, 2, ..., n.
G is a not directed and connected graph. A partition of G is a partition of its
vertices into disjointed subset named components. We consider only connected
partitions of G, that is, those with components that contain connected subgraph
of G. Denote:

– p the number of components of a partition 1 ≤ p ≤ n;
– Πp(G) the set of all possible partitions (connected) of G into p non-empty

components;
– π = (C1, C2, ..., Cp) a generic partition in Πp(G).

A p-partition of G is a partition π ∈ Πp(G). The goal of partitioning can
be stated as an appropriate function funzione f : Πp(G) → R+ called objective
function. The optimal value of the objective function f is denoted with f∗. A
partition π ∈ Πp(G) such that f (π) = f∗ is an optimal partition and is denoted
by π∗; in general, it is not unique. Given a graph G = (V, E) and an integer
1 ≤ p ≤ |V |, the partitioning problem with objective function f is solved finding
the optimal value f : Πp(G) → R+.

In order to distribute the computational load uniformly over the grid, we
consider K-d tree partition whose components have approximately the same
number of vertices. The search for this partition is an instance of the problem of
equipartition of a graph in which each vertex is assigned a unit weight and the
objective function in one of the following:

L1 = f (π) =
∑

||Ck| − μ| (1)

L2 = f (π) =
∑

(|Ck| − μ)2 (2)

L∞ = f (π) = max||Ck| − μ| (3)

MaxMin = f (π) = minCk (4)

MinMax = f (π) = maxCk (5)

Where 1 ≤ k ≤ p and μ = |V |/p. If f is L1 problem is NP-hard for trees
and it can be solved in polynomial time for special classes of trees such as
stars, paths and caterpillars (Aparo et al. 1973, DeSimone et al. 1990). Becker
et al, (Schach et al. 1982), propose shifting algorithms that solve in polynomial
time problems of equipartition of trees, with objective functions (4) and (5).
When the graph to be partitioned is a tree the computational complexity of the
problem seems to depend strongly on the objective function. The case of the trees
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is borderline between graph paths and graphs. It is as the watershed between
problems solvable in polynomial time and problems that an approximate solution
must be found.

Fig. 1. A p-partition of a tree with p = 4 components (subtrees)

The K-d tree has been partitioned with the algorithm proposed by Schach
(Schach et al. 1982) in p components C1, ..., Cp with p =50. The configuration
of the grid is: 8 hosts each one with 8 CPUs (Scope1). Each component is assigned
to a job Ji. Each job Ji knows jobs connected to it, for example job J1, with the
component C1 of the 1, knows that elaboration from the vertex 1 will continue,
if necessary, in job J2 and from vertex 2 in J4. Each job also knows a special
job, named End, to send the results. The m-nearest neighbors and range queries
are executed from the root of the K-d tree . If during its elaboration, a job
found the complete answer to the current query then it the returns the results
to the End job otherwise it sends a message to the appropriate job connected
to it and then elaboration will continue in the next job according to the well-
known K-d tree search algorithm. The message contains the objective of search
(the type of query, the arguments of the query, etc.) and the partial results, if
exists, already achieved by job performed previously. Since the components of
the partition must be connected, they are obtained by cutting some edge of the
tree, for example the C2 partition in fig. 1 is obtained by cutting the edges (1,
3) and (7, 13). In addition, each partition contains a vertex, named component
root, from which all others vertices cam be reached. Obviously a partition may
not contain all vertices contained in the subtree of the root component, such as
the C2 partition does not contain vertices of C3. When a job receives a message
the K-d tree search at the root of its component starts. Because all jobs are
allocated on separate nodes of the grid, they can be executed in parallel, and
then multiple K-d tree searches can be started and executed simultaneously on
the same tree. This approach do not improve the performance of the single K-d
tree query but improves the performance of the execution of a very large number
of queries by means the parallelization.

1 http://scopedma-wn.dma.unina.it
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4 Preliminary Experimental Results

In this section, we describe the adopted experimental protocol, used to evaluate
the efficiency and the effectiveness of our indexing structure, and discuss the
obtained preliminary experimental results. Regarding the triples collection, we
selected a subset of the Billion Triple Challenge 2012 Dataset2, in which
data are encoded in the RDF NQuads format.

We used the context information to perform a correct semantic disambiguation
of triple elements3[5],[6].

In particular, as evaluation criteria in the retrieval process using our semantic
index, we measured from one hand the index building time and average search
time as a function of indexed triples, and from the other one the success rate,
that is the number of relevant4 returned triples with respect to several k-nearest
neighbors queries performed on the data collection.

Figure 2 shows the average index building and search times (purple-line),
and the related comparisons with the theoretical lower (red) and upper (green)
bounds. In all the considered case studies, the times exhibit logarithmic trends
(respectively O(nlog(n)) and O(log(n)), n being the number of triples), as we
theoretically expected.

For obtaining running times, we used SCOPE 5 as Parallel Computing Envi-
ronment and MPI (Message Passing Interface) as Parallel Programming Model.
SCOPE is an infrastructure provided by the Information System Center of Uni-
versity of Naples, composed by about 300 computing nodes (64 bit Intel Xeon
with 8 GB RAM)[12],[13]. In particular, we used a number of processors equal
to the number of partitions.

For what the effectiveness concerns, we have computed a sort of average pre-
cision of our index in terms of relevant results with respect to a set of query
examples (belonging to different semantic domains).

In particular, a returned triple is considered relevant if it belongs to the same
semantic domain of the query triple. We obtained an average success rate greater
than 75% varying the result set size in the case of 50 queries performed on the
entire dataset (about 1000000 triples) as reported in Table 1.

2 http://km.aifb.kit.edu/projects/btc-2012/
3 The Billion Triple Challenge 2012 dataset consists of over a billion triples collected
from a variety of web sources in the shape < subject >< predicate >< object ><
context > (e.g. <Jorge Mario Bergoglio>, <elect> , <Pope><religion> ). The
dataset is usually used to demonstrate the scalability of applications as well as the
capability to deal with the specifics of data that has been crawled from the public
web.

4 A result triple is considered relevant if it has a similar semantics to the query triple.
5 www.scope.unina.it



PSIS: Parallel Semantic Indexing System 139

0 

0,2 

0,4 

0,6 

0,8 

1 

1,2 

1,4 

1,6 

1,8 

0 1 2 3 4 5 

sec 

n   * 106 

(a) Index Building Times

0 

0,5 

1 

1,5 

2 

2,5 

3 

3,5 

0 1 2 3 4 5 

sec 

n * 106 

(b) Search Times

Fig. 2. Average Index Building Times and Search Times

Table 1. Average Success Rate

Number of Triples Success Rate

50 100%

75 92%

100 88%

150 81%

200 75%

5 Conclusion and Future Works

In this paper, we have designed a semantic index based on RDF triples, in order
to catch and manage the semantics of documents. We have described the data
structures, the algorithms for building the index and its use for semantic queries.
Several preliminary experiments have been carried out using the standard Billion
Triple Challenge 2012 Data Set, showing good performances both for efficiency
and for effectiveness. We are planning to extend our paper in several directions:
i) the use of domain based linguistic ontologies, instead or in addition to the used
WordNet; ii) the use of different similarity distance measures; iii) to compare our
algorithms with the several ones produced in the recent literature and iv) try
other partitioning strategies.
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Abstract. Nowadays more and more smartphone applications use in-
ternet connection, resulting, from the analysis point of view, in complex
and huge generated traffic. Due to mobility and resource limitations, the
classical approaches to traffic analysis are no more suitable. Furthermore,
the most widespread mobile operating systems, such as Android, do not
provide facilities for this task. Novel approaches have been presented in
the literature, in which traffic analysis is executed in hardware using the
Decision Tree classification algorithm. Although they have been proven
to be effective in accelerating the classification process, they typically
lack an integration with the remaining system. In order to address this
issue, we propose a hybrid computing architecture which enables the
communication between the Android OS and a traffic analysis hardware
accelerator coexisting on the same chip. To this aim, we provide an An-
droid OS porting on a Xilinx Zynq architecture, composed of a dual-core
ARM-based processor integrated with FPGA cells, and define a tech-
nique to realize the connection with programmable logic components.

1 Introduction

Data traffic is reaching unprecedented volume. Network infrastructures are grow-
ing in order to provide high bandwidth. In the foreseeable future the internet
traffic will amount to 165×1015 bytes per hour [9]. In this context the mobile
domain plays a crucial role due to the widespread use of smartphones. In fact,
in 2017 the mobile 4G communication standard will reach 45% global traffic
and 10% global connections [8]. Network technology lags development compared
to those forecasts, therefore the need for network monitoring grows. On the one
hand, the task of traffic monitoring is becoming a basic activity in designing new
network infrastructures and managing the existing ones. On the other hand, the
emerging architectures will need new techniques to support traffic analysis, due
to the huge amount of traffic that could result in packet loss and analysis failures.

Traffic analysis is the basic task to network management, such as flow priori-
tization for QoS, traffic policing, traffic diagnostic, and so on. Moreover, traffic
analysis is a powerful tool to acquire information about incoming flow for the
detection of anomalous behaviors, viral infections, hacking attempts, phishing
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and SPAM. This operation typically requires a high computational effort and
power consumption, and therefore is not well suited for the resource constrained
mobile devices, that are particularly subject to attacks.

Several solutions have been proposed in the network infrastructure domain to
provide high throughput traffic analysis techniques, mostly based on hardware
approaches, that are able to guarantee the same efficiency of a software imple-
mentation, but with higher throughput [3]. Although they have been proven
to be effective in accelerating the classification process, they typically lack an
integration with the whole system.

In this paper we propose a general solution for the integration of a hardware
accelerator for efficient traffic analysis, within a mobile operating system. The
architecture we propose can be successfully adopted in a variety of applications,
such as traffic monitoring for security purposes.

In order to create an experimental platform, we adopt a hybrid computing
architecture which enables the communication between the Android OS, one of
the most popular mobile OSs, and a generic custom traffic analysis hardware
accelerator, coexisting on the same chip. To this aim, we provide an Android OS
porting on a Xilinx Zynq architecture, composed of a dual-core ARM-based pro-
cessor integrated with FPGA cells. We show how the OS interacts with the traffic
classifier, implemented on the custom logic part, using the interrupt mechanism.

The reminder of the paper is structured as follows: in Section 2 we will describe
related work for traffic analysis and for smartphone security issues; in Section 3
we will give details about traffic analysis and our implementation on the Android
OS; in Section 4 we will show how to implement the proposed architecture, and
in particular how to run Android on the Zynq platform; in Section 5 we will
show some preliminary results; at the end in Section 6 some conclusion and
future work are drawn.

2 Related Work

Smartphone traffic analysis has been recently addressed by several research pa-
pers, aimed at profiling the involved application protocols. In [6] the authors
proposed a method to collect raw information about traffic using an application
installed on the end terminals. The aim is to collect data to infer offline char-
acteristics about the smartphones’ traffic. This approach diverges from others,
such as [10] and [7], in which the traffic analysis is performed directly on the
network infrastructure, as it allows to combine local information, such as battery
level, with the globally collected traffic trends.

As for security issues, several approaches have been proposed to provide smart-
phones with intrusion detection features. [13] described a security framework
applied to the smartphone architecture. Each security issue was covered by a
specific module of the proposed framework. The authors devised the introduc-
tion of an IDS for network monitoring activities against policy violations, but
did not provide any implementation of this module. Similarly, the authors of [14]
proposed an IDS tailored for smartphones (SIDS), that runs directly on mobile
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devices to improve the protection for some security threats. Even in this case, no
details were given about the implementation, nor on the impact on the smart-
phone systems. In this scenario, the architecture we propose could represent the
enabling technology to prove the feasibility of an IDS implementation on mobile
devices.

3 Traffic Analysis Process

Traffic analysis is the basic task to network management, such as flow prior-
itization for QoS, traffic policing, traffic diagnostic, and so on. Furthermore,
researchers use the traffic analysis to design and plan the future network archi-
tectures, especially in the mobile domain. Also, an accurate analysis provides
some benefits to the network security in intrusion detection and access control.

Online analysis can also improve the smartphones’ security, enabling mecha-
nisms to avoid attacks. Attackers get unauthorized access to the mobile devices
using the Internet: in fact they publish malwares through the apps or the web-
sites. Once infiltrated in the device, a malware attempts to get the resource
control, collects, redirects or deletes data from the memory [18].

The simplest way to analyze traffic is to classify the packets. We can distin-
guish some kinds of classification techniques for the traffic: DPI (Deep Packet
Inspection), port number-based, heuristic-based and machine learning-based.
Recently, in the research community, the machine learning-based classification
has been receiving a lot of attention, because it provides a high accuracy in clas-
sification and a great adaptability in dynamic context, such as the traffic analysis
[2,5,12]. Since smartphones continuously receive information from the Internet,
a software approach is too expensive for the limited computational resources.

Hence we propose a hardware approach to the traffic analysis that allows to
save computational resources for other tasks. The analysis task is split into two
parts:

– Background mode: a hardware accelerator continuously analyzes the incom-
ing traffic flow to detect anomalies or intrusion attempts;

– Foreground mode: when the hardware detects an insecure event, it calls the
OS to catch the anomaly.

This approach is less intrusive than a purely software approach, because the
traffic analysis does not require the execution of an algorithm for each received
packet.

We apply this paradigm to the Android operating system, as illustrated in
figure 1. The Internet traffic passes through a traffic analyzer and the communi-
cation between the application layer and the hardware accelerator is arbitrated
by a Linux driver.

In the next section, we illustrate the whole architecture, by showing a proto-
type developed on Xilinx Zynq FPGA architecture.
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Fig. 1. Hardware traffic analysis architecture using Google Android Operating System

4 Architecture Implementation: Google Android on
Xilinx Zynq

In order to provide a prototype of the proposed architecture, we developed the
Zedroid project ([4]) in which we realized a hardware version of traffic analyzer
and the Google Android Operating System porting on Xilinx Zynq.

In particular, for the prototype, we used the Avnet ZedBoard, a complete
development kit that includes: a Xilinx Zynq-7000, 512 MB DD3, 256 Mb Flash,
SD Card support, 10/100/1000 Ethernet, USB OTG 2.0 and multiple display
standards. The Zynq architecture is composed of a programmable logic, based
on FPGA technology, and of a processing subsystem. It allows the combination
of a general purpose process with custom hardware peripherals in the same chip.

4.1 Implementation of the Hardware Traffic Analyzer

The figure 2 shows an instance of the proposed approach. We used the Ether-
net wired interconnection, as Zynq does not provide a wireless one. Note that
from the analysis point of view there are no differences between these kinds of
communication as we are only interested in the packets’ content.

As shown in figure 2, we can consider two parts: the top section represents
the Zynq processing system, while the bottom shows the custom traffic analyzer
implemented in the programmable logic part. The two sections communicate
by using the AXI interfaces, that represent the general purpose ports of the
AMBA 3.0 standard [1]. Normally, the Ethernet DMA copies the received packets
directly to the system memory. In this specific case instead, we configured the
DMA at system boot to redirect all traffic packets to the Programmable Logic
(PL) section, where they are analyzed by a hardware accelerator. The main block
is the Classifier, that detects malicious packets by using their features, properly
extracted by the Feature Extractor component. In order to reduce the latency
of the approach, we separated each packet into header and payload. Indeed, the
custom peripheral separates the headers from the payloads, copying the former
into the level-2 (L2) cache and the latter into the main memory: this way, packet
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headers will always be available in the high speed L2 cache for the Linux specific
tasks[19].

As said in the previous section, several approaches exist to perform packets
classification. Among them, the Decision Tree algorithm is the most used for the
traffic classification, and several works have been proposed in the literature, that
provide a hardware implementation of it[3,15,17,11]. One of these implementa-
tions could be used in our scheme to realize the classifier component. Note that
out approach is generic and could support any kind of classifier that provides
the compliant functionalities.

In the following subsection we are going to give some details about the Android
porting process.

4.2 Google Android Operating System Porting Process

The Google Android Operating System porting is a process that involves adapt-
ing the software stack of the OS to a given platform. Android needs a set of
minimum hardware requirements [16]. Since the ZedBoard has the minimum re-
quirements for Android 2.2 (Froyo), we opened a project, called Zedroid [4], in
which we reported a complete guide to obtain a working system on the board
with the Google OS. The project aim is to support the research community in
prototyping and in studying Android on a reconfigurable hardware. We report
in the following the main porting process steps:

1. Minimal hardware configuration;
2. Linux configuration, patching and compilation;
3. Android compilation;
4. Filesystem configuration.

The hardware configuration is a step executed by Xilinx Platform Studio. This
tool allows to configure the system, in terms of both hard and soft peripherals.
The output of this phase is a bitstream file that will configure the Zynq FPGA.

The Android stack is composed of a Linux kernel. It has to be adapted ac-
cordingly to the underlying hardware. This phase is carried out by configuring
some files of the Linux source code and applying patches before compilation. For
instance, Android requires configuration of some Linux software components,
such as: ANDROID BINDER IPC, ANDROID LOW MEMORY KILLER and
USB ANDROID to be run. As for the patches, Google provides a Git repository
in which any developer can choose the most suitable one based on the available
Linux kernel version. The compilation phase requires an ARM toolchain to be
completed. The result is a compressed version of the kernel, that will be loaded
in memory at boot.

In order to complete the software stack, Android has to be compiled too.
Since Android is an open-source project, it can be downloaded, configured and
compiled. The result is a filesystem containing the files for the boot phase. All the
files (bitstream, linux kernel and Android) could be stored into an SDCard, to
enable the Zedboard to perform automatic self-programming of the FPGA. The
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programming task is made of two steps: (i) First Stage Bootloader, in which the
FPGA automatically loads the bitstream from the SDCard, in order to configure
both programmable logic and processing system; (ii) Second Stage Bootloader,
in which the compressed Linux kernel is loaded into memory to be executed by
the processing system. After the whole kernel has been loaded, the Android OS
is up and running.

4.3 Hardware Traffic Analysis Architecture

The Android OS interfaces the hardware using the system libraries. To handle
new peripherals, Android requires new libraries. Since they are written in C, an
Android app can use them by properly implementing the function calls in NDK
(Native Developing Kit). For this reason we introduced a new library to manage
the traffic analysis task from the operating system.
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Fig. 2. Hardware traffic analysis architecture using Google Android Operating System

5 Preliminary Experimental Result

For brevity sake, we synthetically report some main results in terms of latency
and throughput to prove the effectiveness of the proposed approach. In order
to create a working example of the proposed architecture, we implemented the
schema pictured in Figure 2. In this section we focus on the feature extractor and
classifier, because the other components are not relevant for our purposes. As
for the feature extractor, we implemented it as sequential machine that extracts
7 features, such as: protocol, source and destination ports number, average,
maximum, minimum and variance of the size of the last N received packets. For
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the classifier, we adopted the C4.5 algorithm to obtain the predictor tree model
in order to classify if the analyzed flow is malicious or not. The synthesis of this
block was done using the tool developed in [3]. To maximize the accuracy of the
generated predictor, we used the last 4 packets in feature extracting, obtaining
98.42% accuracy. The feature extractor has a throughput of 15.56 Gbps and the
classificator has 20.62 Gbps; they both have 4 clock cycles latency. We generated
in loop, by using an Android app, a 1024 byte packets flow traffic in order to
measure the global delay in packet traversal through the programmable logic,
with and without the traffic analyzer, into the cache. Without the analyzer we
obtained in average 6.70 ms and using it the delay increased by 87.98 ns. The
delay in packet traversal through the central interconnection is 7.3 ms. This
counterintuitive result is the consequence of the packet splitting and the direct
copying of the header into the L2 cache. Indeed the required time in reading
the cache is constant, as a function of ethernet headers’ bytes, because no cache
flushing is required. Obliviously, we noted that during Android running, the
traffic analysis task did not generate extra workload on the CPU.

6 Conclusion and Future Work

The growing of network traffic and related security issues by new generation
devices, such as the smartphones, are recent open issues. Traffic analysis plays a
very important role to improve security mechanisms in the future communication
models and dedicated hardware solutions for the traffic analysis are needed.

Mobile devices can be used to this task, but their capabilities are very limited in
terms of computational power and available memory: for these reasons we exploited
the possibility of using a hardware accelerator to overcome these limitations.

In this paper we presented an architecture for traffic analysis using Google
Android Operating System on a hybrid computing system. We provided an ex-
perimental platform in which we had Android running on dual-core ARM pro-
cessing system and a hardware traffic analyzer embedded in the same chip. We
argued that the proposed solution offers very high performance in terms of sys-
tem load, as the traffic analyzer does not load the Android OS system resources,
but runs on dedicated hardware; this feature will enable an easy integration of a
dedicated analyzer in future smartphones’ architectures. Furthermore, in future
work we will show the feasibility of the approach, in terms of throughput and
latency as a function of traffic rate and we will evaluate the energy consumption
compared with available software solutions.
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Abstract. Fetal growth curves are considered a critical instrument in prenatal 
medicine for an appropriate fetal well-being evaluation. Many factors affect fet-
al growth including physiological and pathological variables, therefore each 
particular population should have its own reference charts in order to provide 
the most accurate fetal assessment. In literature a large variety of reference 
charts are described but they’re up to five decades old and consider hospital-
based samples, so they’re not suitable for the current population and further-
more they don’t address the ethnicity, which is an important aspect to take into 
account. Starting from a detailed analysis of the limitations that characterize the 
current adopted reference charts, the paper presents a new method, based on 
multidimensional analysis for creating dynamic and customized fetal growth 
curves. A preliminary implementation based on open source software, shows 
why Big Data techniques are essential to solve the problem. 

Keywords: Reporting, Personalized Analytics, Multidimensional Analysis. 

1 Introduction 

In obstetrics and gynecology specific medical tests are often used to evaluate the fetal 
growth and eventually diagnose possible fetal anomalies. Throughout pregnancy, the 
mother is subject to different ultrasound scans in order to track fetal growth and to 
assess fetal health. The main evaluated fetal biometric parameters are: Biparietal Di-
ameter (BPD), Head Circumference (HC), Abdominal Circumference (AC), Femur 
Length (FL), Crown to Rump Length (CRL). To detect whether growth parameters 
lay within normal ranges, they are compared to particular reference charts, which 
show average values of such parameters as a function of the gestational age and allow 
detecting potential fetal pathologies. These curves have been proposed more than five 
decades ago by Lubchenco et al. [10], Usher and McLean [16] and Babson and Bren-
da [1]. They are supported by a huge amount of scientific literature, which at the same 
time clearly shows its main constraints: 

─ the patients’ number (some thousandth) is low with respect to the number of new-
born per year (about 160 ML) in the world; 
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─ the patients are not representative of the variety of anthropometrical factors related 
to ethnicity and other relevant factors; 

─ the commonly used growth curves are not updated for the current population, so 
they are not suitable to investigate temporal trends in fetal growth curves. 

Fetal growth is influenced by a variety of factors, racial, social and economic among 
others, as well as specific medic conditions that may pre-exist or that may develop 
during pregnancy. Hence, it’s not surprising that fetal biometric parameters show a 
degree of variation from country to country and from area to area within the same 
country. Beyond ethnicity, others factors affect fetal growth including fetus gender, 
physiological and pathological variables, maternal height and weight, drug or tobacco 
exposure, genetic syndromes, congenital anomalies and placental failure ([8], [11], 
[12], [15]). Some authors addressed these issues providing an increasing number of 
fetal growth charts for specific groups and subgroups of population, but their studies 
suffer from a considerable methodological heterogeneity making them difficult to 
extend on the large scale. Other authors, such as Gardosi [4] in 1992, proposed to 
adjust growth curves for most of the influential factors and introduced the idea of 
individualized fetal growth charts according to specific maternal and fetal characteris-
tics. After about 20 years the interesting proposal, based on proprietary software and 
on centralized applications, did not produce results documented in the scientific litera-
ture. From a theoretical point of view the development of personalized reference 
charts for fetal growth curves can be formulated as a multidimensional analysis prob-
lem on the biometric dataset, routinely collected by doctors for fetal health assessment 
during pregnancy. Parameters (ethnicity, maternal sizes, familial aspects etc.) impact-
ing the fetal growth can be modeled as cubes dimensions and each homogeneous 
group of patients (with respect to a given set of dimensions) can be considered as a 
subcube of the above mentioned biometric dataset [7]. In the multidimensional analy-
sis the requirement of personalized chart can be also expressed in the form: “which is 
the normal range associated to the X biometric parameter of a Y-weeks old fetus be-
longing to the subcube defined by the Z dimensional parameters?”. 

In order to design a system able to dynamically answer to these questions, an im-
portant constraint comes from the problem size, which is a function of the number of 
newborns per year. In this case, considering the storage space needed for the biome-
tric dataset and for the other related data (order of magnitude of some PB), the  
distributed nature of the system and the number of operations per newborn (order of 
magnitude of millions or more) we will demonstrate that Big Data techniques must be 
adopted to satisfy its requirements. 

The paper is organized as follows: Section 2 and 3 present the background and the 
problem; afterwards we show how a conventional open source data warehouse (DW) 
system can be used to compute the personalized fetal growth curves (Section 4). 
Then, we show why DW systems are insufficient to effectively manage the whole 
dataset needed to supply the “Personalized Fetal Growth Curves” service on global 
scale, and how the problem can be overcome using Big Data techniques (Section 5). 
Section 6 is for conclusions and future works. 
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2 Background and Related Works 

After the pioneering works of Lubchenco et al. [10], Usher and McLean [16] and 
Babson and Brenda [1], fetal growth assessment is a well established and mature re-
search field in obstetrics and gynecology ([2], [3], [5], [6]). The proliferation of stu-
dies on specific subgroups of patients ([17], [18], [19], [20], [21]) was characterized 
by a considerable methodological heterogeneity, which made them difficult to nor-
malize and generally reuse for diagnostic purposes. As a consequence, in clinical 
practice generic reference charts are preferred to specific ones. To preserve the sim-
plicity of the approach without loss of diagnostic power, some authors proposed the 
adoption of purposely developed software tools (Web and Mobile Applications) to 
create customized growth charts ([4], [5]) based on a regression model fitted to a very 
large group of newborns. GROW software1 by Gardosi can be used as a web applica-
tion or stand alone. Once inserted parameters such as weight, height, gender and eth-
nicity, it produces an ideal fetal growth curves using the GROW (Gestation Related 
Optimal Weight) method. Another widely used software is EcoPlus by Thesis Imag-
ing2, an information system which allows comprehensive management of medical 
records by typing fetal biometric parameters, which are directly compared with the 
reference values for gestational age, with the display of the growth curve percentile. 
X-Report OstGyn3 processes ultrasound parameters in real time, displaying graphics 
of the acquired data, and comparing them with those of previous scans. The software 
offers the possibility of adopting different references for the growth curves. Since the 
reference values are often based on tables and formulas not easy-to-interpret, patients 
are increasingly making use of web applications or even mobile applications (Apps) 
preferring the simplicity and immediacy of reading rather than the scientific and me-
thodological correctness. Among the best known applications there are iFetus4 uses 
the most recent and updated biometric tables of the Caucasian race (valid for both 
European and North American populations); Fetal Ultrasound Calculator25 and Per-
centile Growth Charts6 that let patient know the percentiles based on World Health 
Organization (WHO) standards and to design custom charts. These applications  
address the problem of positioning data on chart used as reference standard for the 
construction of growth curves, but WHO standards are dated, they are still based on 
generic reference charts and don’t differentiate by ethnic origin, so they are unsuitable 
to assess the biometric parameters in several cases of practical interest. 

                                                           
1 http://www.gestation.net 
2 http://www.tesi.mi.it:8080/TesiSito/products.php 
3 http://www.gsquared.it/X-Report.html 
4 http://appfinder.lisisoft.com/app/ifetus.html 
5 http://appfinder.lisisoft.com/app/fetal-ultrasound-calculator2. 
html 

6
 https://play.google.com/store/apps/details?id=com.endyanosimedia 
.ipercentiles&hl=it 
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To our knowledge, big data techniques for approaching the issue of personalized 
growth chart have not yet been explored, even if it is clear the benefits which they 
could bring, as proved in [22] dealing with large volumes of data. 

3 Multidimensional Modeling and Analysis for Creating 
Personalized Charts 

The detailed analysis of the fetal intrauterine growth monitoring is out of the scope of 
this paper but, in summary, the essential idea is that: a) fetuses at the same gestational 
age, with similar genetic nature (like ethnicity) and in similar environmental condi-
tions (food, smoke, ...) are subject to similar growth curves. This kind of fetuses will 
be referred, in the following of the paper, as Homogeneous Fetal Groups (HFG); b) a 
fetus having growth parameters different from those of its HFG is potentially patho-
logic. Monitoring is performed measuring the main biometric parameters (the above 
cited BPD, HC, AC, FL and CRL) by means of maternal trans-abdominal ultrasound 
pictures. All HGFs can be dynamically extracted from the whole dataset by means of 
multidimensional queries where fetal biometric parameters are the measures while the 
dimensions are the parameters (ethnicity, maternal weight and height, familial as-
pects, foods etc.) impacting the fetal growth. 

 

Fig. 1. Dimensional Fact Model of an ultrasound test 

As shown in Fig. 1, in collaboration with a research group of obstetrics and gyne-
cologists we identified 9 main dimensions of analysis which lead to more than 10.000 
Homogeneous Fetal Subgroups that the system must be able to identify and conti-
nuously update by adding the new fetal sizes when they arrive from the hospitals or 
directly from the patients (20 ML per year, about 2 every 3 seconds). It means that 
this problem largely exceeds the computation capabilities of a classic multidimen-
sional analysis system (such as the one included in the Pentaho BI suite). In order to 
produce updated HFG in a reasonable time, specific techniques must be investigated. 
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4 Data Layer Design  

For the purposes of this paper, test data (both fetal and maternal) has been created by 
means of a purposely-designed data generator. In a real scenario, instead, fetal growth 
data come from a number of heterogeneous sources (hospitals, EHR repositories, 
patients etc.) through different channels (web services, web applications, mobile ap-
plications etc.) and in different formats (HL7 or proprietary formats). The normalized 
data model we designed to collect and integrate fetal growth data coming from the 
above mentioned sources, named DB4GO (DataBase for Gynecology and Obstetrics), 
is based on the “HL7 Reference Information Model” [9], on the “Universal Data 
Model for Healthcare” [13] and on the “HL7 Harmonization Process for the integra-
tion phase” [9]. The same DB4GO database is used as data warehouse to build the 
multidimensional data cubes (data marts) needed for the personalized fetal growth 
diagnoses. 

To correctly size this repository and the computational power needed to compute 
the personalized growth curves, we should consider that each year 160 millions of 
newborn come to the World (4.4 from US and 5.5 from Europe). Considering a Fetal 
Growth Tracking (FGT) online-service able to follow 50% of newborns from Europe 
and US, a record size of 10 KB for each pregnant woman plus 2 KB for each fetus 
and a running window of 6 year to track mothers with 2 or more children, the global 
storage space sum up to about 360 GB of online multidimensional data (about 1.5 PB 
including also ultrasound images). 
From the computational point of view, to generate the custom growth charts for Italy, 
the FGT system should run about 20 millions (5 millions pregnant women x 4 tests) 
multidimensional queries per year, i.e. about 2 queries each 3 seconds, which largely 
exceed the capabilities of a standard business intelligence suite (normally adopted for 
multidimensional analysis) such as Pentaho BI. Existing Big Data solutions focus on 
addressing the Volume aspect of the 3-V’s of Big Data [23]. Specialized technologies 
including distributed databases [24], Hadoop [25] and NoSQL ([26], [14]) have been 
developed to support scalable data storage and on-demand querying over large vo-
lumes of data. These systems usually provide high performance for data that has been 
persisted and properly indexed. 

5 Test Architecture 

To have a first indication about the resources consumption needed to the FGT service, 
and about how they scale with the problem size, we created 7 different dataset repre-
sentative of different nationalities (American, Arabian, English, Italian, Norwegian, 
Pakistani, Thai and Turkish). The dataset, including respectively 1000, 10000, 
100.000, 200.000, 500.000, 700.000 and 1.000.000 records, have been produced by 
means of a biometric parameters generator, which produces a significant number of 
samples starting from the fetal growth curves reported in literature for the different 
populations, according to its statistics (mean values and standard deviations of the 
Gaussian distributions related to each gestational week). 
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to adopt the Pentaho Community Distributed Cache (CDC), which allows clearing the 
cache of only specific Mondrian cubes (so it allows updating each single HFG with-
out impacting on the other cubes). Another approach can explore advanced clustering 
techniques for multidimensional datasets based on MapReduce Framework, as in 
[22], which demonstrated the be very effective to solve the problem at a reasonable 
price by means of Big Data techniques running on cloud infrastructure. 
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Abstract. Suppose that in a network, a node can dominate (or cover,
monitor, etc) its neighbor nodes. An interesting question asks to find
such a minimum set of nodes that dominate all the other nodes. This is
known as theminimum dominating set problem. A natural generalization
assumes that a node can dominate nodes within a distance R ≥ 1, called
the minimum distance dominating set problem. On the other hand, if the
distance between any two nodes in the dominating set must be at least
z ≥ 1, then the problem is known as the minimum independent domi-
nating set problem. This paper considers to find a minimum distance-R
independence-z dominating set for arbitrary R and z, which has appli-
cations in facility location, internet monitoring and others. We show a
practical approach. Empirical studies show that usually it is very fast
and quite accurate, thus suitable for Big Data analysis. Generalization
to directed graphs, edge lengths, multi-dominating are also discussed.

1 Introduction

Dominating Set (DS) is a well-known combinatorial optimization problem. For
many years, researchers studied it and its variants in numerous fields, most from
theoretical aspect (see, e.g., [1,4,6,7,9,12]). Empirical studies [10,11,13,15,16] are
limited to either small-size instances or problem formulation. The purpose of
this paper is to provide a practical algorithm to a general formulation.

Let R ≥ 1 and z ≥ 1 be two (fixed) integers. Given an undirected graph
G = (V,E) with a set V of nodes and a set E of edges, a set D ⊆ V is said an
(R, z)-DS if ∀v ∈ V , ∃d ∈ D, dist(d, v) ≤ R, and dist(d1, d2) ≥ z, ∀d1, d2 ∈ D,
d1 �= d2, where dist denotes the distance (length of a shortest path) between two
nodes. We consider to find a minimum (R, z)-DS for a given graph.

This problem has applications in sensor networks (where a node monitors its
neighbor nodes), internet monitoring ([15], where a node monitors its neighbor
links), facility location ([16], where a node serves its neighbor nodes) and others.
Unfortunately it is hard to solve. Even for the simplest (1, 1)-DS problem, no
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algorithm can achieve an approximation factor better than c log |V | for some
constant c > 0 unless P = NP ([14]). On the other hand, (1, 2)-DS cannot be
approximated within factor |V |1−ε for any ε > 0 unless P = NP ([5]). Therefore
we need efficient approximation algorithms or heuristics in practice ([11]).

For that purpose, we can treat the min-(R, 1)-DS problem as a Set Cover
problem by thinking that a node covers all nodes within distance R. Thus the
well-known greedy algorithm [8] gives a 1+log |V | approximation, almost matches
the best bound c log |V |. However, this approach requires O(|V ||E|) running time
and Ω(|V |2) space (only for R = 1 both are O(|V |+ |E|)), thus it is not suitable
for large instances except when R = z = 1. For a more practical approach, Sasaki
et al. [15] and Wang et al. [16] proposed a simple heuristic Sieve and reported
that it can treat as many as 108 nodes and is quite accurate in practice.

For the case of z = 2, there exists a 5-approximation algorithms for unit disk
graphs ([9]), and an empirical study [10] considered small instances with less
than 1500 nodes. As far as we know, there is no empirical study for z ≥ 3.

In this paper, we combine the works [15,16] and the greedy approach. The
idea is to repeatedly select a node v with the largest residual degree, which is the
number of neighbors of v that have not been dominated so far. Notice that for
R = 1, this is nothing but the greedy algorithm. For R ≥ 2, however, they are
different. An interesting observation is that any two nodes selected in this way
must be of distance R or more, hence it is an (R, z)-DS algorithm for all z ≤ R.
We also show how to handle the cases when z > R.

The rest of the paper is organized as follows. In Section 2 we give a description
of our Quasi-Greedy heuristic (QGreedy) for (R, 1)-DS. Then in Section 3 we
show how to treat (R, z)-DS, z ≥ 2. In Section 4 we show empirical results.
Finally in Section 5 we conclude and discuss further extensions.

2 Quasi-Greedy Heuristic (QGreedy) for (R, 1)-DS

2.1 Overview

Let us first give the outline of the heuristic. Let n = |V | and m = |E|. For simple
notation, we will not distinguish a set {v} and the element v in the following.

For two sets U,W ⊆ V , let dist(U,W ) = min{dist(u,w) | u ∈ U,w ∈ W}
denote the (minimum) distance from U to W in G. Let

Γr(U) = {v ∈ V | dist(v, U) ≤ r}

denote the set of nodes that can be reached from U via at most r edges. Since
z = 1, we are just asked to find a smallest set D ⊆ V such that ΓR(D) = V with
no independence requirement. For that purpose, a simple idea is to repeatedly
find a node that dominates some un-dominated node(s), see Table 1.

Clearly how to select d is important. We have three strategies:
(1) Maximize |ΓR(d)−ΓR(D)|. This is the greedy algorithm (Greedy), which

requires quadric time and quadric space for all R ≥ 2. Only for R = 1, however,
it can be done in linear time, since

∑
v∈V |Γ1(v)| = n + 2m.
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Table 1. A general framework to construct an (R, 1)-DS D

1 D = ∅
2 while |ΓR(D)| < n do
3 select a node d ∈ V such that ΓR(d)− ΓR(D) 	= ∅
4 D = D ∪ {d}
5 end while

(2) Choose any d such that ΓR(d) − ΓR(D) �= ∅. This is the Algorithm Sieve
[15,16]. For a good solution, Sieve checks nodes in the fixed degree-descending
order, which can be determined at the beginning by a bucket-sort in O(m +
n) time. Sieve also has a labeling method to complete other tasks in a total
O(R(m+n)) time, with a reverse-delete step to make the solution minimal. We
note that R is fixed and usually small in practice.

(3) Maximize the residual degree |Γ1(d)−ΓR(D)|. This is our approach Quasi-
Greedy heuristic (QGreedy), as it is somehow greedy but not exactly (however,
when R = 1, it is greedy). Unlike Greedy, our algorithm can be done in linear
time by combining a (bucket-based) priority queue and the labeling method in
[15,16]. Let us explain the detail in the next subsection.

2.2 Detail of QGreedy

We explain how to maximize |Γ1(v)−ΓR(D)|. We use adjacent lists to store the
graph. Then, different from Sieve, we employ a priority queue to store the unse-
lected nodes v with key |Γ1(v)−ΓR(D)|. A standard bucket-based priority queue
can do this efficiently. Since keys are no more than the maximum degree plus 1
and never increase, the whole operations (insert, deletemax and decreasekey)
take O(n + m) time, each operation O(1) and at most n + m operations.

On the other hand, updating ΓR(D) and |Γ1(v) − ΓR(D)| in a total of linear
time is not trivial. Fortunately we can extend (in fact, simplify) the labeling
method in [15,16]. Let us define a label �(v) for each node v. At the beginning,
D = ∅ and �(v) = 0 for all v. Then D �= ∅ and we define

�(v) = max

{
0, R + 1 − min

d∈D
dist(d, v)

}
.

Therefore a node v is dominated by D if and only �(v) ≥ 1. On the other
hand, the priority key(v) of a node v is defined as |Γ1(v) − ΓR(D)|. At the
beginning, key(v) = |Γ1(v)| can be calculated in O(n + m) time. Now suppose
that |ΓR(D)| < n and a node d maximizing key(d) was selected (Line 3 in
Table 1). Notice that key(d) ≥ 1. To update �(v), we do a bounded breadth-first
search (BFS) starting from d with maximum depth R. In the BFS, when we
meet a node v, we compare �(v) with �′(v) = R + 1 − dist(d, v). If �′(v) > �(v),
then we update the label of v to �′(v) and continue; otherwise we do not search
v. If the old label is 0, i.e., v was not dominated before, we increment |ΓR(D)|.
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It is easy to see that the running time is O(R(m + n)), since a node or an
edge is checked by at most R times (notice �(v) ≤ R + 1). This is the same as
Sieve. For the performance ratio, when R = 1, (as it is the same as Greedy) the
solution is a 1 + logn approximation; otherwise the ratio can be Ω(n).

2.3 Finding Lower Bounds

We discuss how to find lower bounds, which will be used in the empirical study.
The min-(R, 1)-DS problem is an Integer Programming to minimize

∑
v∈V xv

under constraints
∑

v∈ΓR(u) xv ≥ 1, ∀u ∈ V , and xv ∈ {0, 1}, ∀v ∈ V . A dual

Integer Programming of it would be to maximize
∑

u∈V yu under constraints∑
v∈ΓR(u) yu ≤ 1, ∀v ∈ V , and yu ∈ {0, 1}, ∀u ∈ V . The weakly duality theorem

says that any feasible solution of the dual is a lower bound of the primary.
Therefore any (∞, 2R + 1)-DS is a lower bound of the minimum (R, 1)-DS.

Finding a maximum (∞, 2R+ 1)-DS, also known as the distance-(2R+ 1) in-
dependent set problem, however, is NP-hard even for bipartite planar graphs of
maximum degree three or chordal graphs ([2]). Moreover, ∀ε > 0, approximating
it within factor n1/2−ε is also hard (i.e., impossible unless P = NP) even for
bipartite graphs ([2]). Nevertheless, we can calculate a maximal (∞, 2R+ 1)-DS
greedily, as first proposed in [15,16]. An interesting observation in our experi-
ments is that the gap is usually not so big in practice.

3 Extension to (R, z)-DS, z ≥ 2

We observe that QGreedy only select nodes of label 1 or 0 (since key(d) =
|Γ1(d)−ΓR(D)| ≥ 1 when d was selected). This implies that the distance between
any pair of the selected nodes is at least R. Hence actually by QGreedy we find
an (R, z)-DS for all 1 ≤ z ≤ R. This observation is also used in constructing a
lower bound (i.e., a maximal (∞, 2R+1)-DS) for (R, 1)-DS with slightly different
way to select nodes. We note that neither the greedy algorithm nor Sieve has this
feature. They cannot construct a distance dominating set with independence.

For z > R, we can use another label s(v) = max{0, z + 1−mind∈D dist(d, v)}
and only adopt node d if it maximizes key(d) and s(d) ≤ 1. Label s(v) can be
updated similarly as �(v) in a total O(z(m + n)) running time. Therefore the
total running time is O((R + z)(m + n)). This extension, however, may fail to
find a feasible solution. For example, consider the min-(1, 3)-DS problem for a
graph with four nodes a, b, c, d and three edges (a, b), (b, c), (c, d). The only
solution is {a, d}, whereas the QGreedy (of course the greedy algorithm too)
first finds b or c and then stops without finding a feasible solution. Details are
omitted due to the limit of paper.

4 Empirical Study

We study the performance of QGreedy by comparing it with an exact algorithm
(Exact), the greedy algorithm (Greedy, [8]) and Sieve ([15,16]). Exact simply uses
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an Integer Programming solver GLPK (http://www.gnu.org/software/glpk/).
All tests were done on a laptop Fujitsu Lifebook SH76/HN with Intel Core i5-
3210M CPU and 8GB RAM running Linux. We implemented Greedy, Sieve and
QGreedy in C language and complied them by gcc 4.7.2.

First we test the algorithms with random graphs, which were generated by
GTgraph (http://www.cse.psu.edu/~madduri/software/GTgraph/) with pa-
rameters m = 10n. Since the graph are directed and have multi-edges, we added
missing edges to get an undirected graph and removed multi-edges. The final
number of edges are about 20n.

Table 2. Sizes of the random graphs used in experiments

n 100 110 120 130 140 150 160 170 180 190 200

m 1,812 1,992 2,180 2,408 2,628 2,824 2,974 3,202 3,402 3,600 3,786

n 1,000 10,000 100,000 1,000,000

m 19,824 199,798 1,999,792 19,999,798

We also test many other different kinds of networks. Due to the limit of pages,
we only show the results for the following networks: USA-road-d.E from 9th DI-
MACS http://www.dis.uniroma1.it/challenge9/download.shtml and oth-
ers from SNAP http://snap.stanford.edu/data/.

Table 3. Sizes of some different kinds of networks used in experiments

name description n m

ca-AstroPh Collaboration network of Arxiv Astro Physics 37,544 792,320

com-youtube Youtube online social network 1,134,890 5,975,248

USA-road-d.E road network of the east of USA 3,598,623 8,778,114

as-skitter Internet AS graph 1,696,415 22,190,596

For small random graphs, we show the results in Fig. 1. For larger instances,
we report the calculation results in Table 4. For other types of networks, we show
the results in the following figures. It can be observed that usually both Sieve and
QGreedy perform quite well. The gap from the lower bounds is usually not big.
We remark that the running time of QGreedy is usually two times faster than
Sieve, because we have no reverse delete step. Usually it is at most four times of
a pure breadth-first-search (less than 3s for all the instances), almost constant
to all R for all the instances tested (despite of our analysis of O(R(m + n)).

http://www.gnu.org/software/glpk/
http://www.cse.psu.edu/~madduri/software/GTgraph/
http://www.dis.uniroma1.it/challenge9/download.shtml
http://snap.stanford.edu/data/
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Fig. 1. (1, 1)-DS results for the small random graphs with time limit 180s. We can
see that the gap between the lower bounds and the optimal is quite big. QGreedy and
Greedy are better than Sieve. We remark that the running time of all algorithms except
Exact is 0.00s. For R ≥ 2, since the diameters of these small instances are either 1 or
2, all algorithms find an optimal or a near optimal solutions in almost 0s.

Table 4. (R, 1)-DS results for larger random graphs, shown as s/t where s is the size
of the output and t is the running time in seconds. As before, we consider the lower
bounds are too weak for random graphs. We remark that QGreedy finds (R,R)-DS.

n 1,000 10,000 100,000 1,000,000

Greedy, R = 1 85/0.00 844/1.22 memory out
Greedy, R = 2 7/0.04 72/1.38 memory out
Greedy, R = 3 1/0.10 6/5.52 memory out

Sieve, R = 1 109/0.00 1,013/0.00 10,243/0.06 103,037/0.70
Sieve, R = 2 8/0.00 89/0.00 906/0.06 9,181/0.88
Sieve, R = 3 1/0.00 7/0.00 70/0.06 679/0.92

QGreedy, R = 1 84/0.00 843/0.02 8,469/0.12 84,691/2.38
QGreedy, R = 2 13/0.00 122/0.00 1,149/0.14 11,638/2.48
QGreedy, R = 3 1/0.00 12/0.00 113/0.14 1,104/2.66

Lowerbound, R = 1 20/0.00 191/0.02 1,891/0.10 18,965/1.66
Lowerbound, R = 2 1/0.00 2/0.00 13/0.10 147/1.82
Lowerbound, R = 3 1/0.00 1/0.00 1/0.04 2/0.96
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5 Conclusion

In this paper, we gave a Quasi-Greedy heuristic QGreedy for finding small (inde-
pendent) distance dominating sets. Experimental results show that the running
time is usually less than four times of a pure BFS, and the solutions are only
a few times worse than the lower bounds. Comparing to a previous algorithm
Sieve ([15,16]), QGreedy is faster with competitive sizes of solutions, and has the
advantage of independence, which is considered important in many area (e.g.,
wireless sensor network [7,10], parallel computing [1], etc).

We remark that it is not difficult to extend the heuristic to edge-lengths,
multi-dominating and node-different dominating radius. See [16] for a different
but similar work. As a future work, it would be interesting to give theoretical
analysis and extend the algorithm to other Dominating Set problems.

Acknowledgement. This work was supported by JSPS KAKENHI Grant
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Abstract. The purchasing of customer databases, which is becoming
more and more common, has led to a big problem: illegal distribution
of purchased databases. An essential tool for identifying distributors is
database fingerprinting. There are two basic problem in fingerprinting
database: designing the fingerprint and embedding it. For the first prob-
lem, we have proven that Non-Adaptive Group Testing, which is used to
identify specific items in a large population, can be used for fingerprinting
and that it is secure against collusion attack efficiently. For the second
problem, we have developed a solution that supports up to 262,144 fin-
gerprints for 4,032 attributes, and that is secure against three types of
attacks: attribute, collusion and complimentary. Moreover, illegal dis-
tributor can be identified within 0.15 seconds.

Keywords: Database Distribution, Fingerprinting Codes, Group Test-
ing, Error Correcting Codes.

1 Introduction

1.1 Database Distribution

The growing practice of purchasing customer databases has led to growing con-
cern about privacy protection. Many countries and organizations have thus taken
steps to protect privacy. For example, the European Union enacted the EU Di-
rective on Data Privacy in 1995, and the United Kingdom enacted the Data
Protection Act (DPA) three years later. These laws require the control of infor-
mation in the processing of personal data, i.e., data about a living and identi-
fiable individual. They require that personal data be used only for authorized
and lawful purposes. This means that any other use of such data, such as re-
tention for longer than necessary, use for other purposes without permission,
and redistribution, should be detected to enable punishment of the offender.
Much research has been done on protecting data privacy [7–9], and most of it
has focused on preventing the identification of individuals from the informa-
tion contained in the data. The rapid development of the Internet has led to
people sharing a lot of personal information, e.g., preferences, online without
realizing it. For example, Facebook encourages its members to list their favorite

J. Ko�lodziej et al. (Eds.): ICA3PP 2013, Part II, LNCS 8286, pp. 167–176, 2013.
c© Springer International Publishing Switzerland 2013
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books and movies and promises that such information will be kept confidential
(www.facebook.com/help/privacy). Therefore, when it sells such member in-
formation to third parties, it must ensure that its members cannot be identified
from the data. The data is very useful to make companies orientate their new
products. Therefore, selling customer databases is a potential business.

Fig. 1. The model of database distributing

Although their purpose is to protect customer privacy, the EU Directive on
Data Privacy and the DPA sill allow companies to sell customer databases. We
call this practice database distribution. A crucial problems is thus to prevent a
purchaser from illegally distributing the database. If a purchased database is ille-
gally distributed, the distributor must be identified. Since there is no physical way
of preventing a purchaser from distributing the database, our problem is to iden-
tify distributors. Willenborg and Kardaun [1] proposed adding fingerprints to the
database to enable identification of an illegal distributor. A various versions of the
database to be distinguished. However, the algorithm used to create fingerprints
is not deterministic and can be used only for identifying specific records.

Therefore, we have to guarantee two requirements before selling a customer
database: the privacy and fingerprints for the database. In this paper, we only
concentrate on fingerprints for database.

1.2 Related Work

There are basic components of the fingerprinting process: designing and embed-
ding. Boneh-Shaw (BoSh) [2] designed a system for fingerprinting digital data.
Their system is aimed at collusion attacks (in which purchasers combine several
copies of the same content but with different fingerprints in attempt to remove
the original fingerprints or to frame innocent purchasers). If their system has up
to d colluders with an ε-secure error and supports N owners, their code length is
about t = O(d4 log (N/ε) log (1/ε)). This is not an optimal code. Tardos [3] used
probability to construct a fingerprinting code with a length of t = O(d2 log (N/ε)).
However, it takes a time of O(tN) if we want to identify the colluders.

www.facebook.com/help/privacy
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Various groups of researchers [4–6] proposed schemes for embedding finger-
prints into databases. However, these schemes are effective only for numeric at-
tributes. Since customer information is string, numeric and text data, these
schemes are not applicable to database fingerprinting.

1.3 Group Testing

During World War II, U.S. authorities drafted millions of citizens into the armed
forces. The infectious diseases posing serious problems at that time included
gonorrhea and syphilis. The cost of testing each person to determine who was
infected in terms of time and money. They want to detect who was infected
as fast as possible with the lowest cost. Dorfman [14], a statistician working
for U.S. Army, designed such a system. In this system, N blood samples are
collected from N inductees, mixed together, and then tested. If a combined
sample is free of infection, the all of the contributors to that sample can be
considered infection-free. This idea led to the creation of a new research field:
Group Testing (GT). There are two kinds of GT: Adaptive Group Testing (AGT)
and Non-Adaptive Group Testing (NAGT). Group Testing has been applied to
a variety of problems. For example, it can effectively detect hot items [16] in a
data stream. It can also be applied in Data Forensics [15] and Wireless Sensor
Networks [17].

Our Contribution: Our main contributions are proving that NAGT can be
used for fingerprinting and for embedding fingerprints into a database on the
basis of the database attributes (not its tuples) for both text and numeric data.
We propose a technique for fingerprinting that is based on NAGT and that is
secure against three types of attacks: attribute, collusion and complimentary.
An attribute attack is one in which the attacker tries to change and/or delete
one or more attributes of the database, and a complimentary is one in which the
attacker tries to combine many copies of a database in order to get the original
database. Moreover, if a database is illegally distributed, the distributor can be
identified in O(number of attributes). In particular, our solution can support
up to 262,144 fingerprints for 4,032 attributes, is effective against three types of
attacks and can identify an illegal distributor in less than 0.15 seconds.

Outline of the Paper: The rest of this paper is organized as follows: Section 2
presents the preliminaries. Section 3 describes our proposed solution. The next
Section describes the security, effectiveness, and testing of our solution. The last
Section summarizes the key points and mentions future work.

2 Preliminaries

2.1 Non-Adaptive Group Testing

This section addresses two crucial problems in NAGT: construction and decod-
ing. NAGT can be represented by a t × N binary matrix M . If M can detect
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up to d infected samples in N samples, we say that M is d -disjunct with t tests.
Formally, a binary matrix is said to be d -disjunct if and only if (iff) the union
of any d columns does not contain other columns.

There are two ways to construct d -disjunct matrices. With the determinis-
tic construction, t = O(d2 logN) [22]; scheme using this construction does not
generate the column we want. Indyk-Ngo-Rudra [10] propose a strongly explicit
construction, e.g. any entry in M could be computed in time poly(t), that gets
t = O(d2 logN). Since schemes using these constructions based on probability,
whether or not a d -disjunct matrix is obtained is unknown. With the strongly
explicit construction, Kautz and Singleton [13] do not use randomness and get
t = O(d2 log2 N). Therefore, there is a tradeoff between random construction
and nonrandom construction in terms of the number of tests.

The other problem is decoding time. The N infected/disinfected samples
are considered as a vector X = (x1 x2 ... xN )T , where xj = 1 iff the j th
sample is infected. An outcome vector, or an outcome of testing, is equal to
C = (c1 c2 . . . ct)

T = MX . It is easy to map ci ≥ 1 to the ith test that
is infected. The decoding time C using a naive algorithm [13] is O(tN). In
2010, Indyk-Ngo-Rudra [10] proved that a d-disjunct matrix can be decoded in
poly(d) · t log2 t + O(t2) time. Although it is remarkable result, it also takes at
least poly(d) · t log2 t + O(t2) time to determine whether a person is infected.
Thuc D. Nguyen et. al. [17] did this in O(t) time. Cheraghchi [11] also could de-
code d -disjunct matrices in time poly(t). Although Group Testing was developed
in 1943, the product of matrix-vector M and x has until now been a Boolean
operations. In 2013, Thach V. Bui et. al. [12] raised variant of NAGT so that
this product is dot product.

2.2 Reed-Solomon Codes and Concatenated Codes

G.D. Forney [18] described the basic idea of concatenated codes. Concatenated
codes are constructed by using an outer code Cout : [q]k1 → [q]n1 , where q = 2k2 ,

and a binary inner code Cin : {0, 1}k2 → {0, 1}n2 . Suppose we have two codes:
Cout of length n1, dimension k1 and distance Δ1 and Cin of length n2, dimension
k2 and distance Δ2. Suppose further that the alphabet of the second codes is 2
and the alphabet of the first codes is 2k2 . The concatenated codes C = Cout◦Cin,
as defined in the above subsection, has length n = n1n2 with message length
k1k2 of a minimum distance at least Δ1Δ2. C’s size is (n1n2) × 2k1k2 .

Reed-Solomon (RS) codes, named after the two inventors, I.S. Reed and G.
Solomon [19], are widely used in many fields [21]. They are not only q-nary codes
but also maximum distance separable codes. A [n, k]q-code C, 1 ≤ k ≤ n ≤ q,
is a subset C ⊆ [q]n of size qk. Parameters n, k, and q represent block length,
dimension, and alphabet size. In this model, we choose Cout as [q − 1, k]q-RS
code and Cin as an identity matrix Iq. A d-disjunct matrix (d = �n−1

k−1 �) is

achieved from C = Cout ◦ Cin by setting all N = qk codewords as columns of
the matrix. According to Kautz and Singleton [13], given d and N , if we set
q = O(d logN) and k = O(logN), the resulting matrix is t × N d -disjunct,
where t = O(d2 log2 N).



Robust Fingerprinting Codes for Database 171

2.3 Error Correcting Codes (ECCs)

Suppose we have two codes: Cout and Cin as defined in Subsection 2.2. A code is
called e-error detecting if it can detect up to e errors in the outcome vector. In
other words, the minimum Hamming distance between any two codewords of it
and the outcome vector is at least e + 1. A code is called e-error correction if it
can correct up to e errors in the outcome vector. In other words, the minimum
Hamming distance between any two codewords code of it and the outcome vector
is at least 2e + 1. Since the minimum Hamming distance of C = Cout ◦ Cin is
at least Δ1Δ2, C is Δ1Δ2−1

2 -error correcting. If we set Cout as [n, k, n− k + 1]q-

RS codes and Cin = [q, q, 1]2 (Iq), C is n−k
2 -error correcting. Using the naive

decoding algorithm for concatenated codes [18] and the Berlekamp - Massey
algorithm [20], we can decode any code word x of C in O(n2)+O(t) = O(t2/q2)+
O(t) = O(t) time (since n ≤ q and t = nq) by implementing the following
algorithm:

Algorithm 1. The algorithm for decoding a codeword

Step 1. (Initiation) Let x = 01×t and y = 01×n.
Step 2. (A naive algorithm for concatenated codes)
for i = 1 : 1 : n do

if x(1, i+ 1 : i ∗ q) = Iq(j, :) then
y(i) = j;

else
y(i) = 1; This is an error of our codeword.

end if
end for
Step 3. (Berlekamp - Massey algorithm) Using this algorithm [20] to decode y.

2.4 Collusion Attack

Definition 1. A collusion attack is an attack against digital fingerprinting in
which several copies of the same content but with different fingerprints are com-
bined in an effort to remove the original fingerprints or to frame innocent owners.

The binary codes constructed by Tardos [3] for fingerprinting for N owners are
ε-secure against d pirates (colluders) and have length t = O(d2 log (N/ε)). His
algorithm can identify some of the colluders in O(tN) time with a probability
of at least 1 − εd/4. Since a binary matrix is d-disjunct iff the union of any
d columns (fingerprints) does not contain other columns, a d-disjunct matrix is
secure against an attack by up to d colluders. With the construction in Subsection
2.2, our code has length t = O(d2 log2 N). Moreover, our weakness is to detect
up to 1 colluder if this attack occurs. However, a colluder can be identify in O(t)
time, which is better than that of Tardos [3].

Furthermore, a code length of t = O(d2 logN), less than that of Tardos’
construction, can be obtained by using the technique proposed by Indyk-Ngo-
Rudra [10], with a time to decode a codeword of poly(d) · t log2 t + O(t2). Once
again, only one colluder can be detected. The detection of all colluders using a
d-disjunct matrix remains for future work.
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3 Proposed Solution

3.1 Embedding Fingerprinting Codes

Assume that our database has t attributes and m tuples. Our fingerprinting
code is a d -disjunct Mt×N matrix. The number of columns (N) is the maximum
owners supported. The jth user corresponds to Mj, and Mj is embedded into
the database using the following rule: if Mj(i) = 1, anonymize the ith attribute
of the database.

For example, assume we have a matrix M9×12 (our fingerprinting codes) and
the following database (Table 1)

Table 1. Original database

Birthday Weight Height School Gender Country Blood type Religion Condition

23.5.1982 50 1.72 High school M Vietnam A Buddhism Headache
11.7.1965 70 1.67 Grad. M Japan B None Stomachache

If we choose two columns,M9 = (1 1 1 0 0 0 0 0 0)T andM10 = (0 0 0 1 1 1 0 0 0)T ,
we can generate two corresponding databases (Table 2):

Table 2. First and second databases

Birthday Weight Height School Gender Country Blood type Religion Condition

5.1982 100 1 High school M Vietnam A Buddhism Headache
7.1965 100 1 Grad. M Japan B None Stomachache

Birthday Weight Height School Gender Country Blood type Religion Condition

23.5.1982 50 1.72 University Human Asia A Buddhism Headache
11.7.1965 70 1.67 University Human Asia B None Stomachache

3.2 Decoding Fingerprinting Codes

If we have a database with t attributes, we identify the owner by using the
following algorithm:

Algorithm 2. Algorithm for decoding a fingerprint

Step 1. (Initiation) Let x = 01×t

Step 2. (Get owner’s fingerprint) If jth attribute differs from jth attribute of original
database for at least 50% of positions, x(j) = 1.
Step 3. (Decoding procedure) Use the algorithm in Subsection 2.3 to decode x.

Note that the number of levels for which an attribute is anonymized is not
counted. We will discuss about security and efficiency in Section 4.
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4 Security and Efficiency

4.1 Attribute Attack

We ignore tuple deletion attacks since our database has millions of tuples. Each
owner is represented by a unique fingerprinting code. Although an attacker
may not know the exact values, he can create fake values. For example, the
original birthday might be 17.09.1990, and the birthday of owner’s database is
9.1990. However, the attacker could distribute his database with a fake value of
20.05.1990. Our proposed solution would count this attribute as 0. Therefore, it
gives us an incorrect fingerprinting code. For example, suppose the original code
was x = (1 1 1 0 0 0) and the code we received after attack was y = (1 1 1 0 1 0).
Since our codes are ECCs (Subsection 2.3), if the attacker changes up to e = n−k

2
attributes, the original code can be recovered from the incorrect code.

4.2 Collusion Attack

As described above, a collusion attack is an attack against digital fingerprint-
ing which several copies of the same content but with different fingerprints are
combined in an effort to remove the original fingerprints or to frame innocent
owners. If the intention is the former, the matter is handled as described above,
If the intention is the latter, our solution handles it as follows. Each owner is
assinged a unique column in d -disjunct matrix M . According to the definition of
this matrix, if we combine up to d columns, we can not create another columns.
Therefore, an attacker can not frame innocent owners if he has up to d copies.
Our code length is t = O(d2 log2 N) while that of Li et. al. [4] uses fingerprinting
codes proposed by Boneh-Shaw [2], is approximately the square of ours.

4.3 Complimentary Attack

As described above, a complimentary attack is an attack in which an attacker
tries to combine many copies of a database in order to get the original database.
Given that fingerprinting codes M1,M2, . . . ,Mj are assigned to the 1st, 2nd, jth

owner, respectively, we define wt(M1,M2) = wt(M1 ∪M2) =
∑t

i=1 1 −M1(i) ∗
M2(i). wt(M1,M2, . . . ,Mj) = t to mean that if we combine the database ver-
sions corresponding to these codes, we can get the original database. Our goal is
to determine the probability of wt(M1,M2, . . . ,Mj) = t. Since Mi = Ci

out ◦
I(i), wt(Mj1 ,Mj2) = t iff wt(Cj1

out, C
j2
out) = t. Therefore, the probability of

wt(M1,M2, . . . ,Mj) = t is:

1−
(
1− 1

qj−1

)n

= 1−
(
1− 1

qj−1

)q−1

= 1−
(
1− 1

qj−1

)q

· qj−1

qj−1 − 1
(1)

> 1− e−j+1 · qj−1

qj−1 − 1
> 1− e−j+1

q
(2)
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4.4 Effectiveness

The time it takes to identify an illegal database distributor is the time it takes to
decode a d -disjunct matrix. According to Subsections 2.2 and 2.3, it takes O(t) ms
to do this, where t is the number of database attributes. We compare our proposed
solution to those of Boneh-Shaw [2] and Tardos [3] in Table 3:

Table 3. Comparison of solutions

Attribute attack Collusion attack Complimentary attack Efficiency

Boneh-Shaw [2]
√ √

x x

Tardos [3] x
√

x x

Our solution
√ √ √ √

4.5 Experiment

We implemented our solution by using MATLAB on an Acer Aspire 4740-
432G32Mn. Parameters n, k, q, d, and N were defined as in Section 2. For simplic-
ity, we set Cout to [n, k]q RS codes and Cin to identity matrix Iq. To increase the
number of tolerated errors (number of changed attributes), we set k = 3. Since
the database attributes of Forest Cover Type (available at http://kdd.ics.uci.edu/
databases/covertype/covertype.html) are 61, we use this dataset for the first ex-
periment. The other experiments are tested by random data. As shown in Table
4, it took less than 0.15 seconds to identify an illegal distributor.

Table 4. Experimental results for proposed solution

n k q d No. attributes N Max no. No. changed Tracing time
of database Max No. FCs tolerant errors Attributes (seconds)

0 0.0232
7 3 8 3 56 512 2 1 0.0241

2 0.0242

0 0.0297
15 3 16 7 240 4096 6 1 0.0309

6 0.0300

0 0.0519
31 3 32 15 992 32768 14 1 0.0529

14 0.0520

0 0.1186
63 3 64 31 4032 262144 30 1 0.1198

30 0.1213

5 Conclusion

We have showed that Non-Adaptive Group Testing can be used for fingerprinting a
database containing numeric and/or text data on the basis of its attributes. This
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scheme is secure against attribute, collusion, and complimentary attacks. Furthermore,
an illegal distributor of the database can be quickly identified. It can thus be used by
a database seller ensure the privacy of customers and to prevent illegal distribution.
This work did not consider the degree of privacy achieved with the proposed solution.
Future work thus includes efforts to guarantee customer privacy when a database is
distributed and to identify the best approach to generating fingerprints for protecting
databases.
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Abstract. This work discusses the key opportunities introduced by Het-
erogeneous Computing for large-scale processing in the security and cryp-
tography domain. Addressing the cryptanalysis of SHA-1 as a case-study,
the paper analyzes and compares three different approaches based on
Heterogeneous Computing, namely a hybrid multi-core platform, a com-
puting facility based on a GPU architecture, and a custom hardware-
accelerated platform based on reconfigurable devices. The case-study
application provides important insights into the potential of the emerg-
ing Heterogeneous Computing trends, enabling unprecedented levels of
computing power per used resource.

1 Motivation: The Emerging Heterogeneous Computing
Trends

Heterogeneous Computing refers to systems that use a variety of different compu-
tational units, such as general-purpose processors, special-purpose units, i.e. digi-
tal signal processors or the popular graphics processing units (GPUs),
co-processors or custom acceleration logic, i.e. application-specific circuits, of-
ten implemented on Field-Programmable Gate Arrays (FPGAs). Heterogeneous
Computing is today emerging as a new important direction in computer archi-
tecture and high-performance programming. According to the market research
firm IDC, 30% of all high-performance computing (HPC) sites use accelera-
tors. In particular, three of the first ten supercomputers are currently hetero-
geneous computers using accelerators. Traditional high-end supercomputing is
however only a part of the emerging scenario, where distributed, loosely-coupled,
cloud-based access to high-performance computing as a service is increasingly
materializing as a clear trend. In fact, an increasing number of research organi-
zations from disparate fields (e.g. life sciences, engineering, physics, healthcare)
are moving to cloud-based platforms [1], providing high-performance Heteroge-
neous Computing as a service [2]. There are already numerous ongoing projects
and initiatives on Heterogeneous Computing, most being focused on GPU-based
architectures[3, 4]. However, heterogeneous platforms are increasingly extend-
ing their range. For a variety of applications, in fact, the highest performance
boost comes from dedicated hardware acceleration, i.e. the design of custom
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circuits and systems embedded in the computing platform executing perfor-
mance critical kernels. Field-Programmable Gate Arrays (FPGAs) offer a way
to achieve such hardware-based, application-specific performance without the
time and cost of developing an Application-Specific Integrated Circuit (ASICs)
directly on silicon [5–7]. Not surprisingly, during the very recent years several in-
novative companies have headed to FPGA-based heterogeneous platforms. Some
of the prominent examples include Convey, Maxeler, SRC, Nimbix [2].

The availability of massively parallel, hybrid, application-specific computing
resources, possibly accessed through a loosely-coupled, distributed, cloud-based
infrastructure, poses important challenges and introduces new opportunities for
a range of complex applications [8] dealing with large datasets or inherently
relying on massive processing. An important example is the security and cryp-
tography domain, as the (un)availability of suitable computing resources is an
essential underlying assumption for many cryptographic algorithms. The pa-
per presents the key opportunities for large-scale processing in the security and
cryptography domain. In particular, we analyze a case-study application, i.e. the
cryptanalysis of the SHA hash function family, which is vital to many security
infrastructures. We compare three different approaches based on Heterogeneous
Computing, namely a hybrid multi-core platform, a computing facility based on
a GPGPU architecture, and a custom hardware-accelerated platform based on
reconfigurable devices. The case-study applications provide important insights
into the potential of the emerging trends towards Heterogeneous Computing,
enabling unprecedented levels of computing power per used resource for cryptan-
alytical applications, as demonstrated in the following sections.

2 A Case-Study Application

Cryptographic processing usually requires massive computation and often relies
on special-purpose hardware solutions exhibiting much better performance /
cost ratios than off-the-shelf computers [9, 10]. Clearly, the emerging wave of
Heterogeneous Computing introduces a whole range of new opportunities for
this application domain. This work addresses the cryptanalysis of hash functions,
namely the SHA-1 primitive, to demonstrate this potential. We chose the SHA-
1 function as it is a popular hash primitive adopted by a number of security
protocols. In fact, the robustness of cryptographic hash functions has recently
become a hot topic in the field of information security [11–13] since it is critical
to all applications which involve hashing as a security-critical step.

2.1 The SHA-1 Cryptographic Hash Function

Standardized by NIST as a Federal Information Processing Standard [14], the
function takes a message of length less than 264 bits and produces a 160-bit
hash value. The input message is padded and then processed in 512-bit blocks
in the Merkle-Damg̊ard iterative structure. Each iteration invokes a so-called
compression function which takes five 32-bit chaining values along with a 512-
bit message block and uses them to compute five new 32-bit values summed
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word-wise with the input 32-bit numbers to produce the subsequent five chain-
ing values. The compression function is made of 80 consecutive rounds where
some Boolean and arithmetic operations are applied to the internal variables
sequentially to obtain the chaining values. Although we cannot provide here the
details of SHA-1 cryptanalysis, we introduce some high-level concepts which are
relevant to the computational aspects of the cryptanalysis process. For more
details, please refer to [15]. The essential aim of an attack to SHA-1 is to find
two colliding messages, i.e. to different messages having the same hash value.
The idea behind the attack to SHA-1 is to constrain the values of the messages
and the internal variables processed by the compression function in order to
reach a collision with a certain probability. Such set of bit-level constraints on
the difference of two messages is called differential characteristic. In essence, the
collision search proceeds by setting the degrees of freedom available in the input
messages (which can be controlled by the attacker) and evaluating pairs of mes-
sages whose differences comply with a given characteristic. The computation of
each of the 80 rounds within the compression function is called an Elementary
Operation (EO). On a pure hardware platform, the cost in terms of clock cycles
of an EO can be as low as one clock cycle, while on a processor the cost will of
course be higher as it will involve several instructions. To quantify the overall
cost of an attack, we introduce the concept of Mean number of EOs for a collision
(MEOC). Notice that this parameter only depends on the algorithm used for the
collision search process. As mentioned earlier, the execution times in terms of
clock counts C(i) for each round i depend on the implementation and, thus, the
MEOC is not necessarily proportional to the total clock count for a collision.
The Mean Clock Count to Collision (MCCC), rather, should be computed as
the weighted sum of the EO counts N(i), i.e. MCCC =

∑
N(i) · C(i). Since

the times C(i) depend on the different architectural optimizations employed for
a given computational platform, a good metric for the quality of an implemen-
tation is the MEOC/MCCC ratio, called here EO per clock cycle (EOC). For
a single, basic core performing a sequence of EOs, the ideal bound for EOC is 1.

2.2 Attack to SHA-1 Relying on a Hybrid Multi-core HPC
Platform

A software program for fast collision search, first presented in [16], was imple-
mented as a HPC application run on a hybrid supercomputing facility, namely
the Maricel multi-core cluster hosted at the Barcelona Supercomputing Center.
The cluster is based on 72 QS22 blades, each including 2x Cell/B.E. processors
at @3.2Ghz and 8 GBytes of RAM. The total number of cores is 1296 for a peak
performance of 10 TFlops. The Cell/B.E. is a heterogeneous processor composed
of one main general purpose processor (PPU) and eight specialized cores (SPUs)
with software-managed local stores (see Figure 1). The implementation of the
collision search application exploited several effective techniques, including prun-
ing and early stop techniques, which shrink the search space by several orders
of magnitude, as well as Auxiliary Paths [15]. Furthermore, the HPC applica-
tion was highly optimized to leverage the SIMD architecture of the SPU cores.
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Fig. 1. Architecture of the Cell/B.E. processor

Four characteristics are processed concurrently by the four slots in a lock-step
fashion, achieving a reasonably high SIMD speed-up (3.03X for a 4-way SIMD
parallelization) in spite of the relatively complex control structure of the search
process. Based on the above techniques, we were able to show the feasibility of
an attack against a reduced version of SHA-1 as large as 71 rounds [16] (against
the standard 80-round SHA-1). We were able to complete the search process
with a relatively small computational workload, equal to approximately 2500
Cell/B.E. machine-hours per block.

2.3 Attack to SHA-1 Relying on a GPU-Based Supercomputer

This work also considers for comparisons a solution [17] relying on a super-
computer based on Graphics Processing Units (GPUs), currently one of the
most popular approaches to data-intensive computing problems. Namely, [17] ex-
ploited the GPU facility available in the Lomonosov supercomputer, one of the
most powerful HPC center in the world. Each GPU node of Lomonosov has 2
NVidia Fermi X2070 GPUs, each having 6 GB of memory. The architecture of
the NVIDIA Fermi GPU is shown in Figure 2. As usual, the collision search pro-
cess was divided in two blocks, the second one involving most of the computation
effort. The whole computation is distributed over the available GPU processors,
each relying on 448 internal CUDA cores working in parallel and running at
1.15 GHz. According to the results provided in [17], the highly-optimized GPU
application run on the Lomonosov supercomputer achieves an EOC of 0.0126 for
the first block and 0.00977 for the second block (which takes most of the overall
execution time). The work uses a characteristic targeted at a 75-round collision,
for which a taylored version of our prototypical FPGA platform reaches an EOC
of 0.84.
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Fig. 2. Architecture of the NVIDIA Fermi GPU

2.4 Attack do SHA-1 Relying on a FPGA-Based Parallel Machine

Finally, the analysis presented in this work addresses the opportunities provided
by Field-Programmable Gate Arrays (FPGAs). A key advantage enabled by FP-
GAs is that they enable the implementation of hardware-accelerated computing
platforms at marginal non-recurring engineering costs. Furthermore, both static
and dynamic circuit specialization, enabled by reconfigurable devices, can play a
key role, since it is normally possible to identify a large number of optimizations
that are specific to the input parameters of a given algorithm, e.g. the differen-
tial characteristic for SHA-1 collision search. These optimizations can be taken
into account when physically implementing the design on an FPGA device. Fig-
ure 3 shows the architecture of the FPGA-based SHA-1 collision search core
used for supporting the algorithmic exploration [15] as well as accelerating the
collision search process. We designed the architecture of a parallel machine made
of FPGA nodes, where each FPGA in the platform contains a number of such
collision cores. Namely, we targeted the low-end, inexpensive devices of the Xil-
inx Spartan3A family [18]. Many innovative techniques were used for speeding
up the collision search process. For example, we implemented ad-hoc logic cir-
cuits depending on the input characteristic controlling the selective bit-flipping
related to Auxiliary Path enumeration, we relied on segmented incrementers [19],
we decided to only check a digest of the characteristic for compliance, in order to
save test cycles, we carefully balanced the use of LUTs and flip-flops for maximiz-
ing the efficiency in resource utilization, etc. The EOC measured for the above
SHA-1 collision core was very close to the ideal bound, precisely EOC= 0.84.

3 Comparisons and Discussion

We essentially rely on two metrics to assess and compare the profitability of the
different approaches: the computational density, i.e. amount of delivered com-
putation per hardware unit, and the absolute collision time under a given cost
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Fig. 3. The architecture of an FPGA core used to speed-up SHA-1 collision search

budget to implement the cryptanalysis computing platform. The computational
density can be measured by means of the EOC of the SHA-1 cryptanalytical
machine. Looking at the proposal in [16], a highly optimized SIMD application
running on the CellBE cores was able to reach an EOC = 0.026, referred to one
SPU. Taking into account the difference in the clock frequency, that means that
a single SHA-1 collision core in the FPGA-based platform is able to find a colli-
sion in a comparable time, precisely only around 1.19 times larger than a single
SPU core in the multi-core supercomputer used in [16], However, the extremely
low cost per core for the FPGA solution allows much higher levels of parallelism.
Looking at the GPU-based solution, based on the results provided in [17], a sin-
gle FPGA-based SHA-1 collision core is able to find a collision 4.79 times faster
than a CUDA core in the Lomonosov supercomputer for the first block, and
6.18 times faster for the second block. To assess the solutions in [16] and [17]
taking into account the absolute time-to-collision in addition to the EOC, we
estimated the performance of a large-scale parallel FPGA cluster relying on the
SHA-1 collision cores, built under a similar cost budget as the facilities used
in [16] and [17]. Conservatively this corresponds to a number of collision cores in
the order of one hundred thousand (i.e., less than 4, 800 XC3SD3400A low-end
devices). The resulting performance data for 71- and 75-round characteristics
are displayed in Table 1. For a uniform comparison, the same number of Ele-
mentary Operations is assumed to be executed on the compared platforms for
each characteristic. The table indicates the actual system frequency, the EOC,
and the absolute estimated time-to-collision as determined by the level of par-
allelsim of each solution. The time achieved by the approach based on FPGAs
is one order of magnitude less, at least, compared to the alternatives based on
HPC facilities, confirming the potential impact of reconfigurable technologies
to enable profitable solutions in the cryptanalysis domain. Interestingly, the re-
ported execution times and the system frequencies also provide an indication of
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Table 1. Comparisons of approaches to SHA-1 cryptanalysis

Approach Collision EOC Frequency Estimated

[GHz] Time [hours]

HPC based on CellBE 71 rounds 0.026 3.2 16.7

HPC based on GPU 75 rounds 0.0098 1.15 532

reconfigurable hardware 71 rounds 0.84 0.083 0.026

reconfigurable hardware 75 rounds 0.84 0.083 72.4

the electrical energy consumed by the computation, a crucial constraint for high-
performance applications, which is likely to be at least two orders of magnitude
less for the FPGA case compared to the conventional HPC facilities.

4 Conclusions

This paper presented a case for the role of Heterogeneous Computing for high-
performance cryptanalytic applications. Addressing the cryptanalysis of SHA-1
as a case-study, the paper compared three different approaches based on Hetero-
geneous Computing. In particular, under the same cost budget, the times for a
collision reached by the FPGA platform are at least one order of magnitude lower
than other heterogeneous HPC facilities, reaching the highest performance/cost
ratio for SHA-1 collision search and providing a striking confirmation of the
impact of the new trends in Heterogeneous Computing.
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CellBE-based HPC application for the analysis of vulnerabilities in cryptographic
hash functions. In: Proceedings of the 12th Conference on High Performance Com-
puting and Communications (HPCC 2010), pp. 450–457. IEEE (2010)

17. Adinetz, A.V., Grechnikov, E.A.: Building a collision for 75-round reduced SHA-1
using GPU clusters. In: Kaklamanis, C., Papatheodorou, T., Spirakis, P.G. (eds.)
Euro-Par 2012. LNCS, vol. 7484, pp. 933–944. Springer, Heidelberg (2012)

18. Xilinx: Spartan-3A FPGA family data sheet DS529. Technical report, Xilinx
(2010), http://www.xilinx.com

19. Cilardo, A.: The potential of reconfigurable hardware for HPC cryptanalysis of
SHA-1. In: Proceedings of Design, Automation, and Test in Europe (DATE),
pp. 998–1003 (2011)

http://www.xilinx.com


Trusted Information and Security

in Smart Mobility Scenarios:
The Case of S2-Move Project�

Pietro Marchetta1, Eduard Natale1, Alessandro Salvi1, Antonio Tirri1,
Manuela Tufo2, and Davide De Pasquale2

1 University of Napoli - Federico II, Via Claudio 21, 80125 Napoli, Italy
{pietro.marchetta,alessandro.salvi}@unina.it,

{ed.natale,an.tirri}@studenti.unina.it
2 University of Sannio, Piazza Guerrazzi 1, 82100 Benevento, Italy

manuela.tufo@unisannio.it, davide.depasquale@studenti.unisannio.it

Abstract. Smart cities and smart mobility represent two of the most
significative real use case scenarios in which there is an increasing de-
mand for collecting, elaborating, and storing large amounts of heteroge-
nous data. In urban and mobility scenarios issues like data trustiness and
data and network security are of paramount importance when consider-
ing smart mobility services like real-time traffic status, events reporting,
fleets management, smart parking, etc. In this architectural paper, we
present the main issues related to trustiness and security in the S2-Move
project in which the contribution is to design and implement a complete
architecture for providing soft real-time information exchange among cit-
izens, public administrations and transportation systems. In this work,
we first describe the S2-Move architecture, all the actors involved in the
urban scenario, the communication among devices and the core platform,
and a set of mobility services that will be used as a proof of the poten-
tialities of the proposed approach. Then, considering both architecture
and the considered mobility services, we discuss the main issues related
to trustiness and security we should taken into account in the design of
a secure and trusted S2-Move architecture.

1 Introduction
Today more than 50% of people around the world live in an urban area and by
2050 this percentage will grow up to 70%[1]. While cities are becoming more and
more the center of the economic, political and social life, an efficient, effective and
secure mobility remains a non-trivial key challenge to face. In this new social
scenario, the citizen has the opportunity to share geo-referenced information
acting such as human sensors network thanks to a deep interconnected network.
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This innovative citizen-centric vision of the city is behind S2-Move [2, 3], a 36-
months long project funded by MIUR, started in June 2012. The aim of the
project is to create a link between the digital and the real world, changing
the way in which cities interact with the population. To provide the previous
opportunity a number of challenges arose when considering trustworthiness and
security of a smart mobility scenario both as a black box and as related to
each technological brick [4]. For example, issues related to users privacy [12],
secure communications among all the entities involved in the S2-Move scenario
(users, cars, devices, etc) [9, 10], vehicular and ad hoc networks security [25–32],
cyber attack events involving malware/worms [5, 6] and botnets [7, 8], cloud
infrastructures [11]. In this architectural paper, we first briefly describe the S2-
Move architecture, then considering both architecture and mobility services, we
discuss the main issues related to trustiness and security we have taken into
account in the design of the S2-Move architecture.

2 S2-Move

The main idea of S2-Move is to supply soft real-time information exchange among
citizens, public administrations and transportation systems. S2-Move uses cus-
tomized maps as the most user-friendly and intuitive approach to supply urban
mobility services based on urban probes real-time information.

Urban probes represent a heterogeneous set of devices/sensors deployed in the
urban environment to detect different real-time information. They range from
simple sensors to sophisticated devices, such as smartphones or tablets. S2-Move
exploits urban probes as well as a new prototype of On Board Unit (OBU).
This is a smart electronic device, connected with the vehicle CAN bus, able
to collect in-vehicle information (e.g. speed, pedals pressure, fuel consumption,
etc.) as well as to process data and to communicate with a Central Processing
System (CPS)1. The OBU is also responsible for both vehicle-to-vehicle (V2V)
and vehicle-to-infrastructure (V2I) communications. Crossing the data provided
by multiple sources of information the S2-Move system can both monitor the
urban environment and provide services to the citizens and the social community.
CPS is the S2-Move architecture core and it is composed by three main layers:
data layer (responsible for data storage and low-level computation); core layer
(to manage user authentication, customized maps, data exchange with the urban
probes and raw data preservation); presentation layer (for the interaction among
final users and administrator).

While the platform can be easily used to provide a widespread of urban
information-based services, the project currently focus on two exemplar case of
study: traffic monitoring and fleet management. Traffic monitoring aims at de-
termining real-time knowledge of traffic jam exploiting the information collected
from the urban environment. Note that, traditional traffic monitoring systems
are based on data collected through heterogeneous sensors [13] (inductive loops,

1 While the CPS represents a single logic unit, it is distributely implemented for coping
with scalability and robustness issues.
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magnetic sensors, video cameras, infrared sensors, etc.). The usage of those sen-
sors is very expensive, hence new monitoring technologies, based on GPS have
been recently proposed [13, 14]. The S2-Move aims to implement traffic moni-
toring services by using GPS and information provided by the OBU devices to
infer the traffic condition by observing the speed of the monitored vehicles along
the urban routers. To this end, a data collection module hosted on the OBU
device samples and filters kinematics information coming from the CAN bus.
Once collected and filtered, data is sent to the CPS where they are processed
to infer the traffic information [14]. Fleet management has two main aims: Fleet
Monitoring and Fleet Control. Fleet monitoring can be meant as the tracking
of a group of vehicles moving in the urban environment. Fleet Control allows
the coordinate motion of a group of vehicles traveling with a common velocity
and a predefined intra-vehicular distance (platooning [15]). Platooning is based
on the design of decentralized control algorithm that funds on reliable V2V and
V2I communication. To this aim heterogeneous wireless communication tech-
nologies and their performance must be carefully taken into account [16–19]. A
first attempt to platooning design within the S2-Move context is described [2, 3],
while the design of more sophisticated control approaches embedding adaptive
mechanisms [20–23] is currently under development.

3 Trusted Information and Security in S2-Move: An
Architectural View

In this section we first review both (a) secure and trusted fleet and traffic man-
agement and (b) users and vehicles communications privacy, then we describe
an architectural solution we should follow in the S2-Move project.

Secure and Trusted Fleet and Traffic Management. There are different
kinds of attacks, performed against the exchanged messages. In [25], authors
analyzed different types of attacks, including Fabrication Attack, Replay Attack
and Sybil Attack. During a Fabrication Attack, false information is transmit-
ted. In this case, for example, a vehicle belonging to the fleet can change the
speed of the fleet itself or other parameters of cruise. In addition, a malicious
agent can create problems in traffic management reporting vehicle collisions that
are not true, or signaling a free road, in presence of an incident, to aggravate
the situation. In [24], authors described the IEEE 1609.2 protocol for message
authentication and security at the data link layer. This protocol uses IEEE
802.11p protocol for data transmission, which does not provide any kind of se-
curity, since it is based on a communication outside the BSS (Basic Service Set)
context. The IEEE 1609.2 protocol uses a Public Key Infrastructure (PKI). To
allow the physical implementation of this type of infrastructure, each vehicle
will come with a Trusted Platform Module (TPM) that works with the OBU.
In the PKI paradigm, each vehicle is equipped with two keys, one public and
one private, and a certificate that proves its identity, validating the public key
held. Since TPMs are resistant to software attacks (but not to physical tamper-
ing), they are used to ensure the storage of cryptographic keys and certificates,
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and to implement the required cryptographic mechanisms. In addition to this
new hardware device, the implementation of the PKI requires the presence of
a Certification Authority (CA) that deals with the release and management of
certificates to the members of the network, vehicles in the case of S2-Move. This
type of infrastructure is able to ensure Authenticity, Integrity and optionally
Confidentiality to the messages that are in transit in the network. Moreover, it
is possible to prevent different kinds of attacks (like the Sybil attack) that may
make unusable the traffic management system presented in this work. In fact,
in order to perform a Sybil attack, a malicious vehicle pretends the presence of
a traffic jam, sending out at the same time several messages and using for each
of them a different identity. But for each of these identities there is the need to
use a valid certificate, making very complex and virtually impossible this type
of attacks. The authentication procedure provided by the IEEE 1609.2 protocol
operates as follows. If a vehicle wants to send a message in the network, it has
to sign it with its private key and then it attaches its certificate provided by
the CA. This certificate contains the public key associated with the private key
used. In order to sign the message is used the Elliptic Curve Digital Signature
Algorithm (ECDSA), an encryption algorithm with 224 or 256 bits asymmetric
keys. This algorithm requires a heavy use of computational resources, guaranteed
on the vehicle by the TPM mentioned before. The recipient of the message will
reach the sender’s public key using the certificate attached to the message. To
verify the authenticity of the certificate, the recipient will see, using the public
key of the CA, the signature contained in the authentication of the certificate,
signed by the CA with its private key. In the case of information needed for the
traffic management, there is no need to make the transmissions confidential, as
it would introduce only overhead. The confidentiality of information can become
crucial in the implementation of additional features such as vehicle platooning
or an online payment system for parking. In this regard, the IEEE 1609.2 proto-
col also provides an encryption algorithm, given by a combination of symmetric
and asymmetric encryption. The symmetric encryption algorithm used is the
AES-CCM, while the asymmetric one is the Elliptic Curve Integrated Encryp-
tion Scheme (ECIES). [24] However, the use of the IEEE 1609.2 protocol does
not guarantee the solution to all the security problems listed above and that
arise from the implementation of our project. In fact, the possession of a cer-
tificate by a vehicle does not necessarily imply its correct behavior. Moreover,
there are also privacy issues. In fact, the use of certificates, even if multiples,
makes the vehicle recognition and tracking even easier. As widely reported in
[25] it is necessary to combine the IEEE 1609.2 protocol with other mechanisms
that can adequately identify suspicious vehicles in order to protect the privacy
of the users. In cases in which a vehicle performs suspicious actions, the CA
has the power to revoke its certificate. To do this, it can submit a Revocation
of the Trusted Component (RTC) to a vehicle requiring the deletion of all the
cryptographic material that it keeps in its TPM. In cases where this message
does not reach the TPM because the attacker is able to block it, the CA recurs
the use of Certificate Revocation List (CRL), a list of all revoked certificates.
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The CPS will also preserve the CRL and will send it periodically to the Road
Side Unit (RSU). Then the RSU will forward it to the vehicles. A vehicle will
discard a received message if signed with a revoked certificate.

Users and Vehicles Communications Privacy. Another key issue is to pro-
tect the privacy of users that moves in the city and that use S2-Move vehicles
equipped with OBUs. In this case it is possible to follow two different paths: use
of aliases or adopting the group keys (signatures) that may be especially effective
in the fleet management [26]. The first solution is to associate the certificates to
aliases associated with vehicles. Each alias must still be due to the vehicle to en-
able the authorities to any checks. To ensure this form of anonymity, vehicles must
be equipped with the Electronic License Plate (ELP) and the CA will associate
aliases to the ELP. Therefore, the authorities will be able to trace the identity of
the owner of the vehicle through the ELP. The creation of aliases with the asso-
ciated keys can occur both by the CA and by the vehicle itself. In the first case,
the CA will create offline all the necessary information that will be transferred to
the vehicle during annual revisions, while in the second case the vehicle will create
all the necessary information thanks to the TPM. In fact, the TPM will send the
alias and the public key of the CA, which will reply by sending the certificate to
the vehicle. The second approach is preferable because the aliases can be changed
more frequently and, in addition, the security offered will be greater, as the private
key related to the alias will never be disclosed by the TPM. Each vehicle will not
be equipped with an individual certificate, but with a large number of certificates,
each valid only for a short period. Changing certificate frequently (every 5-10 min-
utes) ensure greater privacy to the user because the messages appear to come from
different sources. Moreover, if an attacker could take the cryptographic informa-
tion in the TPM of a vehicle, he would have access to a large number of certificates
(in the order of 105) and could easily lead to a Sybil attack without this kind of
trick. The second solution is, as previously mentioned, the use of signatures group
[27]: the vehicles of the network are divided into groups and each group member has
its own secret key together with the public key of the group. A vehicle of the group,
instead of authenticate their messages using their private key associated with the
certificate, will use its secret key group member. This will protect the anonymity
to the members of the group, anonymity that must still be resolved by the compe-
tent authorities. To make the anonymity resolvable, there are entities called Group
Manager. The Group managers have a group manager secret key, which allows the
identification of the message sender. As proposed by [31], a solution can be the use
a symmetric structure key to reduce the overhead due to the asymmetric encryp-
tion algorithms and eliminate the need to contact the CA for the establishment of
asymmetrical group keys. In this approach the group leader (that is the leader of
the fleet in our case) is responsible for generating a symmetric key and distribute it
to each of the members of the group by encrypting it with their corresponding pub-
lic keys (previously sent in broadcast with the relevant certificate). At this point,
all the members can sign messages with the public key of the group, so that they
can make confidential communications. To allow the propagation of the messages
between the S2-Move fleets and provide a mechanism for checking the validity of
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the information contained in the message, it is necessary that the geographic areas
of the groups overlap. In that way, a vehicle placed in the shared area (the first and
the last of the fleet) has the keys of both groups and will send the message to the
next group using its key. This is a solution based on symmetric keys and does not
provide the message non-repudiation and it is not designed to protect the privacy
of users as it allows communication only within the group or with adjacent groups.
On the other hand, it allows the management and the creation of groups without
the need to contact the CA. To ensure a wide non-repudiation policy for the mes-
sage, it is necessary to create a unique group key pair (public and private keys) for
the whole group by contacting the CA. In that way, the CA will assign each vehicle
of the fleet with a recognition ID, which will be included in the message signature.
Since the ID is sent in the signature of a message, this kind of implementation does
not guarantee the privacy of users, that can only be ensured by the approach previ-
ously presented and proposed in [27]. The CA can revoke the certificate to a vehicle
in the event of its suspicious behavior. It is necessary, however, an additional secu-
rity mechanism that allows all vehicles to decide autonomously whether the infor-
mation received from a vehicle are correct, or if they should be discarded even if it
has a valid certificate. They are used trust models that, in vehicular environments,
such as the present, which must take into account some factors due to the partic-
ular structure of vehicular networks. In [32], authors proposed the assignment of
this trustiness value directly to the groups rather than to the individual entities.
However, this is not possible as the groups (fleets) in the case of S2-Move can be
short-lived. In practice, data-oriented trust models are used to assign the value of
trust directly to the received message and to the information contained therein.
In assigning this trust value, it will consider two kinds of factors: a type of factors
of the static type, such as a trust value that can be assigned a priori to the sender
entity based on the type of vehicle (police car, bus, etc.) and a type of factors of
the dynamic type, such as the spatial or temporal proximity to the logged event.
By grouping different reports about the same event, and applying the theory of
Dempster-Shafer taking into account the factors listed above, it will be possible
to assess the level of trust of the event in question. Considering separately each
event shows off the downside of this approach: as the trust relationships must be
evaluated from the scratch for each event, if the network is sparsely populated this
model will be inapplicable, having an insufficient number of alerts [28, 29], c. How-
ever, it is possible to use hybrid trust models, which mostly provide a mechanism
of opinion piggybacking [28, 30].

The Case of S2-Move. The solutions previously described could be profitably
applied in S2-Move. Since the CPS is always available, it can be used as a certifi-
cation server, in addition to the functionalities of data collection and processing.
It would be possible to assign a group key to the fleets that are formed over time.
At the same time, the Group Manager (which does not correspond to the leader
of the fleet, but acts only as a secure entity) could handle multiple group keys and
different fleets in the reference area (via the RSU), allowing the establishment
of group member secret keys for each member of the fleet. S2-Move has been
designed in such a way to make the architecture independent from the possible
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presence of the RSU. While this design choice has brought significant advantages
in terms of extensibility of services offered by the platform freeing the interaction
between the actors of the urban landscape by the presence of RSU, the solution
proposed in literature based on the RSU, regarding the conservation of CRL lists
but also for the groups management, is not currently applicable. An alternative
approach would be the preparation of the CRL lists by the CPS (that will be sent
to all the vehicles) and the embedding of the Group Management logic within
the CPS itself. Moreover, the benefits of an approach based on symmetric-key
communications are significant when compared to other implementations pre-
sented. In S2-Move the RSU are not necessarily present, and then the connection
to the CPS may not be constant due to the availability of a cellular network.
Therefore, in this case, an implementation based on asymmetric keys may create
problems in the management of the security of the fleet, which may not be able
to get a pair of valid key (being not able to contact the group manager). For
this purpose, the following resolving hypothesis is considered: when the network
is not available, it is possible to use symmetric keys to ensure the authenticity
and integrity of messages transmitted within the fleet. In this way, vehicles not
belonging to the fleet cannot send invalid information to the fleet vehicles. At the
time when the network becomes available again, matching the Group Manager
with the CPS (and consequently with the systems CA), it is possible to ask for
the establishment of a group key and private keys for the members of the group,
ensuring the anonymity and security in the transmissions.

4 Discussion and Conclusion

Trusted information and security (at different layers) represent really important
aspects to carefully consider when designing and planning smart mobility plat-
forms. In this architectural paper we have discussed the S2-Move architecture, its
main components and applications, and we have provided a review of the main
challenges related to trusted information and security of the entire architecture.
Finally, we have reported some potential solutions to trusted communications
and privacy in the S2-Move architecture and services. Experimental evaluation
is left for future work.
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Abstract. This paper presents a Lexicon-Grammar based method for automatic 
extraction of spatial relations from Italian non-structured data. We used the 
software Nooj to build sophisticated local grammars and electronic dictionaries 
associated with the lexicon-grammar classes of the Italian intransitive spatial 
verbs (i.e. 234 verbal entries) and we applied them to the Italian text Il Codice 
da Vinci (‘The Da Vinci Code’, by Dan Brown) in order to parse the spatial 
predicate-arguments structures.  In addition, Nooj allowed us to automatically 
annotate (in XML format) the words (or the sequence of words) that in each 
sentence (S) of the text play the ‘spatial roles’ of Figure (F), Motion (M) and 
Ground (G). Finally the results of the experiment and the evaluation of this 
method will be discussed.  

1 Introduction 

Nowadays, every electronic device we use generates a large amount of data. That 
enormous volume represents just a part of the problem: the age of Big Data, in fact, 
makes it necessary to explore an immense and various quantity of large-sized non-
structured data and to transform them in structured information as soon as possible. 
That leads us to another problem, the velocity: the data high speed of obsolescence 
forces us to compress the data management time [1], [2], [3]. In that context, the most 
suitable software are perhaps those able to quickly analyse the data, extracting value 
from chaos [4]. However, data must not only be processed in real time but also  
accurately analysed from the point of view of their semantic content. The semantic 
information hidden in the data poses, in fact, several challenges to Natural Language 
Processing [5], [6].  

One of the harder task is how to automatically capture semantic roles from texts. 
Semantic roles express the relation between the predicate (i.e. the verb) and its  
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arguments in a sentence, and can be of different types depending on the nature of the 
semantic predicate (dative, spatial, communication, etc.). With respect to spatial rela-
tions, many studies have dealt with the question of the expression of motion in lan-
guage [7]. However, the way motion event, spatial relations and spatial roles should 
be handled by parsers and automatically detected is still controversial [8], [9], [10].  

NLP systems for acquiring spatial semantics use, in fact, either statistical methods 
or hybrid ones whereas linguistic-based methods are noticeably lacking.  

This paper explores a linguistic-based method for automatically extracting spatial re-
lations from Italian text corpora. In particular, we present a Semantic Predicates System 
for accurately assigning “spatial roles” to the syntactic arguments involved into a spatial 
relation, i.e. to perform a spatial role labeling task. The NLP software used for this 
purpose is Nooj (www.nooj4nlp.net), a linguistic development environment that in-
cludes large-coverage electronic dictionaries and local grammars (i..e automata and 
transducers), to parse corpora in real time and transform non-structured data (texts in 
natural language) in semi-structured data (texts in XML format). Given the text Il 
Codice da Vinci (the “The da Vinci Code”, 140.000 word forms) electronic dictionaries 
and local grammars, built within Nooj, allow us to automatically detect and annotate the 
“location” (i.e. GROUND entity) and the “subjects” or the “objects” of the story that 
move, are moved or remain stationary with respect to that location (i.e. FIGURE entity). 
The text tagged in XML will be suitable to be queried on its contents in natural lan-
guage (i.e. Where is the Figure?) We obtained this result on the basis of the syntactic 
information and argument requirement(s) attached to the motion verbs and encoded into 
a lexicon-grammar matrix of 234 intransitive spatial verbs [11].  

Section 2 gives a preliminary remark on the Semantic Role Labeling; Section 3 de-
scribes the semantic predicates system developed by the Lexicon-Grammar and the 
syntactic sentences under study; Section 4 presents the semantic model chosen for the 
task and the syntactic-semantic mapping built; Section 5 describes the experiment 
carried out within the software Nooj. Finally, Section 6 outlines our manual evalua-
tion of the method and discusses the results (i.e. precision and recall). 

2 Semantic Role Labeling 

Semantic Roles (SR) (or theta or thematic roles) correspond to the well-known notion 
of lead: “Who did What to Whom, How, When and Where” [12], [13]. Automatic 
Semantic Role Labeling is defined as a shallow semantic parsing which consists of 
recognition of the semantic arguments associated with the predicate of a sentence 
[14]. The main task of an SRL system is to map free text sentences to the semantic 
representation, by identifying all the syntactic functions of clause-complements and 
labeling them with their semantic roles [15], [16]. To work, an SRL system needs a 
computational lexicon in which all the predicates and their relative semantic argu-
ments are specified: the most important computational lexicon was created by Frame 
Net project and Prop Bank [17], [18], [19]. 
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3 Lexicon-Grammar of Spatial Verbs 

Within the framework of Lexicon-Grammar (LG) we argue that the semantic predi-
cates can be completely inferred and derived from the lexicon-syntactic behaviour of 
the operator verbs [20], [21]. Up to now, the semantic predicates identified in Italian 
are those involving the intuitive notion of ‘exchange’ or ‘transfer’ and are for this 
reason called Transfer Semantic Predicates [22], [23]. 

The NLP experiment carried out here is based only on spatial verbs collected in the 
classes 7D, 7P, 7DP, 7S, 8 [11], equal to a total of some 234 intransitive constructions 
sharing the N0 V Loc (E + Loc N2) base sentence structure.1 In particular, the con-
structions that we aim at locating here are of the following types: i) class 7DP: Il 
treno va da Napoli a Milano “The train goes from Napoli to Milan”; ii) class 7P: 
L’acqua esce dalla stanza  “The water comes out from the room”, iii). class 7D: 
L’aereo atterrò in città “The  plane landed in the city”; iv). class 8: La barca nau-
fraga in mare “The boat shipwrecks at sea”; v) class 8: Elia  abita a Parigi “Elia lives 
in Paris”        

4 Syntactic-Semantic Mapping: Figure, Motion, Ground 

The next stage was the mapping of the spatial lexicon-grammar built so far  (i.e. the 
lexicon-grammar of spatial verbs) onto a spatial semantic model. The semantic model 
chosen for our task is the Motion Event Semantics as theorized by Talmy [24].2 In 
other words we gave a semantic interpretation to the verb and the arguments occur-
ring in the intransitive spatial constructions by assigning different spatial semantic 
category or ‘spatial roles’ to them. According to [24] the two main entities related to 
each other in a motion event are: the Figure (F) that is the entity that move or is 
moved, remain stationary or is located with respect to larger entity called Ground 
(G), i.e. the localization space. The following sentences exemplify these categories:  

 
(1) La penna (F) giaceva sul tavolo (G)   “The pen lay on the table”  
(2) La penna (F) cadeva sul tavolo (G)   “The pen fell on the table” 
 
In both of them la penna (the pen) specifies the “object” that functions as Figure 

and il tavolo (the table) the “object” that functions as Ground. The following formula 
represents Talmy’s motion event: 

 
[Figure Motion (MOVE/BELOC) [Path (PATH/SITE) Ground]PLACE] MOTION EVENT.  
 

                                                           
1 The class 57 is not accounted here and will be addressed in a future work. The spatial 

semantic class encodes, in total, 711 verbal entries. 
2
  Any other theoretical framework and notational system concerning the semantic interpreta-

tion of the relational entities involved in the motion event would be also suitable for the pur-
pose of our experiment.  
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Thus, following this motion event schema, we diagrammed the sentences (1) and 
(2) as follow: 

 
[[La penna]FIGURE [giaceva]MOTION [[sul]SITE  [tavolo]GROUND]PLACE]MOTION EVENT 

[[La penna]FIGURE [cadeva]MOTION [[sul]PATH  [tavolo]GROUND]PLACE]MOTION EVENT 
 
Here the whole syntactic sequence, i.e. elementary sentence (S), corresponds se-

mantically, to a single motion event (ME)3 and the syntactic components N0 V N1 
received respectively the “semantic roles” of Figure, Motion and Ground.  This can be 
represented by a predicative relation between Figure (F) and a Ground (G), with the 
Motion (M) as a pivot element playing the role of semantic predicate (PRED), i.e. M 
PRED (F, G). All the sentences collected in the LG tables of intransitive spatial verbs 
received in other word the same semantic representation M PRED (F, G) independently 
from the syntactic position that their arguments fill in the sentence.4 At this prelimi-
nary stage the identification task was limited only to capturing automatically the 
Ground from texts and not to distinguishing the exact nature of it (Source, Goal, 
Scenery).5 The main aim of our experiment, in fact, was answer to the following ge-
neric question: where is the Figure?   

5 Nooj Grammars and Corpus Analysis 

Nooj is a rule-based linguistic engine used to formalize linguistic phenomena and to 
parse texts. It allows for automatically annotating large text corpora by applying in 
tandem electronic dictionaries and local grammars [25]. We can use them to formalize 
languages or, in the NLP context, to locate patterns and to retrieve information from 
texts. Electronic dictionaries are lists of lemmas associated with morpho-syntactical, 
syntactical and semantic codes and with inflectional and derivational paradigms. For 
the purpose of our task we built sophisticated locals grammars and electronic diction-
aries associated with the intransitive spatial verbs of the intransitive classes 7D, 7P, 
7DP, 7S, 8 in order to recognize them and assign predicate/argument structures to the 
natural language sentences in which they occur. By making use of variables and 
metanodes, a grammars net has been built to automatically annotate the words (or the 
sequence of words) that in each sentence of the text (ME)6 play the ‘spatial roles’ of 
Figure (F), Motion (M) and Ground (G). 

                                                           
3 Talmy’s motion event covers dynamic configurations as well as static ones. 
4  We have simplified the representation for illustrative purposes. Verbs of the class 7DP such as 

cadere selects for both a provenance and a destination complement, so that their semantic re-
presentation includes two Grounds. It is of the following type: M (F, G1, G2).  

5 In a future work we will work on that. 
6 On the basis of the syntactic-semantic mapping pointed out in the Section 2 we assumed that 

an elementary spatial sentence (S), i.e. the sequence of spatial verb (V) plus its selected argu-
ments (N0, Loc N1) corresponds semantically to a single motion event (ME). 
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The Fig. 1 is a simplified version of a more complex net of grammars (correlated to 
the classes 7D, 7P, 7DP, 7S, 8) used to identify and annotate Figure, Motion and 
Ground from corpora. 

 

Fig. 1. Nooj Grammar to recognize and annotate spatial relations 

The Da Vinci Code Corpus (i.e. 140.000 word forms) has been automatically anno-
tated by applying the dictionaries of the spatial verbs and the Nooj grammar discussed 
above (see Figure 1). We obtained as a result more than 1400 concordances, con-
verted into XML format. Below we present an example of XML annotated sentence:  

 
(1) <ME> <F>Gli uomini</F> <M>entrarono</M> nell’ <G>ingresso principale</G> </ME> 

   <ME> <F>The men</F> <M>came</M> in <G>the main entrance</G> </ME> 
 
In addition to concordances and texts in XML format, Nooj also offers the oppor-

tunity to visualize the output (i.e. annotations produced by the grammar) within 
Structural Trees. Given the annotated sentence in (1), we obtain for it the following 
semantic representation (Fig. 2): 

 

Fig. 2. Structural Tree 

6 Results and Evaluation of the Tool 

This section presents the evaluation of the parsing and annotation tasks carried  
out with Nooj. More than 1400 annotated concordances (then converted into XML 
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format) were found.7 Then a random sample of some 1000 concordances (72, 4%) 
was manually checked by three persons. In order to evaluate the performance of the 
tool we calculated the percentage of Precision (P) generated by the automatic annota-
tion by classifying the output (i.e. each annotated sentence) into the following types: 

 
1. Completely Correct: when the tool generated the best result that we could 

achieve.  
2. Partially Correct: when our tool generates a result only partially satisfactory, 

that can be smoothly improved, in future, by modifying the whole grammar and/or 
expanding the nodes. The tool recognizes and annotates, in other words, only a part of 
the correct result.  

3. Incorrect: when our tool misrecognizes and/or wrongly annotates both Figure 
and Ground. 

 

We evaluated Nooj precision by computing, separately, the percentage of com-
pletely correct, partially correct, and incorrect output (with their sub-cases) with re-
spect to the 1000 automatically annotated concordances of the sample. Table 1 pre-
sents the quantitative results of our evaluation: 

Table 1. Evaluation of results 

False Negative False Positive Recall Precision

29,2% 27,2% 70,8% 72,2% 

 
Out of 1000 concordances, automatically annotated with the spatial categories or 

tags <F>, <M>, and <G>, 36, 8% were completely correct; 35,8% were only partially 
correct and, finally, 27,2% were completely incorrect or false positive (FP). Since the 
partially correct outputs are easily improvable, we are very satisfied with the results 
obtained by Nooj. As a matter of fact, ‘completely correct’ and ‘partially correct’ 
amount to 72,8% Precision (P). Recall was manually calculated by three persons on a 
sample of 38.000 word forms.  

Overall our automatic spatial roles labeling achieved 70,76% Recall (R). 

7 Conclusions and Future Works 

This study presented a linguistic-based method for automatically extracting and anno-
tating spatial roles and spatial relations from non-structured data. 

Nooj represented a valid tool for the spatial role labeling task performed here. The 
precision of about 73% and the recall of about 71% were very satisfactory results for 
us. However, more work has to be done. In future, we aim at reducing the percentage 
of false positives (27,2 %) and false negatives (29,2%) by adding a more careful 
transformational analysis of the Italian spatial verbs, on the basis of an in-deep error 
                                                           
7 Each concordance corresponds to a sentence (S) containing spatial relations (i.e. a motion 

event), S=ME. 
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and silence analysis. In particular, our team at SemanticItaLab is equipped with the 
lexical and syntactic resources useful to handle with the main sources of error. We are 
able, on other words, to filter out from the total output all the semi-fixed and fixed 
expressions (e.g. tornare in mente), all the temporal expressions (e.g. in quel mo-
mento) and many lexical and syntactic ambiguities (e.g. ricorrere a casa vs. ricorrere 
a testimoni) which caused noise during the experiment described here. We are also 
able to correctly detect verb-particle constructions such as andare via di casa and all 
the unrecognized word forms (e.g. Audi) by automatically update our name entities 
dictionaries (which contain, up to now, 3327 PERSON names and 1113 LOCATION 
names). 

Finally we are also able to improve our local grammar net by formalising all the 
nominalisations of Italian spatial verbs such as fare ritorno a Roma  where the spatial 
predicate is actualized in a nominal predicative form (e.g. ritorno) rather than in a 
canonical verbal form (e.g. ritornare). We estimate to reduce the percentage of false 
positive of 10% and the percentage of false negatives of 15%. 

The main goal will be to build an automatic semantic role system for all the com-
plements of a single clause. We are equipped with 8 different semantic predicates 
classes of containing some 5000 verbs of Italian [21], with which we can identify and 
annotate all the semantic roles occurring in text and create a semantic tagged corpus 
of the Italian language.  

The idea to assign semantic roles to the argument of a verb (i.e. semantic role la-
beling) is a way to add useful semantic information to the non-structured and large 
texts and to answer queries like who, when, where or what happened. This is useful in 
systems that require the comprehension of sentences, like dialogues systems, informa-
tion retrieval, information extraction or automatic translation.  
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Abstract. In the region of Campania in south-west Italy there is growing 
evidence, including a World Health Organization (WHO) study of the region, 
that the accumulation of waste, illegal and legal, urban and industrial, has 
contaminated soil, water, and the air with a range of toxic pollutants including 
dioxins. An effective environmental monitoring system represents an important 
tool for an early detection of the environmental violations. The IDES Project is 
a Geo-environmental Intelligence System developed by the CIRA with the 
contribution of universities and other government bodies and it aims at 
implementing an advanced software and hardware platform for image, data and 
document analysis in order to support law enforcement investigations. The 
IDES main modules are: Imagery Analysis Module to monitor land-use and 
anthropogenic changes; Environmental GIS Module to fuse geographical and 
administrative information; Epidemiological domain Module; Semantic Search 
Module to discover information in public sources like: Blog, Social Network, 
Forum, Newspapers; This paper focuses on Semantic Search Module and aims 
to provide the greatest support to the extraction of possible environmental 
crimes collecting and analyzing documents from online public sources. 
Unlikely people denounce criminal activity to the authorities. On the other hand 
many people through blogs, forums and social networks every day expose the 
status of land degradation. In addition, journalists often, have given the interest 
of the public, documenting the critical environmental issues. All this 
unstructured information are often lost due to the difficulty to collect and 
analyse. The IDES Semantic Search Module is an innovative solution for 
aggregating of the common uneasiness and thoughts of the people able to 
transform and objectify the public opinion in human sensors for safety 
environmental monitoring. In this paper we introduce methods and technologies 
used in some case studies and, finally, we report some representatives results, 
highlighting innovative aspects of this applied research. 

Keywords: Illegal dumping, Landfills monitoring, interoperability, Text 
semantic search, Information retrieval, Geographical Information Systems. 

1 Introduction 

A recent census of the Italian illegal dumping sites estimates the presence of 4866 
illegal dumping. Only 21% of surveyed landfills have been reclaimed and more than 
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700 contain hazardous waste [1]. The citizens' exposure to toxic waste is a major pub-
lic health problem, therefore, the responsible public authorities have the need to act as 
soon as possible in the identification of such environmental issues. Identifying the 
problem, as soon as it occurs, would reduce reclamation costs. So it is necessary a 
more frequent and more targeted monitoring of large areas. On the other hand, public 
authorities do not have large budgets, so the required solution must also be economi-
cally feasible. Many employers and gears are involved in territory control requiring 
high costs for this activity. But control of the territory is a necessary action for the 
prevention of such unlawfully. It is a difficult challenge to perform long-term  
environmental monitoring with today’s manned aircraft because of vehicle, cost, and 
mission limitations. Moreover, where there are small sources of pollution and conta-
mination over a wide area, the illegal dumping is very difficult to detect. The use of 
satellite monitoring exceeds the current limits of traditional methods of detection. The 
satellite images are able to continuously monitor, in terms of space and time, large 
part of the territory. Early intervention on the waste accumulation is the only way to 
prevent its transformation in illegal landfill. The continuous satellite scanning allows 
the detection of anomalies connected to the dumping area employing a smaller num-
ber of operators. In this way the operators can arise only in aimed interventions hav-
ing more time for other important police activities. Another plus of early warning in 
the contaminated area is a more effective remediation so that the territory can be back 
to his old self again. The treatment of small accumulations of waste requiring disposal 
and reclamation entails much smaller costs than those for the remediation of large 
volumes of waste and it’s more safety for exposure to the risk of contamination from 
the people living around there. Early warning also prevents the contamination of wid-
er areas due to the dispersion phenomena mediated by trophic chain and atmospheric 
agents. Government Bodies must ensure to citizens the healthy avoiding their expo-
sure to contaminants. 

2 IDES - Intelligent Data Extraction System 

The IDES project [2] aims at implementing a software platform for data analysis 
within the domain of environmental criticalities. IDES provides an integrated reposi-
tory of information extracted from heterogeneous, physically distributed, unstructured 
sources (satellite and airborne data, web pages, etc.) by means of a capture, extraction 
and analysis process. Based upon the integrated information stored in a Geographic 
Information System and elaborated with the aid of advanced data analysis techniques 
and tools, IDES will be able to extract the hidden information, that is information non 
immediately identifiable through a mere reading or a deeper analysis, even if  
performed by a domain expert; at this end, IDES will be able to uncover patterns, 
multi-disciplinary correlations not known a priori and it will be able to extract rele-
vant information useful for Government Bodies. The project team focus on an innova-
tive Environmental Monitoring System, that considers dumping and landfills data 
related to specific industrial installations, urban solid waste temporary depo-
sits/facilities and statistical data about urban people. All above data, coming from 
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different sources available in the project, are different for semantics (chemical, emis-
sions, county people, installations address, etc.) and structure (tabular, vector, raster, 
structured, unstructured). In order to elaborate different types of data and to enable 
user analysis, the IDES software platform is based on the following components: 

• Semantic Search Module: text analysis component with semantic analysis features; 
its objective is to analyze text document coming from intranet and web sources in 
order to automatically extract entities and relationships among them with which to 
build conceptual map useful for a primary illegal crime detecting; 

• Imagery Analysis Module: image analysis component for analyzing multi-spectral 
and SAR images through advanced algorithmic features to mine pattern among 
data; this represents a powerful key to identify and geo-locate sites with potential 
illegal activity; 

• Environmental GIS Module: Geographical information system and geostatistical 
analysis component for spatial data exploration and analysis with the capabilities to 
create statistically valid prediction information from a limited number of data 
measurements. 

• Epidemiological domain Module: aimed at the implementation of a decision 
support system for epidemiological domain experts. 

The applied methodology obtains information structured on which to perform innova-
tive techniques of analysis and correlation of data to generate new knowledge and 
multidisciplinary of the environmental investigation, by using of natural Language 
Processing technologies and the semantic analysis of a large amount of documents 
written in natural language. This added scientific value correlates the data on the spa-
tial distribution of productive activities, hydro-geographical pattern and road  using 
geostatistical Kriging method. Results are structured into a geo-system reference, 
easily accessible by the end-user, highlighting the relationships between the geo-
graphical and non- geographical entities for mapping of risks of illegal spills. The 
illegal burning of waste is known to release toxic substances into the atmosphere. 
Even if such fires are easily hidden among legitimate incineration resulting from the 
more general waste disposal problem, an useful instrument of public complaint is the 
social network distribution of information able to highlight the common uneasiness 
and thoughts of the people.  

Within the Campania Regional Operational Program FERS 2007-2013 the IDES 
Project responds to the specific objective 2.a - Enhancement System for Research and 
Innovation and Implementation of Technology in Production Systems and in particu-
lar the Operational objective 2.1 "Build and strengthen in the field of industrial re-
search and experimental development of science, technology leadership that may lead 
to the placement of substantial shares of the productive fabric, including through joint 
development in the form of advanced services in industrial research and experimental 
development”. The use of tools implemented in IDES opens a window onto the de-
velopment of scientific research in a multidisciplinary arousing interest on the ability 
of the project to develop a comprehensive geo-information product to the user.   
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2.1 Search Method vs. Remote Sensing Technology 

In recent years, many innovative and technological projects Silvestri et al. [4] have 
been developed in order to prove that the remote sensing images have an important 
role in the enforcement and prosecution of environmental crime, such as illegal waste 
management, illicit burning, abandonment, dumping or uncontrolled disposal of 
waste, etc. Also, the improvements to satellite technology is expanding by processing 
of the low-resolution imagery (like Moderate Resolution Imaging Spectroradiometer - 
MODIS), and high-resolution imagery (like IKONOS, GeoEye), and the use of this 
resource as a tool of environmental compliance and enforcement will increase. Re-
mote sensing, developed in GIS domain (by Esri ArcGis software [7]), is used to de-
tective many characteristics of  landfill sites. If these characteristics indicate that the 
landfill have a negative impact to environmental, then these site could be potentially 
illegal. The remote sensing approach requests a tall budget for acquisition and 
processing of imaging. As stated, IDES Project conglobes also remote sensing analy-
sis and data acquisition for the preparation of sample dataset, collected at different 
heights (with the help of aerial work platforms, DRONE, etc.). In this study IDES 
develops the Semantic Search module in order to highlight the advantages of this 
approach respect to monitoring by satellite technology. Note that the geographical 
area, in which this phenomena is developed, is often very wide; so the use of Airborne 
or Satellite platforms lead to costs and time too high.  

Even if the localization of event is well determined tanks to high level of accuracy 
of images resolution, the temporal parameter cannot be continuously explicated be-
cause the research applications couldn’t sustain a such cost of nonstop images acqui-
sitions. In particular, the use of multispectral images can discriminate the different 
spectral responses of objects, but it is necessary to integrate high spatial resolution 
and radiometric images with data geo-archives for the constructing of investigations 
multitemporal not-always achievable. The Cogito approach tries to solve the problem 
of the geo-localization of data in a well-defined temporal space, proved by the human 
sensors (e.g. via social network). 

2.2 IDES – Semantic Search Module 

IDES Semantic Search module aims to demonstrate that the use of natural Language 
Processing technologies and the semantic analysis of the text allows you to extract 
structured or semi-structured information specific to the application domain of IDES 
from a large amount of documents written in natural language. The approach 
integrates information obtained from the analysis of the text with the data made 
available by the institutions participating in the "table" of the project available in GIS. 
Then the use of statistical and geostatistical analysis may provide support to the 
process of characterization of possible environmental crimes both from the point of 
view of scenario analysis both from the point of view of analysis of specific cases. 

The main objective of the Semantic Search module is providing support to the 
identification of potential environmental wrongdoing related to "illegal disposal of 
waste". Illegal waste disposal can take many forms, including: burning of toxic 
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substances, illegal dumping in hydro-geographical lattice, abandonment of waste, fly-
tipping, etc. 

The Semantic Search module rely on Expert System Cogito SEE Suite [6].  
The first step then is to identify the documentary sources in which to execute 

semantic searches. For this purpose, in addition to the national and local press, were 
taken into account some groups on Facebook particularly active in reporting fires and 
neglect abuse. Persons resident in the province of Caserta, daily post in natural 
language on these groups, they report what they see and hear (fire, smoke, burning 
smell, etc.), the place where this happens (the road, the municipality, etc.) and often 
other information. The problem is that the descriptions of these events may be 
inaccurate or incomplete because written in natural language. 

The Semantic Search module has been configured to extract from the post of the 
Facebook group and the national and local press the potential events of "illegal 
disposal of waste". The tool has been configured by expert linguists who have 
analyzed the documentary sources and in collaboration with the IDES project domain 
expert have contributed to the definition of a taxonomy specific domain and a list of 
events (named entities) to be extracted from documents. The extensions of Semantic 
Search tools focused mainly on the implementation of the taxonomy and the 
classification and extraction rules. There are five classes of events: waste disposal, 
burning, discharge of waste, waste traffic, bad smell and altogether 55 subclasses of 
events (named events). For example the class burning contains the events: Burning of 
special waste, Burning of hazardous waste, Burning of discarded tires, The stake of 
asbestos, Burning of waste electrical and electronic equipment, The stake of hospital 
waste, etc.  

For each event retrieved the tool tries to locate even attribute values: 

• Author: name and surname, if specified in the document, the offender (people, but 
also company names etc.). 

• Place: proper name of the place where the event occurs. 
• Type of place: the place where the offence occurs (e.g. marine waters, surface 

waters, soil, underground if you talk such as spills, but also places like railway 
stations, airports etc.). 

• Address: address of the place or event venue type when specified. 
• Date: the date of the event. 
• Type of vehicle: vehicles, such as cars, motorcycles, trucks used for illegal 

trafficking, spills etc. 
• Vehicle: The model of the vehicle. (Grande Punto, Classe A, etc.), if specified 
• Car manufacturer: The manufacturer of the vehicle (Fiat, Alfa Romeo etc.), if 

specified 
• Plate number: The number plate of the vehicle if specified 

Of course it is possible that not all information appear in the text and information 
about an event are not organized into a rigid structure. For example, the address is an 
event attribute and it is not a Place attribute, as would be in a relational schema. This 
structure reflects the actual cases in which disclosures and complaints are incomplete. 
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It is preferred to get in the first instance this semi-structured organization, and per-
form at a later stage the appropriate processing events based on analysis to be carried 
out. The analysis on the events are both the quality and the quantity of extracted data. 

The second extension of the search tool has been the design and the 
implementation of the domain taxonomy. The taxonomy is the hierarchical structure 
used to classify the documents. In this case, the classification is multidimensional, i.e. 
each document may be classified into zero, one, or more nodes. Nodes (or concepts) 
are linked together by IS-A relations. The taxonomy contains 79 concepts, at the first 
level there are 2 main concepts (Waste Management and Waste Transport) and the 
max depth of the taxonomy tree is 5. The taxonomy is designed to support 
information search tie abusive waste disposal in unstructured documents and is very 
dependent on the definition of events. The Semantic Search module indexes all 
documentary sources on a daily basis, although it is possible to define a different 
refresh rate for each document source if necessary. During the indexing process for 
each new document published shall be carried out the following steps: 

• Semantic analysis: all the concepts present in the document are identified and 
disambiguated  using the semantic network present in the module. 

• Classification: the document is classified in none, one or more classes of domain 
taxonomy using the result of the previous analysis and classification rules. 

• Extraction and meta-events: events and meta-events are extracted using the result 
of semantic analysis and extraction rules. Events and meta-events extracts at a 
certain date can be obtained in RDF format. In the RDF model in addition to the 
already described attributes of the event, there are also include: the source 
documents from which data were extracted (e.g. Facebook), the document (e.g. the 
post), the phrase, the date of acquisition, the unique id of the event, the subclass of 
the event, the event class and the event destination. 

 

Fig. 1. Events distribution map on province of Caserta 
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3 Results 

During the first six months of 2013 were indexed approximately 184,000 documents, 
Fig .3(a). The total number of 5 post Facebook groups analyzed is about 5,964 from 
which were extracted 2175 reports of events.  

Only events that have at least one attribute between: address, place, town, type of 
place were processed. If there are multiple place for the same events, it is used the 
attribute with greater precision (i.e.  address is more accurately and the type of place 
and so on). The result of this elaboration can be available in the GIS and therefore can 
be used for geostatistical and spatial analysis. For example, the Fig. 4 shows the 
Kriging model describing the distribution of the events in the province of Caserta. 

4 Conclusion e Future Works 

In this paper, the Semantic Search approach has been developed. In Table 1, the 
advantages and the limitations are shown for each approach. The results obtained by 
Semantic Search approach prove that the applied methodology provides the useful 
and less expensive instrument than satellite and airborne sensor system for 
environmental monitoring to support investigation of potential illicit crime. 

Table 1. Advantages and limitations of different approaches 

 Advantages Limitations 

Satellite approach 

(High Resolution 

Imaging) 

High radiometric sensor resolution  High costs for acquisition database 

High spectral sensor resolution High costs for data interpretation 

High spatial sensor resolution Low temporal sensor resolution  

Georeferencing processing   

Airborne ap-

proach 

High spatial sensor resolution High costs database acquisition  

Detailed information on the composition and 

related physical properties of detected objects 

 

Semantic search 

approach 

High temporal sensor resolution Uncertainty in the event time/date 

Mid/low costs for database acquisition  Uncertainty in the event position-

ing 

 
This approach strongly depends in turn on: the quality of the information provided 

by users and the correct extraction and classification of information from natural 
language texts.  The biggest problem related to the quality of information is the 
possible presence of more posts that refer to the same event. In this case, the same 
event would be retrieved several times and this could have an effect on later analysis. 
In future work we intend to define a measure of similarity between events that allows 
us to identify potential duplicates (same event, same day, same place, etc.) with a 
degree of reliabilityand we plan the preparation of specific domain datasets for 
performance evaluation. 
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Abstract. Recent research has established benefits of rank-level fusion
in identification systems; however, these studies have not compared the
advantages, if any, of rank-level fusion schemes over classical score-level
fusion schemes. In the presence of low quality biometric data, the gen-
uine match score is claimed to be low and expected to be an unreliable
individual output. Conversely, the rank assigned to that genuine iden-
tity is believed to remain stable even when using low quality biometric
data. However, to the best of our knowledge, there is not a deepen in-
vestigation on the stability of ranks. In this paper, we analyze changes
of the rank assigned to the genuine identity in multi-modal scenarios
when using actual low quality data. The performance is evaluated on a
subset of the database Face and Ocular Challenge Series (FOCS) col-
lection (the Good, Bad and Ugly database), composed of three frontal
faces per subject for 407 subjects. Results show that a variant of the
highest rank fusion scheme, which is robust to ties, performs better than
the other non-learning based rank-level fusion methods explored in this
work. However, experiments demonstrate that score-level fusion results
in better identification accuracy than existing rank-level fusion schemes.

1 Introduction

In a typical biometric identification system, the input probe (e.g., a fingerprint
image) is compared to the labeled biometric data in the gallery database (e.g.,
fingerprint database) and a set of similarity scores is generated. Scores are sorted
in decreasing order and based on this ordering a set of integer values or ranks is
assigned to these retrieved identities. The lowest rank indicates the best match;
Hence the corresponding identity is associated with that of the input probe. The
identity of the gallery that corresponds to the true identity of the probe is known
as the genuine identity; otherwise it is called imposter one.

J. Ko�lodziej et al. (Eds.): ICA3PP 2013, Part II, LNCS 8286, pp. 209–216, 2013.
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The recognition accuracy of a biometric system generally decreases in the
presence of low quality biometric data wherein the similarity between the probe
and associated gallery image may be reduced [1] [2]. In such a scenario, the accu-
racy can be improved by incorporating multibiometric system that consolidates
the evidence provided by multiple biometric sources [3] [4] [5]. This work focuses
on fusion at the score-level and rank-level, which are described below:

Score-Level Fusion. Fusion can be applied at match score level, where match
scores output by different biometric matchers are consolidated. This approach
has been widely used since match scores are easy to access and combine. However,
match scores output by different biometric matchers may not be homogeneous:
each matcher can conform to different scales and they may not have the same
interpretation across different matchers (they can be distances, confidences, etc.)
[6]. Thus, before integration, each matcher may have to be transformed into a
common domain via an effective normalization scheme [7]. simple mean fusion
rule, which is commonly used in the literature, is employed in this work.

Rank-Level Fusion. Each matcher ranks the identities in the gallery based on
the match scores between the input probe and these gallery identities. A sorted
list of all the possible identities is generated with the topmost identity being the
first choice [8] (see Fig. 1). Ranks are expected to offer a consistent comparable
output across different matchers without requiring normalization. Let R=[rij ]
be the rank matrix in a multi-biometric system where rij is the rank assigned to
the identity Ii by the jth matcher, i=1. . . N and j=1. . . K. A reordered statistic
ri is computed for each user Ii such that the highest consensus rank is assigned
to the user with the lowest value of r.

In the presence of low quality biometric data, the genuine match score is
claimed to be low. When combining multiple matchers, such a match score is
expected to be an unreliable individual output, able to confuse a score level
fusion algorithm and result in a potential identification error. Conversely, rank
information is believed to be a relatively stable statistic. Further, the rank as-
signed to that genuine identity is expected to remain stable even when using
low quality biometric data [9]. However, this statement has been argued but not
experimentally demonstrated.

The contribution of this paper is to analyze the robustness of rank level and
score level fusion schemes when using low quality data. This paper is organized
as follows: Section 2 discusses benefits and drawbacks of ranks, and presents the
approaches for fusion at rank level used to conduct this study. Section 3 reports
results and Section 4 summarizes the conclusions of this work.

2 Exploiting Rank Information

Several works have focused on the problem of enhancing the performance of rank
level fusion schemes in adverse operational environments (i.e., noise input data,
etc.).

Monwar and Gavrilova presented a Markov chain approach for combining rank
information in multimodal biometric systems comprising face, ear and iris [10].
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Fig. 1. For systems operating in identification mode, an input probe is compared
against a set of galleries to determine the pertaining identity. A set of ranked scores
pertaining to the different identities in the gallery database. The lowest rank indicates
the best match and the identity corresponding to it is assigned to the input probe.

Their experiments showed the superiority in accuracy and reliability over other
biometric rank aggregation methods.

Abaza and Ross proposed a quality-based Borda Count scheme that is able
to increase the robustness of the traditional Borda Count in the presence of low
quality images without requiring a training phase [11]. Marasco et al. proposed
a predictor-based approach to perform a reliable fusion at rank level. In such
a scheme, a predictor (classifier) was trained using both rank and match score
information for each modality and designed to operate before fusion [12].

2.1 Benefits of Using Ranks

Ranks describe the relative order of the gallery identities, and they carry less
information than the true values of match scores, as nothing is retained of the
notion of distance (or similarity) between the probe and each gallery. Ranks can
be referred to as ordinal variables since they only carry information about the
relative ordering of the different identities. There are cases where the informa-
tion about how the different identities are ranked can be useful. First, match
scores may be not available for those systems that output only a list of candi-
date identities [13], [14]. Second, when conducting statistical parametric tests,
distributions of match scores are assumed to be normal [15]. These tests may
be heavily sensitive to the normality assumption and fail when the considered
distributions are not normal. Using ranks instead of match scores, can lead to
more robust results. Further, in cases where monotonous transformation are ap-
plied to match scores, the corresponding ranks are kept unchanged. Ranks do
not change when the scale on which the corresponding numerical measurements
changes [16]. Finally, as stated in the introduction, when combining multiple
modalities, the fusion of ranks does not require a normalization phase as typi-
cally needed with heterogeneous match scores [17].
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2.2 Fusion at the Rank Level

In order to evaluate the robustness of ranks and scores in the presence of low qual-
ity data, Marasco et al. [18] introduced a concept of rank stability. We will apply
this method for experiments in this paper. The existing approaches for fusion
at rank level can be categorized as learning-based schemes or non learning-based
schemes. The evaluation is conducted by considering approaches that combine
ranks with no learning. Methods which require a learning phase may be biased
to a specific training set; while results on other sets may change dramatically.
However, we also implement one of the existing learning-based fusion rules in
order to observe the impact of the choice of the training set on the matching
performance of the test set.

Let K be the number of modality matchers to be combined and N the number
of enrolled users. Let rij be the rank assigned to the jth identity in the gallery
by the ith matcher, i = 1 . . .K, and j = 1 . . .N .

Traditional Highest Rank. This method obtains consensus ranking by sorting
the identities according to their highest rank. The advantage of this method lies
in utilizing the best of the combined matchers. However, this method may lead
to one or multiple ties. This drawback can be effectively addressed by applying a
variant of the traditional highest rank fusion rule, referred to as Modified Highest
Rank, and formulated below [11]:

Ri =
K

min
k=1

rik + εi, i = 1, 2, ...N (1)

where εi =
∑K

k=1 rik. The advantages of the lowest rank are maintained and the
epsilon factor is just used to break the ties.

Traditional Borda Count. In this method the consensus ranking is obtained
by summing the ranks assigned by the individual matchers, see Eqn. (2). This
approach is highly vulnerable to the effect of weak matchers since it assumes
that all the matchers present the same classification capability. This method
assumes that the ranks assigned to the identities in the gallery are statistically
independent and that the performance of all the matchers are uniform.

Quality-based Borda Count. This method is a redefinition of the traditional
Borda Count where the input data quality is incorporated in the fusion scheme
as follows:

Ri =

K∑
k=1

Qikrik, i = 1, 2, ...N (2)

Qik is defined as Qik = min(Qi, Qk), where Qi and Qk are quality of the probe
and the gallery data, respectively [11]. Adding weights, to the matcher outputs,
leads to a reduction of the effect of poor quality biometric samples.

Logistic Regression. In this method, the fused rank is calculated as a weighted
sum of the individual ranks [19], and is defined in the following equation:

Ri =

K∑
k=1

wikrik, i = 1, 2, ...N (3)



Impact of Biometric Data Quality on Rank-Level Fusion Schemes 213

In order to combine modality matchers with non-uniform performances, the
ranks produced by each modality matcher should be appropriately weighted.
The weights reflect the relative significance of the corresponding unimodal out-
put [20]. The weight w assigned to the different matchers is determined in the
training phase of Logistic Regression. This fusion rule is robust in the presence
of matchers with significant differences in performance; however, its main draw-
back lies in requiring a learning phase to determine the weights. This negatively
impacts the reliability of the final decision [21].

3 Experimental Results

This section starts by discussing the database, demonstrates various experiments
to compare the performance of score and rank level fusion schemes using low
quality input data, and discusses the results of these experiments.

3.1 Datasets

The performance of the proposed strategy was evaluated using a subset of the
Face and Ocular Challenge Series (FOCS) collection (the Good, Bad and Ugly
database). Images from the Face and Ocular Challenge Series (FOCS) database
are of frontal faces taken under uncontrolled illumination, both indoors and
outdoors. The partitions of interest are referred to as Good and Ugly, that have
an average identification accuracy of 0.98 and 0.15 respectively 1.

The used dataset composed of 407 subjects, three frontal instances of faces:

– two high quality images (from the Good dataset)
– one actual low quality image (from the Ugly dataset)

Figure 2 shows examples of high and low quality face images. PittPatt2 soft-
ware was used for generating the face match scores. These results are generated
from two different matching scenarios: both the gallery and probe are not de-
graded, referred to as Good-Good and the gallery is not degraded, but the probe
is degraded, referred to as Good-Ugly.

3.2 Score and Rank Levels Fusion Comparison

Figures 3 show histograms of the match score value of the genuine identity for
high and low quality face probes, compared to the rank value. Ranks (scores)
are stable if the rank (score) assigned to the genuine identity when using high
quality probes does not change when using low quality probes. A difference in
ranks (scores) between high and low quality equal to zero indicates stability.
Visually, the distributions of the differences of ranks (and match scores) suggest
that ranks are more stable than match scores.

In this section, we report results obtained when integrating ranks in multi-
modal biometric systems, and compare them to the performance achieved using
scores.
1 http://www.nist.gov/itl/iad/ig/focs.cfm
2 http://www.pittpatt.com/
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Fig. 2. Examples of a high quality (Good) and low quality (Ugly) face images

(a) (b)

(c) (d)

Fig. 3. Row 1. Histograms of ranks assigned to the genuine identity for the face modal-
ity taken from Good Ugly real database; a) High Quality (Good); b) Low Quality
(Ugly). Row 2. Histograms of match scores of the genuine identity for the face modal-
ity taken from Good Ugly real database; c) High Quality (Good); d) Low Quality
(Ugly).
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Fig. 4. Fusion of one face and two fingerprints: a) face is non-degraded, fingerprint is
under degradation; b) both face and fingerprints are degraded. The face modality is
taken from the GBU data set of the FOCS database and both fingerprints from WVU
database.

4 Conclusion

This study carried out an investigation regarding the stability of the rank in the
context of biometrics. Further, we analyzed different non learning-based rank
level fusion schemes in the presence of both synthetically degraded fingerprint
images and actual low quality face images. The experiments showed that rank is
stable when the degradation level of the low quality image is not very significant.
When the level of degradation is significant, both ranks and scores are not stable.
Further, ranks are more stable than scores since they present a higher rank
correlation coefficient value. (However, the performed study may be dependent
upon the matcher used).
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Abstract. Up-to-date medical image processing is currently based on
very sophisticated algorithms that often require a large computational
load not always available on conventional workstations. Moreover, al-
gorithms are in continuous evolution and hence clinicians are typically
required to update their workstation periodically. The main objective of
this paper is to propose a secure and versatile client-server architecture
for providing these services at a low cost. In particular, we developed a
plug-in allowing OsiriX - a widespread medical image processing appli-
cation dedicated to DICOM images coming from several equipments -
to interact with a system for automatic detection of suspicious lesions
in breast DCE-MRI. The large amount of data and the privacy of the
information flowing through the network requires a flexible but compre-
hensive security approach. According to NIST guidelines, in our proposal
data are transmitted over SSL/TLS channel after an authentication and
authorization procedure based on X.509 standard digital certificate asso-
ciated with a 3072bit RSA Key Pair. Authentication and authorization
procedure is achieved through the services offered by Java JAAS classes.

Keywords: Big Data, Client-server, JAAS, TLS/SSL, DCE-MRI.

1 Introduction

Over last years the need of big-data computing is growing in many scientific
disciplines. This also applies to medical research areas, with a closer and more
direct impact on everyday life. Modern medical imaging technology (MRI, TAC,
etc.) collects big amounts of patient’s data that have to be suitably interpreted
and analysed to produce a proper diagnosis in a reasonable (clinical) time. Ac-
cordingly, up-to-date processing of medical images is based on very sophisticated
algorithms that often require a significant computational load, not always avail-
able on conventional workstations. Moreover, algorithms are in continuous evo-
lution and hence clinicians are required to update their workstation periodically.

Some papers addressed so far this problem. Scheinine et al. [1] propose an
Object-Oriented Client-Server System for Interactive Segmentation of Medical
Images based on JAVA for the client and CORBA for the distributed system,

J. Ko�lodziej et al. (Eds.): ICA3PP 2013, Part II, LNCS 8286, pp. 217–224, 2013.
c© Springer International Publishing Switzerland 2013
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connected by a TCP/IP socket protocol. Mayer et al. [2] implemented a ’process-
ing on demand’ client-server architecture for 3D image processing in which the
computation load is all on the server side, while the client requests the desired
images one slice (2D) at a time. At last, Sherif et al. [3] present an evolution of
the open standard DICOM to support communication between DICOM entities
over a TCP/IP network.

The above cited papers were mostly designed for computing systems belonging
to several generations ago, unable to handle even simple tasks like 3D visualiza-
tion. Moreover, their focus is on the architecture, omitting an evaluation about
the severe and complex security and privacy issues associated with the cloud
computing [4].

This paper describes the design and the implementation of a secure client-
server architecture able to provide advanced medical image processing operations
(like automatic lesion detection, image registration, etc.) through the cloud.

The client takes care of simple tasks. When an operation with a high compu-
tational burden is required, the client side plug-in gathers protocol information
(acquisition time, field of view, voxel spacing, TR/TE, thickness and acquisition
time), produces an intensity file, compress it and submits the request to server.
The server recognizes the requested operation, starts the most suitable procedure
at hand and sends back results to the client. This operation is completely asyn-
chronous: the client may require multiple tasks simultaneously and get back to
usual operations waiting for server results. The server implementation is hidden
to the client: operations are totally decoupled and the server can implement any
architectural choice (cluster based system, GPU based, etc.) or upgrade itself
at any time without client side modification. This gives rise to an highly gen-
eral and versatile architecture. Underlying security polices complies with NIST
recommendations [5]: privacy is guaranteed by data anonymization and 128bit
TLS cryptography, while security is guaranteed by a symmetric 3072bit RSA
certificates system.

As case-study, we have chosen cancer diagnosis for its worldwide diffusion [6].
To increase early detection, additional medical imaging techniques started to
be used together with conventional screening procedures. This produces a big
amount of information, giving rise to a big-data analysis problem. In particular,
we focus on breast cancer and on Dynamic Contrast Enhanced Magnetic Reso-
nance Imaging (DCE-MRI) that has demonstrated a great potential in screening
of high-risk women, in staging newly diagnosed breast cancer patients and in as-
sessing therapy effects [7] thanks to the possibility to visualize 3D high resolution
dynamic (functional) information not available with conventional RX imaging.

On server-side we implement a system for automatic detection of suspicious
lesions in breast DCE-MRI [8,9,10]; as client-side medical image tool we decided
to support OsiriX [11], due to its powerful interface and since it has an open plug-
in system. The paper is organized as follows: in Sec. 2 we present the design of
the proposed architecture, together with system requirements and specifications.
A case-study is presented in Sec. 3, while some preliminary testing results are
reported in Sec. 4. Finally, we draw some conclusions in Sec. 5.
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2 System Design and Implementation

2.1 System Requirements

The aim of the proposed work is to define a complete architecture for advanced
medical images analysis in a secure and versatile client-server environment at a
low cost. This means that the proposed system is not an image processing soft-
ware by itself, but a remote support tool to constantly improve the local (i.e.,
client side) medical image processing software.
During the system design, some requirements and constraints have been consid-
ered. In particular, the system:

– must be secure and ensure patient privacy, making use of steady standards
– should be flexible and versatile (server side)
– should be independent of the particular network technology adopted to con-

nect client and server
– should be compatible (or easy to extend) to common medical image process-

ing software (client side)
– should have an user-friendly GUI (client-side)
– must be quite fast (to be used in a clinical environment) and let the end user

continue his work (even on different patients) during server side operation.

2.2 System Overview

The client establishes a SSL/TLS channel over a TCP/IP connection. Security
is improved by a symmetric authentication policy, issued during user registra-
tion as an authorized client. Certificates contain a Public Key and a Signature,
both used to identify the user on server-side and to grant access to server fea-
tures. The procedure for authentication and authorization through certificates
is achieved by means of Java services. In particular we used Java Authentication
and Authorization Service (JAAS) [12] classes: this choice guarantees compatibil-
ity over different networks architecture supporting the TCP/IP stack protocols
and portability (all virtualization is made by the Java Virtual Machine).
The entire architecture is composed by three main modules (see Fig. 1):

– Client software: a client side medical images processing software with a plug-
in system to interact with the described system

– jSecureSync: the Java synchronization system (composed by a client side
and a server side application)

– Server software: any advanced medical image processing framework able to
interact with JSecureSync

To interact with the proposed system, Server software has to track jSecureSync
file system activity and, when data have been received, performs the requested
procedure and provides results back to JSecureSync using file system. It simi-
larly happens for the client side, where many medical images processing software
can be supported.
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Fig. 1. The proposed architecture

The jSecureSync configuration files contain paths of data directories with
relative read/write permissions, ensuring folders access with the required safety
criteria. To reduce the transmission overhead, JSecureSync always performs a
compression before starting a transmission.

2.3 System Specifications

Protocol Clients and server communicate through a very simple (with low
overhead) protocol, whose commands are:

– [C → S] HELO: client has to open a synchronization process with the server
– [S → C] OK v1.0: the server acknowledges and, at the same time, it informs

the client about the protocol version
– [C → S] C SND RQ: the client requests to synchronize a file
– [S → C] S SND ACK: the server allows the client to send over the channel
– [S → C] S SND RQ: the server requests to synchronize a file
– [C → S] C SND ACK: the client allows the server to send over the channel

Security Specifications. The client/server establishes a stateful SSL/TLS
channel in a TCP/IP tunnel, over which command and data are transmitted.
During the handshake, client and server define the connection security parame-
ters according with the 2012 NIST recommendation [5]. After jSecureSync client
installation, the user is asked to register. The system produces an unique X.509
standard digital certificate associated with a 3072bit RSA Key Pair, both stored
on client side. The certificate is required to open the SSL/TLS channel and to
authenticate the client on the server.

The channel uses TSL protocol with shared session key agreement based on the
Elliptic curve Diffie-Hellman (ECDH) [13,14] algorithm; Cipher-Block Chaining
(CBC) is adopeted and data is encrypted with a 128bit key AES algorithm [15].
NIST encoded string is ”TLS ECDHE RSA WITH AES 128 CBC SHA” [16].
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3 Case-Study: Breast DCE-MRI Automatic Lesion
Detection

Although the system architecture is versatile and also independent of the acqui-
sition protocol, in order to show it in a real case, in this section we describe its
application to the analysis of breast DCE-MRI T1-weighted FLASH 3D coronal
images (TR/TE: 9,8/4,76 ms; flip angle: 25 degrees; field of view 330 x 247 mm
x mm; matrix: 256 x 128; thickness:2 mm; gap: 0; acquisition time: 56s; 80 slices
spanning entire breast volume). For each patient, 10 series were acquired: one
series (t0) was acquired before and 9 series (t1-t9) after intravenous injection of
0.1 mmol/kg of a positive paramagnetic contrast agent (Gd-DOTA, Dotarem,
Guerbet, Roissy CdG Cedex, France). Data coming from a single patient occu-
pies about 110 MB.

On server-side we implement a system for automatic detection of suspicious
lesions in breast DCE-MRI [8,9,10]; as client-side medical image tool we decided
to support OsiriX [11], due to its powerful interface and since it has an open
plug-in system.

The plug-in window (see Fig. 2) allow the user to send patient’s data (selecting
the required operation), to check in-service operation (with an estimation of the
remaining time) and to gather the results.

Fig. 2. The OsiriX plugin GUI

On the arrival of the results, jSecureSync alerts user by means of a pop-up.
Clicking on the ’Import Results’ button, the OsiriX 3D viewer interface is loaded
and the automatically detected lesions are showed.

4 Testing

To verify the client-server architecture benefits in advanced medical images anal-
ysis, some preliminary testing was performed. Tab. 1 compares the total oper-
ation time, made up of both transmission time and server computational time,
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in the client-server architecture (a 2x Quad Core Xeon 3.0Ghz 32GB RAM has
been used as server) with the time needed by the same operation when it is
totally performed on a typical OsiriX workstation (Apple iMac with Intel Core
2 Duo 2.0 GHz with 3GB RAM).

Table 1. Performance comparation of remote computing time (including Client to
Server transmission, image segmentation on the Server and Server to Client transmis-
sion) versus local computing time over ten patients

Remote Computing Local Computing

Patient C → S Segmentation S → C Total Trasmission Segmentation
ID time time time time

p1 29.73 134.94 1.24 165.91 18.67% 1142.13

p2 28.34 158.48 2.04 188.85 16.09% 1322.21
p3 30.14 149.36 1.80 181.30 17.62% 1211.98

p4 30.27 115.48 1.55 147.30 21.60% 998.30

p5 31.32 148.99 1.65 181.96 18.11% 1223.94

p6 28.84 147.32 1.35 177.50 17.00% 1523.54

p7 29.71 152.82 1.81 184.35 17.10% 1342.35
p8 30.12 121.63 1.23 152.98 20.49% 1083.15

p9 30.42 143.27 1.72 175.42 18.32% 1263.65

p10 28.73 168.47 1.93 199.14 15.39% 1526.23

Average 29.76 144.08 1.63 175.47 17.89% 1263.74

Note that, in order to reduce the transmission overhead, JSecureSync always
performs a lossless compression before starting a transmission. We performed an
experimental evaluation (Tab. 2) to choose the compression level that optimize
both compression and transmission time (over a 10/100 Mbps network). Due
to the relevant correlation of medical images data, best results are obtained by
using the fastest compression (level 1).

Table 2. Analysis of the compression phase. Times are averaged over ten patients.

Compression Original Compressed Compression Compression Trasmission

Level Size (MB) Size (MB) Ratio (%) Time (s) Time (s)

0 (Store) 111 111 0.00% 0.75 12.38

1 (Fastest) 111 34 69.36% 3.47 3.82

3 (Fast) 111 34 69.36% 3.55 3,76

5 (Normal) 111 32 70.85% 16.88 3.68
7 (Maximun) 111 31 71.66% 45.54 3.61

9 (Ultra) 111 31 72.12% 116.96 3.50



A Secure OsiriX Plug-In for Detecting Suspicious Lesions 223

5 Discussion and Conclusions

In this work we have proposed a secure client-server architecture able to provide
advanced medical images processing services at a low cost. In particular, we
developed a plug-in for the OsiriX environment that can interact with a system
for automatic detection of suspicious lesions in breast DCE-MRI.

In the proposed work the client only accomplishes simple tasks and asyn-
chronously requests advanced medical images processing to the server. Server
and client works are totally decoupled, allowing the server to upgrade or up-
date hardware and/or algorithms, to add new functionalities, to improve results,
and so on, without any alteration on the client. This results in a very versatile
architecture.

The whole architecture is designed with a special focus on privacy and security,
through a 128bit SSL/TLS cryptography system and unique X.509 standard
digital certificate associated with a 3072bit RSA Key Pair, accordingly with the
2012 NIST recommendations.

Future works will focus on parameter optimizations (refresh time, symmet-
ric/asymmetric compression), through real cases testing, and performance im-
provements (as distributed or GPU computing). A mobile version of the client
will be also developed, to have an easy access and to smartly manage medical
images. All operation could be requested from a mobile (phone, tablet) device
and the results will be automatically synchronized with the workstation. We
also would standardize the protocol of the presented architecture for modern
medical image client-server applications, as a low-cost, secure, highly scalable
and versatile architecture. Some improvements will be applied on the authenti-
cation phase, too. The adherence to the X.509 standard will allow certificates
validation through a trusted third party Certification Authority. At last, a native
auto-adaptive server-side architecture will be defined.
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Abstract. In EHR systems, most of the data are confidential concerning the 
health of a patient. Therefore, it is necessary to provide a mechanism for access 
control. This has not only to ensure the confidentiality and integrity of the data, 
but also to allow the definition of security policies which reflect the need for 
privacy of the patient who the documents refer to. In this paper we define a new 
Access Control (AC) model for EHR systems, that allows the patient to define 
access policies based on her/his need for privacy. Our model starts from the 
RBAC model, and extends it by adding characteristics and components to man-
age the access policies in a simple and dynamic manner. It ensures patient pri-
vacy, and for this reason we refer to it as a patient-centric AC model.   

Keywords: Access control model, privacy, EHR, patient consent, patient  
centric. 

1 Introduction 

Electronic Health Record (EHR) systems enable the collection and sharing of elec-
tronic clinical maintained information about an individual’s lifetime health status. 

They provide a variety of high-level services that reduce medical errors and im-
prove the quality of care. Iakovidis [2] defined an Electronic Health Record as “digi-
tally stored healthcare information about an individual’s lifetime with the purpose of 
supporting continuity of care, education and research, and ensuring confidentiality at 
all times”. The EHR system manages sensitive data, that should be protected from 
unauthorized access. For this reason it is necessary to ensure the confidentiality of and 
to guarantee the quality and integrity of the data. To meet the needs for integrity, con-
fidentiality and quality of data a widely used mechanism is Access Control (AC). An 
AC model for EHR systems should allow the definition of security policies that re-
flect the patients' needs for privacy. The European Data protection law [4] identifies 
the needs of patients privacy, they must have the ability to know how to their docu-
ments are accessed by users who have access rights on them and also it specifying 
that the management of access control must be more easily and quickly accessible in 
cases of emergency, and confirming the property of purpose, whereby the data must 
be used for the purposes indicated.  
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In literature, there are different access control models. Among these, the one most 
widely used for Health Information Systems [8, 9], is Role Based Access Control 
(RBAC) [1], which is based on the concept of the role to evaluate access to the ob-
jects on a system. Specifically, this model was standardized by NIST [5]. Unfortu-
nately, the RBAC model does not fit well to the needs required by the EHR systems, 
because it is static and the association between roles, operations and objects being 
made upstream and being defined by the system. To have more flexibility Attribute-
Based Access control (ABAC) has been introduced [6], a system that contemplates 
the use of additional attributes associated with the role. This model, however, does 
not offer privacy management to the patient either.  

A model, which focuses on the need for definitions of policy related to the re-
quirements of patient privacy, is the Privacy-Role Based Access Control Model (P-
RBAC) [11]. This model is an extension of the RBAC model, in which not only the 
role and the permissions, that such a role has on the required object, are considered, 
but also the purpose of the access to the object and the defined privacy policies in 
compliance with the user’s will. Each of these responds just partially to patients' 
needs for privacy, as most of them have limitations in the possibility of accurate and 
flexible management of the security policies. On the contrary the aim of our model is 
to obtain the maximum accordance between what the access policies allow us to de-
fine and what the patients want to define.  

In this paper we define a new model to allow the patient to define access policies 
based on her/ his need for privacy. Our model starts from the RBAC model, and ex-
tends it by adding characteristics and components to manage the access policies in a 
simple and dynamic manner. It ensures patient privacy, and for this reason we refer to 
it as a patient-centric AC model. Another fundamental aspect taken into consideration 
in the definition of the model presented in this paper is the ability to manage access to 
clinical documents in emergency situations. 

The paper is organized as follows. In Section 2 our model is presented. In Section 
3 an AC flow chart using the proposed model is shown. Section 4 presents a possible 
scenario that highlights the features of the model. Section 5 concludes the paper and 
outlines some future work. 

2 The Proposed Access Control Model  

In this section we present our proposal, that extends the RBAC model to meet the 
needs of EHR systems for access control. In these systems, the patient plays a central 
role. Therefore, within the definition of the access control model, satisfying patient 
needs is of fundamental importance. Patients should be able to trust the system and 
should be able to specify the privacy associated to their documents. 

An EHR system maintains a set of sensitive information related to a specific pa-
tient. Therefore, it is necessary that the data is accessible only to authorized subjects. 
In our solution, the patient-centric model, it is the patient who has full decision-
making power in defining the security policy. The patients must be able to specify 
who can do what on their documents and must be able to change quickly and easily 
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the rights of access. Furthermore, the patient must be able to hide her/his documents 
from specific healthcare practitioners previously granted the rights of access and to 
provide access to healthcare practitioners that had not been entitled to access the doc-
uments. Patients need to have the ability to know how their documents are accessed 
by users who have access rights on them, in accordance with the property of Disclo-
sure, indicated by the related EU directive [4]. Our model extends the RBAC model 
with further components, in order to obtain a model attentive to the needs of the pa-
tients (privacy) and at the same time to allow emergency access, as with the BTG-
RBAC [3]. The resulting model is an attribute-based solution, in the sense that it 
grants or denies access to certain operations depending not only on the role (as in the 
RBAC model) but also on other attributes. In our model, the attribute Purpose is par-
ticularly relevant, in that it indicates the intent of access to the document, and it al-
lows us to satisfy patient privacy needs, as shown below. In Figure 1 the different 
model components and the relationships between them are shown: the components 
introduced in our model are colored in red; the others are taken from the RBAC stan-
dard model [16]. 

 

Fig. 1. - The proposed model. The components introduced in our model are colored. The figure 
shows how the patient interacts with the model. 

The components introduced in our model are the Purposes Component, List Compo-
nent, and Able and NAble relations. The first component that we propose is the Pur-
poses component. The use of this element in the model allows a management in fine 
detail (compared to the RBAC model) of patient’s privacy through the security poli-
cies. It allows also a faster handling in the case of access to the system in Emergency 
mode (when the access Purpose is "emergency"). It is possible with the use of the 
Purposes component, associated with a list of storing purposes, to ensure access to a 
document only for the purposes for which the document has been stored. Upon an 
access request to a document, the AC model checks if the access purpose is compati-
ble with one of those for which the document is stored; otherwise, access is denied. In 
our model, the purpose management is hierarchical. An example of a purposes hie-
rarchy in an EHR system is given in Figure 2. If the purpose associated with a docu-
ment is Medical Care, this will automatically be associated with all the related leaf 
node purposes, for example Specialist, Medical Check, Pathology and Dental Care. 
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(i) lists of users/roles authorized to access; (ii) lists of users/roles that are not au-
thorized to access; (iii) list of hierarchical storage purposes (as in Figure 5). 

 

Fig. 5. Document and associated information in EHR System 

Suppose that the document to which a user makes a request to access is "Labora-
tory Report" (Figure 5), characterized by the following properties: 

• Lists Able associated: List One consisting of role Orthopedic Specialist, and 
user id001; List Two consisting of role General Practitioner and user id111. 

• List NAble associated: List Three consisting of users id334 and id343. 
• Set of stored purposes: Study, Specialist, Medical Check, Emergency. 
Let us consider the following three scenarios where a "Laboratory Report" doc-

ument is requested: 

• Scenario 1: Supposing that an orthopedist with ID equal to Id005 requests the 
access the document for a medical check purpose (the access purposes is Medical 
Check), he/she will obtain a grant to access the document, since he/she is 
includes in the list one (Able users) and the access purpose is compatible with the 
stored purpose. 

• Scenario 2:If the access request is performed by an orthopedist with id equal to 
Id334 with a scope of  medical check, the AC model denies the access to the 
document since the user ID is contained in the  NAble list. 

• Scenario 3: Let us assume that an orthopedist with ID equal to Id334 tries to 
access to the document within the contest of an emergency (access purpose is 
emergency) then, the AC model returns the grant because the access purpose is 
Emergency, by behaving like the BTG-RBAC [3]. 

5 Discussion and Conclusions  

In this paper we have introduced a new Access Control model for EHR systems. In 
fact, we have started from the RBAC model, and extended it by adding characteristics 
and components to enable the patient to manage in a simple and dynamic manner the 
access policies (via the List component). The AC patient-centric model introduced in 
this paper changes the role of the patient in the management of security policies in an 
EHR system. In this way, we have obtained a management of an EHR system similar 
to the one typically used for the Personal Health Record (PHR), where the patient 
plays a key role, as he/she is directly responsible for the management of health  
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information. This model opens up possible scenarios of research of an AC model for 
EHR and PHR systems.  A possible evolution of the work is to define a framework 
for complete management of the AC in the EHR system, as it is done in [10], where 
an example of a framework to protect data based on an AC is shown. Furthermore, an 
evolution of the model presented in this paper could meet the privacy needs of health-
care organizations, which must provide protection to the data that they hold. Consi-
dering the advent of the Cloud Computing paradigm and the concrete possibility of 
using this paradigm to realize an EHR system, we plan to develop the proposed AC 
model in order to analyze it in the context of Cloud Computing. We also aim to vali-
date the presented model in order to obtain experimental results by using this model 
for access control in the EHR system in an XACML architecture. 
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Abstract. Mobile social networks (MSNs) enable users to discover and
interact with existing and potential friends in both the cyberspace and
in the real world. Although mobile social network applications bring us
much convenience, privacy concerns become the key security issue af-
fecting their wide applications. In this paper, we propose a novel hybrid
privacy preserving matchmaking scheme, which can help users to find
their friends without disclosing their private information from multiple
MSNs. Specifically, a user (called initiator) can find his best-matches
among the candidates and exchange common attributes with them. How-
ever, other candidates only know the size of the common attributes with
the initiator. The simulation results indicate that our scheme has a good
performance and scalability.

Keywords: privacy preserving, matchmaking protocol, mobile social
network, homomorphic encryption.

1 Introduction

With the popularity of personal hand-held mobile devices (e.g., smart phones
and PDAs), mobile users can access plenty of Internet services, which brings
convenience to users and improves social relationships. Mobile Social Networks
(MSNs) provide ad-hoc networking functionality through the Internet, which
enables mobile users to search and manage friends, build friendship connectivity,
and further disseminate, query and share interesting data sources among them.

Matchmaking can help users to discover and make friends with others who
share common attributes (e.g., interests). However, these applications raise a
number of privacy concerns [1]. For example, if users’ private attributes are
directly exchanged with each other, the adversaries may easily collect users’
personal information in either active or passive ways, which may be exploited
for unauthorized purposes. To protect users’ private information, it is essential
to make sure that only the minimal personal information is disclosed during
the matchmaking process and that the disclosure only goes to as few users as
possible.
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In this paper, we propose a novel privacy preserving matchmaking scheme for
multiple mobile social networks, which adopts a hybrid architecture to reduce the
burden of servers and satisfy certain security requirements. Our matchmaking
protocol is based on the polynomial evaluation, which consists of two phases: (1)
finding the best matches among numerous users; (2) exchanging the common
attributes with them. Homomorphic encryption and (t, w)-Shamir Secret Sharing
Scheme [2] are used to guarantee private computation of intersection set. The
experimental results indicate the effectiveness of our matchmaking scheme.

2 Related Work

The core component of a matchmaking system is the matchmaking protocol. A
matchmaking issue can be described as a private set intersection (PSI) problem
or a private cardinality of set intersection (PCSI) problem [1]. A huge body of
research have been done on PSI protocols and PCSI protocols, which can be
classified into three categories:

In [3], Freedman et al. proposed a PSI protocol which is based on polynomial
evaluation for the first time. The homomorphic encryption and balanced hash-
ing are used to guarantee private computation of intersection set. However, the
protocol is one way, that is, only the client knows the intersection set while the
server knows nothing. So the protocol cannot be used in a distributed environ-
ment. Later, Kissner et al. [4] achieved a two-way privacy preserving intersection
computation on multisets by employing the mathematic properties of polyno-
mials. Ye et al. [5] extended the scheme proposed in [3] to a distributed private
matching scheme by using a secret sharing scheme.

Agrawal et al. [6] proposed a protocol which takes the power function f (x) =
xe mod n as communicative encryption and achieves linear complexity. However,
it is a one-way protocol and doesn’t take the defense to malicious attacks into
consideration. Xie et al. [7] revised the protocol to defend against malicious
attacks. A two-party PSI protocol in game-theoretic setting using crypto-graphic
primitives is built in [8]. Commutative encryption is used as the underlying
cryptographic primitive.

Freedman et al. [9] proposed the idea of constructing a set intersection protocol
from the oblivious pseudo-random function(OPRF). Revisiting this idea, Hazay
et al. [10] utilized specific properties of the Naor-Reingold PRF in order to
achieve high efficiency in the presence of both semi-honest and malicious models.
Recently, Jarecki et al. [11] presented a very efficient protocol for computing a
pseudo random function with a committed key (informally, this means that the
same key is used in all invocations), leading to an efficient PSI protocol.

Since most previous protocols are two-way, i.e., both two parties can ob-
tained their intersection set at the end of protocol. Directly applying them to
the matchmaking problem may lead to the leak of unnecessary attributes in-
formation. We propose a two-phase matchmaking protocol based on polynomial
evaluation, which only allows the best-matched users exchange their common
attributes with the initiator mutually.
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Fig. 1. System architecture Fig. 2. Procedure of our matchmaking
scheme

3 System Design

The system is designed to help a user (called initiator) find his best-matches
among multi-parties(called candidates) from multiple MSNs, where the best-
match means the user who shares at least ω (a threshold set by the initiator)
attributes with the initiator.

3.1 System Architecture

Our matchmaking system consists of four components as shown in Fig. 1.
1) Mobile users : Including the initiator and a group of users from different

MSNs, each of whom possesses a set of attributes.
2) The Verification Server (VS): Which is used to manage users’ public keys

and attributes information, deal with the deception cases. To initialize a user’s
identity and attributes, the VS assigns an identity certificate to him and signs his
polynomial coefficients created by his attributes. In our matchmaking protocol,
system distributes signed identity certificate (ID) to users (e.g., Alice). Each
user sends his public key and encrypted polynomial coefficients (we compactly
represent them as εpk(P (y))) to the VS. Then the VS signs εpk(P (y)) and returns
signvs(ID||εpk(P (y))) to the user.

3) The Online Server (OS): Where mobile users can register their public
attributes sets and friend lists.

4) The Anchor Servers (ASs): Which are semi-honest, having two basic func-
tions: participating in the calculations to reduce the client-side computational
burden and detecting malicious attacks.

3.2 Matchmaking Protocol

Fig. 2 shows the procedure of our matchmaking scheme.
Stage 1: Each user distributes his attribute set to w ASs using (t, w)-Shamir

Secret Sharing Scheme, where the correctness of each share is publicly verifiable.
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Table 1. Computation of |A ∩B|

Matchmaking Protocol: Phase 1

Setup: Every user has a public and private key pair (ε,D) for encryption. For Alice,
it is (pkA, skA) and for Bob, it is (pkB, skB). Each ASl also has a public and private
key pair (pkl, skl). Each user will do step a)-d). For future reference, we do it for
Alice.
a). Alice uses (t, w)-Secret Sharing scheme to distribute her attributes
set A = {a1, a2, . . . , an} to w ASs verifiably, where the verification vec-
tor 〈{A0,i}ni=0, {A1,i}ni=0, ..., {At−1,i}ni=0〉 is broadcast in item c) and the share
(β�,0, · · · , β�,n) sent to ASl is encrypted using pkl. Note (β�,0, · · · , β�,n) is the vector
of coefficients of Fl(y).
b). εpkA(P (y)) has been registered at VS who returns a certificate certA =
signvs(Alice||εpkA(P (y))) to Alice.
c). Alice authentically broadcasts the following to w ASs:
(I) certA = signvs(Alice||εpkA(P (y)))
(II) 〈{A0,i}ni=0, {A1,i}ni=0, ..., {At−1,i}ni=0〉
(III) {pkA, {εpkA (a1), εpkA(a1

2), ..., εpkA(a1
τ )}, ..., {εpkA (an), εpkA(an

2), ..., εpkA(an
τ )}}

(where τ is an upper bound of a user’s attribute set size) together with a non-
interactive zero-knowledge (NIZK)1 σ that makes sure (II)(III) and εpkA(P (y)) in
(I) contain the same attribute set A.

d). Alice takes γi
R← Z

∗
q and a random key ζ for a pseudorandom function Φ. She

then uses authenticated broadcast encryption [12] to send ({γi}m1 , ζ) to w ASs.

Assume Alice is an initiator who wishes to carry out matchmaking with Bob. Let
B = {b1, · · · , bm} be Bob’s attribute set. In the protocol below, symbols defined in
Alice’s setup are only w.r.t. her (if not exclusively defined, e.g., ζ). For Bob, only c(III)
in his setup will be used in the protocol: {pkB , {εpkB (b1), εpkB (b1

2), ..., εpkB (b1
τ )}, ...,

{εpkB (bm), εpkB (bm
2), ..., εpkB (bm

τ )}}. So there is no conflict in symbols in the fol-
lowing for Alice and Bob.
Step 1: Alice requests Bob to compute the number of common attributes.
Step 2: Upon receiving Alice’s request, Bob asks t selected ASs ASl1 , ...,ASlt to
help.
Step 3: Let π = Φζ(Alice,Bob) be an encoding of a (pseudo) random permutation
on {1, · · · , m}. For j = 1, ..., t, ASlj uses Alice’s setup and Bob’s setup c(III) to do:

(a) for i = 1, ..., m, computes εpkB
(Flj (bi)) = εpkB

(1)
β0,lj · εpkB

(bi)
β1,lj · ... ·

εpkB
(bi

n)
βn,lj .

(b) runs π(εpkB
(γ1Flj (b1)), ..., εpkB

(γmFlj (bm))) to get
(εpkB

(γπ(1)Flj (bπ(1))), ..., εpkB
(γπ(m)Flj (bπ(m)))) and sends it to Bob.

Step 4: Let S = 0. For i = 1, ..., m, Bob:
(a) for j = 1, ..., t, computes uπ(i),j ← DskB (εpkB (γπ(i)Flj (bπ(i)))).

(b) computes gγπ(i)F (0,bπ(i)) ←
t∏

j=1

(uπ(i),j)
cj , where cj is appropriate coefficient in

Lagrange interpolation for F.

(c) updates S = S + 1, if gγπ(i)F (0,bπ(i)) = 1.
Finally, If S ≥ ω (supposedly, S = A∩B), ω is the threshold set by Alice, Bob sends
S to Alice.
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Stage 2: The initiator (e.g., Alice) broadcasts a matchmaking request to her
friends, sets a TTL (Time To Live) on the request packet to determine the hops
that the request can be forwarded in the MSNs.

Stage 3: When receiving Alice’s request, a receiver will perform the match-
making protocol (table 1 and 2, starting from step 2 and playing the role of Bob)
with Alice. After this, he will randomly forward Alice’s request to his friends.
This stage will recursively repeat until TTL of the packet decreases to zero.

Table 2. Computation of A ∩B

Matchmaking Protocol: Phase 2 (only if S ≥ ω)

Step 5: Alice sends certA = signvs(Alice||{εpkA(ν0), εpkA(ν1), ..., εpkA(νn)}) to Bob.
{υj}nj=0 is the polynomial coefficients that represent P (y).
Step 6: For i = 1, ..., m, Bob computes

(a) εpkA(P (bi)) = εpkA(υ0) · εpkA(υ1)
bi · ... · εpkA(υn)

bi
n

.

(b) εpkA(λ
′
iP (bi) + bi) = εpkA(P (bi))

λ′
i · εpkA(bi) and sends εpkA(λ

′
iP (bi) + bi) to

Alice, where λ′
i is random in Z∗

q .
Step 7: Let E = ∅. For i = 1, ..., m, Alice computes ρi ← DskA (εpkA(λi

′P (bi)+ bi)).
If ρi ∈ A, then adds bi into E. Finally (supposedly, E = A ∩ B), if S = |E|, Alice
sends π to Bob, otherwise reject.

Step 8: (a) If Bob received π, he finds π(i) such that gγπ(i)F (0,bπ(i)) = 1. Set this
collection of bπ(i) as A ∩ B.
(b) If Alice refuses to send π, Bob sends the following to {ASlj}tj=1:
(i) NIZK proof σ1 that B used in Step 6 is identical to that encrypted in his setup
c(III), where the witness is {bi}m1 , {λ′

i}mi=1 and randomness of ciphertexts at his setup
c(III).
(ii) NIZK proof σ2 that step 4 (b) is computed correctly, using witness skB .

Upon σ1, σ2, ASlj verifies their validity and checks if S= � of i ’s s.t.
t∏

j=1

(uπ(i),j)
cj (=

gγπ(i)F (0,bπ(i))) = 1. If all checks pass, then ASlj sends his share Flj (y) to Bob. Bob
then computes F (0, y) himself and evaluates F (0, bi) to obtain A ∩B.
Note, in step 8(b), if Bob is honest, Alice will leak more information (i.e., F (0, y))
than sending π to Bob; if Bob is dishonest, Lemma 4 shows that he can not pass step
8(i)(ii) and hence his disclaim is useless. So we can assume step 8(b) never occurs.

The matchmaking protocol proposed in our scheme contains two phases. Phase
1 is to find the best-matches among numerous candidates. Phase 2 is to exchange
the shared attribute set with the best-matches. At the end of phase 1, each candi-
date can obtain the size of shared attribute set while the initiator knows nothing.
Only if a candidate becomes a best match, he will send the shared attribute set
size to the initiator. At the end of phase 2, the initiator and each best-match will
learn their shared attribute set mutually. Phase 1 of our matchmaking protocol
is shown in table 1 and phase 2 is shown in table 2. In both phase 1 and 2,
we assume the authentication of each message is guaranteed with the signature
from the sender.
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3.3 Malicious Detection

Extremely, suppose a participant has only one attribute, then he can learn
whether the only attribute is in the initiator’s attributes set. To avoid this scan
attack, ASs provide a malicious detection mechanism. In phase 1, ASs set a
threshold value μ to filter out the users whose attributes are less than μ (e.g., μ
can be set as the smallest attributes known by AS). Every user’s records at ASs,
VS can be updated every moderate long period. This prevents some malicious
users to update frequently so as to localize a user’s attribute set.

3.4 Computation Cost

The setup contains authenticated broadcast (encryption) and NIZK proof and
hence is inefficient. However, this is executed once and will be updated after
a long time. It does not affect the efficiency of the matchmaking procedure.
Further, NIZK for Bob’s disclaim procedure can be assumed to never occur as
no one can gain from it. Following this, we can conclude that our matchmaking
(steps 1-8) is efficient. If ε is ElGamal encryption [13], then in phase 1, it needs
2m(n + 1) exps for each AS, 2tm exps for Bob; in phase 2, it needs 2(n + 1)m
exps for Bob (note the step 8 only can be obtained by de-permutated the result
in step 4 and hence cost is negligible) and m exps for Alice. So we can see that
our scheme is reasonably efficient.

4 Simulation and Evaluation

In this section, we evaluate the performance of our matchmaking scheme, the
two evaluating metrics are:

1)Hit rate (Hr): Hr is calculated as:

Hr = φ/κ,

where κ is the number of the users in the whole network, whose intersection
size with the initiator reach the threshold value ω, φ is the actual number of the
best-matches found by the initiator. Hr indicates the percentage of users can be
successfully matched using our scheme.

2)Message overhead (Mo): The messages in our scheme are classified into
matchmaking messages and delivery messages. The matchmaking messages are
those necessary for carrying out phase 1 and phase 2 protocols. The delivery
messages are those responsible for forwarding requests in our scheme. Mo is
defined as the ratio between the bits number for all delivery messages and that
for the whole messages.

We implement our scheme in PeerSim simulator [14]. We select six samples
(Sample-1–Sample-6) from Epinions social network datasets which have 574,
977, 1444, 2520, 3613, and 5341 nodes with the average degree 8.52, 11.9, 16.2,
21.1, 23.2, and 26.4 respectively [15]. We choose a prime p of length 1024 bits
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Fig. 3. Hr vs. message forwarding hops Fig. 4. Message overhead vs. hops number

and use the variant of ElGamal with a modulus length of 1024 bits. Each at-
tribute is represented by 32 bits. We simulate the protocol on 4 PCs, with 1.5
GHz processor and 2G RAM. In order to get more accurate executing time, we
repeated each experiments 20 times. The transmission delays are randomly set
to be 50-100ms, and the delay of message processing is fixed to be 150ms. Each
user has 20 attributes. The threshold value ω is 10. The number of ASs is 3.

The Fig. 3 results show that Hr rises to 0.80 averagely when hops number
is 4, which indicate that the initiator can find about 80% of his best-matches
in the network. Note that Sample-1 has lower Hr because of the network scale
and connection density, which implies that our scheme may work well under
the large-user-based environments. Generally, 3 hops would satisfy users’ needs
(more than 60% of best-matches can be found except the Sample-1).

The message overhead of our matchmaking scheme is shown in Fig. 4. The mes-
sage overhead is less than 0.01, i.e., more than 99.9% message contents are used
purely for attributes matchmaking. With the hops number increasing, because of
the rises of forwarded requested messages, the message overhead also increases.
On the other hand, Fig. 4 indicates that the network topological properties af-
fect the message overhead dramatically, the experiments on the six samples show
different message overhead variations. The larger and denser the network is, the
more overhead messages are needed, which indicate that our scheme may spend
more extra energy on large-user-based networks.

The experimental results show the efficiency and scalability of our matchmak-
ing scheme. To find best-matches among a large number of users, the initiator
doesn’t need to be involved in phase 1. That is, when she sends her request
to her friends, she only waits for the responses coming from the best-matches,
which can improve user’s experience.

5 Conclusion

Matchmaking helps users find their potential friends, but raises serious privacy
issues. It is important to develop protocols and schemes to preserving users’
privacy in such application scenarios. In this paper, we present a hybrid privacy
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preserving matchmaking scheme for MSNs, which can help users to find their
potential friends in multiple mobile social networks without leaking their private
data beyond necessary.
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Abstract. The huge technological progress we have witnessed in the last
decade has enabled us to generate data at an unprecedented rate, leading
to what has become the era of big data. However, big data is not just
about generating, storing, and retrieving massive amounts of data. The
focus should rather be on new analytical approaches that would enable
us to extract actionable intelligence from this ocean of data. From a
security standpoint, one of the main issues that need to be addressed is
the trustworthiness of each source or piece of information. In this paper,
we propose an approach to assess and quantify the trust level of both
information sources and information items. Our approach leverages the
vast literature on citation ranking, and we clearly show the benefits of
adapting citation ranking mechanisms to this new domain, both in terms
of scalability and in terms of quality of the results.

1 Introduction

The technological progress we have witnessed in the last decade, in areas such
as consumer electronics and cloud computing, has enabled us to generate and
store data at an unprecedented rate, leading to what has become the era of big
data. Such massive amounts of data have created new challenges in the area of
information retrieval and in several other related areas [1]. However, big data
is not just about generating, storing, and retrieving massive amounts of data.
The focus should rather be on new analytical approaches that would enable us
to extract actionable intelligence from this ocean of data and make sense of it.

From a security standpoint, one of the main issues that need to be addressed
is the trustworthiness of each source or piece of information. The approach pre-
sented in this paper aims at assessing the trust level of both information sources
and information items in a large data collection by leveraging the collective intel-
ligence latent in the data and computing a global ranking of all the data objects
or information sources. Therefore, the objective is to evaluate trust on a rela-
tive, rather than absolute, scale. Our approach leverages the vast literature on
citation ranking, which has the primary goal of aggregating the judgments of a
multitude of agents in order to assess the reputation of each element of a given
collection. We show the benefits of adapting citation ranking mechanisms to this
new domain, both in terms of scalability and in terms of quality of the results.

The paper is organized as follows. Section 2 discusses related work, whereas
Section 3 introduces some technical preliminaries. Then Section 4 discusses how
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citation ranking can be adapted to asses the relative trustworthiness of elements
in a large data collection. Finally, Section 5 gives some concluding remarks.

2 Related Work

The precursor of any citation ranking approach is the theory of social choice
as formulated by Arrow [2]. Google’s PageRank algorithm [6] is probably the
best known and most successful application of citation ranking, and the power
method for PageRank computation [4] makes it extremely efficient.

In the classical theory of social choice, as formulated by Arrow, a set of voters
(or agents) are called to rank a set of alternatives. Given the voters’ individual
rankings, a social ranking of the alternatives is generated. The theory studies
desired properties of the aggregation of individual rankings into a social ranking.
Arrow’s impossibility theorem shows that there is no aggregation rule that sat-
isfies some minimal requirements, while, by relaxing any of these requirements,
appropriate social aggregation rules can be defined.

The novel feature of ranking systems is that the set of agents and the set of
alternatives coincide. Therefore, in such setting one may need to consider the
transitive effects of voting. For instance, if agent a reports on the importance of
(i.e., votes for) agent b, then this may influence the credibility of a report by b on
the importance of agent c. These indirect effects should be considered when we
wish to aggregate the information provided by the agents into a social ranking.
The ranking of agents based on other agents’ input is fundamental to multi-
agent systems [7], and it has become a core element in a variety of applications,
where perhaps the most famous examples are Google’s PageRank algorithm [6]
and eBay’s reputation system [8].

Google’s PageRank algorithm is based on the link structure of the Web.
Google describes PageRank as follows: “PageRank reflects our view of the impor-
tance of Web pages by considering more than 500 million variables and 2 billion
terms. Pages that we believe are important pages receive a higher PageRank and
are more likely to appear at the top of the search results. PageRank also con-
siders the importance of each page that casts a vote, as votes from some pages
are considered to have greater value, thus giving the linked page greater value.
We have always taken a pragmatic approach to help improve search quality and
create useful products, and our technology uses the collective intelligence of the
web to determine a page’s importance”. Therefore, PageRank is used to measure
the quality of a web page, which in turn is directly related to the quality or
trustworthiness of the information reported on it.

3 Technical Preliminaries

In this section, we examine the general process of designing a citation ranking
mechanism, and specifically refer to Google’s PageRank. To this aim, we consider
a set O of web pages. Let all web pages in O be numbered from 1 to n, and let i
denote a given web page. Then Ol

i ⊆ O denotes the set of pages that i is linked
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Fig. 1. A graph with outlinks and inlinks and the corresponding matrix

to, the outlinks. The number of outlinks is denoted as Ni = |Ol
i|. The set of

inlinks, denoted I li ⊆ O, is the set of pages that have an outlink to i. Intuitively,
the more inlinks a given page has, the more important that page is. However, a
ranking system based only on the number of inlinks is easy to manipulate: when
we design a web page i, we could simply create a large number of informationless
and unimportant pages that have outlinks to i. To discourage this, one defines
the rank of i so that if a highly ranked page j has an outlink to i, this adds to
the importance of i more than multiple unimportant pages. The rank of page i
is then defined as a weighted sum of the ranks of the pages that have outlinks
to i. The weighting schema is such that the importance of a page j is divided
evenly among its outlinks:

ri =
∑
j∈Il

i

rj
Nj

(1)

This preliminary definition is recursive, thus page ranks cannot be computed
directly. Instead a fixed-point iteration might be used, starting from an initial
ranking vector r(0).

rk+1
i =

∑
j∈Il

i

rkj
Nj

, k = 0, 1, .... (2)

There are a few problems with this iterative process. For instance, if a page
has no outlinks, then it drains importance from its inlinks without transferring
importance to any ohter page. Equation 1 can be reformulated as an eigenvalue
problem for a matrix Q representing the graph of the Internet, Q being a square
matrix of dimension n such that:

Qi,j =

{ 1
Nj

if there is a link from j to i,

0 otherwise
(3)

This means that row i has nonzero elements in the positions that correspond
to inlinks of i. Similarly, column j has nonzero elements in the positions that
correspond to the outlinks of j, and the sum of all the elements in column j is
equal to one. Let us consider, for example, the web graph shown in Fig. 1(a),
which represents a set of six web pages with several outlinks and inlinks. The
corresponding matrix is shown in Fig. 1(b).
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Note that the definition of Equation 1 is equivalent to the scalar product of
row i and the vector r, which holds the ranks of all pages. We can then rewrite
the equation in a matrix form:

λ · r = Q · r, with λ = 1 (4)

r being an eigenvector of Q with eigenvalue λ = 1. Now it is easy to note that
the iteration of Equation 2 is equivalent to:

rk+1 = Q · rk, k = 0, 1, ... (5)

which can be solved using the well-known Power Method for computing eigenvec-
tors [4]. It can be demonstrated, using Markov chain theory, that the PageRank
problem is well defined and the uniqueness of the largest eigenvalue of an irre-
ducible, positive matrix is guaranteed by the Perron-Frobenius theorem [3].

4 Measuring Trust

In this section, we first discuss how citation ranking can be adapted to assess
the trustworthiness of data items in a large collection. Then we show how the
same approach can be used to assess the trustworthiness of relevant information
sources. The result is a PageRank-like method to rank all data items, where
the rank of an item denotes its relative trustworthiness. The idea behind our
approach is to model trust assessment as a social choice problem, with the set
of voters and the set of alternatives coinciding with the data collection. Given
the volume of data involved in any big data application, we need highly scalable
solutions, and citation ranking has proven to be extremely scalable. In 2008,
Google declared that the size of their index of the web had reached an astonishing
1 trillion unique URLs [5]. Yet, the PageRank algorithm was able to scale to such
volumes of data.

In order to apply citation ranking to this scenario, we first need to identify a
directed graph structure within the data collection. To this aim, we assume that
cross-references between data items correspond to directed edges in the graph.
Specifically, we assume that a reference from a data item oj to another data item
oi – denoted oj → oi – is equivalent to oj voting for oi. Note that the opposite
may not be true, thus the the relationship between oi and oj is not symmetric.

In general, ranking systems – including PageRank – allow only two levels of
preference over the alternatives (e.g., a page may either link or not link another
page). Instead, we allow a voter (i.e., an object in the collection) to express
different levels of preference for each of the linked objects. In other words, there
may be different ways of referencing other data items, each one making a different
type of statement about the trustworthiness of the referenced data.

Given a set O = {o1, ....on} of data items, we use G = (O,E, ŵ) to denote a
directed weighted graph where O is the set of items, E = {(oj , oi) | oj → oi} is the
set of edges, and ŵ : E → R+ is a function that associates each edge (oj , oi) with
a weight representing the strength of the reference from oj to oi. This reference
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transfers part of the importance of oj to oi, but not all objects referenced by oj
receive the same share of oj ’s importance. Given a graph G = (O,E, ŵ), we can
formulate the trust assessment problem more formally as follows.

Definition 1 (Relative Trust T ). Given an object oi ∈ O, its relative trust
T (oi) is defined as

T (oi) =
∑

oj∈PG(oi)

ŵij · T (oj) (6)

where PG(oi) = {oj ∈ O | (oj , oi) ∈ E} is the set of predecessors of oi in G,
and ŵij = ŵ(oj , oi) is the weight of the edge from oj to oi. For each oj ∈ O,∑

oi∈SG(oj)
ŵij = 1 must hold, where SG(oj) = {oi ∈ O | (oj , oi) ∈ E} is the set

of successors of oj in G.

Differently from PageRank, which assumes that all the Nj links from oj have
the same weight 1

Nj
, we assume that links are weighted, therefore each object

transfers a different portion of its importance to each of the linked objects.
Given the iterative nature of Definition 1, it is easy to see that the vector R =
[T (o1) . . . T (on)]T can be computed as the solution to the following equation:

R = C · R (7)

where C = {ŵij} is an ad-hoc matrix that defines how the importance of each
object is transferred to other objects. Such matrix must satisfy certain conditions
in order to guarantee that Equation 7 admits a solution and such solution is
unique. These conditions are defined by the Perron-Frobenius theorem. Before
discussing how to validate the properties of this matrix, we formally introduce
the concept of ranking system.

Let GO denote the set of all directed graphs G with vertex set O = {o1 . . . on}
and L(O) the set of total orderings on O1. We have the following definitions.

Definition 2 (Ranking System). A ranking system � is a function that, for
every finite vertex set O, maps a graph G ∈ GO to an ordering ��

G∈ L(O).

Two examples of ranking systems are given in the following.

Definition 3 (Approval Voting Ranking System). The approval voting
ranking system is the ranking system defined by the following equation.

∀oi, oj ∈ O oi ��
G oj ⇔ |PG(oi)| ≤ |PG(oj)| (8)

where PG is the predecessors’ set.

1 A relation � ⊆ O×O is called a total ordering on O if it is reflexive (i.e., T (oi) ≤
T (oi)), antisymmetric (i.e., T (oi) ≤ T (oj) ∧ T (oj) ≤ T (oi) ⇒ T (oi) = T (oj)),
transitive (i.e., T (oi) ≤ T (oj) ∧ T (oj) ≤ T (ok) ⇒ T (oj) ≤ T (ok)) and complete
(i.e., ∀oi, oj ∈ O, T (oi) ≤ T (oj) ∨ T (oj) ≤ T (oi)).
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Definition 4 (PageRank-like Ranking System). A PageRank-like ranking
system is a ranking system defined by the following equation.

∀oi, oj ∈ O oi ��
G oj ⇔ T (oi) ≤ T (oj) (9)

where R = [T (o1) . . . T (on)]T is the solution to Equation 7.

We now need to verify that the matrix C = {ŵij} guarantees the existence of
a unique solution to Equation 7. To this aim, the matrix C must be a positive
and irreducible column-stochastic matrix. Under these hypothesis, the Perron-
Frobenius theorem establishes that the dominant eigenvalue is equal to 1.

First, we expect this matrix to be sparse, as only a relatively small fraction
of all possible data objects are referenced by a given object. As discussed later,
the sparseness property will be leveraged for computing ranks efficiently.

Second, we note that solving Equation 7 corresponds to finding the stationary
vector of C, i.e., the eigenvector with eigenvalue 1. According to the Perron-
Frobenius theorem, a real square matrix with positive elements has a unique
largest real eigenvalue and the corresponding eigenvector has strictly positive
components. Moreover the largest eigenvalue associated with a stochastic matrix
is always 1. In other words, given an irreducible column-stochastic matrix, the
dominant eigenvalue is equal to 1 and there is a unique corresponding eigenvector
that is the only nonnegative one.

Note that the elements of each column of C (where each column represents a
data item in the collection) either sum up to one or are all 0. The second case
corresponds to the situation where an object oj does not reference any other
object, thus the elements of the j-th column of C are all 0. We can turn C into
a stochastic-column matrix by introducing the following auxiliary matrices:

C′ = C + S(C) (10)

where S is a function that associates with each matrix M = {mij} a matrix
S(M) = {sij} defined as follows:

sij =

{
0, if (∃k ∈ [1, n])(mkj ≥ 0)
1
n , otherwise

(11)

In other words, C′ is obtained from C by replacing columns with all 0’s with
columns with all the elements equal to 1

n , thus guaranteeing their stochasticity.
However, matrix C′ is not yet positive. In order to make it positive, we introduce
a parameter σ ∈ [0, 1] modeling the probability that agents will assign the same
level of trust to all other agents. C′ may be rewritten as follows:

C′′ = (1 − σ) · C′ + σ · 1

n
· Jn (12)

where Jn is an n×n matrix of 1’s. This guarantees that C′′ is also positive (and
thus irreducible). Therefore, replacing C with C′′ in Equation 7 we obtain:

R = C′′ · R (13)
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which is guaranteed to have a unique solution R.
In Equation 13, matrix C′′ is a square matrix with one column for each object

in the collection, which means that C
′′

might potentially have millions of columns
and rows. We want to be able to solve this equation for very large matrices C′′.
There are many ways to reach this goal, that means there are many methods
to find the eigenvectors of a square matrix. Among the possible methods, we
use the Power Method, an iterative algorithm which can be used for finding
the stationary vector of a square matrix. This method consists in computing a
sequence of vectors Rk, with k ≥ 1, as follows:

R1 = C′′ · R0

. . .

Rk = C′′ · Rk−1

(14)

where R0 is an arbitrary initial vector whose elements sum up to one. This
method iterates until convergence is reached or a given number of iterations has
been performed. Specifically, the stopping criterion is the following:

|Rk −Rk−1| ≤ tol ∨ k ≥ N (15)

where tol is a relative tolerance and N is the maximum number of allowed
iterations.

Note that it has been proved that, if the eigenvalues of C′′ are λ1, λ2, . . . λn

and 1 = λ1 > |λ2| ≥ |λ3| ≥ . . . ≥ |λn| and a basis vi of eigenvectors for C′′

exists with the corresponding eigenvalues λi, the solution of the Power Method
is an eigenvector corresponding to the maximum eigenvalue which is equal to
1. Moreover, it can be proved that convergence is faster for higher values of σ.
However, there is a trade-off in the choice of σ, since higher values also imply
a greater weight assigned to the baseline uniform trust, and this may not be
desirable. Combining Equations 12 and 14, we obtain:

Rk =
(

(1 − σ) · C′ +
σ

n
· Jn

)
· Rk−1 (16)

Combining Equations 10 and 16, Rk can be rewritten as follows:

Rk = (1 − σ) · C · Rk−1 + (1 − σ) · S(C) ·Rk−1 +
σ

n
· Jn · Rk−1 (17)

Analyzing Equation 16, we can highlight the following facts, which clearly
show that a ranking of all the data items can be computed efficiently.

– Because matrix C is sparse, the computation of the product C ·Rk−1 reduces
to computing the product of a sparse matrix and a vector, which can be done
efficiently.

– All the rows of matrix S(C) are equal. Therefore, all the elements of the
vector (1 − σ) · S(C) · Rk−1 are equal and can be computed by multiplying
the first row of the matrix S = (1 − σ) · S(C), which is also sparse, and the
vector Rk−1.
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– The elements of matrix σ
n · Jn are all equal, in fact it is a product between a

scalar and a matrix of all ones, so all the elements of the vector σ
n ·Jn ·Rk−1

are equal to σ
n ·∑n

i=0 R
k−1(i), which needs to be computed only once.

So far, we have discussed how to adapt citation ranking to assess the relative
trustworthiness of data items. Adapting this approach to assess the trustworthi-
ness of information sources is straightforward, and there are at least two different
ways of achieving this goal. The first solution consists in computing the trust-
worthiness of an information source as an aggregate of the trustworthiness of
individual data items pertaining to that source. The second solution consists in
considering a graph Gs = (Os, Es, ŵs) where Os is a set of sources, Es is a set
of edges representing cross references between sources, and ŵs is a function that
associate with edge a real number representing the strength of the corresponding
reference. For instance, ŵs(oj , oi) can take into account the number and type of
references from data items in oj to data items in oi. The ranking of sources can
then be computed using the same process described above.

5 Conclusions

Big data requires new analytical approaches to extract actionable intelligence
from huge amounts of data. In this paper, we have proposed an approach to
assess and quantify the trust level of information sources and data items in a large
collection by leveraging the vast literature on citation ranking. We showed that
the proposed approach is highly scalable, as proven by its successful application
in the domain of web search. Our exploratory analysis demonstrates the potential
benefits of a similar approach and encourages further research in this direction.
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Abstract. In goal oriented problems, decision-making is a crucial aspect
aiming at enhancing the user’s ability to make decisions. The application
of agent-based decision aid in the e-commerce field should help customers
to make the right choice giving also to vendors the possibility to predict
the purchasing behavior of consumers. The capability of extracting value
from data is a relevant issue to evaluate decision criteria, and it is as
difficult as volume and velocity of data increase. In this paper agents are
enabled to make decisions accessing in the Cloud huge amount of data
collected from pervasive devices.

1 Introduction

The history of computing to date has been marked by five important, and con-
tinuing, trends: ubiquity, interconnection, intelligence, delegation and human-
orientation[15]. Intelligent software agents must be able to act autonomously
and following the choice that best represents interests of their owners, during
the interaction with a human being or another system [11]. In this kind of goal
oriented problem, decision-making is a crucial aspect aiming at enhancing the
user’s ability to make decisions. The decision has to be made among possible
alternatives taking into account all the certainty and uncertainty considerations
and using a prescribed set of decision criteria. The reason for this intensive inter-
est in decision-making [14] is that the metaphor of autonomous problem solving
entities, which cooperate and coordinate each other in order to achieve their de-
sired objectives, is an intuitive and natural way of the problem solving. Moreover,
the conceptual apparatus of this technology provides a powerful and useful set of
computational structures and processes for designing and building complex soft-
ware applications. The multi-agent techniques combined with decision-making
tools can help decision makers to deal with the problems of the information over-
load. In particular the application of agent-based decision aid in the e-commerce
field should help customers to make the right choice giving also to vendors the
possibility to predict the purchasing behavior of consumers. Such a Smart Mar-
ket will ensure the vendors a competitive advantage given by the opportunities
deriving from market prediction that improve the use of e-commerce in terms of
customer satisfaction. In this paper a multi-criteria decision-aid has been used
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to model a general solution for this kind of problems, and has been applied in
an e-commerce scenarios. The specialized model has been implemented to allow
agents to make decisions about the actions to be taken for achieving their own
goals activated by requirements and preferences of their owners, accessing in the
Cloud a huge amount of data collected from pervasive devices.

2 Related Work

Many research contributions discuss agent based decision aid systems. [17]
presents the design and evaluation of a multi-agent based supply chain man-
agement system with reconfiguration ability based on decision aid. In [5] an
agent based decision support system for companies is presented. [7] presents an
agent based model management for decision support in a computing environ-
ment where enterprise data and models are distributed. In our previous works,
a multi-agent decision support system is used in the Cloud market to broker
the proposals that best fit user’s needs [2], and into an e-commerce scenario
for providing the most relevant recommendation to customers [1]. The present
work, however, takes into account the huge volume of data and their velocity [4],
which are produced by this kind of application when it reaches the dimension of
a social network with well defined targets. In fact, in this case, it is necessary to
reduce management and analysis time because in a very short time the data can
become obsolete. Dealing effectively with Big Data requires to perform analytics
against the volume and variety of data while it is still in motion, not just after
[6]. According to IBM [6] Big Data solutions are ideal for analyzing not only raw
structured data, but semistructured and unstructured data from a wide variety
of sources. Big Data solutions should be chosen when all, or most, of the data
needs to be analyzed versus a sample of the data; or a sampling of data is not
nearly as effective as a larger set of data from which to derive analysis. Big Data
solutions are suited for iterative and exploratory analysis when measures on data
are not predetermined. Big data technologies can address the problems related
to the collection of data streams of higher velocity and higher variety. They al-
low for building an infrastructure that delivers low, predictable latency in both
capturing data and in executing short, simple queries; that is able to handle
very high transaction volumes, often in a distributed environment; and supports
flexible, dynamic data structures [8]. With such a high volume of information, it
is relevant the possibility to organize data at its original storage location, thus
saving both time and money by not moving around large volumes of data. The
infrastructures required for organizing big data are able to process and manip-
ulate data in the original storage location. This capability provides very high
throughput (often in batch), which are necessary to deal with large data pro-
cessing steps and to handle a large variety of data formats, from unstructured
to structured [8]. The analysis may also be done in a distributed environment,
where they are accessed for required analytics such as statistical analysis and
data mining, on a wider variety of data types stored in diverse systems; scale to
extreme data volumes; deliver faster response times driven by changes in behav-
ior; and automate decisions based on analytical models. New insight comes not
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just from analyzing new data, but from analyzing it within the context of the
old to provide new perspectives on old problems [8]. For these reasons context
awareness in pervasive environments represent an interesting application field of
big data technologies.

3 Pervasive Smart Market: Requirements and Problem
Formulation

The proposed case study is an e-commerce service that profiles the customers
and supports their purchases recommending products and shops. On the other
side the service is used by vendors, who upload information about their offers,
shops and sales. Let us imagine users of different ages and habits, and with
different purposes, in a market. Each of them has a smartphone with a smart
application that perceives the environment, provides simple facilities, and ac-
cesses the e-service. All the customers continuously update, by the smart appli-
cation, their profile in the system. They can insert information about themselves
such as name, sex, age, home country, e-mail address, languages spoken, level of
education, lists of interests, etc. They also set a few preferences about what in-
formation the device can autonomously communicate, such as position, nearby
objects, user’s behaviour. Customers use a grocery list by their smartphone
updating their shopping chart. Vendors add or remove their marketplaces and
products, and update their description in the knowledge base. Just to simplify
our requirements, we suppose that customers cannot add, describe and recom-
mend products on their own. Using the autonomic behavior of the service, the
objective of the system is to propose the best set of recommendations, which
can help the user to improve his own utility, exploiting the available information
about products, about the environment within which customers are moving and
about the customers themselves.

Here we formulate the introduced problem as a BDI (Believes, Desires, Inten-
tions) agent that aims at achieving those goals which are activated by the pref-
erences of its owner. In particular it must take a decision about what products
should be recommended to the user. The agent knowledge is represented as a set
of Believes B = {b1, · · · , bne, }, described using a domain ontology. We suppose
here that perceptions, coming from the field, enrich the user’s profile with new
concepts or individuals of the ontology. The domain ontology describes device
technology and capability, environment and user’s position, pervasive objects,
time information, user’s preferences, market goods. In particular, an appropri-
ate classification of market goods allows to make better recommendations, since
it is possible to identify the type of purchase made by the customer, the fre-
quency he buys a certain product, and on the other hand it is possible to make
more accurate cross-sell recommendation. A possible classification can be per-
formed based on the buying habits of consumers. In [13], three product types are
identified: convenience, shopping, and speciality. Convenience products are pur-
chased frequently by the consumer, they do not require any major effort in the
process of choice and any risk of making the wrong choice. Preference products
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are distinguished from the previous item primarily on the basis of a perceived
greater risk in their purchase. The individual tends to address the problem of
the choice of the brand, trying to find one that can better meet his needs. Shop-
ping products are goods that the individual acquires after careful considerations,
and after a prolonged comparison among different brands making the price the
main driver of choice, or differentiated, making their attributes to play a key
role in purchasing decisions. Speciality products are goods with special features,
often characterized by prestigious brands and very high prices. Here we focus
on shopping goods because in this case information discovery and decision mak-
ing is more important than the others. The set of Believes is revised using the
perceptions identified in the following list:

e1 purchase of a product;
e2 request for information relating to a product;
e3 add/delete a product into the grocery list;
e4 add/delete a product into the shopping cart;
e5 detection of a product or a POI by a device;
e6 detection of the user’s position.

The first four events add/remove one or more individuals/concepts of the on-
tology, which describe the related product, into the user profile. The last two
items update the user’s position or update the set of nearby objects into the
user profile.

A number of desires, some time conflicting, can drive the agent decision. In
fact, in a market context the user would buy the best products at lower price. We
could recommend user’s preferred products, but also the one which are better
ranked by the community. At the same time it is possible to optimize the costs
by recommending the places where he can find a lower price, but also we can
help him to save time and to shorten the distance to be covered for buying. In
fact the utility of the user is improved if he receives effective recommendations,
but also if it is able to save money, to spend less time and to find the shortest
path for completing his shopping. So the set ofGoals is:

g1 Precision of the list of recommended products;
g2 Recall of the the list of recommended products;
g3 Time spent to buy;
g4 Path length to the market;
g5 Money saved.

The agent’s rationality is defined as the preference about a future believes that
satisfies the user, who activate some specific goals and set his/her priority. The
occurrence of a new perception is used to update the user’s profile and hence
his/her preferences. It needs to evaluate for each active goals if there are some
actions to be performed which increase the user utility as discussed in [2]. Here
we focus on the decision about what products are more relevant to the user
than others (g1 and g2). The set of recommendations is built in three steps. In
the first all the products which have been annotated with at least one concept
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of the user profile are retrieved by a semantic discovery service. For each of
this products the relevance of its semantic annotation to the user’s profile is
computed in the evaluation step. Finally the set of products that optimizes the
relevance to the user profile and is compliant with a number of constraints is
built in the optimization phase. For example we have to exclude from the set of
recommendations those products that not exceed budget and time, but affect the
affinity with a minimum penalty. We will limit the number of recommendations
to not bore the user.

4 Decision Making on Big Data

Performance figures discussed in [3] demonstrate feasibility of the proposed so-
lution implemented with a classical relational database. However a number of
limitations have been assumed. First of all the amount of data are limited to the
proprietary knowledge base with a limited number of marketplaces. The cover-
age of an increasing number of marketplaces, eventually wider, will affect the
amount of geographical information and the number of connected mobile users.
Data continuously received from thousands of devices scattered in the environ-
ment handling queries and providing perception will augment volume, velocity
and variety of information. Finally the exploitation of the user’s feedback could
be used to improve the expertise of the system enriching the knowledge base with
semantic annotation inferred by a social network of consumers who recommend
themselves. The new vision of the smart market framework must be designed con-
sidering the Big Data requirements and solutions. Available Cloud technologies
provide different NoSQL data models and technologies. However in our model
products, users’ profiles and ontology of the knowledge base are natively repre-
sented by RDF triples[9], which can dynamically change. They can be naturally
represented using a labeled, directed, multi-graph. This graph view is the easiest
possible mental model for RDF and is often used in easy-to-understand visual
explanations. To enables inferences and as query language, is used SPARQL that
is a subgraph pattern matching query language. Besides, we need to integrate
multiple independent schemas that evolve separately depending on the different
conditions correlated to the different marketplace. Graph databases [10] may
overcome these limitation because they generally provide ACID transactions.
Adoption of such solution will provide custom API’s and Query Languages and
many support the W3C’s RDF standard, including a SPARQL engine. As shown
in Figure 1 it allows for the collection, indexing and semantic retrieval of data.
In fact the new knowledge base can be modeled as a unique ontology dynam-
ically augmented and updated with new information. Besides it is possible to
add spatial indexes to already located data, and perform spatial operations on
the data like searching for data within specified regions or within a specified dis-
tance of a point of interest. In addition classes are provided to expose the data
to geotools and thereby to geotools enabled applications like geoservers. Many
Graph database implementations support the mapreduce programming model
that allows for a distributed high performance execution of the evaluation and
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Fig. 1. Graph Database utilization

the optimization steps. In fact for the evaluation, annotation and the user’s pro-
file are represented using the Vector Space Model (VSM). VSM is a model for
semantic representations of contents as vectors of items created by G. Salton
[12]. In our case aj is the vector of concepts ci,j of the domain ontology.

aj =< {c1,j, o1,j}, {c2,j, o2,j}, ..., {cl,j, ol,j} > ∀j = 1..N
p =< c1, c2, ..., cm >

Sizes l and m are the number of different concepts that appear in the annotation
aj and in the profile p. If a term occurs in the annotation, ok,j is the number
of occurrences of that term in the annotation. We defined a score A(aj ,p) to
measure the relevance of an annotation aj to the profile p by the following
formula 1

wj = w(aj ,p) =
1

l

l∑
k=1

rk where rk = ok,j ∗ 1

m

m∑
i=1

1

dk,i + 1
(1)

where dk,i is the minimum number of edges that connect the node representing
the concept ck,j of the annotation to ci of the profile. In Equation 1, for each
item ck,j of the vector aj the relevance to the profile p is computed by adding
the relevance of that concept to each concept of the profile, and by multiplying
each contribution for the number of occurrences ok,j . The relevance between
two concepts is calculated by dividing 1 by the number of edges of the ontology
that connect the node representing the concept ck of the profile to ck,j plus 1.
This kind of computation can be easily distributed mapping profiles to relevant
annotations to profiles and reducing the computed score.

The optimization step can be reduced to a discrete optimization problem that
consists in searching the optimal value (maximum or minimum) of a function
f : x ∈ Zn → R, and the solution x = {x1, . . . , xn} in which the function’s
value is optimal. f(x) is said cost function, and its domain is generally defined by
means of a set of m constraints on the points of the definition space. Constraints
are generally expressed by a set of inequalities:

n∑
i=1

bi,jxi ≤ aj ∀j ∈ {1, . . . ,m} (2)
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and they define the set of feasible values for the xi variables (the solutions space
of the problem). In our case: wi ≥ 0 ∀i = 1..N,W = {b1, .., bm} where wi

represents a score and B a set of constraints bi, each one composed of N + 1
integer. We have to compute

max

N∑
k=1

wixi so that

N∑
k=1

bi,jxi ≤ bj,N+1 with xi ∈ {0, 1} ∀i = 1..N. (3)

The goal is to maximize the value delivered. The vector x represents a possible
solution: its components xi are 1 or 0 depending on whether the recommendation
is included or not in the best set. Mapreduce solution of this problem is described
in [16].

5 Conclusion

In this paper we presented a general multi-criteria decision-aid and its utilization
in an e-commerce service that profiles the customers and supports their purchases
recommending products and shops and accessing in the Cloud a huge amount of
data collected from pervasive devices. Future works will address the evaluation
of the service implementation and the discussion of performance results.
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Abstract. Medium access control protocols should manage the highly
dynamic nature of Vehicular Ad Hoc Networks (VANETs) and the va-
riety of application requirements. Therefore, achieving a well-designed
MAC protocol in VANETs is a challenging issue. The contention win-
dow is a critical element for handling medium access collisions in IEEE
802.11, and it highly affects the communications performance. This paper
proposes a new contention window control scheme, called DBM-ACW,
for VANET environments. Analysis and simulation results using OM-
NeT++ in urban scenarios show that DBM-ACW provides better overall
performance compared with previous proposals, even with high network
densities.

1 Introduction

Medium Access Control (MAC) protocols play an important role since critical
communications must rely on it. Unfortunately, research results [1] highlight that
the topic of MAC support in VANETs has received less attention than in other
research fields. Also, most of these relatively few research works are dedicated
to V2I communications; therefore, MAC support for V2V communication needs
more attention. MAC layer design challenges in VANET environments can be
summarized as follows [2]: (a) achieving an effective channel access coordination
in the presence of changing vehicle locations and variable channel characteristics;
(b) supporting scalability in the presence of various traffic densities; and (c)
supporting a diverse set of application requirements.

A lot of research has been done by the research community with the idea of
supporting broadcast transmissions in mind (e.g., [3], [4]). In contrast to the
most common research trend, this paper targets unicast applications including
infotainment, P2P or VoIP.

The IEEE 802.11 has been selected by a wide range of research works for
vehicular environments as the MAC layer standard because of its availability,
maturity, and cost. However, it causes performance to be poor in VANETs com-
pared to MANET environments. A well-known problem in IEEE 802.11 is scal-
ability, which becomes more challenging in VANETs in the presence of high and
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variable network densities. A lot of works have been proposed and carried out
for MANET environments [5], [6], [7] to either solve or reduce this problem.

Among these studies, a dynamic and low-overhead method called HBCWC
is proposed in [7]. This method estimates network density based on channel
status observations without requiring complex calculations. This way, more than
current network status, previous statuses are used in order to identify the channel
traffic variations. As a consequence, the CW size is dynamically tuned based on
the estimated network density.

To the best of our knowledge, very few studies address unicast communica-
tion in VANETs. A fuzzy logic based enhancement to 802.11p is proposed in
[8] which adapts the CW size based on a non-linear control law, and relies on
channel observation. Furthermore, [9] suggests a MAC mechanism which uses
a modified version of RTS/CTS in order to estimate network density through
message exchange. Therefore, in this paper we propose a new contention win-
dow control scheme, called DBM-ACW (Density Based Method for Adjusting
the CW size), and prove that DBM-ACW not only outperforms the IEEE 802.11
DCF in different vehicular scenarios, but also previously proposed schemes.

The rest of this paper is organized as follows. In section 2, we describe the new
proposed contention window control scheme in detail. Performance evaluation
of DBM-ACW, including simulation results in urban scenarios, is presented in
section 3. Finally, section 4 concludes this paper.

2 The Proposed Algorithm

In order to adequately adjust the CW size for vehicular environments, we propose
DBM-ACW, a new method to select the CW size based on the network traffic
density. In this method, the channel condition is estimated based on the packet
transmission status, and the result is stored into a Channel State (CS) vector. A
significant part of the protocol relies on how the channel conditions are captured
by the CS vector, and how this vector is used to update the CW size in order to
improve throughput, which it is the key contribution of this paper. These two
issues will be further explained in the following sections.

2.1 Initialization

Similarly to the IEEE 802.11, the CW value is initially set to CWmin, and it is
updated during the execution. The CS vector that is used for keeping track of
channel conditions is set to one in order to assume a collision free status before
starting the simulation. Parameters A and B which are used in Algorithm 2 are
set to 1.7 and 0.8, respectively. Basically, parameters A and B try to optimally
adapt the CW size to network density. A more detailed discussion on how these
parameters were obtained is presented in the section 2.3.

2.2 The Channel State Vector

In legacy 802.11 DCF, and after each data frame transmission, each node sets
its timer and waits for an acknowledgement. In DBM-ACW, upon each timer
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expiration or upon receiving a packet, Algorithm 1 is called. If the transmitter
receives an ACK frame from the receiver, a value of 1 is inserted into the channel
state vector (Operation 5). Otherwise, if a collided/faulty frame is received, or
if the transmitter waiting timer expires before receiving the acknowledgement,
a value of 0 is inserted into the channel vector (Operation 3).

The CS vector is updated by shifting after setting the CS0 value (Opera-
tion 1). The vehicle then calls Adapt (Algorithm 2) through which the CW
is adapted. Based on extensive simulations, we chose a three-element array for
DBM-ACW in order to achieve a trade-off between overhead and performance. If
we choose a smaller array, it will not be able to reflect the real network conditions,
while larger array values do not lead to a significant performance improvement.

Algorithm 1. Time-out expiration or ACK reception

1: Shift the CS array to right by one
2: if receiving a time-out or a corrupted ACK packet then
3: CS0 = 0
4: else
5: CS0 = 1
6: end if
7: Adapt

2.3 Changing the Contention Window Size

As explained before, upon each timer expiration or packet reception, Adapt (Al-
gorithm 2) is called, in order to update the value of the CW. The CW size is
doubled (similarly to the IEEE 802.11 DCF) in order to obtain the highest PDR,
except for the case in which the CS array contains two consecutive ones before
the new state; in that case the CW is multiplied by parameter A (Operation 3).
Furthermore, the CW size is set to the minimum CW, CWmin, upon each ac-
knowledgement reception, except for the case in which the CS array contains
two consecutive zeros before the new state; in that case the CW is multiplied by
parameter B (Operation 9).

The value of parameters A and B in Algorithm 2 was achieved based on
extensive simulations in which different combinations of values were used to
obtain the best performance. According to the severity of channel congestion,
the current CW size is multiplied by a value in the range from 0.2 to 2 or set to
CWmin. The upper bound is selected as in the IEEE 802.11 DCF, so that the
CW size is multiplied by 2 when the channel is detected as busy or a collision has
occurred. When the channel is very congested, the current CW size is multiplied
by a value in the upper part of this range in order to decrease the probability of
selecting the same backoff number. Otherwise, when the channel density is low,
the current CW size is multiplied by a value in the lower range or set to CWmin

in order to avoid waiting for a long time when the channel occupation is low. In
our study, the optimal value for parameters A and B was found to be equal to
1.7 and 0.8, respectively.
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Algorithm 2. Adapt

1: if CS0 = 0 then
2: if CS1 = 1, CS2= 1 then
3: CW = CW × A
4: else
5: CW = CW × 2
6: end if
7: else
8: if CS1 = 0, CS2= 0 then
9: CW = CW ×B
10: else
11: CW = CWmin

12: end if
13: end if

3 Simulation

In this section, we study the performance of DBM-ACW in comparison with the
IEEE 802.11 DCF and HBCWC in vehicular environments by using OMNeT++
(version 4.2.2) [10]. Therefore, we use this simulator coupled with the INET-
MANET framework [11] and SUMO [12] in order to provide a realistic vehicular
scenario. Also, the VACaMobil [13] tool is used in order to maintain the same
number of vehicles throughout the simulation time.

3.1 Simulation Parameters

Each vehicle generates constant bitrate traffic. The size of the data payload is 512
bytes, and each node generates data packets at a rate of 4 packets per second.
Each vehicle starts a new connection after joining the network, and sends its

Table 1. The simulation parameters

Simulation Parameter Value

Traffic type CBR
CBR packet size 512 byte
CBR data rate 4 packet/s

MAC protocol 802.11a
Max. and Min. of CW 7, 1023
Max. number of retransmissions 7

Max. transmission range 250 m
Propagation model Nakagami
Nakagami-m 0.7

Simulation time 300 seconds
Number of repetitions 10
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packets to a randomly selected destination among the current vehicles in the
network.

Considering the routing protocol, we assessed different routing protocols (i.e.,
AODV, OLSR, DYMO, DSR) and, despite of the different overall performance
levels obtained by these protocols, we found that they experience the same im-
pact when combined with the different MAC protocols evaluated in this paper.
As a consequence, we chose the AODV routing protocol, which is a simple routing
protocol that can be easily implemented when attempting to test it in practical
scenarios. The radio propagation range for each node is set to 250 m. We used
the Nakagami radio propagation model, commonly used by the VANET commu-
nity, in order to present a more realistic vehicular environment [14]. Parameter
m for this propagation model is set to 0.7. Moreover, each point in the figures
that follow represents the average of 10 independent simulation experiments in
which the simulation time is 300 seconds. Table 1 summarizes the simulation
parameters.

The urban scenario represents an area of 1, 500 × 1, 500 m2 that is obtained
by using digital maps freely available in OpenStreetMap [15] from the downtown
area of Valencia (Spain) with real obstacles.

3.2 Result and Analysis

Figure 1 shows a clear packet delivery ratio improvement for DBM-ACW in
comparison to the IEEE 802.11. This improvement was achieved by adapting
the CW size based on the channel history. As a consequence, it reduces CW
size variations since increasing the CW size starting from CWmin is no longer
required to find the optimal CW size. This mechanism allows decreasing the
number of retransmissions and, consequently, the number of dropped packets.
Furthermore, DBM-ACW outperforms HBCWC by not resetting the CW size to
the minimum CW size when the CS array contains two consecutive zeros before a
successful transmission (Algorithm 2-Operation 9). The average number of MAC
collisions, shown in Figure 2, offers a hint on how to achieve improvements in
terms of PDR. As can be observed, the optimal CW size for DBM-ACW was
chosen so that it decreases the probability of picking the same backoff value,
and, consequently, the number of collisions is also reduced.

Our approach achieves a lower end-to-end delay compared to the IEEE 802.11,
as depicted in Figure 3. Although IEEE 802.11 cannot guarantee a delay bound-
ary, DBM-ACW does not show a delay increase when the number of nodes is
larger than 175, which can help to mitigate the unbounded delay problem in
the IEEE 802.11 standard. DBM-ACW gradually decreases the CW, and it does
not reset the CW to CWmin (Algorithm 2-Operation 9), as occurs with IEEE
802.11, thereby increasing the MAC layer delay. However, as a result of de-
creasing the number of collisions, this increase in terms of MAC layer delay does
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Table 2. Standard Deviation of delays for the urban scenario

50 75 100 125 150 175 200

DBM-ACW 0.42 0.45 0.46 0.47 0.49 0.52 0.53
HBCWC 0.44 0.44 0.48 0.50 0.55 0.54 0.53

0
10

00
0

30
00

0
50

00
0

70
00

0

Number of Nodes

A
ve

ra
ge

 M
A

C
 C

ol
lis

io
ns

 p
er

 V
eh

ic
le

50 75 100 125 150 175 20050 75 100 125 150 175 20050 75 100 125 150 175 200

DBM−ACW
HBCWC
DCF

Fig. 2. Average number of collisions for the urban scenario

not have a negative impact in terms of end-to-end delay. Figure 3 evidences the
differences between our approach and HBCWC, which are further clarified in
Table 2. DBM-ACW is able to achieve improvements in terms of end-to-end
delay, as well as improved standard deviation values for delay when comparing
DBM-ACW to HBCWC, as shown in Table 2.

Overall, our approach improves the PDR by 47%, and the end-to-end delay
by 16% when compared with the IEEE 802.11 DCF, and the PDR improves by
16% in comparison with HBCWC.



Congestion Control for Vehicular Environments 265

0.
20

0.
30

0.
40

0.
50

Number of Nodes

A
ve

ra
ge

 E
nd

−
to

−
E

nd
 D

el
ay

 (
s)

50 75 100 125 150 175 20050 75 100 125 150 175 20050 75 100 125 150 175 200

DBM−ACW
HBCWC
DCF

Fig. 3. Average end-to-end delay for the urban scenario

4 Conclusion

This paper presents DBM-ACW, a new IEEE 802.11-based MAC protocol, which
controls the CW size based on a network density estimation. In each vehicle,
transmission trials are stored as an array which is used to determine the optimal
contention window value. Extensive simulations using OMNeT++ in urban sce-
narios prove that our scheme has better overall performance compared with the
IEEE 802.11 DCF and HBCWC in terms of PDR, end-to-end delay and average
number of collisions in both scenarios.

As future work, we will study the effect of deploying RSUs on the performance
of our scheme. Also, we will dynamically adapt the algorithm’s parameters for
each specific network scenario.
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Abstract. WSNs are becoming an increasingly attractive technology
thanks to the significant benefits they can offer to a wide range of ap-
plication domains. Extending the system lifetime while preserving good
network performance is one of the main challenges in WSNs. In this pa-
per, a novel MAC protocol (QL-MAC) based on Q-Learning is proposed.
Thanks to a distributed learning approach, the radio sleep-wakeup sched-
ule is able to adapt to the network traffic load. The simulation results
show that QL-MAC provides significant improvements in terms of net-
work lifetime and packet delivery ratio with respect to standard MAC
protocols. Moreover, the proposed protocol has a moderate computa-
tional complexity so to be suitable for practical deployments in currently
available WSNs.

1 Introduction

Wireless Sensor Networks (WSNs) have grown in popularity in the last years
and have proved to be beneficial in a wide range of applications in military, in-
dustry, and environmental monitoring domains [1]. A WSN is usually composed
of small, low-cost, and low-power devices (sensor nodes) providing data acquisi-
tion, processing and wireless communication capabilities. Since sensor nodes can
be deployed in unreachable areas, where charging or replacing batteries may be
a very difficult task (sometimes impossible), the lifetime of the network is one
of the most important characteristics of a WSN.

The medium access control (MAC) protocol is responsible for the access to
the shared communication channel and, since energy is mostly consumed by the
radio, it should guarantee an energy-efficiency radio management. This can be
done by preventing the sources of energy waste such as overhearing, idle listen-
ing, excessive retransmissions, and packet collisions, by means of an adaptive
behaviour that takes into account the actual network conditions.

The need for adaptive behaviours motivates the adoption of computational in-
telligence methods in sensor networks [2], also supported by the fact that machine
learning approaches can be viable solutions even in the context of lightweight
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sensor system [3,4]. In the area of machine learning, Q-Learning is a simple yet
powerful reinforcement learning technique widely used in application contexts
where an on-line optimal action-selection policy is required [5].

In this paper, a novel contention-based MAC protocol for WSNs, named QL-
MAC and based on a Q-learning approach, is proposed. The protocol aims to
find an efficient wake-up strategy to reduce energy consumption on the basis
of the actual network load of the neighbourhood. Moreover, it benefits from
a cross-layer interaction with the network layer, so to better understand the
communication patterns and then to significantly reduce the energy consumption
due to both idle listening and overhearing. Moreover, since it is well known that,
along with network-level protocols [6,7], the MAC layer also contributes to the
packet-delivery performance, QL-MAC has been designed to guarantee a high
packet delivery ratio. Finally, the proposed protocol is inherently distributed and
has the benefits of simplicity, low computation and overheads.

The rest of this paper is organised as follows. In Sect. 2, we report some of the
most representative MAC approaches proposed for WSNs. Some basics on Q-
Learning and a detailed description of QL-MAC are provided in Sect. 3. Section
4 discusses the simulation results. Finally, conclusions are drawn.

2 Related Work

Some of the simplest MAC protocols for wireless networks rely on the time
division multiple access (TDMA) [8], which is a ”contention-free” approach,
where a pre-defined time slot is reserved for each node in each frame. Although
such a fixed duty cycling does not suffer from packet collisions, it needs an
extremely exact timing in order to avoid critical behaviours.

S-MAC [9] is a contention-based MAC protocol aiming at reducing energy
consumption and collisions. It divides time into large frames, and each frame
into two time portions (a sleeping phase and an active phase). Compared to the
TDMA approach, S-MAC requires much looser synchronization among neigh-
bouring nodes. However, due to a fixed duty cycle it is not capable of adapting
to network traffic condition.

The Timeout-MAC (TMAC) protocol [10] is an improvement of S-MAC as it
uses an adaptive duty cycle. In particular, by means of a time-out mechanism
it detects possible activities in its vicinity. If no activity is detected during the
time-out interval, the node goes to sleep for a certain period of time. Such
a mechanism occurs every time a communication between two nodes is over.
Although T-MAC outperforms S-MAC, its performance degrades under high
traffic loads.

In the P-MAC [11] protocol the sleep-wakeup schedules of the sensor nodes
are adaptively determined on the basis of a node’s own traffic and that of its
neighbours. The idle listening periods, which are source of energy wastage, are
minimized by means of some kind of matching algorithm among patterns of
schedules in the neighbouring.
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Other adaptive MAC protocols have been proposed in the literature and few of
them employ online machine learning approaches such as reinforcement learning
[12,13] and Q-learning [14].

3 QL-MAC Protocol

The aim of the proposed protocol is to allow nodes to infer each other’s be-
haviours in order to adopt a good sleep/active scheduling policy that dynam-
ically learn over the time to better adapts to the network traffic conditions.
Specifically, each node, not only takes into consideration its own packet traffic
due to the application layer, but also considers its neighbourhood’s state.

The basic underlying behaviour of the QL-MAC is similar to most of other
MAC protocols: a simple asynchronous CSMA-CA approach is employed over a
frame-based structure. It basically divides the time into discrete time units, the
frames, which are further divided into smaller time units, the slots. Both frame
length and slot number are parameters of the algorithm and remain unchanged
at execution time.

By means of a Q-Learning based algorithm, each node independently deter-
mines an efficient wake-up schedule in order to limit as much as possible the
number of slots in which the radio is turned on. Such a non-fixed and adaptive
duty-cycle reduces the energy consumption over the time without affecting the
other network performances, as shown by the simulations results discussed in
Sect. 4.

3.1 Reinforcement Learning and Q-Learning

Reinforcement Learning (RL) [5] is a sub-area of machine learning concerned
with how an agent take actions so as to maximize some kind of long-term reward.
In particular, the agent explores its environment by selecting at each step a
specific action and receiving a corresponding reward from the environment. Since
the best action is never known a-priori, the agent has to learn from its experience,
by means of the execution of a sequence of different actions and deducing what
should be the best behaviour from the obtained corresponding rewards.

One of the most popular and powerful algorithm based on RL is Q-Learning,
which does not need the environment to be modelled and whose actions depend
on a so called Q-function, which indicates the quality of a specific action at a
specific agent’s state. Specifically, the Q-values are updated as follows:

Q(st+1, at) = Q(st, at) + λ[rt+1 + φmax
a

Q(st+1, a) −Q(st, at)] (1)

where Q(st, at) is the current value at state st, when action at is selected.

At some state st, the agent selects an action at. It finds the maximum possible
Q-value in the next state st+1, given that at is taken, and updates the current
Q-value. The discounting factor 0 < φ < 1 gives preference either to immediate
rewards (if φ << 1 ) or to rewards in the future (if φ >> 0), whereas the learning
rate 0 < λ < 1 is used to tune the speed of learning.
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3.2 Protocol Details

The actions available to each agent/node consist in deciding whether it should
stay in active or in sleep mode during each single time slot. Thus, the action
space of a node is determined by the number of slots within a frame. Setting the
optimal length of the frames or the amount of time slots within a frame will not
be discussed in this paper due to space restrictions.

Every node stores a set of Q-value, each of which is coupled to a specific slot
within the frame. The Q-value represents an indication of the benefits that a
node has when is awake during the related time slot. The Q-value is updated
over the time on the basis of some specific events occurring during the same slot
at each frame. Moreover, it is also dependent on some state information coming
from the node’s neighbours.

Specifically, every Q-value related to a specific node i is updated as follows:

Qi
s(f + 1) = (1 − λ)Qi

s(f) + λRi
s(f) (2)

where Qi
s(f) ∈ [0, 1] is the current Q-value associated to the slot s on the

frame f , Qi
s(f + 1) is the updated Q-value, which will be associated to the same

slot s but on the next frame, λ is the learning rate and Ri
s is the earned reward.

Differently from the update rule shown in (1), the future reward is not considered
and the discount factor φ is set to 0.

In such a decentralized approach, it is important to define a suitable reward
function that consider both the condition of the node and the one of its neigh-
bourhood. Specifically, the events that the protocol takes into considerations are
related to the packet traffic load, so that the reward function calculated on node
i and related to a specific slot s is modelled as follow:

Ri
s = α

(
RP −OH

RP

)
+ βSi + γ

(∑|Ni|
j=1 Pj

|Ni|

)
(3)

where:

– OH is the number of over-heard packets, i.e. the packets received but actually
not intended for node i;

– RP is the total amount of packets received by node i during the slot s of
frame f . It includes also over-heard packets;

– Si has a value of +1 if node i has at least one packet to broadcast during
slot s, 0 otherwise;

– Pj has a value of +1 if the neighbouring node j has sent at least one packet
to node i during slot s, 0 otherwise;

– Ni is the set of neighbours of node i;
– the constants α, β, and γ weigh the different terms of the function accord-

ingly.

It is worth noting that, at the beginning, all the Q-values on every node are
set to 1, meaning that all nodes have their radio transceiver ON on every slot
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(i.e. for the entire frame). During the learning process, the Q-values changes over
the time accordingly to the variation of the reward function. In order to properly
set the state for the radio transceiver on the basis of the Q-values, we employ a
further parameter TON , which represents a threshold value:

Radio[slot s] =

{
On if Qi

s(f) ≥ TON

Off otherwise

In case the MAC packet exchange takes place always in broadcast mode, so
that a node is not able to figure out whether each single received packet is
actually destined for itself or not, it is necessary to get some extra information
from the upper layers. In particular, our MAC protocol employs a simple cross-
layer communication: every received packet are decapsulated and delivered to
the network layer, which in turns checks whether the packet is intended for the
node. In case the packet is discarded, the network layer signals the MAC protocol
about the reception of a overheard packet, and the reward function is updated
accordingly to (3).

If the radio is turned off at a specific slot but at some point, during the same
time window, the node needs to send a packet, we prefer to buffer it and postpone
its transmission on the next available slot (i.e. the first one with the radio ”on”).

The last term of (3) is an aggregated information about the state of the node
neighbourhood and, in particular, it represents the packet traffic activity during
a specific time slot. This is the only information exchanged by the protocol and
is fundamental when the node is in sleep mode at a specific slot so to figure out
that it should be better to turn on the radio because of the presence of packets
destined for it.

4 Simulations and Evaluation

QL-MAC is simulated and evaluated in Castalia1, a plugin for OMNET++
specifically for simulating WSNs. In the following, the simulation scenarios are
first described and then the obtained results are discussed. In particular, the
performance evaluation considers two metrics: the average energy consumption
of nodes and the Packet Delivery Ratio (PDR). Under these metrics, QL-MAC
is compared to two well known MAC protocols for WSNs, SMAC and TMAC,
as well as to a simple asynchronous CSMA-CA.

4.1 Scenario and Traffic Model

The protocol has been tested on two different scenarios, one with a regular grid
topology (nodes have been uniformly placed) and the other with a random one.
For both scenarios, the parameters setting summarized in Tab. 1 have been
adopted. All nodes have been set with the same radio transceiver, the CC2420
with a transmission power level of 0dBm (which allows roughly 46 meters trans-
mission range).

1 http://castalia.research.nicta.com.au
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Table 1. Parameters used in the simulations

Scenario Parameter Value QL-MAC Parameter Value

# of nodes: 16 Frame length 1 sec

Sim. Area [mxm]: 100x100 Slot number 4

Radio device: CC2420 λ 0.05

Transmission power: 0dBm alpha 0.33

Collision model: real β 0.33

Packet rate: ≈ 1 pkt/sec γ 0.33

Data packet payload: 32 bytes TON 0.40

Routing protocol Multipath Rings Routing

Initial energy 10000 J

In the following, the communication pattern is detailed. The application we
consider in our simulations employ a nodes-to-sink communication pattern, since
data-collection applications are one of the most typical use cases of a WSN in
real contexts. The sensor data acquired by all the nodes are sent to a sink
node centered in the middle of the simulation area. Since the sink is not in the
transmission range of every node, a simple multipaths ring routing has been used
as a network layer protocol. During an initial setup phase, the sink broadcasts
a specific packet with a counter set to 0. Once the packet is received by a node,
it sets its own level/ring number to 0, increments the counter and rebroadcasts
the packet. This process goes further on until all nodes get their ring level.

After this initial setup phase, every node has a ring number representing the
hop distance to the sink. When a node has data to send, it broadcasts a data
packet by attaching its ring number. Only the neighbours with a smaller ring
number process the packet (i.e. attach its own ring number) and rebroadcast it.
This process goes further on until the data packet gets to the sink.

4.2 Results

In order to understand the impact of the dynamic radio schedule adopted by
QL-MAC on the network performance, the PDR has been first analysed, as
shown in Fig. 1. As it can be seen, both on grid and random topology, QL-MAC
outperforms all other MAC protocols with the exception of the CDMA-CA with
a 100% duty cycle. In this case, both protocols have almost the same performance
because of the underlying QL-MAC channel access, which is essentially the same.

Although both QL-MAC and CSMA-CA (with a 100% duty cycle) share the
same PDR performance, their comparison result changes if we consider the node
energy expenditure. In fact, as shown in Fig. 2, QL-MAC allows nodes to spend
much less energy, as a result of the sleep/wake-up radio schedule. Moreover, it
performs better even if compared to a CSMA-CA having a duty cycle of 60%.
Both S-MAC and T-MAC show lesser energy consumption but, because of their
limited capabilities, they are not able to adapt well to the network traffic pattern.
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Fig. 1. Packet Delivery Ratio on grid (a) and random (b) topologies
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Fig. 2. The average energy consumption per node on grid (a) and random (b) topologies

QL-MAC has been also evaluated by varying the number of slots constituting
the frame. In Fig. 3, the simulation results of both PDR and average energy
consumption per node are depicted. In general, as the number of slots decreases,
QL-MAC shows better performance with respect to the PDR but, as a conse-
quence, the energy spent by node tends to increase. Actually, with the use of
8 slots, the protocol exhibits the better trade-off, i.e. the PDR is similar to the
case with 4 slots, but the energy spent is less.

The results shown in Fig. 4 are obtained by varying the packet rate of the
application layer, from 2 pkt/sec to 8 pkt/sec. As it can be seen, the PDR
plots are similar over the time, demonstrating that QL-MAC behaves well under
different traffic loads. But, since different amount of packets per time unit are
transmitted and delivered, the energy expenditure increases with the increase of
the packet rate.
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Fig. 3. QL-MAC: Packet Delivery Ratio and average energy consumption per node by
varying the slot number
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Fig. 4. QL-MAC: Packet Delivery Ratio and average energy consumption per node by
varying the application packet rate

5 Conclusion

In this paper, a Q-Learning based MAC protocol is proposed. The learning
algorithm is employed to find an efficient radio schedule on the basis of the
node packet traffic and the traffic load of its neighbours. The simulation results
show that, compared to other standard MAC protocols for WSNs, the adaptive
behaviour of QL-MAC guarantees better network performances with respect to
both the packet delivery ratio and the average energy consumption. Moreover,
the learning approach requires minimal overhead and very low computational
complexity.
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Abstract. With a view to prolong the duration of the wireless sensor
network, many battery lifetime prediction algorithms run on individ-
ual nodes. If not properly designed, this approach may be detrimental
and even accelerate battery depletion. Herein, we provide a comparative
analysis of various machine-learning algorithms to offload the energy-
inference task to the most energy-rich nodes, to alleviate the nodes that
are entering the critical state. Taken to its extreme, our approach may
be used to divert the energy-intensive tasks to a monitoring station,
enabling a cloud-based approach to sensor network management. Exper-
iments conducted in a controlled environment with real hardware have
shown that RSSI can be used to infer the state of a remote wireless
node once it is approaching the cutoff point. The ADWIN algorithm was
used for smoothing the input data and for helping a variety of machine
learning algorithms particularly to speed up and improve their prediction
accuracy.

1 Introduction

When sensor nodes operate in harsh environments, there are many points of
failures. They need to have enough computational intelligence to cope with fail-
ures [8]. One of the main causes of failure could be fast, unpredictable battery
depletion of the nodes. Failure of strategic nodes can bring down the entire net-
work and is not favorable for the end users who depend on it for their day-to-day
operation. Besides the support of critical applications, battery level prediction is
important for self-organization of wireless sensor networks (WSN). An important
action for topology control in a WSN is the power scaling of the transmitters.
The aim of such action is to improve the connectivity of the transmitter and
reduce the interference in a highly dense wireless network. However, a node is
not aware of how the transmission power should be scaled in order to avoid shad-
owing the neighbors. Symmetrically, in self-organized networks, nodes may react
on behalf of their neighbors to report a critical state to a monitoring system.

Within that context, this paper analyses the possibilities of using machine
learning algorithms to infer the critical state of the battery of a neighboring
node. Inference of that state can be used in both transmitter power scaling
or collaborative cloud-based monitoring. Failing nodes which lack the power to

J. Ko�lodziej et al. (Eds.): ICA3PP 2013, Part II, LNCS 8286, pp. 276–284, 2013.
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transmit their state can be reported by neighboring nodes to a cloud service
with a global overview of the network status. The cloud aggregates multiple
data about the failing node from neighbors. It is, hence, more safely inferred
whether that node is a strategic node and whether it can easily be assumed that
the reported node is reaching the cutoff point.

The approach presented is a two-step processing of Received Signal Strength
Indicator (RSSI) values. RSSI was chosen as it is an already available indicator
in every sensor node and provides some indirect information about the remote
transmitting node. The RSSI values are filtered at the node level with a fast
inexpensive data smoothing algorithm. Then, the smoothened values are sub-
mitted to prediction algorithms running in the cloud for estimating the voltage
level those values correspond to.

The contribution of this work lies on the comparative analysis of various
well-established machine learning algorithms for predicting the voltage level of
a remote node using exclusively RSSI values. Although our experimentations
show that, the nature of RSSI values does not allow for an early and accurate
inference of the nodes current voltage level, we found that the cutoff point is very
quickly detectable by many algorithms. However it is essential that the chosen
data smoothing algorithm (ADWIN) [3] does not only prune the outliers but
also significantly reduces the amount of necessary data points for training the
learning algorithms.

The remaining parts of this study are as follows. Section 2 provides a focused
criticism on similar efforts to estimate the battery depletion rate. Section 3 is
a description of the envisioned cloud-based system; and section 4 describes our
experimental setup. Section 5 analyses the conducted experiments; and section 6
concludes and provides suggestions for further research steps on this topic.

2 Related Work

In the literature, we find two broad categories of techniques to maximize the
lifetime of a sensor network based, respectively on 1) the prediction of the energy
consumption in the WSN and 2) the prediction of the battery depletion of the
sensor network. The latter one is an indirect way in the sense that knowing how
fast the energy is depleting can help the network engineer replace the dying
batteries of the node and thereby extend the operation time of the network.
Further, the battery depletion techniques can be further classified into: a) battery
life modeling and b) estimating techniques.

[7] points out that both the Received Signal Strength Indicator (RSSI) and
the Link Quality Indicator (LQI) become unstable shortly before the depletion
of the nodes battery. Based on the fact that as RSSI values deteriorate, Inacio et
al [12] used six mathematical models such as Simple Average, linear regression,
Auto regressive, etc. They found that auto regression could adequately represent
the charge depletion process thereby permitting to predict the node behavior and
to detect the moment to replace its batteries.

However, our experimental results point out that RSSI values are so un-
predictable that the accuracy of most of the classification algorithms are not
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plausible to claim that battery depletion can be predicted by the RSSI parame-
ter alone.

3 System Overview

Figure 1 represents the system overview.

Fig. 1. System Overview

∑n
i=1 li represents the end nodes that are responsible for collecting the domain

specific readings such as temperature, humidity, etc.∑n
i=1 Ci represents the cluster head nodes that aggregates the data at local

level. Once the head nodes collect aggregated data, it transmits it to the sink
node S. The sink node S contains the ADWIN algorithm that does the pre-
processing of the data and sends the pre-processed data to the cloud, which
runs the popular scikit-Learn Machine Learning framework [10].

Due to environmental conditions such as interference or temperature, the RSSI
values are non-linear in nature. Providing the Machine Learning algorithms with
data having sharp variations can give less accurate predictions. In order to in-
crease the prediction accuracy of the machine learning algorithms and to reduce
the number of outliers, we need to smooth the data. Due to sharp variations in
the RSSI values, it is not possible to classify whether the battery level is good, av-
erage, or bad with single RSSI value. Hence, we need to maintain a window that
keeps the most recently read RSSI values. Furthermore, since machine learning
is a time consuming process it should be triggered only when the average of the
sequence of RSSI values in the window crosses the sensitivity threshold set by
the network engineer. To meet the above-mentioned requirements, the algorithm
of choice for our experiments is ADWIN as it uses the concept of sliding window
allows for the engineers to set the sensitivity threshold an a priori parameter.
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We used the scikit-Learn Machine learning framework to check how feasible it
is to predict the battery depletion level classes (good, average, and bad), based
on various popular classification algorithms.

4 Experimental Setup

Since RSSI is the sum of the pure received signal and the noise floor [1], it is
important to reduce the noise floor to get accurate received signal strength read-
ings. Therefore, the experimentation was conducted inside an anechoic chamber
that is an interference free room.

The noise in the sensor node communication is introduced due to co-location
of 802.11b network [11]. In addition to this, the presence of Bluetooth network
and domestic appliances can significantly affect the transmission in the IEEE
802.15.4 network [1,13].

Since the concurrent transmission from other nodes in the network can intro-
duce the noise in the communication channel [9] and for the sake of simplicity,
only the communication between one cluster head node (transmitting) and sink
node (receiving) was performed.

We conducted two sets of experiments using CrossBows TelosB motes. In the
first setup, the distance between the transmission node and the receiving node
was set to 2 meters. In the second setup, the distance was increased by 5 meters.
The battery depletion of the transmitting cluster head node was emulated using
Benchmark power supply.

The following settings were kept constant for the entire experiment.

1. The transmitting node was configured to send the data to the receiving node
every 250 ms.

2. The receiving node connected to the laptop was our sink node.
3. The position of the transmitting and the receiving node was not changed

during the entire experimentation process.
4. The amps were set at 0.25mA.
5. For every voltage ranging from 3V to 1.5V, 1000 RSSI reading were taken.

5 System Evaluation

This section presents the experimental results from conducting the aforemen-
tioned experiments. The section is split in two parts: data smoothing and battery
level prediction. Data smoothing is executed at the sensor node level and aims
at reducing either the processing or the communication or both. Moreover, it
contributes on the efficiency of the prediction algorithm by reducing the outlier
data points and, hence, the overlap of the classes used at classifiers or reducing
the bias in the regression models. Smoothened data are the input to the predic-
tion algorithms which are running in the cloud. The algorithms are evaluated
based on their accuracy and speed.
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(a) a (b) b

(c) c (d) d

Fig. 2. Raw and pre-processed input data from the two monitored network conditions
(two datasets for 2-meter and 5-meter distance between two sensors). Fig. 2a illustrates
all raw datapoints, Fig. 2b presents the moving average of those datasets with a sliding
window of 10 samples, Fig. 2c depicts the output of ADWIN algorithm in verbose mode
and Fig. 2d illustrates the ADWIN output when the window size changes. you need to
add the labels a to d to the actual plots.

Fig. 2 presents the raw input RSSI data in the two datasets as well as the
smoothing of that data using a naive moving average (Fig. 2b) and the ADWIN
(Fig. 2c and Fig. 2d) algorithms. The moving average algorithm outputs the
average value of a window of the 10 latest samples for every new RSSI value
received. The ADWIN algorithm is used in two modes:

– Verbose: for every RSSI value received, ADWIN outputs the average value
of the current window (Fig. 2c).

– Change-detection: ADWIN provides the average value of the last window
just on moments of a change at the window size (Fig. 2d).

As shown in Fig. 2a, the two RSSI raw datasets are overlapping. On the one
hand, the moving average algorithm filters out many outliers that were causing
that overlap. On the other hand, ADWIN has reduced significantly the variance
of the two datasets and has increased the gap in between. As expected, the
data-points generated by ADWIN in Fig. 2d are significantly fewer than those
in Fig. 2c as data are submitted to the prediction algorithms in the cloud solely
upon a considerable change to the ADWIN window size.

An ADWIN window changes upon a shift of the estimated voltage level, i.e.
concept, based on the received RSSI values. Had such concept shift not been
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Table 1. Legends for Table 2, 3, 4, and 5

SVM-RBK: Support Vector Machine with Radial Basis Kernel[6]
SVM-PK: Support Vector Machine with Polynomial Kernel[6]

GMM: Gaussian Mixture Model[4]
RFT: Random Forest Trees[5]
KNN: K Nearest Neighbors[4]

LogR+RBM: Logistic Regression[4] built on a top of a
Restricted Boltzmann Machine[2]

LogR: Logistic Regression[4]
LR: Linear Regression[4]
RC: Random Classifier

Not available(NA): Algorithm was halted if being executed for more
than 1 minute.

Table 2. Prediction algorithms evaluation. Input data come from the output of AD-
WIN in verbose mode. RSSI values are classified to one of the 16 voltage levels i.e.
classes.

Classification 2-meter distance dataset 5-meter distance dataset
Algorithms Accuracy (%) Time (sec) Accuracy (%) Time (sec)

SVM-RBK 10.76% 3.7464 10.51% 3.7499
SVM-PK NA > 1 minute NA > 1 minute
GMM 5.51% 2.3817 7.27% 3.2728
RFT 10.23% 0.3366 9.76% 0.3472
KNN 10.19% 0.0108 9.89% 0.0107
LogR+RBM 12.86% 4.1106 13.99% 4.0429
LogR 12.71% 0.1648 12.36% 0.1727
LR 5.62% 0.0277 10.56% 0.0221
RC 6.25% 6.25%

present, there would also be no need for triggering the battery voltage level
prediction algorithm. Therefore, ADWIN on change-detection mode reduces the
communication overhead for the sensor nodes and the processing overhead for
the prediction algorithms.

The input data shown in Fig. 2 are the training data for the prediction algo-
rithms. Every training data-point in those datasets is classified to one of the 16
voltage levels (1.5v-3v). Therefore, any RSSI value from the testing datasets has
to be fed into the prediction algorithm and classified to one of those levels i.e.
classes. The output of ADWIN algorithm in both modes was used for the classi-
fication process. Tables 2 and 3 (please see Table 1 for the acronyms description)
present the evaluation of various algorithms with regards to their accuracy (per-
centage of input data-points classified in the correct class) and execution time
(seconds spent during training phase). From Table 2, it becomes clear that
all tested algorithms perform at most twice as good as a random classifier. On
the other hand, Table 3 demonstrates a slightly improved situation when the
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Table 3. Prediction algorithms evaluation. Input data come from the output of AD-
WIN in change-detection mode. RSSI values are classified to one of 16 voltage levels
i.e. classes.

Classification 2-meter distance dataset 5-meter distance dataset
Algorithms Accuracy (%) Time (sec) Accuracy (%) Time (sec)

SVM-RBK 7.86% 0.0010 12.10% 0.00309
SVM-PK 17.97% 0.4803 NA > 1 minute
GMM 8.98% 0.0523 8.28% 0.0630
RFT 17.97% 0.0050 15.92% 0.0050
KNN 12.35% 0.0007 12.10% 0.0005
LogR+RBM 12.35% 0.0492 14.01% 0.0799
LogR 11.23% 0.0492 13.37% 0.0034
LR 7.86% 0.0019 12.74% 0.0003
RC 6.25% 6.25%

Table 4. Prediction algorithms evaluation. Input data come from the output of AD-
WIN in verbose mode. RSSI values are classified to one of two classes (1.5-1.6V or
1.7-3V).

Classification 2-meter distance dataset 5-meter distance dataset
Algorithms Accuracy (%) Time (sec) Accuracy (%) Time (sec)

SVM-RBK 89.11% 1.5670 86.08% 2.1382
SVM-PK NA > 1 minute NA > 1 minute
GMM 67.08% 0.4543 64.14% 0.4907
RFT 83.19% 0.1664 79.19% 0.2405
KNN 81.10% 0.0109 76.95% 0.0110
LogR+RBM 87.44% 2.8912 87.41% 4.8276
LogR 92.44% 0.1741 84.65% 0.1659
LR 24.75% 0.0218 26.03% 0.0220
RC 50.00% 50.00%

classifiers use ADWIN output exclusively when the window adapts to the con-
cept drifting. However, even in that case (ADWIN in change-detection mode)
their performance is limited. Therefore, the results in tables 2 and 3 are incon-
clusive with regards to the inference of the battery level of a neighboring sensor
node using only received RSSI values.

There are various reasons behind this inaccuracy. The input raw RSSI values
have very high variance for each voltage level. This variance, in a well-controlled
environment like the anechoic chamber, might be caused by the inaccuracy of
RSSI register at the receiver, which, in TelosB nodes, varies for 6dBm. More-
over, the average RSSI value of any voltage level differs maximum 3dBm from
any other level. These two issues create a very wide overlapping among the volt-
age classes that all the tested classifiers cannot easily detect. However, during
the experiments above we noticed that two voltage levels were more accurately
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Table 5. Prediction algorithms evaluation. Input data come from the output of AD-
WIN in change-detection mode. RSSI values are classified to one of two classes (1.5-1.6V
or 1.7-3V).

Classification 2-meter distance dataset 5-meter distance dataset
Algorithms Accuracy (%) Time (sec) Accuracy (%) Time (sec)

SVM-RBK 86.51% 0.0004 85.35% 0.0009
SVM-PK 92.13% 0.3010 78.34% 10.8300
GMM 68.53% 0.0137 73.88% 0.0206
RFT 88.76% 0.0040 85.35% 0.0040
KNN 88.76% 0.0006 84.71% 0.0005
LogR+RBM 91.01% 0.0387 85.98% 0.0629
LogR 89.88% 0.0019 85.98% 0.0032
LR 29.21% 0.0003 31.84% 0.0003
RC 50.00% 50.00%

inferred than others. As shown in Table 4 and Table 5, the classifiers can perform
much better when just two classes are considered. Instead of 16 classes, the clas-
sifiers were trained with the same input data to classify data-points into either
the 1.5V-1.6V class or the 1.7V-3.0V class. That classification can practically
infer if the battery of the remote sensor has maximum 0.2V before it is drained.
Table 4 presents an accuracy of tested classifiers up to 92.4% for the 2-meter
distance dataset and up to 87.4% for the 5-meter distance dataset. The benefit
of using ADWIN in change-detection mode is shown in Table 5 as the accuracy
or execution time of many algorithms is considerably improved compared to
Table 4.

6 Conclusions and Future Work

We found through our experimentation that the nature of the RSSI values does
not allow for an early and accurate prediction of the stationary node’s current
voltage level. On the contrary, the cut-off point (1.6V and 1.5V), most of the
time detectable by majority of the classification algorithms.

In the course of the experiment, we discovered that providing the classification
algorithm with raw RSSI values reduces the accuracy of the prediction of the
algorithms. The reason for this being large of number of outliers.

Furthermore, we found that it is not possible to classify whether the battery
level is good, average, or bad with single RSSI value. Therefore, we needed to
maintain a window that buffers the most recent RSSI values.

In addition to this, since classification algorithms are computational intensive
process it should be triggered only when the average sequence of RSSI values in
the windows exceeds the sensitivity set by the users.

To cater these demanding needs, we found ADWIN algorithm to be best suited
to reduce the time and computing cost of the machine learning algorithms.



284 R. Kotian et al.

References

1. Baccour, N., Koubaa, A., Mottola, L., Zuniga, M.A., Youssef, H., Boano, C.A.,
Alves, M.: Radio link quality estimation in wireless sensor networks. ACM Trans-
actions on Sensor Networks 8(4), 1–33 (2012)

2. Bengio, Y.: Learning deep architectures for ai. Found. Trends Mach. Learn. 2(1),
1–127 (2009)

3. Bifet, A., Holmes, G., Kirkby, R., Pfahringer, B.: Data stream mining (May 2011)
4. Bishop, C.M.: Pattern Recognition and Machine Learning. Information Science

and Statistics. Springer-Verlag New York, Inc., Secaucus (2006)
5. Breiman, L.: Random forests. Mach. Learn. 45(1), 5–32 (2001)
6. Cortes, C., Vapnik, V.: Support-vector networks. Mach. Learn. 20(3), 273–297

(1995)
7. Forster, A., Puccinelli, D., Giordano, S.: Sensor node lifetime: An experimental

study. In: 2011 IEEE International Conference on Pervasive Computing and Com-
munications Workshops (PERCOM Workshops), pp. 202–207. IEEE (March 2011)

8. Liotta, A.: The cognitive NET is coming. IEEE Spectrum 50(8), 26–31 (2013)
9. Mottola, L., Picco, G.P., Ceriotti, M., Guna, S., Murphy, A.L.: Not all wireless

sensor networks are created equal. ACM Transactions on Sensor Networks 7(2),
1–33 (2010)

10. Pedregosa, F., Varoquaux, G., Gramfort, A., Michel, V., Thirion, B., Grisel, O.,
Blondel, M., Prettenhofer, P., Weiss, R., Dubourg, V., Vanderplas, J., Passos, A.,
Cournapeau, D., Brucher, M., Perrot, M., Duchesnay, E.: Scikit-learn: Machine
learning in Python. Journal of Machine Learning Research 12, 2825–2830 (2011)

11. Srinivasan, K., Dutta, P., Tavakoli, A., Levis, P.: An empirical study of low-power
wireless. ACM Transactions on Sensor Networks 6(2), 1–49 (2010)

12. Yano, I.H., Oliveira, V.C., Alberto, E., Fagotto, D.M., Mota, A.D.A., Toledo, L.,
Mota, M.: Predicting battery charge deplition in Wireless Sensor Networks us-
ing received signal strength indicator. Journal of Computer Science 9(7), 821–826
(2013)

13. Zhou, G., He, T., Krishnamurthy, S., Stankovic, J.A.: Models and solutions for
radio irregularity in wireless sensor networks. ACM Transactions on Sensor Net-
works 2(2), 221–262 (2006)



TuCSoN on Cloud:

An Event-Driven Architecture
for Embodied / Disembodied Coordination

Stefano Mariani and Andrea Omicini

DISI, Alma Mater Studiorum–Università di Bologna
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Abstract. The next generation of computational systems is going to
mix up pervasive scenarios with cloud computing, with both intelligent
and non-intelligent agents working as the reference component abstrac-
tions. A uniform set of MAS abstractions expressive enough to deal with
both embodied and disembodied computation is required, in particular
when dealing with the complexity of interaction. Along this line, in this
paper we define an event-driven coordination architecture, along with a
coherent event model, and test it upon the TuCSoN model and technology
for MAS coordination.

1 Embodied / Disembodied Coordination in MAS

MAS (multi-agent systems) have proven to be quite an effective technology to
deal with complex systems [1] in a plethora of different application scenarios:
sensor networks [2], biological systems simulation [3, 4], robotics [5] are just
a few to mention. In turn, coordination models, languages and infrastructures
have been deeply influenced by the evolution of MAS application scenarios [6],
mostly due to their very nature: that is, being conceived and designed to manage
the interaction space of MAS [7], typically working as their foremost source of
complexity [8].

Such heterogeneity is reflected by the diversity of MAS (and coordination) ab-
stractions, models, and architectures adopted to deal with different MAS deploy-
ment scenarios. In particular, one fundamental issue is raised by the increasing
popularity of two apparently antithetical technological paradigms: pervasive sys-
tems on the one hand, cloud computing on the other. Whereas pervasive systems
strongly rely on the situated, embodied nature of their software and hardware
components to provide the features of context-awareness, (self-)adaptation, and
self-organisation required to cope with an ever-changing environment [9], cloud
computing has its strength in its disembodiment of the computation, that is,
in its being essentially independent of its physical nature [10]. Nonetheless, we
believe embodied systems – as pervasive ones – and disembodied systems – as
cloud-based ones – should be viewed and dealt with as complementary technolo-
gies, to be exploited in synergy so as to better tackle real-world problems with
the right “degree of situatedness”.

J. Ko�lodziej et al. (Eds.): ICA3PP 2013, Part II, LNCS 8286, pp. 285–294, 2013.
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Accordingly, in this paper we first propose an event-driven architecture, along
with a coherent event model, promoting the integration of embodied and disem-
bodied coordinated systems, then test it so as to bring the TuCSoN coordination
technology [11] to the cloud.

2 Embodied vs. Disembodied: Event-Driven Architecture

Integrating coordination of embodied and disembodied systems in a coherent
conceptual framework requires a number of issues to be addressed:

– how to characterise both embodied and disembodied entities within a system,
and how to refer them—essentially, an identification & reference problem

– which abstractions should be used to reconcile embodied computations with
disembodied ones—a modelling problem

– which architectural design should be used to support embodied computations
as well as disembodied ones—an architectural problem

2.1 Embodied / Disembodied Identification and Reference

In order to seamlessly integrate embodied and disembodied coordinated systems,
two things are required first of all: (i) a single, coherent notion of identity; (ii)
some means to refer entities based on their properties. A reference may be
as complex as needed not only by the application at hand, but also by the
technological paradigm adopted: e.g., whereas pervasive systems may exploit
some spatio-temporal properties of coordinated entities to denote them – e.g.,
“the 1-hop neighbourhood of entity X” –, cloud computing typically relies on
system-generated global identifiers, mostly because the cloud system itself should
not expose its awareness of the spatio-temporal fabric it lives in.

In any sort of distributed systems, a computational entity, either a disem-
bodied or an embodied one, is first of all identified by means of a global, uni-
vocal identifier, and accessed through white-pages services. Also, components
– as in the case of heterogeneous environment resources – could be referred
through their properties, typically represented in the form of key-value pairs (as
in attribute-based naming), and accessed through yellow-pages services.

In addition, in the case of situated entities, an entity can be referred also
according to its spatio-temporal properties:

spatial reference — it could be any spatial characterisation identifying a set
of nodes whose chosen spatial property has the same value—e.g., “all the
nodes within range (X,Y, Z) from node n”, but also “all nodes at latitude
X , longitude Y , altitude Z”

time reference — it can be any temporal characterisation identifying a set of
nodes whose chosen temporal property has the same value—e.g., “all the
nodes in range δ from instant t”, but also “all nodes at instant t”

Thus, an integrated reference & identification model for embodied / disembodied
computational systems should account for both disembodied references (white
and yellow pages) and embodied references (time and spatial references).



Event-Driven Architecture for Embodied / Disembodied Coordination 287

Table 1. Event model integrating embodied / disembodied coordination

〈Event〉 ::= 〈Start〉 , 〈Cause〉 , 〈Evaluation〉
〈Start〉 , 〈Cause〉 ::= 〈Activity〉 , 〈Source〉 , 〈Target〉 , 〈Time〉 , 〈Space : Place〉

〈Source〉 , 〈Target〉 ::= 〈AgentId 〉 | 〈CoordMediumId〉 | 〈EnvResId〉 | ⊥
〈Activity〉 ::= 〈Operation〉 | 〈Situation〉

2.2 Embodied Event Model

Once complex computational systems are conceptualised as coordinated MAS,
the core entity which all revolves around is the one of event [12, 13]. Every-
thing occurring in a coordinated MAS generates an event, be it a coordination
operation request issued by an agent, a change in environmental properties, as
well as a change in the space-time fabric. Events should be handled so as to
keep track of all the related information, such as the cause of the event, and its
context—what “action” caused the event, who did it, toward whom it has been
done, when and where, what its outcome is.

The generic reference model for embodied / disembodied events is sketched
by the grammar rules in Table 1, which are based on the formal syntax of
the ReSpecT language event model [14–17], here extended to cope with both
embodied and disembodied coordination. There, 〈AgentId〉, 〈CoordMediumId 〉,
and 〈EnvResId〉 represent global identification terms for agents, coordination
media, and environment resources, respectively. Furthermore:

〈Event〉 is the complete event descriptor
〈Start〉 is the primary cause of the event—either an agent or the environment
〈Cause〉 is the direct cause of the event—an agent, a medium, the environment
〈Evaluation〉 represents the effect of the event on the MAS
〈Activity〉 is the “stimulus” that actually produced the event—such as a coor-

dination operation or an environmental property change
〈Operation〉 represents any coordination operation
〈Situation〉 represents any change, either spatio-temporal or environmental
〈Time〉 is any expression of time—e.g, absolute time, relative time
〈Space〉 is the sort of the spatial characterisation—e.g., physical, organisational,

network space
〈Place〉 is any expression of location in space—e.g., physical location, organi-

sational place, network node, etc.

The need for a distinction from direct cause and original, “starting” cause comes
from the need of recording chains of events, where an initial event starts a
sequence of events—as in the case of linking of coordination media [18].

It is easy to see how the proposed event model suits both embodied and dis-
embodied coordination. In an embodied coordinated MAS, all the expressive
power of the the event model is required to deal with environmental as well as
spatio-temporal situatedness. In a disembodied coordinated MAS, instead, some
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of the available properties could be simply ignored. However, when integrat-
ing embodied and disembodied coordinated systems, disembodied computation
could usefully handle situation aspects—e.g., for recording situated properties of
events in the cloud. The main point here is that we need a language able to rep-
resent any potentially-useful aspect of an event, including situation properties.
The event model just described is a fundamental part of such a language.

2.3 Embodied / Disembodied Architecture

Roughly speaking, once both a reference system and an event model are de-
fined, components can be named and interact with each other. How they do
actually interact with each other can be described by defining the architecture
for embodied / disembodied coordinated systems.

The core abstraction of our coordination architecture is the (coordination)
node, that is, the entity responsible for the management of the interaction space
where all entities – such as agents and other nodes – interact with each other
according to a disciplined set of coordination policies. In order to preserve and
support situatedness for embodied coordination, and transparency for disem-
bodied coordination, the node is given both an embodied and a disembodied
nature. As a disembodied abstraction, a node is identified by using a universal
identifier. As an embodied abstraction, a node is denoted by its spatio-temporal
properties—typically depending on the computational device hosting the node
itself.

Other abstractions and architectural components, depicted in Fig. 1 and
Fig. 2, are referred and identified with respect to the node and its properties.
Fig. 1 shows the three fundamental abstractions exploited by the proposed ar-
chitecture, along with the relationships with their classification according to the
A&A meta-model [19, 20]:

ACC — The Agent Coordination Context (ACC) [21] is the abstraction govern-
ing agents interaction with the coordination media within a node. It enables
and constraints the space of interaction by providing agents with the coordi-
nation operations available according to the agent’s role in the MAS. Since
every ACC associates a node with a single agent, the ACC is an individual,
boundary artefact according to [19, 20].

tuple centre — The tuple centre is a programmable coordination medium, rul-
ing and decoupling (in control, reference, space and time) agents’ interactions
[22]. Since it manages the overall agent interaction space, the tuple centre is
a social, coordination artefact according to [19, 20].

transducer — The transducer is the abstraction modelling arbitrary environ-
mental resources that a MAS interacts with [16]. Analogously to ACC for
agents, transducers enable and constraint environmental resource interaction
capabilities, by translating resource-generated events into the event model
suitable to be handled by the coordination medium. Being aimed at mod-
elling an environmental resource, the transducer is a resource, boundary arte-
fact.
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Fig. 1. Embodied/disembodied abstractions in a coordination node

As highlighted by Fig. 1, communication between these abstractions is entirely
event-driven, by adopting the event model proposed in Subsection 2.2. Further-
more, each abstraction communicate asynchronously with any other. This, cou-
pled with the persistent and autonomous nature of tuple centres, allows for a
complete decoupling in control, which is a mandatory feature if are willing to
deal with open, distributed MAS.

Fig. 2 further details our reference architecture by specifying the role of the
node, and introducing new architectural elements:

node — The node collects all tuple centres running locally on the same de-
vice and reachable at the same “address”—be it the IP:port pair or any
other notion of identity. It is responsible for tuple centres lifecycle, ACC
negotiation, transducers (de)registration, events dispatching.

ACC manager — The ACC manager is delegated by the node to handle ACC
requests by MAS agents. As such, it must take care of the negotiation process
as well as of the mediation process, that is, allowing admissible interactions
while forbidding others. Furthermore, it keeps track of all the ACC-agent
mappings for the node it belongs to.
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Fig. 2. Embodied/disembodied coordination integration architecture

transducer manager — Similarly, the transducer manager is delegated by
the node to handle transducers dynamic registration. As such, it is respon-
sible to act as an interface between the resource communication paradigm
and working cycle and the tuple centre own. Obviously, it keeps track of
Transducer-resource mappings on behalf of the Node.

OpE — The Operation Event multiset is the data structure in which incoming
operation events – that is, whose source is an agent or a tuple centre – are
stored, waiting to be processed. Whenever an agent issues a coordination
operation request, its ACC maps such request to an operation event, which
is then sent to the OpE. This happens asynchronously, thus preserving both
agents and nodes autonomy.

SitE — Similarly, the Situation Event multiset stores situation events – that
is, transducers-generated ones or those belonging to the space-time fabric –
waiting to be processed. Whenever a space, time, or environmental property
changes, this is mapped onto a situation event – by the resource transducer,
in the case of an environmental property, or by the coordination medium
itself in the case of the space-time fabric –, which is then sent to SitE. Again,
all of this happens asynchronously, thus preserving also resources autonomy.

OutE — Finally, the Output Event multiset should store outgoing events of any
kind—e.g., changing a “switched on” property of a motion actuator via a re-
source transducer. This multiset is filled as soon as the tuple centre generates
outgoing events in response to incoming events processing. As usual, this data
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structure is managed asynchronously—that is, insertion of an event and its
dispatching happen in two distinct computational steps.

3 Case Study: TuCSoN on Cloud

The TuCSoN coordination technology1 [11] is a Java-based middleware support-
ing tuple-based coordination of autonomous agents in an open environment.
Featuring tuProlog [23] first-order logic tuples, and ReSpecT [14] tuple centres
– that is, programmable tuple spaces –, TuCSoN supports coordination of in-
telligent agents – e.g., BDI-based – according to custom-defined coordination
policies, dependent on the application at hand. The TuCSoN middleware adopts
the embodied / disembodied integration architecture introduced in Section 2, in
particular:

– TuCSoN nodes host the coordination media (tuple centres), and are univo-
cally identified by a Java UUID2

– the ReSpecT language [22], used to program TuCSoN tuple centres, features
the event model sketched in Subsection 2.2, thus supporting recording and
inspection of all the properties described in Table 1

– the TuCSoN middleware itself is built according to the logical architecture
depicted in Subsection 2.3, therefore featuring ACC as well as transducers

Recently, TuCSoN has been successfully wrapped into a Cloudify3 service, so as
to be run as a disembodied coordination service—in particular, a private cloud.
Nevertheless, the on-Cloud distribution can seamlessly integrate with the out-
Cloud one, indeed, thanks to the adopted event model and architecture. Fig. 3
depicts a typical embodied / disembodied coordination integration scenario: on
the left, a TuCSoN-coordinated WSN (thus, embodied) [2]; on the right, a cloud
computing infrastructure (disembodied).

Between the two coordinated subsystems, a new architectural component is
added to the TuCSoN middleware: the node manager. In fact, the core of the
integrated embodied / disembodied architecture as depicted in Subsection 2.3
is the notion of node, as a twofold abstraction: an embodied and a disembodied
notion, at the same time, as described above. Since coordination media are hosted
by nodes, ACC are associated to nodes, agents and resources interact with nodes,
this seamlessly allows all coordination entities to participate to both embodied
and disembodied coordination, without affecting their coordination behaviour.

Node managers have a twofold duty: (i) handle cloud-related issues, such
as user accounting, nodes startup/shutdown, relocation, load-balancing and the
like; (ii) translate events back and forth the embodied / disembodied systems
(if needed). In fact, whereas embodied events can be effortlessly handled by in-
Cloud TuCSoN – it can either ignore situated event properties or consider them,

1 http://tucson.unibo.it, LGPL-available
2 http://docs.oracle.com/javase/7/docs/api/java/util/UUID.html
3 http://www.cloudifysource.org

http://tucson.unibo.it
http://docs.oracle.com/javase/7/docs/api/java/util/UUID.html
http://www.cloudifysource.org
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Fig. 3. TuCSoN on Cloud typical deployment scenario

thanks to ReSpecT –, disembodied events can be filled-in with situated data
to be effectively handled by out-Cloud TuCSoN—e.g., 〈Space : Place〉 attribute
could be either left blank or filled with internal information from the cloud
infrastructure.

4 Conclusions

In this paper we faced the problem of integrating embodied and disembodied
systems, when computational systems are modelled as coordinated MAS. Ac-
cordingly, we proposed an event-driven coordination architecture exploiting a
coherent event model and a uniform reference system promoting the seamless in-
tegration of embodied and disembodied coordination. Then, we briefly described
how the TuCSoN middleware for tuple-based coordination of autonomous agents
can work as an effective technology upon which such architecture and event
model can be straightforwardly implemented.
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Abstract. This paper introduces CLEPTA, an extension to the
PROFETA robotic programming framework for the integration of cloud
services in developing the software for autonomous robots. CLEPTA pro-
vides a set of basic classes, together with a software architecture, which
helps the programmer in specifying the invocation of cloud services in
the programs handling robot’s behaviour; such a feature allows designers
(i) to execute computation-intensive algorithms and (ii) to include, in
robot’s behaviour, additional features made available in the Cloud.

1 Introduction

Cyber-physical systems like autonomous robots are expected to pervade our lives
in the near future [1–3]. Robots will become more and more technologically ad-
vanced, in terms of both the hardware needed to perform actions and to sense
the environment, and the complexity of the software driving the autonomous be-
haviour. Features like speech-to-text, text-to-speech, voice/speaker recognition,
face recognition [4], object tracking [5], which will be present in future home
robots, need not only fast platforms onto which to execute their algorithms, but
also large databases containing datasets useful to perform matching. However,
home robots are expected to be equipped with embedded systems, which could
not be able to offer the said features.

Conversely, the Cloud [6] is a facility which is now present everywhere and ev-
erytime and supports both social [7, 8] and scientific activities (e.g. simulations
of complex systems [9–11]). Accordingly, above all in home environments, fea-
tures which cannot be implemented inside a robot can be provided by exploiting
cloud computing services [12]. This happens, for example, for the speech-to-text
feature provided by many smartphones today [13]. In a similar way, artificial
vision [14] can be performed by acquiring an image and sending it to a cloud
service which executes the requested analysis and sends back extracted data.

In taking into account such a model, the software executing on the robot,
which drives its autonomous behaviour, must be designed to support cloud ser-
vices through a suitable software architecture.

Given the above premises, this paper introduces CLEPTA (CLoud Extension
for ProfeTA), a software library able to integrate cloud services into the robot
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programming tool PROFETA [15–17]; the latter is Python-based software plat-
form, written by some of the authors, for the implementation of the behaviour
of an autonomous robot. PROFETA is based on a declarative language which a
dialect of AgentSpeak(L) [18, 19].

CLEPTA provides a software architecture, together with a set of classes, for
modelling cloud services as basic entities of the declarative language. This is
performed by abstracting cloud services as proper sensors or actuators on the
basis of the specific relationship of the service itself with respect to the sensing-
reasoning-acting model. In this sense, since a PROFETA program handles beliefs
and actions, CLEPTA includes the proper mechanisms for interfacing such a kind
of concepts with the pieces of code invoking the required cloud services.

The paper is structured as follows. Section 2 provides a basic overview of
PROFETA. Section 3 describes the software architecture of CLEPTA. Section 4
concludes the paper.

2 Overview of PROFETA

PROFETA (Python RObotic Framework for dEsigning sTrAtegies) [15, 16] is a
Python framework for programming autonomous systems, like agents or robots,
using a declarative approach. As a derivation from AgentSpeak(L) [19], PRO-
FETA is based on the Belief-Desire-Intention (BDI) theory [18], which models
the behaviour of an autonomous system using some concepts and mechanisms
proper of the human reasoning. To this aim, PROFETA provides four basic
entities: beliefs, sensors, actions and goals.

Beliefs are used to represent the knowledge; they can be asserted, if they
represent a true situation, or retracted when such a situation no longer holds.
A knowledge base (KB), managed by the PROFETA Engine, stores all asserted
beliefs. Beliefs, declared by subclassing the profeta.attitude.Belief frame-
work class, are used in behaviour specification as logic atomic formulae with
ground terms or free variables. Syntax is Prolog-like, therefore expressions like
my position(1230,450), object got() are valid beliefs.

A belief can be asserted either by following a certain reasoning process or
as generated from a physical sensor. In the latter case, a piece of code has to
be involved, which perform data sampling, asserting the proper beliefs when it
is necessary. PROFETA provides the class profeta.lib.Sensor which can be
extended by overriding the sense() method and implementing there the specific
code to poll the sensor and generate the belief(s).

Actions represent computations triggered to “perform something”, gener-
ally physical actions performed onto the environment, like activating an arm
to pick an object, etc. Actions are declared by defining a sub-class of Action

and overriding the execute() method, which must include the Python code
to concretely perform the action. In behaviour specification, an action is rep-
resented with an atomic formula, thus expressions like move to(1500,1000) or
activate arm("X") are valid action representations.

Goals represent states in which a certain specific objective has been fulfilled
by the agent, and can be reached by performing a certain sequence of actions.
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Goals are also represented by means of atomic formulae with zero or more pa-
rameters. A goal is defined as a sub-class of Goal.

A PROFETA program specifies the behaviour of an autonomous system by
means of a set of reactive rules written according to the following syntax:

event [“/” condition] “>>” “[” body “]”

where

event := ( (“+”|“-”)belief |“+”reactor |“~”goal )
condition := belief [ “,” . . . ]
body := ( (“+”|“-”)belief |“~”goal|action ) [ “,” . . . ]

Each rule is triggered by the occurrence of a certain event, specified in the
rule’s header, given that a certain condition is true, which is in general expressed
as a specific state of the knowledge base; the rule body specifies a (set of) action(s)
to execute whenever the rule is fired.

The first operation of a PROFETA program must be a call to PROFETA.start(),
by which the PROFETA Engine, whose main task is to interpret and executes the
rules, is instantiated and initialised. After this operation, the specification of the
rules can appear in the program, hence the proper structures to represent the de-
fined rules can be created inside PROFETA Engine.

Before starting the execution of the PROFETA program, the Engine must
know the user code for environment sensing, which, as stated above, is performed
by means of proper Sensor classes. The PROFETA.add sensor() primitive is
provided to allow a programmer to setup the user-defined classes for sensor data
acquisition.

Rule execution is finally started by a call to the method PROFETA.run() and
managed by the PROFETA Engine. During the execution an event queue is
managed to hold and treat all the generated events which need to be consumed.
The basic behaviour of the PROFETA Engine, whose architecture is shown in
Figure 1, can be expressed by a loop which runs the following tasks:

1. The sense() method of each sensor class is called; if such a method returns
a belief, it is asserted in the KB and an add belief event is placed in the
PROFETA event queue.

2. The first event of the queue is picked, and the rules matching that event are
selected; for each rule, the condition is analysed and, if met, the body part
is executed.

3. During rule execution, if other events are generated (according to PROFETA
rule syntax) they are properly placed in the event queue1.

1 Add or remove belief events are always placed in the tail of the queue; instead, goal
achievement events are placed at the head of the queue.
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Fig. 1. Basic Architecture of PROFETA and CLEPTA

3 The Cloud Extension for PROFETA

As stated in the previous section, the execution model of a PROFETA program
is based on a loop performing (i) sensor polling (with belief generation), (ii) rule
selection, and (iii) action execution.

Sensor polling is related to the interaction with the environment, and per-
formed by calling the sense() method of all Sensor objects registered in the
PROFETA Engine. Accordingly, only during this method call what it is happen-
ing in the environment can be detected: if an event is “too fast”, and such that
its duration is less than the time between two consecutive calls to the sense()

method of the related Sensor object, the event could not be detected.
In other words, the time interval between two consecutive instances of the

main PROFETA loop is an important parameter which affects the way in which
the (evolution of the) environment can be properly sensed. This interval is in-
fluenced by the time required for sensor polling and by the duration of the
execution of action(s) related to a selected rule; the higher this time the higher
the probability, for the robot, to be “blind” with respect to certain events.

This problem is much more stressed when the robot needs to invoke cloud
services to perform certain computations, due to network and service latencies,
which are in general unpredictable.

In our vision reducing the strict synchrony among the various activities in-
volved in the execution of a PROFETA program will offer better results than
trying to shorten latencies and improve predictability. We made CLEPTA design
according to this vision, and will provide details in the following.

3.1 CLEPTA Architecture

The main role of CLEPTA is to provide a bridge between the PROFETA world
and the invocation of cloud services exploited to perform remote computations.
The overall architecture is sketched in Figure 1. Basically, two execution domains
are present, the PROFETA Domain and the Cloud/CLEPTA Domain.
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The former, PROFETA domain (left part of Figure 1), is composed of the
PROFETA Engine, which has its own thread of control and behaves according
to what it has been explained above. The CLEPTA domain (right part of Fig-
ure 1) includes several Service Invokers, i.e components entailed with the task of
performing the invocation of a specific cloud service. In the center of Figure 1,
the PROFETA/CLEPTA Interface performs the adaptation between the two
domains, handling the required asynchrony and the proper connection between
sensor and action objects and the components performing service invocation.

In CLEPTA, invokers are instances of the Service class, which can be ex-
tended in order to implement the code for a specific service2. The invokers are
then connected to a PROFETA program by means of some classes which perform
the proper adaptation between the two domains.

3.2 Sensors in the CLEPTA Domain

Sensors are used to get data and events from the environment. Cloud services
could be exploited here to perform computation-intensive processing of sampled
data in order to extract proper features.

Fig. 2. Sensor interaction between PROFETA and CLEPTA

Interaction between the two domains is performed by means of an object of
class AsyncSensorProxy (see Figure 2), which is able to transform the semantics
of a PROFETA sensor from synchronous to asynchronous.

The proxy is a subclass of Sensor and is viewed by PROFETA as a classical
sensor. The real sensor is implemented as a classical PROFETA sensor, and its
connection with the Engine is decoupled by exploiting the AsyncSensorProxy.
Indeed the code (i.e. the sense() method) of the real sensor is executed in its
own thread of control, created and managed by the proxy itself. The proxy also
embeds a belief queue which is used to transfer data between the sensor thread
and the PROFETA Domain.

With reference to the Figure 2, the proxy executes the following activities:

2 CLEPTA also provides the (sub)class HttpService, specifically designed for HTTP-
based cloud service clients.
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– It starts a new thread which performs a loop invoking the sense() method
of the real sensor; if such a method returns a belief, it is then placed in the
queue of the proxy.

– Its sense() method, which is called by the PROFETA Engine during sensor
polling, extracts a belief (if present) from the queue using a non-blocking call
and returns it to the PROFETA Engine3.

Fig. 3. Action interaction between PROFETA and CLEPTA

3.3 Actions in the CLEPTA Domain

Actions appear in the body of the rules of a PROFETA program as syntactically
expressed by writings like ACT (), where ACT is an identifier defined as a subclass
of Action. Such a writing actually implies not only the execution of an action,
but also the creation of an instance of class ACT. Since the same action can be
invoked several times in a PROFETA program, multiple instances of the class
representing the same action may exist at run-time.

Such a policy described above has the drawback of impeding the use of object’s
attributes to store state information, but it has a precise reason: actions in
PROFETA must not be intended to be used as objects but as procedures, such
that a rule is intended as a direct call to the execute() method of the action.

In CLEPTA, due to the said feature, for a certain action tied to a cloud service,
not only the decoupling needed to introduce asynchrony has to be taken into
account, but also the fact that, as it has been state above, a 1-to-1 direct reference
to the relevant service invoker, from an action object, cannot be done, otherwise
multiple service invokers (for the same service) could be created. Such an issue
is handled in CLEPTA by means of some components which are described below
and whose interaction is represented in Figure 3.

From the CLEPTA side, cloud service invocation is handled in a subclass of
profeta.clepta.services.Service (like in sensor management). An instance
of each subclass is intended to be created at run-time (and therefore an instance
for each cloud service to be invoked).

3 When the proxy sense() method returns null it means that nothing has been de-
tected by the sensor.
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From the PROFETA side, the action triggering the invocation of the service
must be implemented as a subclass of profeta.clepta.action.AsyncAction4.
This base class has the role of performing the asynchronous invocation of the spe-
cific method of the service object concretely invoking the cloud service; this asyn-
chrony is reached through the presence of an instance of class profeta.clepta.
action.AsyncActionExecutor, such an instance is associated to a specific ser-
vice to be invoked. The AsyncActionExecutor manages a queue of identifiers of
methods to be invoked: on the PROFETA side, the specific AsyncAction has the
responsibility of putting the identifier in this queue, through the async invoke()

method; on the CLEPTA side, instead, such identifiers are extracted by a con-
trol thread which, in turn, has the responsibility of performing concrete method
invocation on the target service class.

For each service, an instance of Service class exists as well as a single in-
stance of the relevant AsyncActionExecutor; however, as stated before, multiple
instances of the same AsyncAction class could exist. To handle the connec-
tion between the executor and an AsyncAction, CLEPTA provides the class
profeta.clepta.action.AsyncActionMap, a singleton which handles a map
storing the association between the name of the specific AsyncAction class and
the relevant executor. On this basis, the AsyncAction.async invoke() method
performs the following operations: (i) it retrieves the name of its own class; (ii) it
uses this name to retrieve the associated executor, via the AsyncActionMap; and
(iii) it calls, in turn, the async invoke() method of the said executor in order
to put, in the queue, the identifier of the method to be called asynchronously.

4 Conclusions

This paper has introduced CLEPTA, an extension for the PROFETA robotic
framework which adds cloud-computing support in robot behaviour specifica-
tion. By means of a proper software architecture, CLEPTA allows a programmer
to use remote cloud service to perform computation-intensive tasks or include
features, such as speech-to-text, text-to-speech or high-performance image pro-
cessing, which are now made available in the cloud.

As a proof of concepts, the framework has been used in various robotic projects
developed at the laboratories of the authors. The PROFETA framework, includ-
ing the CLEPTA extension, is freely usable with BSD license, and downloadable
at the address https://github.com/corradosantoro/profeta.

Acknowledgements. This work is a part of the research project PRISMA,
code PON04a2 A/F, funded by the Italian Ministry of University within the
PON 2007-2013 framework program.

4 Which, in turn, is a subclass of profeta.lib.Action.
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Abstract. Timeliness, accuracy and effectiveness of manufacturing information 
in manufacturing and business process management have become important 
factors of constraint to business growth. Single RFID (Radio Frequency 
Identification) technology with uncertainty will cause great difficulties for 
application systems. This paper mainly focuses on the process of manufacturing 
information, real-time information perception and processing problems. It 
achieves real-time manufacturing information acquisition and processing by 
combining RFID and sensor technology, which uses Complex Event Processing 
(CEP) mechanism to realize sensor and RFID data fusion. First of all, the event 
processing framework which is from the perspective of the integration of 
sensors and RFID is given. Then, real-time acquisition and intelligent 
information processing models were introduced, including primitive event 
handling and complex event processing method. Finally, the practicality of our 
method was verified through applying it to a mold manufacturing enterprise 
management field.    

Keywords: Manufacturing information, real-time data processing, RFID, CEP,  
Internet of Things. 

1 Introduction  

With the rapid development of information technology, sensor technology and  
communication technology, timeliness, accuracy and validity of manufacturing  
information in manufacturing and business process management have become impor-
tant factors of constraint to business growth, which have caught much closer atten-
tion. In recent years, the flow characterization, storage and optimized control to  
production process of real time material flow, process flow and control flow has 
gradually become a central feature of intelligent manufacturing [1]. Manufacturing 
company's existing information system has greatly improved the operational efficien-
cy of enterprises, but there is a certain lack of automated, real-time and accuracy. 

RFID as an advanced automatic identification technology has received widespread 
concern from industry field, which is widely used in all aspects of manufacturing in 
recent years. The characteristics of real-time identification, accurate and long distance 
reading from RFID make it possible to collect real-time manufacturing information 
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accurately [2]. Because of RFID wireless communication features and manufacturing 
complexity of the system environment, the single RFID technology with uncertainty 
will cause great difficulties to the application system. The uncertainty of RFID data is 
mainly reflected in the following points. 

1) Rereading: In order to cover a certain reading area, RFID reader antenna’s read-
ing power is set to be larger, making the object affixed with RFID tags repeatedly 
been recognized when pass by a reader coverage area, resulting in a large number of 
redundant, ineffective RFID data. 

2) Data missing: When a tagged object go through the reader reading range, due to 
interference between objects blocking or other reasons, the reader does not read the 
label. Such information is lost so that the target cannot be correctly identified. 

3)  Over reading: When a tagged object has not gone through a RFID reader, due 
to reflection or reader antenna power’s large setting, the object might be recognized 
by reader and will record this event which actually did not occur.   

4) Misreading: RFID data read need several electromagnetic conversions and need 
to transfer out the acquired data through communication interface. Error exists in both 
the process of decoding and transmission, making the reader collected data with the 
label sent back data inconsistencies, causing data errors, or garbled. 

In order to solve above problems, this paper will combine sensors with RFID and use 
CEP mechanism on the sensor and RFID data fusion to reduce uncertainty in the data, 
which can help realizing real-time collection and processing of manufacturing informa-
tion. Firstly, framework for event processing is given from the perspective of the sensor 
and RFID integration. Then, the introduction of intelligent real-time information collec-
tion and processing models were given followed, including primitive event processing 
and complex event processing method. Finally, the practicality of this method was veri-
fied by applying it to the mold management of a manufacturing enterprise. 

2 Related Works  

Currently, in the manufacturing enterprise production information management and 
real-time data process, domestic and foreign scholars have done a lot of research and 
gained a relatively abundant research results. Patrik Spiess[3]，Sun Zhengwu[4] and 
Shen Bin [5] have studied application framework and service model of Internet of 
Things(IoT) technology applied in industry, which provide a reference for IoT appli-
cation.  However, they haven’t investigated the use of real-time data acquisition and 
processing. Francesco Aiello[6] present the MAPS to realize the real-time human 
activity monitoring, provide a reference for real-time information processing in manu-
facturing environment.The method of extracting useful data from large amounts of 
data and analyze correlation between data is top priority of IoT applications in manu-
facturing, which is able to help enterprise make respond to these key information 
critical and timely. 

Complex event processing is performed by David Luckham at Stanford University 
[7]. CEP matches events sequence that meet event definition based on event attributes 
from the event stream according. The basic idea of complex event processing is as 
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follows. 1) Abstracting original event from large amount of data. These events can be 
changes in the state, the implementation of activities, etc., can also be a user or the 
system concerned information. 2) Through a certain event operator to correlate differ-
ent events form a composite event, which means a new meaning and reveals hidden 
information between data. 3) It obtains causal relationship and hierarchical relation-
ships between events through the event handling. Causality can help users analyze the 
nature causes of the system macroscopic phenomena, and hierarchical relationships 
can provide users of different areas and different levels with personalized event in-
formation, improving enterprises’ response ability.  

CEP mechanism is effective means to deal with the uncertainty of RFID data, 
which has received widespread concern from research scholars. Wang Fusheng [8] 
used directed graph in the RFID event flow for complex event processing. Zang 
Chuanzhen [9] proposed real-time enterprise architecture based on intelligent objects, 
giving the event’s basic concepts, time model, and hierarchical model. Jin Xingyi [10] 
used timed Petri nets (TPN) in RFID complex event to detect data stream, which pro-
vided a theoretical support and reference for this study. With further research, there 
are some CEP prototype system for RFID applications, such as SASE [11], Cayuga 
[12] and ZStream [13] and so on. These systems are mainly for complex event 
processing systems on real-time data streams RFID applications, which provide the 
basic functions of complex event processing, but did not consider the uncertainty of 
the input RFID data stream, also did not consider the environmental complexity of the 
manufacturing site and process correlation of applied aspects. 

3 Real-Time Data Collect and Process Model  

An event can be defined as a record of an activity in a system for the purpose of com-
puter processing [7], or an occurrence of interest in time [8].  

 

Fig. 1. Data collect and process model 
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In general, events can be categorized into primitive event and complex event. A 
primitive event occurs at a point in time, while a complex event is a pattern of primi-
tive events and happens over a period of time. Considering multi-tag, multi-reader, 
multi-sensor manufacturing information environment, we propose a hierarchical data 
acquisition and processing model, shown in Figure 1.  

First, perception device Agent collect data from reader or sensor and generate pri-
mitive event, then upload it to primitive event filter. Primitive event filter clean the 
redundant event based on primitive event filter rules, and put the filtered event into 
basic event queue. Complex event filter aggregates basic events into complex based 
on complex event aggregation rules, then put it into the complex event queue. The 
application system can easily get an appropriate complex event from the application 
interface. 

3.1 Primitive Event Process 

When the physical objects installed with RFID tags crosses through the RFID reader, 
the phenomenon such as tag re-reading and misreading will create a huge amount of 
redundant data. The layer of Primitive event process will clean the redundant data 
created by tag re-reading and misreading according to the content of tag and tag ob-
jects. Given the circumstance of multi-tags reading, the algorithm of primitive events 
process is designed. The algorithm can be divided into 2 steps, the first step is to ac-
quire the primitive events from agent of equipment resources, filter the redundant or 
error data and then store the post-filter data into queue of basic events. The task of 
step 2 is to filter the timeout data from queue of basic events. 
 

 

Fig. 2. Primitive event process algorithm 

Algorithm 2: Primitive Event Queue 
Filter 

Step1:for(i=queue_min; 
i<queue_max; i++) 

Step2: read primitive event Epi from 
Primitive Event Queue 
if Epi.TimeStamp is timeout  

delete Epi 
i++ 
turn Step2 

else 
queue_min = i 
turn Step3 

Step3: end this primitive event queue 
filter 

 

Algorithm 1: Primitive Event Filter 

Step1: read a primitive event Ep1 
Step2: if the Ep1 is not exist in Pri-

mitive Event Queue 
  turn Step4 

Step3: if Ep1.TimeStamp is timeout  
turn Step6   

Step4: if the Es1 is error 
     turn Step6      
Step5: put Ep1 into Primitive Event 

Queue 
        end this primitive event 

process 
Step6: abandon Ep1 
       end this primitive event 

process 
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The algorithm 1 can only be triggered. When perception device Agent finishes the 
reading of one primitive event, the algorithm 1 is triggered. If the event has already 
listed in the queue of basic event, the time stamp of the event will be acquired. If the 
difference between newly time stamp and already-existed stamp is lower than the pre-
configured threshold, here we can consider the newly coming event as the false re-
dundant event and delete it correspondingly.  If the events don’t exist in the queue of 
basic events, we can take the event as the newly coming event. Next, the procedure 
comes into the stage of fault tolerance. 

The sensing equipment should be fault-tolerant among when collecting and deli-
vering data.  Before judgment, the error data should be filtered. Due to the variety of 
sensor data, the fault tolerance should be determined according to the variety of situa-
tion. In the scene of manufacturing, each tag has its own physical meaning. According 
to the corresponding relationship between tag and objects, we can find out whether 
the physical meaning of the tag is listed in the mapping list. If the physical meaning of 
the tag fails to find, we can consider the data is error data. If the relation is estab-
lished, the data is listed in the queue of the basic events and the primitive event 
process is completed. 

The manufacturing scene has strict request for real-time data sampling and 
processing. Aiming to guarantee the timeliness, we need to establish the filter me-
chanism to filter the timeout redundant data from the queue of the basic events. The 
algorithm 2 is based on this idea. 

3.2 Complex Event Process 

Although the layer of primitive events process is able to filter the redundant or error 
events and guarantee the real-time of perception device, the misreading and over 
reading fail to disposed. According to the various request of different steps in manu-
facturing scene, we need to fuse the events from different equipment to meet the dis-
posal request of the above layer. The complex events reflect the group of the events 
following certain rules.  

 

Fig. 3. Architecture of the complex events disposal 
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According to the fusion methods of the events, the events includes: complex events 
fusion based on time-constrain, complex events fusion based on routings-constrain 
and complex events fusion based on states-constrain.  

The complex events fusion based on time-constrain: the events are closely time-
related. The events always happen at the same time or not happen in certain period.  

The complex event fusion based on routings-constrain: the sensing object is closely 
related to its location. According to the information of the location, the order of the 
events happening can be determined.  

Complex event fusion based on states-constrain: the event happening is closely re-
lated to the state of the objects. Only in the certain states, the sensing events are able 
to happen. 

Based on the proposed rules, architecture of the complex events disposal is de-
signed in this section (figure 3).The goal of library of fusion rules are to store the 
relevant fusion rules and conditions in terms of the application requirement; the li-
brary of events information is to store the complex events and related process conse-
quences; the engine of events classifier is to access the simple events from the layer of 
primitive event process and classify the uploaded basic events according to the fusion 
rules. The responsibility of processor of abnormal event is to detect the abnormal 
event and then deal with the abnormal events. The processor of abnormal events 
makes reasonable judgments based on the library of fusion rules. When detect the 
over-reading events, the redundant events will be deleted and this behavior will be 
stored into the library of events information. When detect the miss-reading events, the 
redundant events will be complemented and this behavior will be stored into the li-
brary of events information. When deal with the normal events, the record of normal 
events will be added into the library of events information. The application interface 
is to provide query interface and call interface for the backstage management system. 

4 Case Study 

To testify the proposed method of the real-time sensing and information processing, 
the related test in a discrete manufacturing enterprise is carried on.  

Table 1. Statistics table of production 

Collection point NPE NBE NCE CT NSR RRE 

Entry and 
exit of the 
workshop 

R1 753 62 

55 55 55 0 
S1 68325 68325 
R2 986 121 
S2 12961 12961 

No.3 door 
R3 5923 528 

401 368 368 9% 
S3 1235 1235 

No.4 door 
R4 652 48 

30 27 27 11% 
S4 2358 2358 
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The statistics of a certain month in the workshop is shown in table 1. R1 is the 
fixed RFID reader located in the NO.1 door. S1 is the infra sensor installed nearby the 
NO.1 door. In table 1, the NPE represent the number of primitive events, the NBE 
represent the number of basic events. The number of complicated events (NCE) is the 
amount of the complicated events fused by data flow. The circulation times (CT) is 
the real circulation times of the molds. The number of the system recognition (NSR) 
indicates the circulation time of the molds though judgments by complicated events. 
The rate of the redundant event recognition (RRE) is the proportion of the non-
effective events in the complex events auto-recognized by the system.   

From table 1, we can conclude: 

1）Through filtering the primitive events, amount of the redundant data is able to 
decrease significantly. Take entry R3 as an example, the simple events accessed in the 
mouth is 5923. After filtering, the number decreased to 528. The data amount has 
been decreased by 90%. 

2）The introduction of the sensors also contributes to the accuracy of the event 
disposal. Take door 3 as an example, the subsequent events has been decreased by 
32%； 

3）Deployment of promising mounts of sampling sites and making reasonable fu-
sion rules are able to enhance the recognition rate of the effective events. The entry 
and exit of the workshop both deployed 4 sampling sites respectively. The redundant 
rate is zero. For No.3 and 4 doors, as the sampling sites are only 2, the redundant rate 
is 10%. 

4）Through combining the actual production procedures, the recognition of the 
system rate can be improved effectively. Through data matching between recognized 
events and mold usage plan, the redundant events can be filtered. 

Form the application results we can conclude that, the proposed method, combined 
with sensor and RFID can effectively improve the efficiency of complex event 
processing in manufacturing environment, combined with production process and 
complex event process mechanism can effectively eliminate redundancy event and 
increase system recognition rate. It also demonstrated that the proposed method is 
practical and feasible. 

5 Conclusion 

In this paper, through application of RFID and sensing technologies and building 
disposal mechanism of complex events, the uncertainty of the data can be lowered 
and the timeliness and accuracy of the data processing can be achieved. Firstly, our 
work is to give an architecture of the real-time information processing. And then, the 
disposal methods are analyzed in details about primitive event process and complex 
event process. Finally, the practical application in manufacturing testifies the availa-
bility and practicability of the proposed method. 

The application of the disposal method of the complex events is able to enhance 
the accuracy of the system. The making of cohesion rules is closely related to manu-
facturing procedures. In the future work, we will continue the research on the process 
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of the event cohesion, enhance the cohesion efficiency and further enhance the infor-
mation level of the manufacturing industry. 
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