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Preface

This book arose from a lecture course on open quantum systems that I had the
chance to teach at the Technical University of Berlin. I was asked to give a lecture
on my research for an audience that was composed of graduate students specializing
in very different areas of physics. Consequently, I had to start with an introduction
that generated a common ground. In order to give all students an opportunity to treat
hot research topics, I decided not to teach overly sophisticated technical tools. In-
stead, I tried to make the lecture as self-contained as possible and—with some work
involved—straightforward to follow. Presenting that lecture was a fun adventure for
me: I had to put my research results into a somewhat wider background and rethink
exactly which points were the most important to make. Soon after the actual lecture,
I was asked to provide a lecture script for later reference, which triggered the idea
for this book.

During the writing of this book, as the research advanced, so did the book; thus,
it now contains a few more topics than were treated in the original lecture. However,
keeping the original motivation, it aims at providing graduate students or researchers
with a little background in quantum theory—what one typically learns during two
semesters of quantum theory—with a straight route to the dynamics of open quan-
tum systems. This route is not necessarily easy, since the readers might have to
invest some work if they are unfamiliar with certain techniques or topics. Neither
can it be claimed to be the only path, and the readers are certainly invited to find and
explore possibly simpler or more elegant pathways.

In my opinion, the road to open quantum systems is a very rewarding journey:
New decades bring new challenges, and one of the challenges of our decade cer-
tainly is to understand and control the behavior of the smallest systems. Just as the
steam engine led to the industrial revolution, one can anticipate that nanomachines
will not just be useful in existing applications (e.g., drug design and delivery, micro-
fabrication, and DNA construction). Beyond this, they may also yield an unimag-
inable number of new applications. Nanomachines cannot be described by thermal
equilibrium. Therefore, it seems a rewarding enterprise to understand the evolution
of open quantum systems when coupled to non-equilibrium reservoirs.

v



vi Preface

In this book, we will provide several possibilities to treat such non-equilibrium
reservoirs. The simplest idea is to compose a non-equilibrium reservoir from sub-
systems that are held at different equilibrium states. This approach can only be well
motivated in the weak coupling limit. Then, quantum master equations have many
favorable properties: These properties enable one to interpret the dynamics of quan-
tum systems coupled to different equilibrium reservoirs similarly to the dynamics of
heat engines. Alternatively, we can study strongly coupled quantum systems that—
when scaled up in size to the thermodynamic limit with an infinite recurrence time—
may assume a non-equilibrium stationary state. Beyond this, there are many more
examples of non-equilibrium systems to study. In this book, we will also treat sys-
tems subject to external driving and systems that are continuously monitored and
controlled, which includes feedback control.

On the technical side, the book provides concepts useful in the presence of
the aforementioned situations: multiple reservoirs, non-equilibrium reservoirs, ad-
ditional monitoring, and feedback control. These methods include master equations,
the extraction of full counting statistics from these equations, thermodynamic inter-
pretation of master equations, and of course methods for their solution. It is further
demonstrated how the conventional weak coupling limit can be overcome in some
cases and how true non-equilibrium reservoirs alter the dynamics. The book contains
a number of exercises of varying difficulty, which the reader is invited to solve. The
solutions to the exercises are not part of the book, but can be downloaded from the
on-line supplement (http://extras.springer.com/ZIP/2014/978-3-319-03877-3.zip).
Corrections and suggestions for improvement should be addressed to me:

gernot.schaller@tu-berlin.de

The examples in this contribution have mostly originated from my own re-
search and that of collaborators and students, to whom I would like to express
my deepest gratitude. Tobias Brandes, Clive Emary, Massimiliano Esposito, Gerold
Kießlich, Thilo Krause, Philipp Strasberg, Christian Nietner, Gabriel Topp, and
Malte Vogl have—among many others to whom I apologize for not mentioning
them—questioned my views and sharpened my thinking. Without these wonderful
people, this book would not have been possible. Any errors are, of course, entirely
my own.

Finally, I would like to apologize to my wife and my little daughters for being a
distracted husband and father during the writing of this book. After all, it is the joy
you bring that keeps me going.

Gernot SchallerBerlin, Germany

http://extras.springer.com/ZIP/2014/978-3-319-03877-3.zip
mailto:gernot.schaller@tu-berlin.de
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Chapter 1
Dynamics of Open Quantum Systems

Abstract This chapter provides a brief introduction to quantum systems that are
coupled to large reservoirs. It aims to remind the reader of well-known concepts
necessary for the understanding of the book and does not claim to provide a self-
contained introduction. It starts with a brief summary of the conventions used in the
book and then introduces master equations with some examples. This also requires
us to introduce the density matrix: among other things, we discuss its evolution in
a closed system and under measurements. To connect to system-reservoir theories,
we also review the definition of the tensor product and the partial trace. Finally, we
introduce the Lindblad form of a quantum master equation and discuss its properties
before closing with some remarks on the superoperator representation of master
equations.

With the tremendous advances during the last century in our ability to prepare and
control the smallest systems, quantum theory has proven extremely successful. This
evolution has not only been driven by mere interest in basic principles. Perfect con-
trol of quantum systems would also allow one to build extremely powerful com-
puters that could solve special problems such as number factoring [1], database
search [2], or simply simulation of other quantum systems [3, 4] much faster than
we can do with classical computers. Unfortunately, the promises of quantum com-
putation have turned out to be hard to keep, since the fragile quantum coherence
necessary for quantum computation to work usually rapidly decays. This process—
commonly termed decoherence [5–7]—is induced by the presence of reservoirs that
can significantly alter the true quantum dynamics. With the sophisticated experi-
mental setups in present-day proof-of-principle implementations of quantum com-
puters [8] or quantum simulators [9–11], these reservoirs usually cannot be assumed
to be in thermal equilibrium.

The coupling between a quantum system and a structured non-equilibrium en-
vironment can however also be seen as a chance: the smallest quantum systems
can also be seen as nanomachines that exchange energy and matter with their sur-
roundings. From a thermodynamic viewpoint, such nanomachines are coupled to
an environment that is out of equilibrium and might thus be able to perform useful
tasks such as generating electrical current from a heat gradient [12]. Alternatively,
they could function as heating or cooling devices [13].

G. Schaller, Open Quantum Systems Far from Equilibrium, Lecture Notes in Physics 881,
DOI 10.1007/978-3-319-03877-3_1,
© Springer International Publishing Switzerland 2014
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2 1 Dynamics of Open Quantum Systems

In either case, the effect of non-equilibrium environments on a quantum system
is a topic that deserves to be thoroughly understood. This book provides some basic
steps towards a description of open quantum systems subject to non-equilibrium
environments.

1.1 Conventions

Altogether, we will use the following conventions without further notice in the book.
Planck’s constant � = 1.0546 × 10−34 J s will be set to one; i.e., we will ab-

sorb it in the Hamiltonian of every considered system. This implies that all ener-
gies will have dimensions of inverse time. Similarly, Boltzmann’s constant kB =
1.3806 × 10−23 J/K will also not occur in this book; it will be hidden in the inverse
temperature β = 1/(kBT ) with temperature T .

The quantity [A,B] ≡ AB −BA denotes the commutator between two operators
A and B , whereas {A,B} = AB + BA denotes their anti-commutator.

Operators in the interaction picture will be written by boldface symbols O(t) =
e+iH0tOe−iH0t , with H0 and t denoting the free Hamiltonian and time, respectively.

We will represent superoperators, i.e., linear operations on operators, by calli-
graphic symbols. For example, the linear operation K [O] =∑ij KiOKj on the
operator O will—after short notice—be denoted by K O .

Throughout the book, we will denote the Fermi–Dirac distribution (or just the
Fermi function) of a particular reservoir α by

fα(ω) = 1

eβα(ω−μα) + 1
, (1.1)

where βα and μα represent the inverse temperature and chemical potential of the
reservoir α, respectively. Similarly, we will denote the Bose–Einstein distribution
of bosonic reservoirs by

nα(ω) = 1

eβα(ω−μα) − 1
, (1.2)

where we will however mostly consider μα = 0.
Finally, we mention that only a few abbreviations will be used in the book.

The ones to remember are single electron transistor (SET), double quantum
dot (DQD), quantum point contact (QPC), Kubo–Martin–Schwinger (KMS), and
Baker–Campbell–Hausdorff (BCH).

1.2 Evolution of Closed Systems

Before we start with the non-equilibrium, we will briefly review closed quantum
systems. The dynamics of such a closed quantum system can already be complicated
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enough, since the evolution of its state vector |Ψ 〉 obeys the Schrödinger equation
∣
∣Ψ̇ (t)

〉= −iH(t)
∣
∣Ψ (t)

〉
, (1.3)

where we have absorbed the Planck constant � in the Hamiltonian H(t). A time-
dependent Hamiltonian in the Schrödinger picture would mean that the system is
actually not really closed: changing the parameters of the Hamiltonian normally
requires an interaction with the outside world. However, time-dependent Hamilto-
nians may also arise in transformed pictures, e.g., when a time-dependent unitary
transformation |Ψ̃ (t)〉 = e+iH0t |Ψ̃ (t)〉 is applied to Eq. (1.3) with an initially time-
independent Hamiltonian.

Exercise 1.1 (Transformation to the interaction picture) Assuming a time-inde-
pendent Hamiltonian H = H0 + V , show that the Schrödinger equation in the inter-
action picture becomes

∣
∣ ˙̃
Ψ (t)

〉= −iV (t)
∣
∣Ψ̃ (t)

〉
, (1.4)

where V (t) = e+iH0tV e−iH0t denotes the time-dependent Hamiltonian and |Ψ̃ (t)〉 =
e+iH0t |Ψ (t)〉 the state vector in the interaction picture.

The Schrödinger equation is formally solved by the unitary propagator

U(t) = τ̂ exp

{

−i
∫ t

0
H
(
t ′
)
dt ′
}

, (1.5)

with the time-ordering operator τ̂ . Time ordering sorts time-dependent operators
depending on their time argument; i.e., formally it acts as

τ̂O(t1)O(t2) = Θ(t1 − t2)O(t1)O(t2) + Θ(t2 − t1)O(t2)O(t1) (1.6)

with the Heaviside theta function

Θ(x) =
⎧
⎨

⎩

1: x > 0,

1/2: x = 0,

0: x < 0.

(1.7)

Its role in the time evolution operator can however also be defined by the time
derivative

U̇ (t) = −iH(t)U(t). (1.8)

In the case of a time-independent Hamiltonian however, time ordering is not nec-
essary and we simply obtain U(t) = e−iHt . This neglect of time ordering is possi-
ble only when the commutator of the Hamiltonian with itself vanishes at different
times [H(t),H(t ′)] = 0. In the general case however, the study of time-dependent
Hamiltonians is usually quite difficult and is normally restricted to periodic [14] or
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adiabatic [15] time dependencies. Turning the question around, it is simpler to take
a time-dependent trajectory of the state vector and to obtain a corresponding time-
dependent Hamiltonian [16]. Unfortunately, this is often not the question asked in
the experimental setup.

In any case however, unitary evolution (U†(t)U(t) = 1) means that the informa-
tion about the initial state is conserved in every solution to the Schrödinger equa-
tion. A unitarily evolving system cannot evolve towards a single stationary state,
since from that state the information about the initial configuration cannot be ex-
tracted. For a constant Hamiltonian, we may expand the initial state in the eigen-
states H |n〉 = En|n〉 of the Hamiltonian, and the time-dependent solution to the
Schrödinger equation is then simply given by |Ψ (t)〉 =∑n c0

n exp{−iEnt}|n〉. For a
finite number of system energies En, this will always evolve periodically and thus
return to its initial state after some recurrence time. When the system becomes large
however, approximate notions of a stationary state in a closed quantum system ex-
ist [17].

Furthermore, realistic quantum systems can usually not be regarded as closed;
i.e., they are not perfectly isolated from their environment (composed of thermal
reservoirs, detectors, and other things). The naive approach of simply simulating
the evolution of both the system and its environment is unfortunately prohibitive.
With increasing size, the complexity to simulate a quantum system grows exponen-
tially, and a typical reservoir with O{1023} degrees of freedom would in the simplest
case require the storage of O{21023} bits, which is completely impossible. With our
limited abilities one should therefore be content with a theory that describes only a
small part of our universe—conventionally called the system. In this restricted sub-
space, the dynamics may no longer be expected to be unitary. That is, a simple time
dependence of external parameters in the Hamiltonian cannot account for the ob-
served dynamics, which the Schrödinger equation (1.3) will fail to predict. In such
cases, the system can no longer be described by a pure state |Ψ 〉, and the density
matrix formalism is required. This formalism will be introduced in the following
sections.

1.3 Master Equations

1.3.1 Definition

Many processes in nature are stochastic. In classical physics, this may be due to
our incomplete knowledge of the system. Due to the unknown microstate of, e.g.,
a gas in a box, the collisions of gas particles with the domain wall will appear ran-
dom. In quantum theory, the Schrödinger equation (1.3) itself involves amplitudes
rather than observables in the lowest level, and measurement of observables will
yield a stochastic outcome. In order to understand such processes in great detail,
such random events must be included via a probabilistic description. For dynamical
systems, probabilities associated with measurement outcomes may evolve in time,
and the determining equation for such a process is called a master equation.
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Definition 1.1 (Master equation) A master equation is a first-order differential
equation describing the time evolution of probabilities, e.g., for discrete events
k ∈ {1, . . . ,N}

dPk

dt
=
∑

�

[Tk�P� − T�kPk], (1.9)

where the Tk� ≥ 0 are transition rates from state (measurement event) � to state
(measurement event) k. Since it is completely defined by the transition rates, it is
also termed the rate equation.

The master equation is said to satisfy detailed balance when for the stationary
state P̄i the equality Tk�P̄� = T�kP̄k holds for all terms separately.

The transition rates must be positive and may in principle also depend on time.
When the transition matrix Tk� is symmetric, all processes are reversible at the level
of the master equation description.

Often, master equations are phenomenologically motivated and not derived from
first principles. However, in most examples discussed in this book we will use mas-
ter equations that can be derived from a microscopic underlying model. We will see
later that, in its standard form, the Markovian quantum master equation may not
only involve probabilities (diagonals of the density matrix, termed populations) but
also further auxiliary values (off-diagonal entries, termed coherences). However, it
is possible to transform such master equations to a rate equation representation in
a suitable basis. Therefore, we will use the term master equation in this book in a
somewhat wider sense as an equation that provides the time equation of probabili-
ties.

It is straightforward to show that the master equation conserves the total proba-
bility

∑

k

dPk

dt
=
∑

k�

(Tk�P� − T�kPk) =
∑

k�

(T�kPk − T�kPk) = 0. (1.10)

Beyond this, all probabilities must remain positive, which is also respected by
a rate equation with positive rates: evidently, the solution of the master equation
is continuous, such that when initialized with valid probabilities 0 ≤ Pi(0) ≤ 1
all probabilities are non-negative initially. Let Pk be the first probability that ap-
proaches zero at some time t (when all other probabilities are non-negative). Its
time derivative is then given by

dPk

dt

∣
∣
∣
∣
Pk=0

= +
∑

�

Tk�P� ≥ 0, (1.11)

which simply implies that Pk(t) will increase. In effect, any probability will be re-
pelled from zero, such that negative probabilities are impossible with positive rates.

Finally, the probabilities must remain smaller than one throughout the evolution.
This however follows immediately from

∑
k Pk = 1 and Pk ≥ 0 by contradiction.
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In conclusion, a master equation of the form (1.9) automatically preserves the sum
of probabilities and also keeps 0 ≤ Pi(t) ≤ 1—with a valid initialization provided.
That is, under the evolution of a rate equation, probabilities remain probabilities.

1.3.2 Examples

1.3.2.1 Fluctuating Two-Level System

Let us consider a system of two possible states, to which we associate the time-
dependent probabilities P0(t) and P1(t). These events could for example be the two
conformations of a molecule, the configurations of a spin, the ground and excited
states of an atom, etc. To introduce some dynamics, let the transition rate from
0 → 1 be denoted by T10 > 0 and the inverse transition rate 1 → 0 be denoted by
T01 > 0. This implies that the conditional probability to end up in the state 1 at time
(t + Δt) provided that at time t one is in the state 0, is for sufficiently small time
intervals Δt given by T10Δt . The associated master equation is then a first-order
differential equation given by

d

dt

(
P0
P1

)

=
(−T10 +T01

+T10 −T01

)(
P0
P1

)

. (1.12)

We note that in the matrix representation, conservation of the trace is fulfilled when
the entries in all columns of the rate matrix add up to zero. This can easily be shown
to hold more generally.

Exercise 1.2 (Temporal dynamics of a two-level system) Calculate the solution of
Eq. (1.12). What is the stationary state? Show that detailed balance is satisfied.

1.3.2.2 Diffusion Equation

Consider an infinite chain of coupled compartments. Now suppose that, along the
chain, molecules may move from one compartment to another with a transition rate
T > 0 that is unbiased, i.e., symmetric in all directions as depicted in Fig. 1.1. The
evolution of probabilities obeys the infinite-size master equation

Ṗi(t) = T Pi−1(t) + T Pi+1(t) − 2T Pi(t)

= T Δx2 Pi−1(t) + Pi+1(t) − 2Pi(t)

Δx2
, (1.13)

which converges as Δx → 0 and T → ∞ such that D = T Δx2 remains constant to
the partial differential equation

∂P (x, t)

∂t
= D

∂2P(x, t)

∂x2
with D = T Δx2, (1.14)
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Fig. 1.1 Sketch of a chain of compartments, between which a transition is possible with isotropic
and uniform rate T > 0. In the limit when the compartment size Δx → 0 and T → ∞ such that
Δx2T = D remains constant, the dynamics of the probabilities is described by the diffusion equa-
tion

where D is the diffusion constant. Such diffusion equations are used to describe
the distribution of chemicals in a solution in the highly diluted limit, the kinetic
dynamics of bacteria, and further undirected transport processes. From our analy-
sis of master equations, we can immediately conclude that the diffusion equation
preserves positivity and total norm, i.e., P(x, t) ≥ 0 and

∫ +∞
−∞ P(x, t) dx = 1. Note

that it is straightforward to generalize to the higher dimensional case.
One can now think of microscopic models where the hopping rates in different

directions are not equal (drift) and may also depend on the position (a spatially de-
pendent diffusion coefficient). A position-dependent hopping rate may, e.g., result
from a heterogeneous medium through which transport occurs, whereas a difference
in the directionality may result from an applied external potential (e.g., in the case of
electrons) or some intrinsic preference of the considered species (e.g., in the case of
chemotactically active bacteria sensing a present chemical gradient). A correspond-
ing model (in a next-neighbor approximation) would be given by

Ṗi = Ti,i−1Pi−1(t) + Ti,i+1Pi+1(t) − (Ti−1,i + Ti+1,i )Pi(t), (1.15)

where Ta,b denotes the rate of jumping from b to a; see also Fig. 1.2. An educated
guess is given by the ansatz

∂P

∂t
= ∂2

∂x2

[
A(x)P (x, t)

]+ ∂

∂x

[
B(x)P (x, t)

]

≡ Ai−1Pi−1 − 2AiPi + Ai+1Pi+1

Δx2
+ Bi+1Pi+1 − Bi−1Pi−1

2Δx

=
[
Ai−1

Δx2
− Bi−1

2Δx

]

Pi−1 − 2Ai

Δx2
Pi +

[
Ai+1

Δx2
+ Bi+1

2Δx

]

Pi+1, (1.16)

which is equivalent to our master equation when

Ai = Δx2

2
[Ti−1,i + Ti+1,i], Bi = Δx[Ti−1,i − Ti+1,i]. (1.17)

We conclude that the Fokker–Planck equation

∂P

∂t
= ∂2

∂x2

[
A(x)P (x, t)

]+ ∂

∂x

[
B(x)P (x, t)

]
(1.18)

with A(x) ≥ 0 preserves norm and positivity of the probability distribution P(x, t).
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Fig. 1.2 Sketch of a chain of compartments, between which a transition is possible with differing
rates Tij ≥ 0. In contrast to Fig. 1.1, the hopping rates are not uniform, Tij 
= T , and may be
anisotropic, Tij 
= Tji

Exercise 1.3 (Reaction-diffusion equation) Along a linear chain of compartments,
consider the master equation for two species

Ṗi = T
[
Pi−1(t) + Pi+1(t) − 2Pi(t)

]− γPi(t),

ṗi = τ
[
pi−1(t) + pi+1(t) − 2pi(t)

]+ γPi(t),

where Pi(t) may denote the concentration of a molecule that irreversibly reacts with
chemicals in the solution to an inert form characterized by pi(t). To which partial
differential equation does the master equation map?

In some cases, the probabilities may not only depend on the probabilities them-
selves, but also on external parameters, which appear then in the master equation.
Here, we will use the term master equation for any equation describing the time evo-
lution of probabilities; i.e., auxiliary variables may appear in the master equation.

1.3.2.3 Cell Culture Growth

Consider a population of identical cells, where each cell may divide (proliferate)
with a rate α. These cells live in a constrained geometry (e.g., a Petri dish) that
admits at most K cells due to some limitations (space, nutrient supply, etc.). Let
Pi(t) denote the probability of having i cells in the Petri dish. Assuming that the
proliferation rate α is sufficiently small, we can easily set up a master equation:

Ṗ0 = 0,

Ṗ1 = −1 · α · P1,

Ṗ2 = −2 · α · P2 + 1 · α · P1,

...
(1.19)

Ṗ� = −� · α · P� + (� − 1) · α · P�−1,

...
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ṖK−1 = −(K − 1) · α · PK−1 + (K − 2) · α · PK−2,

ṖK = +(K − 1) · αPK−1.

The prefactors in front of the bare rates arise since any of the � cells may proliferate.
Arranging the probabilities in a single vector, this may also be written as Ṗ = L P ,
where the band-diagonal matrix L contains the rates. When we have a single cell
as the initial condition (full knowledge), i.e., P1(0) = 1 and P�
=1(0) = 0, one can
change the carrying capacity K = {1,2,3,4, . . .} and solve for each K the resulting
system of differential equations for the expectation value of 〈�〉 =∑K

�=1 �P�(t).
These solutions may then be generalized to

〈�〉 = e+αt
[
1 − (1 − e−αt

)K]
. (1.20)

Similarly, one can compute the expectation value of 〈�2〉.

Exercise 1.4 (Cell culture growth) Confirm the validity of Eq. (1.20).

This result can be compared with the logistic growth equation, obtained from the
solution of the differential equation

Ṅ = α

(

1 − N

K

)

N, (1.21)

which means that initially cell growth is just given by the bare proliferation rate
α and then smoothly reduced when the population approaches the carrying capac-
ity K .

Exercise 1.5 (Logistic growth equation) Solve Eq. (1.21).

However, one may not only be interested in the evolution by mean values. Some-
times, rare events become quite important (e.g., a benign tumor cell turning ma-
lignant), in particular when they are strengthened in the following dynamics. Then
it is also useful to obtain some information about the spread of single trajectories
from the mean. In the case of a rate equation only involving the probabilities, as in
Eq. (1.19), it is possible to also generate single trajectories from the master equation
by using Monte Carlo simulation. Suppose that, at time t , the system is in the state �,
i.e., Pα(t) = δ�α . After a sufficiently short time Δt , the probabilities of being in a
different state read as

P (t + Δt) ≈ [1 + ΔtL ]P (t) + O{Δt}2, (1.22)

which for our simple example boils down to

P�(t + Δt) ≈ (1 − �αΔt)P�(t), P�+1(t + Δt) ≈ +�αΔtP�(t). (1.23)

To simulate a single trajectory, one may now simply draw a random number
σ ∈ [0,1]: the probability that a cell divides during this small time interval is given
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Fig. 1.3 Population dynamics for the linear master equation (black curve 〈�〉 and shaded area de-
termined from

√〈�2〉 − 〈�〉2 ) and for the logistic growth equation (dashed red curve) for carrying
capacity K = 100. For identical initial and final states, the master equation solution overshoots
the logistic growth curve. A slight modification (dotted green curve) of the initial condition in the
logistic growth curve yields the same long-term asymptotics. An average of many specific trajec-
tories would converge towards the black curve

by Pjump = �αΔt  1. If the random number σ ≤ Pjump, we assume that the tran-
sition P� → P�+1 has occurred, and we may set Pα(t + Δt) = δ�+1,α . In contrast,
when α > Pjump, we assume that no transition has occurred and therefore remain at
Pα(t + Δt) = δ�α . In any case, the simulation keeps track of the actual state of the
system as if the cell number were regularly measured at intervals Δt . The ensemble
average of many such trajectories will yield the mean evolution predicted by the
master equation; see Fig. 1.3. The figure demonstrates that single trajectories may
look quite different from the solution of the master equation. Furthermore, the mean
and standard deviation (shaded area) may hide important information about single
trajectories: in this case, single trajectories must always be bounded by the carrying
capacity K . The ensemble averages of trajectories must however coincide with the
rate equation solution.

1.4 Density Matrix Formalism

1.4.1 Density Matrix

Suppose one wants to describe a quantum system, where the system state is not
exactly known. That is, there is an ensemble of known states {|Φi〉}, but there is
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uncertainty regarding in which of these states the system resides. Such systems can
be conveniently described by a density matrix.

Definition 1.2 (Density matrix) Any density matrix can be written as

ρ =
∑

i

pi |Φi〉〈Φi |, (1.24)

where 0 ≤ pi ≤ 1 denote the probabilities of being in the state |Φi〉 with
∑

i pi = 1.
In general, the states are not required to be orthogonal, i.e., 〈Φi |Φj 〉 
= δij . Formally,
any matrix fulfilling the properties

• self-adjointness: ρ† = ρ

• normalization: Tr{ρ} = 1
• positivity: 〈Ψ |ρ|Ψ 〉 ≥ 0 for all vectors Ψ

can be interpreted as a valid density matrix.
For a pure state, one has pī = 1 and thereby ρ = |Φī〉〈Φī | for some particular ī.

Thus, a density matrix is pure if and only if ρ = ρ2.
The expectation value of an operator for a known state |Ψ 〉

〈A〉 = 〈Ψ |A|Ψ 〉 (1.25)

can be obtained conveniently from the corresponding pure density matrix ρ =
|Ψ 〉〈Ψ | by simply computing the trace (sum of diagonal elements) of Aρ:

〈A〉 ≡ Tr{Aρ} = Tr{ρA} = Tr
{
A|Ψ 〉〈Ψ |}

=
∑

n

〈n|A|Ψ 〉〈Ψ |n〉 = 〈Ψ |
(∑

n

|n〉〈n|
)

A|Ψ 〉

= 〈Ψ |A|Ψ 〉. (1.26)

In the first line above, we simply stated an important property of the trace: its in-
variance under cyclic permutations of its arguments. When the state is not exactly
known, but its probability distribution is, the expectation value is obtained by com-
puting the weighted average

〈A〉 =
∑

i

Pi〈Φi |A|Φi〉, (1.27)

where Pi denotes the probability of being in state |Φi〉. The definition of obtaining
expectation values by calculating traces of operators with the density matrix is also
consistent with mixed states
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〈A〉 ≡ Tr{Aρ} = Tr

{

A
∑

i

pi |Φi〉〈Φi |
}

=
∑

i

pi Tr
{
A|Φi〉〈Φi |

}

=
∑

i

pi

∑

n

〈n|A|Φi〉〈Φi |n〉 =
∑

i

pi〈Φi |
(∑

n

|n〉〈n|
)

A|Φi〉

=
∑

i

pi〈Φi |A|Φi〉. (1.28)

Exercise 1.6 (Superposition versus localized states) Calculate the density matrix
for a statistical mixture in the states |0〉 and |1〉 with probability p0 = 3/4 and
p1 = 1/4. What is the density matrix for a statistical mixture of the superposition
states |Ψa〉 = √

3/4|0〉+√
1/4|1〉 and |Ψb〉 = √

3/4|0〉−√
1/4|1〉 with probabilities

pa = pb = 1/2?

1.4.2 Dynamical Evolution of a Density Matrix

1.4.2.1 Continuous Evolution

The evolution of a pure state vector in a closed quantum system is described
by the evolution operator U(t), as, e.g., for the Schrödinger equation (1.3) the
time evolution operator (1.5) may be defined as the solution to the operator equa-
tion U̇ (t) = −iH(t)U(t). For constant H(t) = H , we simply have the solution
U(t) = e−iHt . Similarly, a pure state density matrix ρ = |Ψ 〉〈Ψ | would evolve ac-
cording to the von Neumann equation

ρ̇ = −i
[
H(t), ρ(t)

]
(1.29)

with the formal solution ρ(t) = U(t)ρ(0)U†(t); compare Eq. (1.5). This simply
means that for pure states, the von Neumann equation yields the same dynamics as
the Schrödinger equation, and pure states remain pure under unitary evolution.

When we apply the very same evolution equation (1.29) to a density matrix that
is not pure, we obtain

ρ(t) =
∑

i

piU(t)|Φi〉〈Φi |U†(t). (1.30)

This equation implies that transitions between the (now time-dependent) state vec-
tors |Φi(t)〉 = U(t)|Φi〉 are impossible with unitary evolution. These are exactly
the state vectors that one would have obtained from the Schrödinger equation by
initializing with the initial state |Φi〉. Therefore, the von Neumann evolution equa-
tion yields the same dynamics as an ensemble average of the Schrödinger equation
solutions corresponding to the different initial states.



1.4 Density Matrix Formalism 13

Exercise 1.7 (Preservation of density matrix properties by unitary evolution) Show
that the von Neumann equation (1.29) preserves self-adjointness, trace, and positiv-
ity of the density matrix.

1.4.2.2 Measurement

The measurement process can also be generalized similarly. For a quantum
state |Ψ 〉, measurements are described by a set of measurement operators {Mm},
each corresponding to a certain measurement outcome, and with the completeness
relation

∑
m M

†
mMm = 1. The probability of obtaining result m is given by

Pm = 〈Ψ |M†
mMm|Ψ 〉 (1.31)

and after the measurement with outcome m, the quantum state is collapsed:

|Ψ 〉 m→ Mm|Ψ 〉
√

〈Ψ |M†
mMm|Ψ 〉

. (1.32)

The projective measurement is just a special case of that with Mm = |m〉〈m|.

Definition 1.3 (Measurements with density matrix) For a set of measurement op-
erators {Mm} corresponding to different outcomes m and obeying the completeness
relation

∑
m M

†
mMm = 1, the probability of obtaining result m is given by

Pm = Tr
{
M†

mMmρ
}
, (1.33)

and the action of measurement on the density matrix—provided that result m was
obtained—can be summarized as

ρ
m→ ρ′ = MmρM

†
m

Tr{M†
mMmρ} . (1.34)

The set of measurement operators is also the called positive operator-valued measure
(POVM).

It is therefore straightforward to see that the descriptions using the Schrödinger
equation and the von Neumann equation with the respective measurement postulates
are equivalent. The density matrix formalism conveniently includes statistical mix-
tures in the description, since it automatically performs the averaging over different
initial conditions. Unfortunately, this comes at the cost of quadratically increasing
the number of state variables.

Exercise 1.8 (Preservation of density matrix properties by measurement) Show that
the measurement postulate preserves self-adjointness, trace, and positivity of the
density matrix.
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1.4.2.3 Most General Evolution

Finally, we mention here that the most general evolution preserving all the nice prop-
erties of a density matrix is called a Kraus map [18]. A density matrix ρ (hermitian,
positive definite, and with trace one) can be mapped to another density matrix ρ′ via

ρ′ =
∑

αβ

γαβAαρA
†
β, with

∑

αβ

γαβA
†
βAα = 1, (1.35)

where the prefactors γαβ form a hermitian (γαβ = γ ∗
βα) and positive definite

(
∑

αβ x∗
αγαβxβ ≥ 0 or equivalently all eigenvalues of (γαβ) are non-negative) ma-

trix. It is straightforward to see that the above map preserves trace and hermiticity of
the density matrix. In addition, ρ′ also inherits the positivity from ρ =∑n Pn|n〉〈n|

〈Ψ |ρ′|Ψ 〉 =
∑

αβ

γαβ〈Ψ |AαρA
†
β |Ψ 〉 =

∑

n

Pn

∑

αβ

γαβ〈Ψ |Aα|n〉〈n|A†
β |Ψ 〉

=
∑

n

Pn︸︷︷︸
≥0

∑

αβ

(〈n|A†
α|Ψ 〉)∗γαβ〈n|A†

β |Ψ 〉
︸ ︷︷ ︸

≥0

≥ 0. (1.36)

Since the matrix γαβ is hermitian, it can be diagonalized by a suitable unitary trans-
formation, and we introduce the new operators Aα =∑α′ Uαα′K̄α′ :

ρ′ =
∑

αβ

∑

α′β ′
γαβUαα′K̄α′ρU∗

ββ ′K
†
β ′ =

∑

α′β ′
K̄α′ρK̄

†
β ′
∑

αβ

Uαα′γαβU∗
ββ ′

︸ ︷︷ ︸
γα′ δα′β′

=
∑

α

γαK̄αρK̄†
α, (1.37)

where γα ≥ 0 represent the eigenvalues of the matrix (γαβ). Since these are by
construction positive, we introduce further new operators Kα = √

γαK̄α to obtain
the simplest representation of a Kraus map.

Definition 1.4 (Kraus map) The map

ρ(t + Δt) =
∑

α

Kα(t,Δt)ρ(t)K†
α(t,Δt) (1.38)

with Kraus operators Kα(t,Δt) obeying the relation
∑

α K†
α(t,Δt)Kα(t,Δt) = 1

preserves hermiticity, trace, and positivity of the density matrix.

Obviously, both unitary evolution and evolution under measurement are just spe-
cial cases of a Kraus map. Though Kraus maps are heavily used in quantum infor-
mation [5], they are not often very easy to interpret. For example, it is not straight-
forward to identify the unitary and the nonunitary part induced by the Kraus map.
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1.4.3 Tensor Product

The greatest advantage of the density matrix formalism is visible when quantum
systems composed of several subsystems are considered. Then, a tensor product is
required to construct the Hilbert space of the combined system. Roughly speaking,
it represents a way to construct a larger vector space from two (or more) smaller
vector spaces.

Definition 1.5 (Tensor product) Let V and W be Hilbert spaces (vector spaces
with a scalar product) of dimension m and n with basis vectors {|v〉} and {|w〉},
respectively. Then V ⊗ W is a Hilbert space of dimension m · n, and a basis is
spanned by {|v〉⊗ |w〉}, which is a set combining every basis vector of V with every
basis vector of W .

Mathematical properties

• bilinearity (z1|v1〉 + z2|v2〉) ⊗ |w〉 = z1|v1〉 ⊗ |w〉 + z2|v2〉 ⊗ |w〉
• operators acting on the combined Hilbert space A ⊗ B act on the basis states as

(A ⊗ B)(|v〉 ⊗ |w〉) = (A|v〉) ⊗ (B|w〉)
• any linear operator on V ⊗ W can be decomposed as C =∑i ciAi ⊗ Bi

• the scalar product is inherited in the natural way; i.e., one has for |a〉 =∑
ij aij |vi〉 ⊗ |wj 〉 and |b〉 = ∑

k� bk�|vk〉 ⊗ |w�〉 the scalar product 〈a|b〉 =∑
ijk� a∗

ij bk�〈vi |vk〉〈wj |w�〉 =∑ij a∗
ij bij

We note here that the basis vectors of the joint system are also often written as
|v〉 ⊗ |w〉 = |vw〉, where the order of v and w determines the subspace to which the
quantum numbers are associated.

If more than just two vector spaces are combined to form a larger vector space,
the definition of the tensor product may be applied recursively. As a consequence,
the dimension of the joint vector space grows rapidly, as, e.g., exemplified by the
case of a qubit: its Hilbert space is just spanned by two vectors |0〉 and |1〉. The joint
Hilbert space of two qubits is spanned by the vectors |0〉 ⊗ |0〉 = |00〉, |0〉 ⊗ |1〉 =
|01〉, |1〉 ⊗ |0〉 = |10〉, and |1〉 ⊗ |1〉 = |11〉, and is thus four dimensional. This can
be readily scaled up: the dimension of the Hilbert space for three qubits is eight
dimensional, and that for n qubits is 2n dimensional. Eventually, this exponential
growth of the Hilbert space dimension for composite quantum systems is at the
heart of quantum computing.

Exercise 1.9 (Tensor products of operators) Let σ denote the Pauli matrices, i.e.,

σ 1 =
(

0 +1
+1 0

)

, σ 2 =
(

0 −i
+i 0

)

, σ 3 =
(+1 0

0 −1

)

. (1.39)

Compute the trace of the operator

Σ = a1 ⊗ 1 +
3∑

i=1

αiσ
i ⊗ 1 +

3∑

j=1

βj 1 ⊗ σ j +
3∑

i,j=1

aij σ
i ⊗ σ j .
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Since the scalar product in the subsystems is inherited by the scalar product of
the composite system, this typically enables a convenient calculation of the trace—
given a decomposition into only few tensor products. For example, one has for a
single tensor product of two operators

Tr{A ⊗ B} =
∑

nA,nB

〈nA,nB |A ⊗ B|nA,nB〉

=
[∑

nA

〈nA|A|nA〉
][∑

nB

〈nB |B|nB〉
]

= TrA{A}TrB{B}, (1.40)

where TrA/B denote the trace in the Hilbert space of A and B , respectively. Since
these traces only involve the summation over the degrees of freedom of a subsystem,
they are also called partial traces. Such partial traces are of tremendous importance
and will be discussed in the next section.

1.4.4 The Partial Trace

For composite systems, it is usually not necessary to keep all information of the
complete system in the density matrix. Rather, one would like to have a density
matrix that encodes all the information on a particular subsystem only. Obviously,
the map ρ → TrB{ρ} to such a reduced density matrix should leave all expectation
values of observables acting on the considered subsystem only invariant, i.e.,

Tr{A ⊗ 1ρ} = Tr
{
ATrB{ρ}}. (1.41)

If this basic condition were not fulfilled, there would be no point in defining such
a thing as a reduced density matrix: measurements would yield different results
depending on the Hilbert space of the experimenter’s choice.

Definition 1.6 (Partial trace) Let |a1〉 and |a2〉 be vectors of state space A and |b1〉
and |b2〉 vectors of state space B . Then, the partial trace over state space B is defined
via

TrB
{|a1〉〈a2| ⊗ |b1〉〈b2|

}= |a1〉〈a2|Tr
{|b1〉〈b2|

}
. (1.42)

We note that whereas the trace mapped an operator to a number, the partial trace
reduces operators to lower dimensional operators. The partial trace is linear, such
that the partial trace of arbitrary operators is calculated similarly. By choosing the
|aα〉 and |bγ 〉 as an orthonormal basis in the respective Hilbert space, one may there-
fore calculate the most general partial trace via
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TrB{C} = TrB

{∑

αβγ δ

cαβγ δ|aα〉〈aβ | ⊗ |bγ 〉〈bδ|
}

=
∑

αβγ δ

cαβγ δ TrB
{|aα〉〈aβ | ⊗ |bγ 〉〈bδ|

}

=
∑

αβγ δ

cαβγ δ|aα〉〈aβ |Tr
{|bγ 〉〈bδ|

}

=
∑

αβγ δ

cαβγ δ|aα〉〈aβ |
∑

ε

〈bε |bγ 〉〈bδ|bε〉

=
∑

αβ

[∑

γ

cαβγ γ

]

|aα〉〈aβ |. (1.43)

Definition 1.6 is the only linear map that respects the invariance of expectation val-
ues [5].

Exercise 1.10 (Partial trace) Compute the partial trace ρA = TrB{ρAB} of a pure
density matrix ρAB = |Ψ 〉〈Ψ | in the bipartite state

|Ψ 〉 = 1√
2

(|01〉 + |10〉)≡ 1√
2

(|0〉 ⊗ |1〉 + |1〉 ⊗ |0〉).

Show that ρA is no longer pure.

1.5 Lindblad Quantum Master Equation

Any dynamical evolution equation for the density matrix should preserve its inter-
pretation as a density matrix. This implies that trace, hermiticity, and positivity or
the initial condition must be preserved—at least in some approximate sense. By
construction, the measurement postulate and unitary evolution preserve these prop-
erties. However, more general evolutions are conceivable as, e.g., exemplified by
the Kraus map. If we constrain ourselves to master equations that are local in time
and have constant coefficients, the most general evolution that preserves trace, self-
adjointness, and positivity of the density matrix is given by a Lindblad form [19].

1.5.1 Representations

Definition 1.7 (Lindblad form) A master equation of Lindblad form has the struc-
ture

ρ̇ = L ρ = −i[H,ρ] +
N2−1∑

α,β=1

γαβ

(

AαρA
†
β − 1

2

{
A

†
βAα,ρ

}
)

, (1.44)
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where the hermitian operator H = H † can be interpreted as an effective Hamiltonian
and the dampening matrix γαβ = γ ∗

βα is a positive semidefinite matrix; i.e., it fulfills
∑

αβ x∗
αγαβxβ ≥ 0 for all vectors x (or, equivalently, that all eigenvalues of (γαβ)

are non-negative, λi ≥ 0).

In the above definition, the commutator term with the effective Hamiltonian ac-
counts for the unitary evolution, whereas the remaining terms are responsible for
the nonunitary (dissipative) evolution. When derived from a microscopic model, the
effective Hamiltonian need not coincide with the system Hamiltonian. This demon-
strates that the interaction with a reservoir may also change the unitary part of the
evolution.

Exercise 1.11 (Trace and hermiticity preservation by Lindblad forms) Show that
the Lindblad form of master equation preserves trace and hermiticity of the density
matrix.

The Lindblad-type master equation can be written in a simpler form. As the
dampening matrix γ is hermitian, it can be diagonalized by a suitable unitary trans-
formation U , such that

∑
αβ Uα′αγαβ(U†)ββ ′ = δα′β ′γα′ with γα ≥ 0 representing

its non-negative eigenvalues. Using this unitary operation, a new set of operators
can be defined via Aα =∑α′ Uα′αL̄α′ . Inserting this decomposition in the master
equation, we obtain

ρ̇ = −i[H,ρ] +
N2−1∑

α,β=1

γαβ

(

AαρA
†
β − 1

2

{
A

†
βAα,ρ

}
)

= −i[H,ρ] +
∑

α′,β ′

[∑

αβ

γαβUα′αU∗
β ′β

](

L̄α′ρL̄
†
β ′ − 1

2

{
L̄

†
β ′L̄α′ , ρ

}
)

= −i[H,ρ] +
∑

α

γα

(

L̄αρL̄†
α − 1

2

{
L̄†

αL̄α, ρ
}
)

, (1.45)

where γα denote the N2 − 1 non-negative eigenvalues of the dampening ma-
trix. Their positivity also allows us to absorb them into the Lindblad operators
Lα ≡ √

γαL̄α to yield the simplest representation of a Lindblad form,

ρ̇ = −i[H,ρ] +
∑

α

(

LαρL†
α − 1

2

{
L†

αLα,ρ
}
)

. (1.46)

Evidently, the representation of a master equation is not unique. Any other unitary
operation would lead to a different nondiagonal form which however describes the
same master equation. In addition, we note here that the master equation is not
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only invariant to unitary transformations of the operators Aα , but in the diagonal
representation also to inhomogeneous transformations of the form

Lα → L′
α = Lα + aα1,

H → H ′ = H + 1

2i

∑

α

(
a∗
αLα − aαL†

α

)+ b1,
(1.47)

with complex numbers aα and a real number b. The first of these equations can be
exploited to choose the Lindblad operators Lα traceless, thereby fixing the num-
bers aα , whereas b is fixed by gauging the energy of the Hamiltonian.

Exercise 1.12 (Shift invariance) Show the invariance of the diagonal representation
of a Lindblad form master equation (1.46) with respect to the transformation (1.47).

1.5.2 Preservation of Positivity

Similar to the transformation into the interaction picture, one can eliminate the
unitary evolution term by transforming Eq. (1.45) to a co-moving frame ρ =
e−iHt ρ̃e+iHt . Then, the master equation assumes the form

ρ̇ =
∑

α

γα

(

Lα(t)ρL†
α(t) − 1

2

{
L†

α(t)Lα(t),ρ
}
)

(1.48)

with the transformed time-dependent operators Lα(t) = e+iHtLαe−iHt . It is also
clear that if the differential equation preserves positivity of the density matrix,
then it would also do this for time-dependent rates γα . Define the operators with
K = N2 − 1

W1(t) = 1,

W2(t) = 1

2γ

∑

α

γα(t)L†
α(t)Lα(t),

W3(t) = L1(t),

...

WK+2(t) = LK(t),

(1.49)

where γ =∑α γα(t) has been introduced to render all Wi operators dimension-
less. Discretizing the time derivative in Eq. (1.48), one transforms the differential
equation for the density matrix into an iteration equation,
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ρ(t + Δt) = ρ(t) + Δt
∑

α

γα

[

Lα(t)ρ(t)L†
α(t) − 1

2

{
L†

α(t)Lα(t),ρ(t)
}
]

=
∑

αβ

wαβ(t)Wα(t)ρ(t)W
†
β (t), (1.50)

where the dimensionless wαβ matrix assumes the block form

w(t) =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

1 −Δtγ 0 · · · 0
−Δtγ 0 0 · · · 0

0 0 Δtγ1(t)
...

...
. . .

0 0 ΔtγK(t)

⎞

⎟
⎟
⎟
⎟
⎟
⎠

, (1.51)

which makes it particularly easy to diagonalize; the lower right block is already
diagonal and the eigenvalues of the upper 2 by 2 block may be directly obtained by
solving for the roots of the characteristic polynomial λ2 − λ − (γΔt)2 = 0. Again,
we introduce the corresponding unitary transformation W̃α(t) =∑α′ uα′α(t)Wα′(t)
to find that

ρ(t + Δt) =
∑

α

wα(t)W̃α(t)ρ(t)W̃ †
α (t) (1.52)

with wα(t) denoting the eigenvalues of the matrix (1.51) and in particular the
only negative eigenvalue being given by w1(t) = 1

2 (1 − √
1 + 4(γΔt)2). Now,

we use the spectral decomposition of the density matrix at time t , ρ(t) =
∑

a Pa(t)|Ψa(t)〉〈Ψa(t)|, to demonstrate approximate positivity of the density ma-
trix at time t + Δt :

〈Φ|ρ(t + Δt)|Φ〉 =
∑

α,a

wα(t)Pa(t)
∣
∣〈Φ|W̃α(t)

∣
∣Ψa(t)

〉∣
∣2

≥ 1

2

(
1 −

√

1 + 4(γΔt)2
)∑

a

Pa(t)
∣
∣〈Φ|W̃1(t)

∣
∣Ψa(t)

〉∣
∣2

≥ −(γΔt)2
∑

a

Pa(t)
∣
∣〈Φ|W̃1(t)

∣
∣Ψa(t)

〉∣
∣2 Δt→0→ 0, (1.53)

such that the violation of positivity vanishes faster than the discretization width as
Δt goes to zero. This limit just yields the differential equation of the Lindblad form
master equation, which shows that the latter preserves positivity. It should be noted
however that numerical solutions of the Lindblad master equation using a forward-
time discretization may yield negative probabilities if the time step Δt is chosen too
large.
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1.5.3 Rate Equation Representation

Since Eq. (1.45) at all times preserves hermiticity of the density matrix, it can always
be diagonalized by a unitary transformation ρD(t) = U(t)ρ(t)U†(t). Inserting this
transformation in the master equation (1.46) yields

ρ̇D = U̇U†ρD + Uρ̇U† + ρDUU̇† = −i
[
iU̇U†, ρD

]+ Uρ̇U†

= −i
[
H (t) + H eff(t), ρD

]

+
∑

α

[

Lα(t)ρDL†
α(t) − 1

2

{
L†

α(t)Lα(t), ρD

}
]

, (1.54)

with transformed Lindblad operators Lα(t) = U(t)LαU†(t) and the effective
Hamiltonian H eff(t) = iU̇(t)U†(t).

Exercise 1.13 (Hermiticity of effective Hamiltonian) Show that the effective
Hamiltonian H eff(t) = iU̇(t)U†(t) is hermitian.

Now using the fact that in the time-dependent basis ρD is diagonal, ρD =∑
a ρaa(t)|a(t)〉〈a(t)|, we obtain

ρ̇aa =
∑

α

∑

b

∣
∣〈a|Lα(t)|b〉∣∣2ρbb −

∑

α

〈a|L†
α(t)Lα(t)|a〉ρaa, (1.55)

which has the structure of a rate equation with positive but time-dependent
rates [20]. Unfortunately, to obtain such a rate equation, one first has to diagonal-
ize the time-dependent solution of Eq. (1.46), i.e., to solve the complicated master
equation beforehand. It is therefore not very practical in most cases, unless one is
given a rate equation from the start. Nevertheless, it shows that rate equations—if
set up in the correct basis—can yield a quite general description of master equation
dynamics. The basis within which the long-term density matrix becomes diagonal
is also called a pointer basis.

1.5.4 Examples

1.5.4.1 Cavity in a Thermal Bath

Consider the Lindblad form master equation

ρ̇S = −i
[
Ωa†a,ρS

]+ γ (1 + nB)

[

aρSa† − 1

2
a†aρS − 1

2
ρSa†a

]

+ γ nB

[

a†ρSa − 1

2
aa†ρS − 1

2
ρSaa†

]

. (1.56)
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Here a and a† are bosonic annihilation and creation operators, respectively, fulfill-
ing the bosonic commutation relations [a, a†] = 1. The dampening matrix is given
by the Bose–Einstein bath occupation nB = [eβΩ − 1]−1 evaluated at cavity fre-
quency Ω and a bare emission and absorption rate γ > 0. In Fock space represen-
tation, these operators act as a†|n〉 = √

n + 1|n + 1〉 and a|n〉 = √
n|n − 1〉 (where

0 ≤ n < ∞), such that the above master equation couples only the diagonals of the
density matrix ρn = 〈n|ρS|n〉 to each other,

ρ̇n = γ (1 + nB)
[
(n + 1)ρn+1 − nρn

]+ γ nB

[
nρn−1 − (n + 1)ρn

]

= γ nBnρn−1 − γ
[
n + (2n + 1)nB

]
ρn + γ (1 + nB)(n + 1)ρn+1, (1.57)

in a tridiagonal form. That makes it particularly easy to calculate the stationary
state of the populations recursively, since the boundary solution nBρ̄0 = (1 +nB)ρ̄1

implies for all n the relation

ρ̄n+1

ρ̄n

= nB

1 + nB

= e−βΩ. (1.58)

Consequently, the stationary populations are consistent with a thermalized Gibbs
state

ρ̄ = e−βΩa†a

Tr{e−βΩa†a} (1.59)

with the inverse reservoir temperature β . Such a Gibbs state however does not have
coherences in the Fock space basis. To investigate their evolution, we calculate the
time derivative of ρnm = 〈n|ρS|m〉,

ρ̇nm =
[

−iΩ(n − m) − γ (1 + nB)
n + m

2
− γ nB

n + 1 + m + 1

2

]

ρnm

+ γ (1 + nB)
√

(n + 1)(m + 1)ρn+1,m+1 + γ nB

√
nmρn−1,m−1, (1.60)

which, when n 
= m, shows that the coherences do not formally depend on the dy-
namics of the populations. However, they couple strongly to other coherences. In
particular, we observe that coherences ρΔ

n = ρn,n+Δ with integer Δ 
= 0 and Δ ≥ −n

couple only to coherences with the same difference ρΔ
n±1:

ρ̇Δ
n = [+iΩΔ − γ (1 + nB)(n + Δ/2) − γ nB(n + 1 + Δ/2)

]
ρΔ

n

+ γ (1 + nB)
√

(n + 1)(n + 1 + Δ)ρΔ
n+1 + γ nB

√
n(n + Δ)ρΔ

n−1, (1.61)

which also corresponds to a tridiagonal system for each fixed difference Δ. For each
Δ it is straightforward to see that ρ̄Δ

n = 0 is a stationary solution.
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Exercise 1.14 (Moments) Calculate the expectation value of the number operator
n = a†a and its square n2 = a†aa†a in the stationary state of the master equa-
tion (1.56).

1.5.4.2 Driven Cavity with Losses

When the cavity is driven with a laser and simultaneously coupled to a vacuum bath
nB = 0, we obtain the master equation

ρ̇S = −i

[

Ωa†a + P

2
e+iωta + P ∗

2
e−iωta†, ρS

]

+ γ

[

aρSa† − 1

2
a†aρS − 1

2
ρSa†a

]

(1.62)

with the laser frequency ω and amplitude P . The transformation ρ = e+iωa†at ×
ρSe−iωa†at maps to a time-independent master equation,

ρ̇ = −i

[

(Ω − ω)a†a + P

2
a + P ∗

2
a†, ρ

]

+ γ

[

aρa† − 1

2
a†aρ − 1

2
ρa†a

]

. (1.63)

This equation obviously couples coherences and populations in the Fock space rep-
resentation. Therefore, it does not assume a simple rate equation form in this basis.
Nevertheless, a solution of the resulting equation of motion can be found for partic-
ular operators.

Exercise 1.15 (Coherent state) Using the driven cavity master equation, show that
the stationary expectation value of the cavity occupation fulfills

lim
t→∞

〈
a†a
〉= |P |2

γ 2 + 4(Ω − ω)2
.

1.6 Superoperator Notation

The Lindblad master equation may be a bit impractical for calculations, as one is
often more used to the solution of first-order differential equations that are written as
v̇ = Av, where A is a matrix and v is a vector. Since the Lindblad equation is linear
in the density matrix ρ, one can easily convert it into such a form, where one writes
ρ̇ = L ρ. In this representation, L is a matrix, and the density matrix becomes a
density vector. Conventionally, the mapping to a density vector is performed by first
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placing d populations and then the d(d − 1) coherences:

ρ =
⎛

⎜
⎝

ρ11 . . . ρ1N

...
...

ρN1 . . . ρNN

⎞

⎟
⎠ ⇔ ‖ρ〉〉 =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

ρ11
...

ρNN

ρ12
ρ21
...

ρN−1,N

ρN,N−1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

. (1.64)

A master equation can now be written as

ρ̇ = L ρ, (1.65)

where the superoperator corresponding to the Lindblad form (1.46) acts like an or-
dinary operator on the density vector. In this representation, the trace of a density
matrix corresponds to multiplication with the vector

〈〈0‖ = (1, . . . ,1
︸ ︷︷ ︸

N×
, 0, . . . ,0
︸ ︷︷ ︸
N(N−1)×

), (1.66)

i.e., Tr{ρ} = 〈〈0‖ρ〉〉. Thus, when the Hilbert space dimension of the quantum system
is d , ρS is a vector of dimension d2, and the superoperator L is represented by a
d2 × d2 matrix. At first sight, such a representation does not seem very efficient.
However, for many specific cases, the structure of the superoperator L may directly
allow for a simplified treatment. If for example it has block structure—as will be the
case in the quantum optical master equation when the system has no degeneracies—
one may treat the blocks separately, which is routinely done. To be more specific,
the mapping can generally be performed as

ρ̇ij = −i〈i|
[

H,
∑

kl

ρkl |k〉〈l|
]

|j 〉

+
∑

αβ

γαβ

[

〈i|Aα

∑

kl

ρkl |k〉〈l|A†
β |j 〉 − 1

2
〈i|
{

A
†
βAα,

∑

kl

ρkl |k〉〈l|
}

|j 〉
]

=
∑

kl

Lij,klρkl . (1.67)

Similarly, we can also transform linear operators into superoperators. However, we
must specify on which side of the density matrix the operator is supposed to act.

As an example, we consider the Liouvillian

L[ρ] = −i
[
Ωσz,ρ

]+ γ

[

σ−ρσ+ − 1

2

{
σ+σ−, ρ

}
]

(1.68)



1.6 Superoperator Notation 25

with σ± = 1
2 (σ x ± iσy) in the eigenbasis of σz|e〉 = |e〉 and σz|g〉 = −|g〉, where

we have σ+|g〉 = |e〉 and σ−|e〉 = |g〉. From the master equation, we obtain

ρ̇ee = −γρee, ρ̇gg = +γρee,

ρ̇eg =
(

−γ

2
− 2iΩ

)

ρeg, ρ̇ge =
(

−γ

2
+ 2iΩ

)

ρge,
(1.69)

such that when we arrange the matrix elements in a vector ρ = (ρgg, ρee, ρge, ρeg)
T ,

the master equation reads

⎛

⎜
⎜
⎝

ρ̇gg

ρ̇ee

ρ̇ge

ρ̇eg

⎞

⎟
⎟
⎠=

⎛

⎜
⎜
⎝

0 +γ 0 0
0 −γ 0 0
0 0 − γ

2 + 2iΩ 0
0 0 0 − γ

2 − 2iΩ

⎞

⎟
⎟
⎠

⎛

⎜
⎜
⎝

ρgg

ρee

ρge

ρeg

⎞

⎟
⎟
⎠ . (1.70)

We note that populations and coherences evolve apparently independently. Note
however that the Lindblad form nevertheless ensures a positive density matrix—
with valid initial conditions provided.

Exercise 1.16 (Preservation of Positivity) Show that the superoperator in Eq. (1.70)
preserves positivity of the density matrix provided that initial positivity (−1/4 ≤
|ρ0

ge|2 − ρ0
ggρ

0
ee ≤ 0) is given.

Furthermore, note that we do not need to exponentiate a matrix to solve
Eq. (1.70): its special structure makes it possible to solve for ρeg and ρge, and ρee

independently. The equation for ρgg does depend on the result for ρee; however,
we may readily obtain the solution by exploiting trace conservation ρgg = 1 − ρee .
It is of course also possible to represent ordinary operators as superoperators. This
however requires one to specify on which side the operator is acting; for example,
one has

(
0 0
0 1

)(
ρgg ρge

ρeg ρee

)

=̂

⎛

⎜
⎜
⎝

0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 1

⎞

⎟
⎟
⎠

⎛

⎜
⎜
⎝

ρgg

ρee

ρge

ρeg

⎞

⎟
⎟
⎠ ,

(
ρgg ρge

ρeg ρee

)(
0 0
0 1

)

=̂

⎛

⎜
⎜
⎝

0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0

⎞

⎟
⎟
⎠

⎛

⎜
⎜
⎝

ρgg

ρee

ρge

ρeg

⎞

⎟
⎟
⎠ .

(1.71)

Exercise 1.17 (Expectation values from superoperators) Show that for a Liouvillian
superoperator connecting N populations (diagonal entries) with M coherences (off-
diagonal entries) acting on the density matrix ρ(t) = (P1, . . . ,PN,C1, . . . ,CM)T ,
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the trace in the expectation value of an operator can be mapped to the matrix element

〈
A(t)

〉= (1, . . . ,1
︸ ︷︷ ︸

N×
,0, . . . ,0
︸ ︷︷ ︸

M×
) · A · ρ(t),

where the matrix A is the superoperator corresponding to multiplication with A

from the left.
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Chapter 2
Microscopic Derivation

Abstract In this chapter, we provide methods of deriving evolution equations for
the density matrix from a microscopic model defined by system, reservoir, and
interaction Hamiltonians. Since all methods assume that the interaction Hamilto-
nian can be decomposed into tensor products of system and bath operators, we first
demonstrate how to convert fermionic tunnel couplings into these representations.
Then, we introduce a Kraus-type map for the density matrix that is valid for short
times and/or weak couplings. The corresponding master equation is introduced via
a coarse-graining approach, which however for large coarse-graining times repro-
duces the quantum optical master equation, valid in the weak coupling limit. Finally,
we discuss important properties of the quantum optical master equation and the sin-
gular coupling limit. Here, it is always assumed that the interaction between system
and reservoir does not change the state of the reservoir. The examples in later chap-
ters will often refer to the definitions in this chapter, which may therefore also be
used as a reference.

Given a microscopic model, the actual derivation of a master equation may be quite
challenging and can be an art of its own for some parameter regimes. However, there
exist quite well-known and model-independent limits where the road map to the
master equation is well documented. The most important one is the weak coupling
limit [1]. Often, such a microscopic derivation is rewarding from a conceptual point
of view, since one gets a thermodynamic interpretation for free.

Before we start discussing the derivations, we make a technical remark: to per-
form a microscopic derivation, it is required to perform a partial trace over all de-
grees of freedom that are not considered as belonging to the system. To perform this
trace in a convenient way, we assume a decomposition of the interaction Hamilto-
nian in terms of a tensor product,

HI =
∑

α

Aα ⊗ Bα, (2.1)

where Aα are system operators and Bα are bath operators, respectively. This tensor
product decomposition implies that the commutator of system and bath operators
vanishes, [Aα,Bβ ] = 0. In fermionic tunneling terms, the standard representation
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28 2 Microscopic Derivation

has however anti-commuting operators associated with system and bath, respec-
tively. Therefore, we first demonstrate below how such terms can be mapped to a
tensor product representation.

2.1 Tensor Product Representation of Fermionic Tunnel
Couplings

The representation (2.1) is not compatible with a fermionic tunneling Hamiltonian
of, e.g., the form

HI = d
∑

k

tkc
†
k +

∑

k

t∗k ckd = d
∑

k

tkc
†
k − d†

∑

k

t∗k ck, (2.2)

where the sign arises because the anti-commutator of system and bath operators
vanishes, {d, c

†
k} = 0. It is however possible to map fermionic operators to spin

operators via the Jordan–Wigner transformation. This transformation decomposes
the fermionic operators in terms of Pauli matrices acting on different spins

d = σ− ⊗ 1 ⊗ 1 ⊗ · · · ⊗ 1,

ck = σz ⊗ σz ⊗ · · · ⊗ σz

︸ ︷︷ ︸
k−1

⊗ σ− ⊗ 1 ⊗ · · · ⊗ 1, (2.3)

to map to a tensor product decomposition of the interaction Hamiltonian, where
σ± = 1

2 [σx ± iσy]. The remaining operators follow from (σ+)† = σ− and vice
versa. This decomposition automatically obeys the fermionic anti-commutation re-
lations such as {ck, d

†} = 0 and may therefore also be used to create a fermionic
operator basis with computer algebra programs.

Exercise 2.1 (Jordan–Wigner transform) Show that for fermions distributed on N

sites, the decomposition

ci = σz ⊗ · · · ⊗ σz

︸ ︷︷ ︸
i−1

⊗ σ− ⊗ 1 ⊗ · · · ⊗ 1︸ ︷︷ ︸
N−i

preserves the fermionic anti-commutation relations

{ci, cj } = 0 = {c†
i , c

†
j

}
,

{
ci, c

†
j

}= δij 1.

Show also that the fermionic Fock space basis c
†
i ci |n1, . . . , nN 〉 = ni |n1, . . . , nN 〉

obeys σz
i |n1, . . . , nN 〉 = (−1)ni+1|n1, . . . , nN 〉.

Using the fact that for the Pauli matrices (1.39) one has σ−σz = σ− and σ+σz =
−σ+, the interaction Hamiltonian becomes (omitting all identity operators)
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HI = σ− ⊗
∑

k

tk σ z ⊗ · · · ⊗ σz

︸ ︷︷ ︸
k−1

⊗ σ+ + σ+ ⊗
∑

k

t∗k σ z ⊗ · · · ⊗ σz

︸ ︷︷ ︸
k−1

⊗ σ−,

(2.4)

which is compatible with Eq. (2.1).
Calculations with such lengthy spin operators may be inconvenient, such that one

may reintroduce fermionic operators defined separately on system and bath Hilbert
spaces, respectively,

d̃ = σ−, c̃k = σz ⊗ · · · ⊗ σz

︸ ︷︷ ︸
k−1

⊗ σ− ⊗ 1 ⊗ · · · ⊗ 1, (2.5)

such that the interaction Hamiltonian in terms of these operators becomes

HI = d̃ ⊗
∑

k

tkLc̃
†
k + d̃† ⊗

∑

k

t∗kLc̃k, (2.6)

which of course also respects the required tensor decomposition (2.1). In the
fermionic models that follow, we will implicitly assume such mappings. It is how-
ever also possible to perform specific calculations with the original fermionic oper-
ators yielding the same result.

2.2 A Mapping for Short Times or Weak Couplings

We assume a decomposition of the Hamiltonian

H = HS + HI + HB (2.7)

into system, an interaction of type (2.1), and bath Hamiltonians, respectively. Aim-
ing at a perturbative treatment in the interaction, we transform to the interaction
picture

ρ(t) = e+i(HS+HB)t ρ(t)e−i(HS+HB)t = e+iHSt e+iHBt ρ(t)e−iHBt e−iHSt , (2.8)

where the von Neumann equation in the interaction picture

ρ̇ = −i
[
H I(t),ρ(t)

]
(2.9)

just contains the time-dependent interaction Hamiltonian. To simplify the bookkeep-
ing of terms and notation, we introduce the dimensionless perturbation parameter
λ by transforming H I(t) → λH I(t). In the end, we will replace λ → 1. For fac-
torizing initial density matrices, the von Neumann equation is formally solved by

U(t)ρ0
S ⊗ ρ̄BU†(t), where the time evolution operator

U(t) = τ̂ exp

{

−iλ
∫ t

0
H I
(
t ′
)
dt ′
}

(2.10)
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obeys the evolution equation

U̇ = −iλH I(t)U(t), (2.11)

which defines the time-ordering operator τ̂ . Formally integrating this equation with
the evident initial condition U(0) = 1 yields

U(t) = 1 − iλ
∫ t

0
H I
(
t ′
)
U
(
t ′
)
dt ′

= 1 − iλ
∫ t

0
H I
(
t ′
)
dt ′ − λ2

∫ t

0
dt ′H I

(
t ′
)
[∫ t ′

0
dt ′′H I

(
t ′′
)
U
(
t ′′
)
]

= 1 − iλ
∫ t

0
H I
(
t ′
)
dt ′ − λ2

∫ t

0
dt1 dt2 H I(t1)H I(t2)Θ(t1 − t2)

+ O
{
λ3}, (2.12)

where the occurrence of the Heaviside function Θ(x) is a consequence of time or-
dering. For the hermitian conjugate operator we obtain

U†(t) ≈ 1 + iλ
∫ t

0
H I
(
t ′
)
dt ′ − λ2

∫ t

0
dt1 dt2 H I(t1)H I(t2)Θ(t2 − t1)

+ O
{
λ3}. (2.13)

To keep the discussion at a moderate level, we assume Tr{Bαρ̄B} = 0. Though for
many conceivable models this is fulfilled, it is a priori not the general case. However,
it can be shown that this case can always be achieved by suitable transformation of
the system and interaction Hamiltonians.

Exercise 2.2 (Transforming the coupling operators) Given an interaction Hamilto-
nian HI =∑α Aα ⊗ Bα where 〈Bα〉 
= 0, show that there exists a simple transfor-
mation Bα → B ′

α and HS → H ′
S which obeys 〈B ′

α〉 = 0. Find B ′
α and H ′

S.

The exact solution is approximated by

ρS(t) = TrB

{[

1 − iλ
∫ t

0
H I(t1) dt1

− λ2
∫ t

0
dt1 dt2 H I(t1)H I(t2)Θ(t1 − t2)

]

ρ0
S ⊗ ρ̄B

×
[

1 + iλ
∫ t

0
H I(t1) dt1 − λ2

∫ t

0
dt1 dt2 H I(t1)H I(t2)Θ(t2 − t1)

]}

+ O
{
λ3}

= ρ0
S − iλTrB

{[∫ t

0
H I(t1) dt1, ρ

0
S ⊗ ρ̄B

]}
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+ λ2 TrB

{∫ t

0
dt1

∫ t

0
dt2 H I(t1)ρ

0
S ⊗ ρ̄BH I(t2)

}

− λ2
∫ t

0
dt1 dt2 TrB

{
Θ(t1 − t2)H I(t1)H I(t2)ρ

0
S ⊗ ρ̄B

+ Θ(t2 − t1)ρ
0
S ⊗ ρ̄BH I(t1)H I(t2)

}

+ O
{
λ3}. (2.14)

We introduce the bath correlation functions with two time arguments:

Cαβ(t1, t2) = Tr
{
Bα(t1)Bβ(t2)ρ̄B

}
, (2.15)

such that we have, using that TrB{Bα(t)ρ̄B} = 0, the equation

ρS(t) = ρ0
S + λ2

∑

αβ

∫ t

0
dt1

∫ t

0
dt2 Cαβ(t1, t2)

[
Aβ(t2)ρ

0
SAα(t1)

− Θ(t1 − t2)Aα(t1)Aβ(t2)ρ
0
S − Θ(t2 − t1)ρ

0
SAα(t1)Aβ(t2)

]

+ O
{
λ3}. (2.16)

We now aim to identify this expression with a positivity-preserving Kraus map. To

do so, we first insert a time-independent basis and use Θ(x) = 1
2 [1 + sgn(x)] to

obtain

ρS(t) = ρ0
S + λ2

∑

αβ

∫ t

0
dt1

∫ t

0
dt2 Cαβ(t1, t2)

×
∑

abcd

〈a|Aβ(t2)|b〉〈c|A†
α(t1)|d〉∗[|a〉〈b|ρ0

S

(|c〉〈d|)†

− Θ(t1 − t2)
(|c〉〈d|)†|a〉〈b|ρ0

S − Θ(t2 − t1)ρ
0
S

(|c〉〈d|)†|a〉〈b|]+ O
{
λ3}

≡ ρ0
S + λ2

∑

abcd

γab,cd (t)

[

Labρ
0
SL

†
cd − 1

2

{
L

†
cdLab, ρ

0
S

}
]

− iλ2
∑

ab

σab(t)
[
Lab,ρ

0
S

]+ O
{
λ3}, (2.17)

where we have introduced the Lindblad jump operators Lab = |a〉〈b| and the time-
dependent coefficients

γab,cd (t) =
∑

αβ

∫ t

0
dt1

∫ t

0
dt2 Cαβ(t1, t2)〈a|Aβ(t2)|b〉〈c|A†

α(t1)|d〉∗,

σab(t) = −i

2

∑

αβ

∫ t

0
dt1

∫ t

0
dt2 Cαβ(t1, t2) sgn(t1 − t2)〈a|Aα(t1)Aβ(t2)|b〉,

(2.18)
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which are evaluated most conveniently in the system energy eigenbasis. We note
that we have neglected terms of higher than quadratic order λ, but the description
remains consistent if we deliberately reinsert them, e.g., to preserve positivity.

We first show that the matrix γab,cd is positive semidefinite: this can be shown
by
∑

ab,cd x∗
abγab,cdxcd =∑A,B x∗

AγABxB ≥ 0 (where we have introduced the short
hand notation A = (a, b) and B = (c, d)) for all times

∑

ab,cd

x∗
abγab,cdxcd =

∑

αβ

∑

ab,cd

∫ t

0
dt1

∫ t

0
dt2 TrB

{
Bα(t1)Bβ(t2)ρ̄B

}

× x∗
ab〈a|Aβ(t2)|b〉xcd〈c|A†

α(t1)|d〉∗

= TrB

{[∫ t

0
dt1
∑

cd

xcd〈d|
∑

α

Aα(t1)Bα(t1)|c〉
]

×
[∫ t

0
dt2
∑

ab

x∗
ab〈a|

∑

β

Aβ(t2)Bβ(t2)|b〉
]

ρ̄B

}

= TrB

{[∫ t

0
dt1
∑

cd

xcd〈d|
∑

α

Aα(t1)Bα(t1)|c〉
]

×
[∫ t

0
dt2
∑

ab

x∗
ab〈b|

∑

β

Aβ(t2)Bβ(t2)|a〉∗
]

ρ̄B

}

= TrB
{
C†(t)C(t)ρ̄B

}≥ 0, (2.19)

where the last inequality holds for any operator C(t) with a positive definite density
matrix ρ̄B.

With the same short-hand notation, we can write the system density matrix as

ρS(Δt) = ρS(0) + λ2
∑

AB

γAB(Δt)

[

LAρ0
SL

†
B − 1

2

{
L

†
BLA,ρ0

S

}
]

− iλ2[Heff, ρ
0
S

]+ O
{
λ3}, (2.20)

where the introduced operator Heff =∑ab σab(Δt)Lab is hermitian. We define the
operators

K1 = 1, K2 = −1

2

∑

AB

γAB(Δt)L
†
BLA − iHeff,

K3 = L1, KD+2 = LD

(2.21)

and rewrite the above equation as

ρS(Δt) =
∑

AB

wABKAρ0
SK

†
B + O

{
λ3}, (2.22)
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where the matrix

w =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

1 λ2 0 . . . 0
λ2 λ4 0 . . . 0

0 0 λ2γ11 . . . λ2γ1D

...
...

...
. . .

...

0 0 λ2γD1 . . . λ2γDD

⎞

⎟
⎟
⎟
⎟
⎟
⎠

(2.23)

is evidently positive definite: the larger lower right block is positive semidefinite
due to the positivity of γAB . The upper left block has eigenvalues λ0 = 0 and
λ1 = 1 + λ4, as can be easily confirmed. If we had—as is usual for perturbation—
neglected the w22 element completely, one of its eigenvalues would remain negative.
In principle, we could have inserted larger values for w22 as long as they were not
larger than O{λ3} while remaining consistent with our truncation order. However,
here we aim at preserving positivity while applying the smallest possible modifi-
cation to our equations, and under this side constraint the above choice becomes
unique. Unfortunately, we note that due to this additional term the trace is no longer
conserved:

∑

αβ

wαβK
†
βKα = 1 + λ4K

†
2K2. (2.24)

Though this correction is small, repeated application of the map defined this way
would result in an exploding trace of the density matrix, such that the probability
interpretation would no longer be valid. We take a closer look at the operator K2 by
inserting all necessary definitions,

K2 = −1

2

∑

ab,cd

γab,cd(Δt)L
†
cdLab − i

∑

ab

σab(Δt)Lab

=
∑

ab

(−1

2

∑

c

γcb,ca(Δt) − iσab(Δt)

)

Lab

= −
∑

αβ

∫ Δt

0
dt1

∫ Δt

0
dt2 Cαβ(t1, t2)Θ(t1 − t2)Aα(t1)Aβ(t2). (2.25)

To obtain a map that preserves the probability interpretation of the density ma-
trix, we therefore have to renormalize the density matrix after each application. In
addition, we assume that the bath part is roughly unaffected by the evolution, such
that we may use the map

ρS(t + Δt) =
∑

αβ wαβKαρS(t)K
†
β

Tr{∑αβ wαβKαρS(t)K
†
β} (2.26)

for all times t . This will also preserve the trace of the density matrix, at the price
of obtaining a nonlinear map. However, we note that in the continuum limit, where
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Δt → 0, the non-preservation of the trace will become negligible, and renormaliza-
tion may not be necessary.

Now, putting it all together (i.e., undoing the scaling transformation λ → 1 and
inserting all definitions), we have generated a fixed-point iteration scheme for the
density matrix that will always preserve its positivity, trace, and hermiticity.

Definition 2.1 (Map for short times/weak couplings) In the weak coupling limit
with a decomposition of the interaction Hamiltonian HI =∑α Aα ⊗Bα , the density
matrix in the interaction picture obeys the map

ρS(t + Δt) =
∑

αβ wαβKαρSK
†
β

Tr{∑αβ wαβKαρSK
†
β} , (2.27)

where

w =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

1 1 0 . . . 0
1 1 0 . . . 0

0 0 γ11,11 . . . γ11,DD

...
...

...
. . .

...

0 0 γDD,11 . . . γDD,DD

⎞

⎟
⎟
⎟
⎟
⎟
⎠

,

γab,cd (t) =
∑

αβ

∫ t

0
dt1

∫ t

0
dt2 Cαβ(t1, t2)〈a|Aβ(t2)|b〉〈c|A†

α(t1)|d〉∗,

σab(t) = −i

2

∑

αβ

∫ t

0
dt1

∫ t

0
dt2 Cαβ(t1, t2) sgn(t1 − t2)〈a|Aα(t1)Aβ(t2)|b〉,

K1 = 1,

K2 = −
∑

αβ

∫ Δt

0
dt1

∫ Δt

0
dt2 Cαβ(t1, t2)Θ(t1 − t2)Aα(t1)Aβ(t2),

K3 = |1〉〈1|, . . . , K2+D = |1〉〈D|,
K3+D = |2〉〈1|, . . . , K2+2D = |2〉〈D|,

...

K3+(D−1)D = |D〉〈1|, . . . , K2+D2 = |D〉〈D|,

(2.28)

where |1〉, . . . , |D〉 represents an orthonormal basis in the D-dimensional system
Hilbert space.

We note that the matrix elements in the above definition are most conveniently
evaluated in the energy eigenbasis of the system HS|n〉 = En|n〉.
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Fig. 2.1 Sketch of the coarse-graining approximation scheme. Calculating the exact time evolu-
tion operator in Eq. (1.5) in a closed form is usually prohibitive, which renders the calculation of
the exact solution (solid black curve) an impossible task. It is however possible to expand the evo-
lution operator U(t) = 1− i

∫ t

0 H I(t
′) dt ′ − ∫ t

0 dt1 dt2 H I(t1)H I(t2)Θ(t1 − t2)+O{H 3
I } to second

order in the interaction H I and to obtain the corresponding reduced approximate density matrix
(solid red curve). Calculating the matrix exponential of a constant Lindblad-type generator L CG

τ is
also usually prohibitive (dashed blue curve), but the first-order approximation (dotted green line)
may be matched with the weak coupling approximation of the exact solution at time t = τ to obtain
a defining equation for L CG

τ

2.3 Master Equation in the Weak Coupling Limit

The standard derivation in the weak coupling limit consists of applying the Born,
Markov, and secular approximations in a certain sequence, which eventually yields
a Lindblad master equation with further appealing properties [2]. Here, we will
present an alternative scheme based on coarse graining [3]. As an adjustable param-
eter, this involves a coarse-graining time scale τ , after which the reduced density
matrix should be closest to the exact solution. It can be shown [4] that the limit
τ → ∞ reproduces the standard textbook results. For finite coarse-graining times
however one obtains Lindblad form master equations that yield valid short-time de-
scriptions [4, 5]. See Fig. 2.1.

2.3.1 Coarse-Graining Master Equation

We use the result derived in the previous section, Eq. (2.16). At time t , this should
for weak coupling match the evolution by a Markovian generator,

ρCG
S (τ ) = eL CG

τ ·τ ρ0
S ≈ [1 + L CG

τ · τ ]ρ0
S, (2.29)

such that we can infer the action of the generator on an arbitrary density matrix

L CG
τ ρS = 1

τ

∑

αβ

∫ τ

0
dt1

∫ τ

0
dt2 Cαβ(t1, t2)

[
Aβ(t2)ρSAα(t1)

− Θ(t1 − t2)Aα(t1)Aβ(t2)ρS − Θ(t2 − t1)ρSAα(t1)Aβ(t2)
]
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= −i

[
1

2iτ

∫ τ

0
dt1

∫ τ

0
dt2 sgn(t1 − t2)

∑

αβ

Cαβ(t1, t2)Aα(t1)Aβ(t2),ρS

]

+ 1

τ

∫ τ

0
dt1

∫ τ

0
dt2
∑

αβ

Cαβ(t1, t2)

[

Aβ(t2)ρSAα(t1)

− 1

2

{
Aα(t1)Aβ(t2),ρS

}
]

, (2.30)

where we have inserted Θ(x) = 1
2 [1 + sgn(x)]. The above equation can be taken as

the definition of a coarse-graining Lindblad generator. To show its Lindblad form,
we first note that the effective Hamiltonian

Hτ
eff = 1

2iτ

∫ τ

0
dt1

∫ τ

0
dt2 sgn(t1 − t2)

∑

αβ

Cαβ(t1, t2)Aα(t1)Aβ(t2) (2.31)

in the commutator is hermitian, which can be seen by reinserting the definitions of
the two-argument correlation functions (2.15). To show that the second line can be
written as a Lindblad dissipator, we insert identities in a time-independent basis:

Aα(t1) =
∑

cd

|d〉〈d|Aα(t1)|c〉〈c|,

Aβ(t2) =
∑

ab

|a〉〈a|Aβ(t2)|b〉〈b|,
(2.32)

such that the coarse-graining Liouvillian can be written as

L CG
τ ρS = −i

[
Hτ

eff,ρS
]+

∑

abcd

γ τ
ab,cd

[

LabρSL
†
cd − 1

2

{
L

†
cdLab,ρS

}
]

(2.33)

with Lindblad jumpers Lab = |a〉〈b| and the dissipation coefficients

γ τ
ab,cd = 1

τ

∫ τ

0
dt1

∫ τ

0
dt2
∑

αβ

Cαβ(t1, t2)〈a|Aβ(t2)|b〉〈d|Aα(t1)|c〉. (2.34)

To prove the Lindblad form we simply have to demonstrate positivity of the damping
matrix:

∑

ab,cd

x∗
abγab,cdxcd = TrB

{(∫ τ

0
dt1
∑

cd

∑

α

Bα(t1)xcd〈d|Aα(t1)|c〉
)

×
(∫ τ

0
dt2
∑

ab

∑

β

Bβ(t2)x
∗
ab〈a|Aβ(t2)|b〉

)

ρ̄B

}
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= TrB

{(∫ τ

0
dt1
∑

cd

xcd〈d|H I(t1)|c〉
)

×
(∫ τ

0
dt2
∑

ab

x∗
ab〈a|H I(t2)|b〉

)

ρ̄B

}

= Tr
{
B†(τ )B(τ)ρ̄B

}≥ 0, (2.35)

where we have introduced the auxiliary operator B(τ) = ∫ τ

0 dt2
∑

ab x∗
ab ×

〈a|H I(t2)|b〉 and where the last line follows from positivity of the reservoir density
matrix. Therefore, we conclude that coarse graining always yields a Lindblad-type
master equation, regardless of the bath state, hermiticity of coupling operators, etc.

For most applications however, the form of Eq. (2.30) is not quite practical, since
for example we have not yet used the fact that the bath correlation functions typically
only depend on a single argument. One important situation in which this is always
the case is that of a single or multiple thermal reservoirs.

Exercise 2.3 (Properties of correlation functions) Show that when [HB, ρ̄B] = 0
(which is, e.g., the case in thermal equilibrium), the correlation functions in
Eq. (2.15) only depend on the difference of their time arguments

Cαβ(t1, t2) = Cαβ(t1 − t2,0). (2.36)

However, for a system that is in a non-equilibrium steady state one may also
observe that in the long-time limit, the correlation functions only depend on the
difference of their time arguments (see the discussion in Sect. 5.6).

For the case where the correlation functions only depend on the difference of
their time arguments, Cαβ(t1 − t2) ≡ Cαβ(t1 − t2,0) = Cαβ(t1, t2), we introduce the
even and odd Fourier transforms of the correlation functions, respectively, as

γαβ(ω) =
∫

Cαβ(τ)e+iωτ dτ, σαβ(ω) =
∫

Cαβ(τ) sgn(τ )e+iωτ dτ. (2.37)

We note here for later reference that the odd Fourier transform may be obtained
from the even one:

σαβ(ω) = i

π
P

∫ +∞

−∞
γαβ(Ω)

ω − Ω
dΩ, (2.38)

where P denotes the Cauchy principal value of the integral. Furthermore, we use
the system energy eigenbasis HS|a〉 = Ea|a〉 to explicitly perform the temporal in-
tegrations. The Liouvillian then acts like

ρ̇S = −i
1

4iπτ

∫

dω
∑

abc

∫ τ

0
dt1

∫ τ

0
dt2
∑

αβ

σαβ(ω)

× e−iω(t1−t2)e+i(Ea−Ec)t1e+i(Ec−Eb)t2〈c|Aβ |b〉〈c|A†
α|a〉∗[|a〉〈b|,ρS

]
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+ 1

2πτ

∫

dω

∫ τ

0
dt1

∫ τ

0
dt2

×
∑

αβ

∑

abcd

γαβ(ω)e−iω(t1−t2)e+i(Ea−Eb)t2e+i(Ed−Ec)t1〈a|Aβ |b〉〈c|A†
α|d〉∗

×
[

|a〉〈b|ρS
(|c〉〈d|)† − 1

2

{(|c〉〈d|)†|a〉〈b|,ρS
}
]

. (2.39)

We perform the temporal integrations by invoking

∫ τ

0
eiαktk dtk = τeiαkτ/2 sinc

[
αkτ

2

]

(2.40)

with the band-filter function sinc(x) ≡ sin(x)/x to obtain

ρ̇S = −i
τ

4iπ

∫

dω
∑

abc

∑

αβ

σαβ(ω)eiτ(Ea−Eb)/2

× sinc

[
τ

2
(Ea − Ec − ω)

]

sinc

[
τ

2
(Ec − Eb + ω)

]

× 〈c|Aβ |b〉〈c|A†
α|a〉∗[|a〉〈b|,ρS

]

+ τ

2π

∫

dω
∑

αβ

∑

abcd

γαβ(ω)eiτ(Ea−Eb+Ed−Ec)/2

× sinc

[
τ

2
(Ed − Ec − ω)

]

sinc

[
τ

2
(ω + Ea − Eb)

]

× 〈a|Aβ |b〉〈c|A†
α|d〉∗

[

|a〉〈b|ρS(|c〉〈d|)† − 1

2

{(|c〉〈d|)†|a〉〈b|,ρS
}
]

. (2.41)

This expression is already quite similar to the standard quantum optical master equa-
tion [4], but here the dampening coefficients are expressed in terms of integrals that
depend on the coarse-graining time scale τ .

Definition 2.2 (Coarse-graining Liouvillian) For a system-bath interaction of
the form HI = ∑

α Aα ⊗ Bα and a stationary reservoir density matrix obeying
[HB, ρ̄B] = 0 and Tr{Bαρ̄B} = 0, the coarse-graining Lindblad Liouvillian is in
the system energy eigenbasis HS|a〉 = Ea|a〉 given by

ρ̇S = −i

[∑

ab

σ τ
ab|a〉〈b|,ρS

]

+
∑

abcd

γ τ
ab,cd

[

|a〉〈b|ρS
(|c〉〈d|)† − 1

2

{(|c〉〈d|)†|a〉〈b|,ρS
}
]

(2.42)
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with the coefficients

σ τ
ab = 1

2i

∫

dω
∑

c

eiτ(Ea−Eb)/2 τ

2π
sinc

[
τ

2
(Ea − Ec − ω)

]

× sinc

[
τ

2
(Eb − Ec − ω)

][∑

αβ

σαβ(ω)〈c|Aβ |b〉〈c|A†
α|a〉∗

]

,

γ τ
ab,cd =

∫

dω eiτ(Ea−Eb+Ed−Ec)/2 τ

2π
sinc

[
τ

2
(Ed − Ec − ω)

]

× sinc

[
τ

2
(Eb − Ea − ω)

][∑

αβ

γαβ(ω)〈a|Aβ |b〉〈c|A†
α|d〉∗

]

.

(2.43)

When transforming the master equation back to the Schrödinger picture ρS(t) =
e−iHStρS(t)e+iHSt , we will get the system Hamiltonian in the commutator, too, and
some additional phases that lead to time-dependent coefficients but do not destroy
the Lindblad form. We note that this Lindblad master equation will in general not
assume a rate equation form in the system energy eigenbasis. The theory contains
the coarse-graining time τ as a free parameter, and a sufficient condition for the
validity of the perturbative treatment is ‖L CG

τ τ‖  1, but it is not a necessary con-
dition.

2.3.2 Quantum Optical Master Equation

When the coarse-graining time is sent to infinity, τ → ∞, one can show that the
standard quantum optical master equation (that normally arises when Born, Markov,
and secular approximations are applied) is recovered: in our case, this simply re-
quires us to use the identity

lim
τ→∞ τ sinc

[
τ

2
(Ωa − ω)

]

sinc

[
τ

2
(Ωb − ω)

]

= 2πδΩa,Ωb
δ(Ωa − ω) (2.44)

to collapse the integrals in (2.43). It is also visible that, when transforming back to
the Schrödinger picture, the time-dependent phases cancel due to the arising Kro-
necker functions.

Definition 2.3 (Quantum optical master equation) In the weak coupling limit, an
interaction Hamiltonian of the form HI =∑α Aα ⊗ Bα obeying [HB, ρ̄B] = 0 and
Tr{Bαρ̄B} = 0 leads in the system energy eigenbasis HS|a〉 = Ea|a〉 to the Lindblad
form master equation in the Schrödinger picture:
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ρ̇S = −i

[

HS +
∑

ab

σab|a〉〈b|, ρS(t)

]

+
∑

a,b,c,d

γab,cd

[

|a〉〈b|ρS(t)
(|c〉〈d|)† − 1

2

{(|c〉〈d|)†|a〉〈b|,ρS(t)
}
]

,

γab,cd =
∑

αβ

γαβ(Eb − Ea)δEb−Ea,Ed−Ec 〈a|Aβ |b〉〈c|A†
α|d〉∗,

σab =
∑

αβ

∑

c

1

2i
σαβ(Eb − Ec)δEb,Ea 〈c|Aβ |b〉〈c|Aα|a〉∗,

(2.45)

where HLS =∑ab σab|a〉〈b| = H
†
LS is also called the Lamb-shift Hamiltonian.

2.3.3 Properties of the Quantum Optical Master Equation

2.3.3.1 Pointer Basis

The simple master equation in Definition 2.3 is not only very popular due to its sim-
ple computability. First, we note that the Lamb-shift Hamiltonian commutes with
the system Hamiltonian [HS,HLS] = 0. This implies that there exists a basis diago-
nalizing both operators.

In particular, in the case when the system is already nondegenerate, the basis
diagonalizing HS is unique and thus also diagonalizes HLS. By using δEa,Eb

→ δa,b

and δEa−Eb,Ea−Ec = δEb,Ec → δb,c , we see that, in this case, only the diagonals of
the density matrix in the energy eigenbasis couple to themselves:

ρ̇aa =
∑

b

γab,abρbb −
[∑

b

γba,ba

]

ρaa, (2.46)

whereas the coherences usually simply decay. Such rate equations are of course
much simpler to solve than the full master equation.

Definition 2.4 (Quantum optical rate equation) In the weak coupling limit, an in-
teraction Hamiltonian of the form HI =∑α Aα ⊗ Bα obeying [HB, ρ̄B] = 0 and
Tr{Bαρ̄B} = 0 leads for a nondegenerate system in the system energy eigenbasis
HS|a〉 = Ea|a〉 to a rate equation for the populations of the density matrix

ρ̇aa =
∑

b

γab,abρbb −
[∑

b

γba,ba

]

ρaa, (2.47)
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where the rates are given by matrix elements of the coupling operators and the even
Fourier transform of the correlation function (2.37),

γab,ab =
∑

αβ

γαβ(Eb − Ea)〈a|Aβ |b〉〈a|A†
α|b〉∗ ≥ 0. (2.48)

In a basis different from the system energy eigenbasis, the simple rate equation
picture does not apply.

We note that the positivity of the transition rates follows from the fact that γab,ab

are just the diagonal entries of the damping matrix γab,cd , for which we have al-
ready demonstrated positivity: diagonal entries of non-negative matrices are also
non-negative. This rate equation representation implies that for the assumed prereq-
uisites (weak coupling, no degeneracies), the system energy eigenbasis quite gen-
erally becomes the pointer basis (i.e., the basis within which the stationary density
matrix becomes diagonal). With degeneracies present in HS, the type of interaction
may determine the pointer basis for extremely small coupling strengths [5, 6].

Furthermore, we note that a system described by a rate equation may still exhibit
complex quantum behavior. This can for example be expected when the basis within
which this rate equation applies exhibits true quantum properties such as entangle-
ment [7, 8].

2.3.3.2 Steady State for a Thermal Reservoir

Furthermore, for a single reservoir in thermal equilibrium

ρ̄B = e−βHB

Tr{e−βHB} (2.49)

a stationary state of the rate equation (2.47) is the thermal one

ρ̄S = e−βHS

Tr{e−βHS} (2.50)

with exactly the same temperature as that of the reservoir.
Formally, this can be traced back to analytic properties of the bath correlation

functions. For thermal reservoirs, these obey Kubo–Martin–Schwinger (KMS) con-
ditions

Cαβ(τ) = Cβα(−τ − iβ). (2.51)

Exercise 2.4 (KMS condition) Show the validity of the KMS condition for a ther-

mal bath with ρ̄B = e−βHB

Tr{e−βHB } .
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This shift property implies the following for the Fourier transforms of the bath
correlation function:

γαβ(−ω) = γβα(+ω)e−βω, (2.52)

such that eventually the transition rates—compare Eq. (2.45)—from b to a in the
rate equation

γab,ab =
∑

αβ

γαβ(Eb − Ea)〈a|Aβ |b〉〈a|A†
α|b〉∗ (2.53)

obey global detailed balance relations

γab,ab

γba,ba

= eβ(Eb−Ea), (2.54)

which can be used to prove equilibration of the system temperature with that of the
bath.

Furthermore, when the bath is in a grand-canonical ensemble,

ρ̄B = e−β(HB−μNB)

Tr{e−β(HB−μNB)} , (2.55)

where β denotes the inverse temperature, μ the chemical potential, and NB the
particle number of the bath, one can show [9]—given that the total particle number is
conserved: [HS,NS] = 0, [HB,NB] = 0, and [HI,NS + NB] = 0—that a stationary
state is also present when both temperature and chemical potential are equilibrated:

ρ̄S = e−β(HS−μNS)

Tr{e−β(HS−μNS)} . (2.56)

In general, this does not exclude the existence of further stationary states, but with
a sufficiently complex coupling between system and reservoir, one can expect the
above stationary solution to be unique [2].

2.3.3.3 Multiple Thermal Reservoirs

When a system is coupled to multiple reservoirs that are held at different equilibrium
states,

ρ̄B = ρ̄
(1)
B ⊗ · · · ⊗ ρ̄

(N)
B , (2.57)

all the previous derivations go through, but we note here that we can enforce the
previously mentioned constraint 〈B(ν)

α 〉 = 0 for all bath operators B
(ν)
α and all reser-

voirs ν. This implies that the correlation function involving bath operators acting on
different reservoirs will vanish,

C
(μν)
αβ (τ ) = 〈B(μ)

α (τ )B
(ν)
β

〉= 0, when μ 
= ν. (2.58)
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Keeping in mind that the Fourier transforms of these quantities are linear, this im-
plies that within the already-used limitations the resulting Liouvillian can be repre-
sented as an additive combination of the separate dissipators,

L =
∑

ν

L (ν), (2.59)

where L (ν) is the dissipator if the system was only coupled to the single reservoir ν.
If for example the system has all the favorable properties enabling the derivation of
a rate equation, this decomposition of course also transfers to the rates:

γab,ab =
∑

ν

γ
(ν)
ab,ab. (2.60)

The interesting consequence of this procedure is now that when the reservoirs are
held at different equilibrium states, the system experiences a highly non-equilibrium
environment, which induces, e.g., steady-state energy and matter currents. In this
case, the separate detailed balance relations will still hold:

γ
(ν)
ab,ab

γ
(ν)
ba,ba

= eβν(Eb−Ea), (2.61)

but of course the global detailed balance relation will in general be violated:

γab,ab

γba,ba


= eβ(Eb−Ea). (2.62)

There exist a few special cases however (e.g., systems described by only a single
transition frequency), where one obtains thermalization at some average tempera-
ture [7].

2.4 Strong Coupling Limit

In the previous derivation, we have used the fact that the interaction Hamiltonian
is weak in comparison to both the system part and the reservoir part. The latter
assumption is required to keep the reservoir at a stationary limit, whereas the first
assumption may be inverted. It is for example still possible to derive a master equa-
tion in the limit where the interaction dominates the system Hamiltonian. Within the
framework of coarse graining, we can apply exactly the same formalism, but should
now keep in mind that oscillations of the system are much slower than the ones in-
duced by the interaction. This implies that we can neglect the time dependence by
inserting Aα(t) → Aα , which corresponds to setting the system energies to zero in
Eq. (2.39). The Liouvillian in the interaction picture then becomes
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ρ̇S = −i
τ

4π i

∫ ∑

αβ

σαβ(ω) sinc2
[
ωτ

2

]

dω [AαAβ,ρS]

+ τ

2π

∫ ∑

αβ

γαβ(ω) sinc2
[
ωτ

2

]

dω

[

AβρSAα − 1

2
{AαAβ,ρS}

]

.

(2.63)

Now inserting the limit of large coarse-graining times,

lim
τ→∞ τ sinc2

[
ωτ

2

]

= 2πδ(ω), (2.64)

the Liouvillian in the strong coupling limit can be readily calculated:

L ρS = −i
∑

αβ

σαβ(0)

2i
[AαAβ,ρS]

+
∑

αβ

γαβ(0)

[

AβρSAα − 1

2
{AαAβ,ρS}

]

. (2.65)

Finally, transforming back to the Schrödinger picture (again neglecting the small
system eigenenergies), one obtains a simple form for the generator in the strong
coupling limit. Alternatively, the generator can be obtained by a scaling transforma-
tion, from which it is also often called the singular coupling limit.

Definition 2.5 (Master equation in the singular coupling limit) In the singular cou-
pling limit, an interaction Hamiltonian of the form HI =∑α Aα ⊗ Bα yields the
Liouvillian in the Schrödinger picture

L ρS = −i[HS, ρS] − i
∑

αβ

σαβ(0)

2i
[AαAβ,ρS]

+
∑

αβ

γαβ(0)

[

AβρSAα − 1

2
{AαAβ,ρS}

]

.
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Chapter 3
Exactly Solvable Models

Abstract To understand the limit within which master equations are valid, it is
quite instructive to compare the master equation results against exactly solvable
models. Unfortunately, these models are quite rare. In this chapter, we will discuss
two popular representatives of exactly solvable models: first, we investigate a pure
dephasing spin-boson model, where the interaction Hamiltonian commutes with the
system Hamiltonian. Such models obviously leave the system energy invariant but
nevertheless may be used to investigate interesting features such as decoherence.
Second, we consider a noninteracting model, where the Hamiltonian can be written
as a quadratic form of fermionic annihilation and creation operators. Such mod-
els generally admit—at least formally—an exact solution, and can thus be used
to study non-equilibrium setups and transport in a regime where the coupling be-
tween system and reservoir becomes strong. Furthermore, we note that the non-
equilibrium stationary solution of these models may also define a non-equilibrium
reservoir.

3.1 Pure Dephasing Spin-Boson Model

The pure dephasing spin-boson model describes the interaction of a two-level sys-
tem with a bosonic bath:

HS = ωσz,

HB =
∑

k

ωk

(
b

†
kbk + 1/2

)
,

HI = σz ⊗
∑

k

(
hkbk + h∗

kb
†
k

)
,

(3.1)

where σz is a Pauli matrix and bk a bosonic annihilation operator in the bath.
One immediately observes that the model conserves the system energy—since
[HS,HI] = 0—and will thus only modify the evolution of coherences in the system
energy eigenbasis (hence the name purely dephasing). Similar models have been
used to illustrate decoherence in quantum computers [1, 2] or to test the validity of
Markovian master equations [3].
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3.1.1 Time Evolution Operator

The calculation of the exact solution makes use of the fact that in the interaction
picture, the time evolution operator can be exactly determined. In the interaction
picture, the full density matrix follows the von Neumann equation

ρ̇ = −i
[
H I(t),ρ(t)

]
(3.2)

with the interaction Hamiltonian in the interaction picture

H I(t) = σz ⊗
∑

k

(
hkbke

−iωkτ + h∗
kb

†
ke

+iωkτ
)
. (3.3)

Exercise 3.1 (Interaction picture) Show that Eq. (3.3) arises in the interaction pic-
ture.

We note that the commutator of the interaction Hamiltonian with itself at differ-
ent times is just a number,

[
H I(t1),H I(t2)

]=
∑

k

|hk|22i sin
[
ωk(t2 − t1)

]
, (3.4)

such that the Baker–Campbell–Hausdorff (BCH) formula may be employed to cal-
culate the exponential. For two operators A and B with the commutator obeying
[[A,B],A] = 0 = [[A,B],B], one can express the exponential of the sum by a
product of exponentials

eA+B = eAeBe−[A,B]/2. (3.5)

If one now has many of these operators in the exponent A1, . . . ,An obeying
[Ai,Aj ] = αij 1 such that [[Ai,Aj ],Ak] = 0, one can generalize the above equa-
tion to

e
∑n

i=1 Ai = eA1eA2 · · · eAn−1eAne
−∑i<j [Ai,Aj ]/2

. (3.6)

Exercise 3.2 (BCH formula) Show the generalization from Eq. (3.5) to Eq. (3.6).

Following the ideas in Ref. [3], we discretize the integral in the exponent of the
time evolution operator:

U(t) = τe−i
∫ t

0 H I(t
′) dt ′ = τ lim

Δt→0,N→∞ e
∑N

n=1 HnΔt , (3.7)

where Hn = −iH I(nΔt) with the constraint NΔt = t remaining finite. Applying
the generalized BCH formula (3.6), we obtain

U(t) = τ

N∏

n=1

eHnΔte
−∑i<j [Hi,Hj ]/2 =

N∏

n=1

eHnΔte
−∑i<j [Hi,Hj ]/2

, (3.8)
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where we note that the last exponential is just a number and that the operators are
already time-ordered, such that the time ordering may simply be omitted. Recom-
bining the exponentials of the operators, we see that the time ordering has no effect
in this particular case:

U(t) = e−i
∫ t

0 H I(t
′) dt ′ = eσz⊗∑k(αk(t)bk−α∗

k (t)b
†
k ) ≡ eσz⊗A(t) (3.9)

with αk(t) = (e−iωkt − 1)hk/ωk and A(t) = −A†(t).

Exercise 3.3 (Matrix exponentials) Show that for a unit vector |n| = 1 and a vector
of Pauli matrices σ = (σ x, σ y, σ z) one has

e(n·σ )⊗A = 1 ⊗ cosh(A) + (n · σ ) ⊗ sinh(A).

We can also write the unitary transformation as

U(t) = 1 ⊗ 1

2

(
e+A(t) + e−A(t)

)+ σz ⊗ 1

2

(
e+A(t) − e−A(t)

)
,

U†(t) = 1 ⊗ 1

2

(
e+A(t) + e−A(t)

)− σz ⊗ 1

2

(
e+A(t) − e−A(t)

)
.

(3.10)

When assuming an initial product state, the full density matrix is given by ρ(t) =
U(t)ρ0

S ⊗ ρ̄BU†(t), which can be used to calculate any expectation value.

3.1.2 Reduced Dynamics

By performing the partial trace over the reservoir, we obtain the exact solution in
the interaction picture:

ρS(t) = TrB
{
U(t)ρ0

S ⊗ ρ̄BU†(t)
}

= ρ0
S

1

4
TrB
{(

e+2A(t) + e−2A(t) + 2
)
ρ̄B
}

− ρ0
Sσz 1

4
TrB
{(

e+2A(t) − e−2A(t)
)
ρ̄B
}

+ σzρ0
S

1

4
TrB
{(

e+2A(t) − e−2A(t)
)
ρ̄B
}

− σzρ0
Sσz 1

4
TrB
{(

e+2A(t) + e−2A(t) − 2
)
ρ̄B
}
, (3.11)

which can therefore be related to the expectation values 〈e±2A(t)〉 with respect to
a thermal state. Since the bosonic annihilation and creation operators commute
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for different modes, we can separate the modes in the exponentials and write
TrB{e2A(t)ρ̄B} =∏k Tk(t) with

Tk(t) = Trk

{

e2αk(t)bk−2α∗
k b

†
k
e−βωkb

†
kbk

Zk

}

=
∞∑

n=0

〈n|e−2α∗
k b

†
k e+2αk(t)bk |n〉e−2|αk(t)|2e−βωkn

[
1 − e−βωk

]
, (3.12)

where we have used the BCH formula (3.5) and also inserted the normalized thermal
state for mode k. For the matrix element we can use the identity

〈n|e−σ ∗b†
eσb|n〉 = Ln

(|σ |2), (3.13)

with the Laguerre polynomial [4]

Ln(x) = ex

n!
dn

dxn

(
e−xxn

)
, (3.14)

which further yields

Tk(t) =
∞∑

n=0

Ln

(
4
∣
∣αk(t)

∣
∣2
)
e−2|αk(t)|2e−βωkn

[
1 − e−βωk

]

= e−2|αk(t)|2 coth(βωk/2). (3.15)

Therefore, we obtain for the sought-after expectation value

TrB
{
e2A(t)ρ̄B

}= e−2
∑

k |αk(t)|2 coth(βωk/2) = TrB
{
e−2A(t)ρ̄B

}
, (3.16)

where the second equality sign follows from A(t) = −A†(t) and the fact that the
above expectation value is real. The exact solution for the system density matrix
becomes

ρS(t) = ρ0
S

1

2

[
1 + e−2

∑
k |αk(t)|2 coth(βωk/2)

]

+ σzρ0
Sσz 1

2

[
1 − e−2

∑
k |αk(t)|2 coth(βωk/2)

]
, (3.17)

which means that, as expected, the populations ρ00 and ρ11 are unaffected by the
interaction with the reservoir, whereas the coherences evolve according to

ρ01(t) = ρ0
01e

−2
∑

k |αk(t)|2 coth(βωk/2),

ρ10(t) = ρ0
10e

−2
∑

k |αk(t)|2 coth(βωk/2).

(3.18)
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Inserting |αk(t)|2 = 2 |hk |2
ω2

k

[1 − cos(ωkt)] = 4 |hk |2
ω2

k

sin2(ωkt/2), we eventually arrive

at the well-known result that, in the pure dephasing model, the coherences decay as

ρ01(t) = exp

{

−8
∑

k

|hk|2 sin2(ωkt/2)

ω2
k

coth

(
βωk

2

)}

ρ0
01, (3.19)

which for a discrete spectrum of modes will display recurrences. Transforming to
the continuum limit by introducing the spectral coupling density

J (ω) =
∑

k

|hk|2δ(ω − ωk), (3.20)

we note that as soon as J (ω) is represented as a smooth function, a popular choice
being the parametrization [5]

J (ω) = J0
ωs

ω1−s
ph

e−ω/ωc, for ω > 0, (3.21)

the coherences will approach a vanishing stationary state limt→∞ ρ01(t) = 0.
By performing a simple time derivative of the solution, one can now derive an

exact master equation. For completeness we note here that this exact master equation
has time-dependent rates. In addition, it is not of Lindblad form (also for constant
time) but must—since the solution is exact—nevertheless preserve positivity of the
density matrix.

In general, the speed of decoherence depends on the temperature and coupling
strength, etc. For high temperatures, we can expand the integrand and solve the
special case s = 1 and ωc → ∞ in the above parametrization explicitly:

ρ01(t) ≈ e
−4π

J0
β

t
ρ0

01. (3.22)

This result can also be reproduced within a master equation approach, as described
below.

3.1.3 Master Equation Approach

Identifying a single system and bath coupling operator in the interaction Hamilto-
nian A = σz and B =∑k(hkbk + h∗

kb
†
k), respectively, we first calculate the bath

correlation function

C(t) = 〈B(t)B
〉=
∑

kk′

〈(
hkbke

−iωkt + h∗
kb

†
ke

+iωkt
)(

hk′bk′ + h∗
k′b

†
k′
)〉

=
∑

k

|hk|2
{
e−iωkt

[
1 + nB(ωk)

]+ e+iωktnB(ωk)
}
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=
∫ ∞

0
J (ω)

{
e−iωt

[
1 + nB(ω)

]+ e+iωtnB(ω)
}
dω

=
∫ +∞

−∞
J (ω)e−iωtJ (ω)

[
1 + nB(ω)

]
dω, (3.23)

where we have analytically continued the spectral coupling density to negative fre-
quencies J (−ω) = −J (ω). This enables us to identify the Fourier transform of the
correlation function as

γ (ω) = 2πJ(ω)
[
1 + nB(ω)

]
. (3.24)

With the help of Eq. (2.38) this can be used to calculate the odd Fourier transform
numerically. The quantum optical master equation in Definition 2.3 then yields

ρ̇00 = ρ̇11 = 0,

ρ̇01 = −i(E0 − E1 + σ00 − σ11)ρ01 +
(

γ00,11 − 1

2
γ00,00 − 1

2
γ11,11

)

ρ01 (3.25)

= −i(E0 − E1 + σ00 − σ11)ρ01 − 2γ (0)ρ01.

The first two equations just express the fact that the interaction does not change the
system energy, which is also obeyed by the master equation solution.

The Lamb-shift terms can be expressed with the odd Fourier transform of the
reservoir correlation function σ00 = σ(0)/(2i) = σ11, and thus they cancel in the
evolution of the coherences. Therefore, we obtain for the coherences a decay accord-
ing to ρ01(t) = e−i(E0−E1)t e−2γ (0)t |ρ0

01|. The first exponential can be transformed
away by switching to the interaction picture ρS(t) = e+iHSt ρS(t)e−iHSt , where one
only has ρ01(t) = e−2γ (0)t |ρ0

01|. Now, assuming high temperatures and an ohmic
spectral coupling density J (ω) = J0ω, the limit becomes limω→0 γ (0) = 2πJ0/β ,
which perfectly coincides with the result in Eq. (3.22).

We finally note that the Lindblad form only guarantees positivity of the solution
if initialized with a valid, i.e., positive, density matrix.

3.2 Quantum Dot Coupled to Two Fermionic Leads

As one of the simplest fermionic models, we consider a single electron transistor
(SET). The system, bath, and interaction Hamiltonians are given by

HS = εd†d, HB =
∑

k

εkLc
†
kLckL +

∑

k

εkRc
†
kRckR,

HI =
∑

k

(
tkLdc

†
kL + t∗kLckLd†)+

∑

k

(
tkRdc

†
kR + t∗kRckRd†),

(3.26)
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where d is a fermionic annihilation operator on the dot and ckα are fermionic annihi-
lation operators of an electron in the kth mode of lead α. Obviously, this corresponds
to a quadratic fermionic Hamiltonian, which can in principle be solved exactly by
various methods, such as non-equilibrium Green’s functions [6] or even the equa-
tion of motion approach [7]. Such quadratic models are useful for studying exact
transport properties [8] or exact master equations [9].

3.2.1 Heisenberg Picture Dynamics

To be as self-contained as possible, here we simply compute the Heisenberg equa-
tions of motion for the system and bath annihilation operators (we denote operators
in the Heisenberg picture by boldface symbols):

ḋ = −iεd + i
∑

k

[
t∗kLckL + t∗kRckR

]
,

˙ckL = −iεkLckL + itkLd,

˙ckR = −iεkRckR + itkRd.

(3.27)

Surprisingly, this system is already closed, and we obtain its solution by performing
a Laplace transform [10]:

zd̃(z) − d = −iεd̃(z) + i
∑

k

[
t∗kLc̃kL(z) + t∗kRc̃kR(z)

]
,

zc̃kL(z) − ckL = −iεkLc̃kL(z) + itkLd̃(z),

zc̃kR(z) − ckR = −iεkRc̃kR(z) + itkRd̃(z).

(3.28)

In the above equations, we can eliminate the operators c̃kL(z) and c̃kR(z). This
yields for the dot annihilation operator

d̃(z) = d + i
∑

k(
t∗kLckL

z+iεkL
+ t∗kRckR

z+iεkR
)

z + iε +∑k(
|tkL|2
z+iεkL

+ |tkR |2
z+iεkR

)

≡ f̃ (z)d +
∑

k

(
g̃kL(z)ckL + g̃kR(z)ckR

)
, (3.29)

where we have introduced the functions g̃kα(z) and f̃ (z). This expression also yields
the solution for the operators of the right lead modes,

c̃kα(z) = 1

z + iεkα

ckα + itkα

z + iεkα

d̃(z). (3.30)
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Inverting the Laplace transform may now be achieved by identifying the poles and
applying the residue theorem. In the wide-band limit discussed below, this becomes
particularly simple.

3.2.2 Stationary Occupation

The time-dependent occupation n(t) = 〈d†(t)d(t)〉 is found by inverting the Laplace
transform. For the moment we do it formally and determine the expectation value

n(t) =
〈[

f ∗(t)d† +
∑

k

(
g∗

kL(t)c
†
kL + g∗

kR(t)c
†
kR

)
]

×
[

f (t)d +
∑

k

(
gkL(t)ckL + gkR(t)ckR

)
]〉

= ∣∣f (t)
∣
∣2n0 +

∑

k

(∣
∣gkL(t)

∣
∣2fL(εkL) + ∣∣gkR(t)

∣
∣2fR(εkR)

)
, (3.31)

where we have used a product state as an initial one,

ρ0 = ρ0
S
e−βL(HL−μLNL)

ZL

e−βR(HR−μRNR)

ZR

(3.32)

with the lead Hamiltonians Hα =∑k εkαc
†
kαckα and the lead particle numbers Nα =

∑
k c

†
kαckα . These eventually yield the only nonvanishing expectation values n0 =

〈d†d〉 and fα(εkα) = 〈c†
kαckα〉. Inverse lead temperatures βα and chemical potentials

μα thereby only enter implicitly in the Fermi functions. Therefore, to find the exact
solution for the time-dependent dot occupation, we have to find the inverse Laplace
transform of the following:

f̃ (z) = 1

z + iε +∑k(
|tkL|2
z+iεkL

+ |tkR |2
z+iεkR

)
,

g̃kα(z) = it∗kα

[z + iεkα][z + iε +∑k(
|tkL|2
z+iεkL

+ |tkR |2
z+iεkR

)]
,

(3.33)

which heavily depends on the number of modes and their distribution in the reser-
voir. For example, any system with a finite number of reservoir modes will exhibit
recurrences to the initial state.

Only systems with a continuous spectrum of reservoir modes can be expected
to yield a stationary system state. To obtain that limit, for simplicity we assume
N + 1 modes in each reservoir, −N/2 ≤ k ≤ +N/2. These are distributed over the
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energies as εkα = kΩ/
√

N and are assumed to couple more weakly to the dot as
their momentum increases:

|tkα|2 = Ω

2π
√

N

Γαδ2
α

(kΩ/
√

N)2 + δ2
α

. (3.34)

Letting the number of reservoir modes N go to infinity, we can replace the summa-
tion in the denominators by a continuous integral:

f̃ (z) ≈ 1

z + iε + ∫ 1
2π

(
ΓLδ2

L

ω2+δ2
L

+ ΓRδ2
R

ω2+δ2
R

) 1
z+iω dω

= 1

z + iε + 1
2 (ΓLδL

z+δL
+ ΓRδR

z+δR
)
,

g̃kα(z) ≈ it∗kα

(z + iεkα)[z + iε + ∫ 1
2π

(
ΓLδ2

L

ω2+δ2
L

+ ΓRδ2
R

ω2+δ2
R

) 1
z+iω dω]

= 1

[z + iεkα][z + iε + 1
2 (ΓLδL

z+δL
+ ΓRδR

z+δR
)] .

(3.35)

We note that this transfer from a discrete to a continuous spectrum of reservoir
modes is commonly performed formally by introducing the energy-dependent tun-
neling rates

Γα(ω) = 2π
∑

k

|tkα|2δ(ω − εkα). (3.36)

Here, we have thereby assumed a Lorentzian-shaped tunneling rate [11]

Γα(ω) = Γαδ2
α

ω2 + δ2
α

. (3.37)

The simple pole structure of these tunneling rates renders analytic calculations sim-
ple. Superpositions of many Lorentzian shapes with shifted centers may approxi-
mate quite general tunneling rates [12].

To obtain sufficiently simple results, we assume the wide-band limit δα → ∞
(within which the tunneling rates are flat), where one obtains the simple expression

f̃ (z) → 1

z + iε + (ΓL + ΓR)/2
,

g̃kα(z) → it∗kα

(z + iεkα)[z + iε + (ΓL + ΓR)/2] .
(3.38)
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Inserting the inverse Laplace transforms of these expressions,

f (t) → e−iεt e−Γ t/2,

gkα(t) → t∗kα(e−iεt e−Γ t/2 − e−iεkαt )

εkα − ε + iΓ/2

(3.39)

(with Γ ≡ ΓL + ΓR) into Eq. (3.31), we obtain by switching to a continuum repre-
sentation

n(t) = e−Γ tn0 +
∑

k

∑

α

|tkα|2fα(εkα)4
1 − 2e−Γ t/2 cos[(εkα − ε)t] + e−Γ t

Γ 2 + 4(εkα − ε)2

= e−Γ tn0 +
∑

α

∫

dωΓαfα(ω)
4

2π

1 − 2e−Γ t/2 cos[(ω − ε)t] + e−Γ t

Γ 2 + 4(ω − ε)2
.

(3.40)

The long-term limit can, because Γ ≥ 0, be read off easily, and the stationary occu-
pation becomes

n̄ =
∑

α

∫

dωΓαfα(ω)
2

π

1

Γ 2 + 4(ω − ε)2
. (3.41)

With the above formula for the stationary occupation valid for the wide-band limit,
one can easily demonstrate the following.

At infinite bias fL(ω) = 1 and fR(ω) = 0, the stationary occupation approaches
n̄ → ΓL/(ΓL +ΓR), regardless of the coupling strength. A similar result is of course
obtained for reverse infinite bias where n̄ → ΓR/(ΓL + ΓR).

When the quantum dot is coupled weakly to a single bath only (e.g., ΓR(ω) = 0),
the stationary occupation approaches the Fermi distribution of the coupled lead,
evaluated at the dot energy (e.g., n̄ = fL(ε) + O{ΓL}). This implies that, for weak
coupling to an equilibrium reservoir, the system will equilibrate with the tempera-
ture and chemical potential of the reservoir, consistent with what one expects from
a master equation approach.

When the dot is coupled weakly to both reservoirs, the stationary state ap-
proaches

n̄ → ΓLfL(ε) + ΓRfR(ε)

ΓL + ΓR

, (3.42)

which is also obtained within a master equation approach (compare Sect. 5.1).

Exercise 3.4 (Weak coupling limit) Show that Eq. (3.41) reduces in the weak-
coupling limit to Eq. (3.42) by using a representation of the Dirac delta distribution,

δ(x) = lim
ε→0

1

π

ε

x2 + ε2
.
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In contrast, for the strong coupling limit, the stationary occupation will be sup-
pressed, n̄ → 0, as the exact solution for the stationary state is no longer localized
on the dot.

3.2.3 Stationary Current

The stationary current from left to right through the SET can be defined as the long-
term limit of the change of particle numbers at the right lead,

I = lim
t→∞

d

dt

〈∑

k

c
†
kRckR

〉

, (3.43)

which we can evaluate in the Heisenberg picture as we did for the stationary occu-
pation. Using Eq. (3.30), the right lead modes can be written as

c̃kR(z) = itkR

(z + iεkR)(z + iε + Γ/2)
d + 1

z + iεkR

ckR

−
∑

q

tkRt∗qL

(z + iεkR)(z + iεqL)(z + iε + Γ/2)
cqL

−
∑

q

tkRt∗qR

(z + iεkR)(z + iεqR)(z + iε + Γ/2)
cqR. (3.44)

Now, performing the inverse Laplace transform and neglecting all transient dynam-
ics, we obtain the asymptotic evolution of the annihilation operators in the Heisen-
berg picture:

ckR(t) →
(

− tkRe−iεkRt

εkR − ε + iΓ/2

)

d + e−iεkRt ckR

+
∑

q

tkRt∗qL

εkR − εqL

(
e−iεqLt

εqL − ε + iΓ/2
− e−iεkRt

εkR − ε + iΓ/2

)

cqL

+
∑

q

tkRt∗qR

εkR − εqR

(
e−iεqRt

εqR − ε + iΓ/2
− e−iεkRt

εkR − ε + iΓ/2

)

cqR. (3.45)

The occupation of the right lead therefore becomes

NR →
∑

k

|tkR|2
(εkR − ε)2 + Γ 2/4

n0 + N0
R

−
∑

kq

[
tkRt∗qR

εkR − εqR

e+iεkRt
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×
(

e−iεqRt

εqR − ε + iΓ/2
− e−iεkRt

εkR − ε + iΓ/2

)

δkqfR(εkR) + h.c.

]

+
∑

kq

|tkR|2|tqL|2
(εkR − εqL)2

(
e+iεqLt

εqL − ε − iΓ/2
− e+iεkRt

εkR − ε − iΓ/2

)

×
(

e−iεqLt

εqL − ε + iΓ/2
− e−iεkRt

εkR − ε + iΓ/2

)

fL(εqL)

+
∑

kq

|tkR|2|tqR|2
(εkR − εqR)2

(
e+iεqRt

εqR − ε − iΓ/2
− e+iεkRt

εkR − ε − iΓ/2

)

×
(

e−iεqRt

εqR − ε + iΓ/2
− e−iεkRt

εkR − ε + iΓ/2

)

fR(εqR). (3.46)

The first term is just triggered by the initial occupation of the dot, and the sec-
ond term corresponds to the initial occupation of the right lead. These terms are
constant and cannot contribute to the current, which however is different for all
other terms. Introducing the tunneling rates in the wide-band limit Γα ≈ Γα(ω) =∑

k |tkα|2δ(ω − εkα), we can represent the right lead occupation by integrals:

NR → 1

2π

∫

dω
ΓR

(ω − ε)2 + Γ 2/4
n0

+ N0
R − 1

2π

∫

dωΓRfR(ω)

[
4 + 4iωt − 2t (Γ + 2iε)

(2ω + iΓ − 2ε)2
+ h.c.

]

+ 1

4π2

∫

dωdω′(ΓLΓRfL

(
ω′)+ Γ 2

RfR

(
ω′)) 1

(ω − ω′)2

×
∣
∣
∣
∣

e−iω′t

ω′ − ε + iΓ/2
− e−iωt

ω − ε + iΓ/2

∣
∣
∣
∣

2

. (3.47)

Whereas the first two terms are constant and do not contribute to the current, all other
terms yield a nonvanishing contribution. The long-term limit of the time derivative
of the very last term is a bit involved to determine. It can be found, e.g., by using
properties of the Laplace transform. To evaluate the current, we therefore consider
the limit

F
(
ω′) ≡ lim

t→∞
d

dt

∫

dω
1

(ω − ω′)2

∣
∣
∣
∣

e−iω′t

ω′ − ε + iΓ/2
− e−iωt

ω − ε + iΓ/2

∣
∣
∣
∣

2

= lim
z→0

z

∫ ∞

0
dt e−z t d

dt

∫

dω
1

(ω − ω′)2

∣
∣
∣
∣

e−iω′t

ω′ − ε + iΓ/2
− e−iωt

ω − ε + iΓ/2

∣
∣
∣
∣

2

= 8π

Γ 2 + 4(ω′ − ε)2
, (3.48)
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Fig. 3.1 Plot of the electronic matter current (in units of γ = ΓL = ΓR = Γ/2) versus the bias
voltage for symmetric tunneling rates and equal electronic temperatures βL = βR = β and dot
level βε = 5. For a small coupling strength, the exact (black solid) and master equation (brown
bold) solutions coincide for all bias voltages. For stronger couplings (red dashed and green dotted,
respectively), the determination of the dot level ε from steps in the current is no longer possible
(Color figure online)

which with its Lorentzian shape converges for small Γ towards a Dirac delta distri-
bution. The current becomes

I = − 1

π

∫

dωΓRfR(ω)
Γ/2

(ω − ε)2 + (Γ/2)2

+ 1

πΓ

∫

dω
(
ΓLΓRfL(ω) + Γ 2

RfR(ω)
) Γ/2

(ω − ε)2 + (Γ/2)2

= ΓLΓR

ΓL + ΓR

∫

dω
[
fL(ω) − fR(ω)

] 1

π

Γ/2

(ω − ε)2 + (Γ/2)2
. (3.49)

Alternatively, this expression can also be derived by evaluating the expectation value
of the current operator directly I = i

∑
k tkR〈c†

kR(t)d(t)〉 + h.c. The integrals in
the above expression can be solved analytically by analysis in the complex plane,
but here we will be content with the above integral representation, which can also
be found using non-equilibrium Green’s functions [6]. For consistency, we note
that the current is antisymmetric under the exchange of left and right leads as ex-
pected.
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In the weak coupling limit Γ → 0, the current reduces to

I = ΓLΓR

ΓL + ΓR

[
fL(ε) − fR(ε)

]
, (3.50)

which at equal temperatures left and right implies that the current always flows from
the lead with larger chemical potential to the one with lower chemical potential.

Exercise 3.5 (Weak coupling limit) Show that Eq. (3.50) follows from Eq. (3.49)
when Γ → 0.

Finally, we note further that, in the infinite bias limit (fL(ω) → 1 and
fR(ω) → 0), the current becomes I = ΓLΓR/(ΓL + ΓR), which is independent
of the coupling strength and also consistent with Eq. (3.50). In Sect. 5.1 we will
find that the master equation approach applied to the same problem reproduces
Eq. (3.50) and therefore coincides with the exact result in the infinite bias limit.

Figure 3.1 demonstrates the effect of increasing but symmetric coupling strengths
ΓL = ΓR = γ on the current. Whereas the weak coupling result is well approxi-
mated when βγ  1, one may observe significant deviations for strong couplings.
In the example shown, spectroscopy of the dot level ε via detecting steps in the I–V

characteristics is therefore only possible in the weak coupling limit.
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Chapter 4
Technical Tools

Abstract This chapter provides tools that are useful for the solution and handling
of master equations. We start with simple analytic approaches including the equa-
tion of motion technique and the quantum regression theorem. As numerical tech-
niques, we investigate a Runge–Kutta solver applied to a master equation and intro-
duce the stochastic Schrödinger equation. For rate equations obeying local detailed
balance, we treat the evolution of the Shannon entropy and connect it to the full
counting statistics. We show how the statistics of energy and matter transfers can be
extracted from the master equation. In particular, we demonstrate how the moments
and cumulants of the corresponding distributions can be obtained. Finally, we re-
late symmetries in the respective generating functions with the fluctuation theorem
for entropy production. The methods in this chapter may also be applied to Marko-
vian master equations that are not in Lindblad form; only constant coefficients and
a time-local evolution equation for the density matrix are required.

4.1 Analytic Techniques for Solving Master Equations

Trivially, as the superoperator notation in Sect. 1.6 allows us to write master equa-
tions as systems of ordinary coupled differential equations with constant coeffi-
cients, we may obtain the solution of the master equation by exponentiating the
Liouvillian superoperator

ρ(t) = eL t ρ0. (4.1)

This is usually quite difficult and constrained to very small dimensions of L . In
addition, since the Liouville superoperator L is not hermitian, it need not even
have a spectral decomposition.

Exercise 4.1 (Single resonant level) Calculate the matrix exponential of the Liou-
villian superoperator for a single resonant level tunnel-coupled to a single junction

L =
(−Γf +Γ (1 − f )

+Γf −Γ (1 − f )

)

G. Schaller, Open Quantum Systems Far from Equilibrium, Lecture Notes in Physics 881,
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when the dot level is much lower than the Fermi edge (f → 1) and when it is much
larger than the Fermi edge f → 0.

Thus, solving the master equation by brute force is usually not advisable.

4.1.1 Laplace Transform

If one is only interested in stationary properties, it is often useful to obtain the formal
solution by performing a Laplace transform, ρ̃(z) = ∫∞

0 ρ(t)e−zt dt . In frequency
space, the master equation is then reduced to an algebraic problem, which may
readily be solved by

ρ̃(z) = 1

z · 1 − L
ρ0, (4.2)

where ρ0 is just the initial state. This just requires the computation of the inverse of
z · 1 − L , which is significantly less demanding than exponentiating a matrix. The
main obstacle however is the calculation of the inverse Laplace transform, which
requires one to identify the poles of [z · 1 − L ]−1. In cases where one is only
interested in stationary values, it can be useful to compute the steady-state values of
observables by exploiting properties of the Laplace transform: the long-time limit of
a function in the time domain can be obtained from a small-z limit in the frequency
domain, limt→∞ f (t) = limz→0 zf̃ (z). Applied to an observable, this yields

〈Ā〉 = Tr{Aρ̄} = lim
z→0

zTr
{
Aρ̃(z)

}= lim
z→0

zTr

{

A
1

z · 1 − L
ρ0

}

, (4.3)

such that the trace can be performed in frequency space, which may sometimes yield
significant simplifications.

4.1.2 Equation of Motion Technique

Instead of solving the master equation for the density matrix, it may be more favor-
able to derive a related linear set of first-order differential equations for observables
〈Bi〉(t) of interest instead. In fact, for infinitely large system Hilbert space dimen-
sions such a procedure might even be necessary:

〈
Ḃi(t)

〉 = Tr
{
BiL ρ(t)

}

= −i Tr
{
Bi

[
H,ρ(t)

]}+
∑

α

γα Tr

{

Bi

(

Lαρ(t)L†
α − 1

2

{
L†

αLα,ρ(t)
}
)}



4.1 Analytic Techniques for Solving Master Equations 63

= Tr

{(

+i[H,Bi] +
∑

α

γα

[

L†
αBiLα − 1

2

{
L†

αLα,Bi

}
])

ρ(t)

}

= Tr

{[∑

j

GijBj

]

ρ(t)

}

=
∑

j

Gij

〈
Bj (t)

〉
, (4.4)

where in the last line we have used the fact that there is for a finite-dimensional
system Hilbert space only a finite set of linearly independent operators. The linear
coefficients Gij have to be found for each master equation separately. The advantage
is that, for well-chosen sets of operators, one can hope to end up with a much smaller
set of equations than are necessary for solving the complete master equation. For
example, this is the case when the matrix Gij has a block structure.

Exercise 4.2 (Equation of motion for the harmonic oscillator) Calculate the expec-
tation value of a + a† for a cavity in a vacuum bath

ρ̇ = −i[H,ρ] + γ

[

aρa† − 1

2

{
a†a,ρ

}
]

. (4.5)

4.1.3 Quantum Regression Theorem

As with the Heisenberg picture for closed quantum systems, it may be favorable to
keep the density matrix as constant and to shift the complete time dependence to the
operators. From Eq. (4.4) we can conclude for the operators that

Ḃi(t) = L †Bi(t) = +i
[
H,Bi(t)

]+
∑

α

γα

[

L†
αBi(t)Lα − 1

2

{
L†

αLα,Bi(t)
}
]

=
∑

j

GijBj (t), (4.6)

where we have introduced the adjoint Liouvillian L †. For open quantum systems,
it is however often important to calculate the expectation values of operators at
different times, which may be facilitated with the help of the quantum regression
theorem. We find directly from properties of the matrix exponential that

d

dτ
Bi(t + τ) = L †Bi(t + τ) =

∑

j

GijBj (t + τ). (4.7)

Using this relation, we find the quantum regression theorem for two-point correla-
tion functions.

Definition 4.1 (Quantum regression) Let single observables follow the closed equa-
tion 〈Ḃi〉 =∑j Gij 〈Bj 〉. Then, the two-point correlation functions obey the equa-
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tions

d

dτ

〈
Bi(t + τ)B�(t)

〉=
∑

j

Gij

〈
Bj (t + τ)B�(t)

〉
(4.8)

with exactly the same coefficient matrix Gij .

The advantage of the quantum regression theorem is that it enables the calcu-
lation of expressions for two-point correlation functions just from the evolution of
single-operator correlation functions.

Let us consider the example of a single electron transistor (SET) at infinite bias
(fL → 1 and fR → 0). The single-operator expectation values obey

d

dt

(〈dd†(t)〉
〈d†d(t)〉

)

=
(−ΓL +ΓR

+ΓL −ΓR

)(〈dd†(t)〉
〈d†d(t)〉

)

, (4.9)

such that the quantum regression theorem tells us that

d

dτ

(〈dd†(t + τ)d†d(t)〉
〈d†d(t + τ)d†d(t)〉

)

=
(−ΓL +ΓR

+ΓL −ΓR

)(〈dd†(t + τ)d†d(t)〉
〈d†d(t + τ)d†d(t)〉

)

. (4.10)

4.2 Numerical Techniques for Solving Master Equations

Numerical techniques are applicable when analytic methods fail or would require
comparably large efforts. We will just discuss two popular approaches here.

4.2.1 Numerical Integration

Numerical integration is generally performed by discretizing time into sufficiently
small steps. Note that there are different discretization schemes, e.g., explicit ones,

ρ(t + Δt) − ρ(t)

Δt
= L ρ(t), (4.11)

where the right-hand side depends on time t , and implicit ones, such as

ρ(t + Δt) − ρ(t)

Δt
= L

1

2

[
ρ(t) + ρ(t + Δt)

]
. (4.12)

Whereas it is straightforward to solve the explicit scheme for ρ(t + Δt), in the im-
plicit scheme this would require matrix inversion. Thus, the differential equation is
mapped to an iteration equation that maps the density matrix from time t to time
t + Δt . As a rule of thumb, explicit schemes are easy to implement but may be
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numerically unstable (i.e., an adaptive stepsize may be required to prevent the so-
lution from exploding) [1]. In contrast, implicit schemes are usually more stable
but require a lot of effort to propagate the solution. Here, we will just discuss a
fourth-order Runge–Kutta solver [2].

In order to propagate a density matrix ρn at time t to the density matrix ρn+1 at
time t + Δt , the fourth-order Runge–Kutta scheme requires the evaluation of four
intermediate values σn,1, σn,2, σn,3, and σn,4 that can be successively computed from
ρn by applying a single multiplication with the Liouvillian L . The density matrix
at time t + Δt is then obtained from these auxiliary intermediate values. Explicitly,
the Runge–Kutta algorithm is given by

σn,1 = ΔtL ρn,

σn,2 = ΔtL

(

ρn + 1

2
σn,1

)

,

σn,3 = ΔtL

(

ρn + 1

2
σn,2

)

,

σn,4 = ΔtL (ρn + σn,3),

ρn+1 = ρn + 1

6
σn,1 + 1

3
σn,2 + 1

3
σn,3 + 1

6
σn,4 + O

{
Δt5}.

(4.13)

This explicit scheme requires four matrix-vector multiplications per time step. It
should always be used in combination with an adaptive stepsize, which can be con-
trolled by comparing (e.g., by computing the norm of the difference) the result from
two successive propagations with stepsize Δt with the result of a single propaga-
tion with stepsize 2Δt . If the difference exceeds a predefined error bound, the step-
size must be reduced (and the intermediate result should be discarded). If it is not
too large, the result can always be accepted. If the error estimate is much smaller
than the error bound, one can cautiously increase the time step. In particular when
the matrix-vector multiplication is costly, this will save precious computation time.
Thus, the required computational overhead of 50 % for an adaptive stepsize is well
justified.

Exercise 4.3 (Order of the Runge–Kutta scheme) Acting with the Liouville super-
operator performs the time derivative of the density matrix. Show that the presented
scheme (4.13) is of fourth order in Δt , i.e., that

ρn+1 =
[

1 + L Δt + L 2 Δt2

2! + L 3 Δt3

3! + L 4 Δt4

4!
]

ρn + O{Δt}5.

If the Liouvillian L does not have a special structure, the Runge–Kutta scheme
requires one to store the N ×N density matrix completely. Since N scales exponen-
tially with the size of the system, this may be quite demanding—if not impossible
for larger quantum systems.
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4.2.2 Simulation as a Piecewise Deterministic Process (PDP)

Suppose we would like to solve the Lindblad form master equation (in diagonal
representation)

ρ̇ = −i[H,ρ] +
∑

α

γα

[

LαρL†
α − 1

2

{
ρ,L†

αLα

}
]

(4.14)

numerically, but we are not able to store the N2 matrix elements of the density
matrix nor to write the master equation in a simpler (e.g., rate equation or block
structure) representation.

If it is possible to store at least N states, the master equation can be unraveled
to a piecewise deterministic process (PDP) for a pure quantum state. The advantage
here lies in the fact that a pure state requires only N complex observables to be
evolved.

Consider the nonlinear but deterministic equation

˙|Ψ 〉 = −i

[

H − i

2

∑

α

γαL†
αLα

]

|Ψ 〉 + 1

2

[∑

α

γα〈Ψ |L†
αLα|Ψ 〉

]

|Ψ 〉. (4.15)

Although this is nonlinear in |Ψ (t)〉, one can show that the solution is given by

|Ψ 〉 = e−iMt |Ψ0〉
〈Ψ0|e+iM†t e−iMt |Ψ0〉1/2

, (4.16)

where we have used the operator M = H − i
2

∑
α γαL†

αLα , which is also often
termed the non-hermitian Hamiltonian.

Exercise 4.4 (Norm for continuous evolution) Calculate the norm of the state vector
〈Ψ (t)|Ψ (t)〉 from Eq. (4.16).

We show the validity of the solution by differentiation

|Ψ̇ 〉 = −iM|Ψ 〉 − 1

2

e−iMt |Ψ0〉
〈Ψ0|e+iM†t e−iMt |Ψ0〉3/2

× i
[〈Ψ0|e+iM†tM†e−iMt |Ψ0〉 − 〈Ψ0|e+iM†tMe−iMt |Ψ0〉

]

= −iM|Ψ 〉 − 1

2

e−iMt |Ψ0〉
〈Ψ0|e+iM†t e−iMt |Ψ0〉3/2

i〈Ψ0|e+iM†t
[
M† − M

]
e−iMt |Ψ0〉

= −iM|Ψ 〉 + 1

2

e−iMt |Ψ0〉
〈Ψ0|e+iM†t e−iMt |Ψ0〉3/2

∑

α

γα〈Ψ0|e+iM†tL†
αLαe−iMt |Ψ0〉

= −iM|Ψ 〉 + 1

2
|Ψ 〉

∑

α

γα〈Ψ |L†
αLα|Ψ 〉. (4.17)
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However, the name PDP already suggests that the process is only piecewise de-
terministic. To reproduce the original Lindblad dynamics, the continuous evolu-
tion (4.16) must be interrupted by stochastic events. The total probability that a
jump of the wave function will occur in the infinitesimal interval [t, t +Δt] is given
by

Pjump = Δt
∑

α

γα〈Ψ |L†
αLα|Ψ 〉. (4.18)

That is, if a jump has occurred, one still has to decide which jump. Choosing a
particular jump

|Ψ 〉 → Lα|Ψ 〉
√

〈Ψ |L†
αLα|Ψ 〉

(4.19)

is performed randomly with conditional probability

Pα = γα〈Ψ |L†
αLα|Ψ 〉

∑
α γα〈Ψ |L†

αLα|Ψ 〉 , (4.20)

where the normalization is obvious. This recipe for deterministic (continuous) and
jump evolutions may also be written as a single stochastic differential equation,
which is often called the stochastic Schrödinger equation [3].

Definition 4.2 (Stochastic Schrödinger equation) A Lindblad-type master equa-
tion of the form

ρ̇ = −i[H,ρ] +
∑

α

γα

[

LαρL†
α − 1

2

{
ρ,L†

αLα

}
]

(4.21)

can be effectively modeled by the stochastic differential equation

|dΨ 〉 =
[

−iH − 1

2

∑

α

γαL†
αLα + 1

2

∑

α

γα〈Ψ |L†
αLα|Ψ 〉

]

|Ψ 〉dt

+
∑

α

(
Lα|Ψ 〉

√

〈Ψ |L†
αLα|Ψ 〉

− |Ψ 〉
)

dNα, (4.22)

where the Poisson increments dNα satisfy

dNα dNβ = δαβ dNα, E (dNα) = γα〈Ψ |L†
αLα|Ψ 〉dt (4.23)

and E (x) denotes the classical expectation value (ensemble average).

The last two equations simply mean that at most a single jump can occur at once
(practically we have dNα ∈ {0,1}) and that the probability for a jump at time t is
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Fig. 4.1 Recipe for propagating the stochastic Schrödinger equation in Definition 4.2. At time t ,
one calculates the total probability of a jump Pjump occurring during the interval [t, t + Δt].
A random number generator is used to determine whether a jump should occur or not. Given
that a jump occurs, one determines which type of jump by drawing another random number:
setting the particular dNα = 1 and dt = 0, one solves the stochastic Schrödinger equation for

|Ψ (t + Δt)〉 = |Ψ (t)〉 + |dΨ (t)〉 α= Lα |Ψ (t)〉/
√

〈Ψ (t)|L†
αLα |Ψ (t)〉 and proceeds with the next

time step. Given that no jump occurs, one sets dNα = 0 for all α, solves the stochastic Schrödinger
equation for |Ψ (t + Δt)〉 = |Ψ (t)〉 + |dΨ (t)〉, and proceeds with the next time step

given by Pα = γα〈Ψ |L†
αLα|Ψ 〉dt . Numerically, it constitutes a simple recipe; see

Fig. 4.1. Altogether, the description in terms of a stochastic differential equation
in Definition 4.2 simply combines the smooth evolution according to the nonlinear
Schrödinger equation (4.15) with stochastic jumps. The concept can be extended
beyond Lindblad master equations [4, 5].

It remains to be shown that this PDP is actually an unraveling of the master
equation; i.e., that the expectation value of the operator π̂ = |Ψ 〉〈Ψ |, also called the
covariance matrix,

ρ = E (π̂) = E
(|Ψ 〉〈Ψ |), (4.24)

fulfills the original Lindblad-type master equation. Then, ensemble averages of all
trajectories will also obey the Lindblad dynamics. To show this, we first note that
〈Ψ |L†

αLα|Ψ 〉 = Tr{L†
αLαπ̂}. The change of the covariance matrix is given by

dπ̂ = |dΨ 〉〈Ψ | + |Ψ 〉〈dΨ | + |dΨ 〉〈dΨ |. (4.25)

Note that the last term cannot be neglected completely, since the term E (dNα dNβ)

is not necessarily small. Making everything explicit, we obtain

dπ̂ = +dt

{

−i[H, π̂] − 1

2

∑

α

γα

{
L†

αLα, π̂
}+

∑

α

γαπ̂ Tr
{
L†

αLαπ̂
}
}

+
∑

α

dNα

[
Lαπ̂L†

α

Tr{L†
αLαπ̂} − π̂

]

+ O
{
dt2, dt dNα

}
. (4.26)
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We now use the general relation

E
(
dNα g(π̂)

)= γα dt E
(
Tr
{
L†

αLαπ̂
}
g(π̂)

)
(4.27)

for arbitrary functions g(π̂) of the projector. This relation can be understood by
binning all K values of the actual state π̂ (k)(t) in the expectation value into L

equal-sized compartments where π̂ (k) ≈ π̂ (�). In each compartment, we have N�

realizations of dN�m
α with 1 ≤ m ≤ N� and

∑
� N� = K , of which we can compute

the average first:

E
(
dNα g(π̂)

) = lim
K→∞

1

K

∑

k

dN(k)
α (t) g

(
π̂ (k)(t)

)

= lim
L,N�→∞

∑
� N�

1
N�

∑
m dN

(�m)
α g(π̂ (�)(t))

∑
� N�

= lim
L,N�→∞

∑
� N�γα dt Tr{L†

αLαπ̂(�)}g(π̂ (�)(t))
∑

� N�

= lim
L,N�→∞

∑
� N�γα dt E (Tr{L†

αLαπ̂(�)}g(π̂ (�)(t)))
∑

� N�

= γα dt E
(
Tr
{
L†

αLαπ̂(�)
}
g
(
π̂ (�)(t)

))
, (4.28)

where we have used the relation that x̄ =
∑

i Ni x̄i∑
i Ni

when x̄i represent averages of

disjoint subsets of the complete set. Specifically, we apply it on the expressions

E

(

dNα

π̂

Tr{L†
αLαπ̂}

)

= γα dt E

(

Tr
{
L†

αLαπ̂
} π̂

Tr{L†
αLαπ̂}

)

= γα dt ρ,

E (dNα π̂) = γα dt E
(
Tr
{
L†

αLαπ̂
}
π̂
)
.

(4.29)

This implies that

dρ = dt

{

−i[H,ρ] +
∑

α

γα

[

LαρL†
α − 1

2

{
L†

αLα,ρ
}
]}

, (4.30)

i.e., the average of trajectories from the stochastic Schrödinger equation yields the
same solution as the master equation.

This may be of great numerical use: simulating the full master equation for an N -
dimensional system Hilbert space may involve the storage of O{N4} real variables
in the Liouvillian, whereas for the generator of the stochastic Schrödinger equation
one requires only O{N2} real variables. This is of course weakened, since in order
to get a realistic estimate of the expectation value, one has to compute K different
trajectories, but since typically K  N2, the stochastic Schrödinger equation is a
useful tool in the numeric modeling of a master equation.
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4.2.2.1 Example: Cavity in a Thermal Bath

As an example, we study the cavity in a thermal bath. We have the Lindblad-type
master equation describing the interaction of a cavity mode with a thermal bath,

ρ̇S = −i
[
Ωa†a,ρS

]+ γ (1 + nB)

[

aρSa† − 1

2
a†aρS − 1

2
ρSa†a

]

+ γ nB

[

a†ρSa − 1

2
aa†ρS − 1

2
ρSaa†

]

. (4.31)

We can immediately identify the jump operators

L1 = a and L2 = a† (4.32)

and the corresponding rates

γ1 = γ (1 + nB) and γ2 = γ nB. (4.33)

From the master equation, we obtain for the occupation number n = 〈a†a〉 the evo-
lution equation d

dt
n = −γ n + γ nB , which is solved by

n(t) = n0e
−γ t + nB

[
1 − e−γ t

]
. (4.34)

The corresponding stochastic differential equation reads

|dΨ 〉 =
{

−iΩa†a − 1

2

[
γ (1 + 2nB)a†a + γ nB

]

+ 1

2

[
γ (1 + 2nB)〈Ψ |a†a|Ψ 〉 + γ nB

]
}

|Ψ 〉dt

+
(

a|Ψ 〉
√〈Ψ |a†a|Ψ 〉 − |Ψ 〉

)

dN1

+
(

a†|Ψ 〉
√〈Ψ |aa†|Ψ 〉 − |Ψ 〉

)

dN2. (4.35)

When the initial state is not a superposition of different Fock basis states, the
above equation becomes particularly simple. For example, for a Fock number state
|Ψ 〉 = |n〉 we obtain

|dn〉 =
{

−iΩn − 1

2

[
γ (1 + 2nB)n + γ nB

]+ 1

2

[
γ (1 + 2nB)n + γ nB

]
}

|n〉dt

+ (|n − 1〉 − |n〉)dN1 + (|n + 1〉 − |n〉)dN2

= −iΩndt |n〉 + (|n − 1〉 − |n〉)dN1 + (|n + 1〉 − |n〉)dN2 (4.36)
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such that, provided we start in a single energy eigenstate, superpositions are never
created during the evolution. The total probability of having a jump in the system
during the interval dt is given by

Pjump = γ dt
[
(1 + nB)〈n|a†a|n〉 + nB〈n|aa†|n〉]

= γ
[
(1 + nB)n + nB(n + 1)

]
dt. (4.37)

If no jump occurs, the system evolves only oscillatory behavior, which has no effect
on the expectation value of a†a. However, if a jump occurs, the respective condi-
tional probability of jumping out of the system reads

P1 = (nB + 1)n

(nB + 1)n + nB(n + 1)
(4.38)

and that of jumping into the system consequently reads (these must add up to one)

P2 = nB(n + 1)

(nB + 1)n + nB(n + 1)
. (4.39)

Computing trajectories with a suitable random number generator and averaging the
trajectories, we find convergence to the master equation result as expected; see
Fig. 4.2. The plots in Fig. 4.2 could with the same effort have been obtained by
a Monte Carlo solution of the rate equation corresponding to Eq. (4.31),

ρ̇nn = −γ
[
n(1 + nB) + (n + 1)nB

]
ρnn + γ (n + 1)(1 + nB)ρn+1,n+1

+ γ nnBρn−1,n−1. (4.40)

The rate equation alone however is not sufficient to describe the decay of initial
superpositions to a statistical mixture; thus, the stochastic Schrödinger equation is a
more general tool.

4.3 Shannon’s Entropy Production

We assume that in some favorable basis (e.g., the system energy eigenbasis) the
populations of the density matrix Pi = ρii obey a rate equation dynamics

Ṗi =
∑

j

LijPj =
∑

j

∑

ν

L (ν)
ij Pj , (4.41)

where the rates Lij from state j to state i are additively decomposable into contri-
butions from different reservoirs ν. Such rate equations are commonly obtained for
the quantum optical master equation in Definition 2.4 when nondegenerate system
energies are assumed. Furthermore, the assumption of additively entering rates is
quite naturally related to the weak coupling limit: it is always possible for an inter-
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Fig. 4.2 Single trajectories of the stochastic Schrödinger equation (curves with integer jumps).
The averages of 10, 100, and 1000 trajectories (thin dotted, dashed, and solid curves, respectively)
converge to the prediction from the associated master equation (thick solid curve). Parameters have
been chosen as γ dt = 0.01, nB = 1.5

action of the form HI =∑α Aα ⊗ Bα with system and bath operators Aα and Bα ,
respectively, to choose 〈Bα〉 = 0. For L multiple reservoirs kept at different equi-
librium states, the stationary density matrix is given by a tensor product of different
equilibrium states

ρ̄ = e−β1(H
(1)
B −μ1N

(1)
B )

Z1
⊗ · · · ⊗ e−βL(H

(L)
B −μLN

(L)
B )

ZL

, (4.42)

where βν and μν represent the temperature and chemical potential of the ν-th reser-
voir described by the Hamiltonian H

(ν)
B and with total particle number operator

N
(ν)
B .

Exercise 4.5 (Additivity of rates) Show that for an interaction Hamiltonian of the
form HI =∑α Aα ⊗ Bα =∑a

∑
ν Aaν ⊗ Baν , where ν labels the reservoir and

where 〈Baν〉 = 0 holds, different reservoirs do not interfere, such that the rates can
be calculated additively:

Cαβ(τ) = Caν,bμ(τ ) = 〈Baν(τ )Bbν

〉
δμν.
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4.3.1 Balance Equation Far from Equilibrium

Keeping in mind that each reservoir is kept at a certain equilibrium, we postulate
the existence of a local detailed balance condition for each reservoir. This implies
that the ratio of forward and backward transition rates between states i and j that
are triggered by reservoir ν obey

L (ν)
j i

L (ν)
ij

= e−βν [(εj −εi )−μν(nj −ni)], (4.43)

where βν and μν denote the inverse temperature and chemical potential of the cor-
responding reservoir, and εi and ni denote the energy and particle number of the
state i, respectively. The above relation follows naturally from the extension of the
Kubo–Martin–Schwinger (KMS) condition (2.51) to systems with chemical poten-
tials and is automatically fulfilled for a large number of microscopically derived
models, as we shall see later.

Then, the Shannon entropy of the system, S = −∑i Pi(t) lnPi(t), obeys a bal-
ance equation,

Ṡ = − d

dt

∑

i

Pi lnPi = −
∑

i

Ṗi lnPi

= −
∑

ij

∑

ν

L (ν)
ij Pj ln

(

Pi

L (ν)
j i

PjL
(ν)
ij

PjL
(ν)
ij

L (ν)
j i

)

= +
∑

ij

∑

ν

L (ν)
ij Pj ln

(L (ν)
ij Pj

L (ν)
j i Pi

)

+
∑

ij

∑

ν

L (ν)
ij Pj ln

(L (ν)
j i

L (ν)
ij

1

Pj

)

= +
∑

ij

∑

ν

L (ν)
ij Pj ln

(
L (ν)

ij Pj

L (ν)
j i Pi

)

+
∑

ij

∑

ν

L (ν)
ij Pj ln

(
L (ν)

j i

L (ν)
ij

)

t→∞→ +
∑

ij

∑

ν

L (ν)
ij P̄j ln

(
L (ν)

ij P̄j

L (ν)
j i P̄i

)

︸ ︷︷ ︸
≥0

+
∑

ij

∑

ν

L (ν)
ij P̄j ln

(
L (ν)

j i

L (ν)
ij

)

︸ ︷︷ ︸
−βν [(εj −εi )−μν(nj −ni)]

.

(4.44)

In the above lines, we have simply used trace conservation
∑

i L
(ν)
ij = 0 and finally

the local detailed balance property (4.43). This property enables us to identify in the
long-term limit the second term as energy and matter currents. When multiplied by
the inverse temperature of the corresponding reservoir, they combine to the entropy
change rate of the reservoirs, which motivates the definition below.
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Definition 4.3 (Entropy flow) For a rate equation of the type (4.41), the entropy
flow from reservoir ν is defined as

Ṡ(ν)
e = +

∑

ij

L (ν)
ij P̄j

[−βν

[
(εj − εi) − μν(nj − ni)

]]

= βν

(
I

(ν)
E − μνI

(ν)
M

)
, (4.45)

where energy currents I
(ν)
E and matter currents I

(ν)
M associated to reservoir ν count

positive when entering the system.

The remaining contribution corresponds to a production term [6]. We note that it
is always positive, which can be deduced from the formal similarity to the Kullback–
Leibler divergence of two probability distributions or, more directly, by using the
logarithmic sum inequality.

Exercise 4.6 (Logarithmic sum inequality) Show that for non-negative ai and bi ,

n∑

i=1

ai ln
ai

bi

≥ a ln
a

b

with a =∑i ai and b =∑i bi .

Its positivity is perfectly consistent with the second law of thermodynamics, and
we therefore identify the remaining contribution as entropy production.

Definition 4.4 (Entropy production) For a rate equation of the type (4.41), the av-
erage entropy production is defined as

Ṡi =
∑

ij

∑

ν

L (ν)
ij P̄j ln

(L (ν)
ij P̄j

L (ν)
j i P̄i

)

≥ 0. (4.46)

It is always positive and at steady state balanced by the entropy flow.

When the dimension of the system’s Hilbert space is finite and the rate equa-
tion (4.41) approaches a stationary state, its Shannon entropy will also approach a
constant value Ṡ = 0. Therefore, at steady state the entropy production in the system
must be balanced by the entropy flow through its terminals

Ṡi = −Ṡe = −
∑

ν

βν

(
I

(ν)
E − μνI

(ν)
M

)
. (4.47)

The above formula conveniently relates the entropy production to energy and matter
currents from the terminals into the system. Evidently, the entropy production is
thus related to heat currents Q̇(ν) = I

(ν)
E − μνI

(ν)
M , which can be determined from a

master equation by means of the full counting statistics.
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We note here that identifying the entropy production in a system is not a purely
academic exercise: in the long term, it is additive in the respective entropy flows, and
their identification allows, e.g., for the definition of thermodynamically meaningful
(and bounded) efficiencies of thermoelectric nanoscale devices.

4.3.2 Linear Response for Two Terminals

As an example, we consider a system coupled to two terminals S and D obeying
a rate equation dynamics as discussed before. In the long-time limit, entropy pro-
duction will be balanced by the entropy flow, and assuming that both energy and
matter currents are conserved, I

(D)
E + I

(S)
E = 0 and I

(D)
M + I

(S)
M = 0, we can express

the entropy production solely using the currents entering the system from the source
Ṡi = (βD −βS)I

(S)
E +(μSβS −μDβD)I

(S)
M . In the linear response regime we assume

that the differences of temperatures and chemical potentials are small. Rewriting
these parameters in terms of mean and differences βS = β −Δβ/2, βD = β +Δβ/2,
μS = μ + Δμ/2, and μD = μ − Δμ/2, the entropy production can be expanded in
Δβ and Δμ, which to lowest order yields

Ṡi = Δβ
(
I

(S)
E − μI

(S)
M

)+ βΔμI
(S)
M = ΔβQ̇ + βΔμIM, (4.48)

where Q̇ represents the heat current and IM the matter current from S to D, respec-
tively. This equation has the characteristic affinity-flux form [7], where the affinity
to the heat current is given by Δβ = βD − βS = ΔT/T 2 + O{ΔT 2}, and the affin-
ity for the matter current is given by βΔμ = β(μS − μD). In the linear response
regime, the fluxes are linearly related to the affinities,

(
Q̇

IM

)

=
(

LQQ LQM

LMQ LMM

)(
Δβ

βΔμ

)

, (4.49)

with the Onsager matrix L. Consequently, the entropy production can—in the linear
response—be expressed as a quadratic form of the affinities

Ṡi = (Δβ,βΔμ)

(
LQQ LQM

LMQ LMM

)(
Δβ

βΔμ

)

. (4.50)

Positivity of the entropy production requires positivity of the Onsager matrix.
Considering, e.g., an SET with the matter current in the weak coupling regime

approaching Eq. (3.50), and assuming tight coupling between energy and matter
currents, such that Q̇ = (ε − μ)IM (compare also Sect. 5.1), the Onsager relations
become

(
Q̇

IM

)

= ΓSΓD

ΓS + ΓD

f (1 − f )

(
(ε − μ)2 (ε − μ)

(ε − μ) 1

)(
Δβ

βΔμ

)

with f = 1

eβ(ε−μ) + 1
,

(4.51)
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which fulfills the Onsager relation LQM = LMQ and has a positive definite On-
sager matrix. Due to the tight coupling property we note that the determinant of the
Onsager matrix vanishes.

Exercise 4.7 (SET Onsager relations) Confirm the validity of Eq. (4.51).

4.4 Full Counting Statistics: Phenomenological Introduction

Having successfully derived a rate equation of the form (4.41), one can very often
interpret the process associated with the rate L (ν)

ij as a jump of (|ni − nj |) par-
ticles from the bath ν into the system (when ni > nj ) or out of the system into
the bath ν (when ni < nj ). Typically, the weak coupling limit assumed during the
derivation of the rate equation leads to sequential transport only; i.e., only terms
L (ν)

ij with ni −nj ∈ {−1,0,+1} will be nonvanishing. Such a jump may also trans-
fer the energy |Ei − Ej | from the bath ν into the system (Ei > Ej ) or out of the
system into the bath ν (Ei < Ej ), even if no particles are transferred (ni = nj ).
A straightforward observation is that even though on average a matter or energy
current may be directed in a certain direction, there is for a given initial state a finite
probability that a jump will occur in the opposite direction. Such trajectories would
actually decrease the entropy of the system and must—since they are not completely
forbidden—somehow be suppressed to obey the second law on average. Fortunately,
one may calculate the statistics of these events in a straightforward manner, as will
be discussed in the following subsections.

4.4.1 Discrete Particle Counting Statistics

We denote the probability that the system is in the state i and simultaneously n

particles have tunneled into reservoir σ by P
(n)
i (t). Obviously, we have −∞ < n <

+∞ (unless transport is unidirectional) and Pi(t) =∑n P
(n)
i (t). However, the rate

equation (4.41) can now be written as

Ṗ
(n)
i =

∑

ν 
=σ

∑

j

L (ν)
ij P

(n)
j + L (σ )

ii P
(n)
i +

∑

j 
=i

L (σ )
ij P

(n+ni−nj )

j , (4.52)

where we have separated the jumps triggered by other reservoirs than σ and also the
trace-preserving diagonal term proportional to L (σ )

ii . We note that one can interpret

the term L (σ )
ij P

(n+ni−nj )

j as follows: before the jump, the system is in state j with

nj particles in the system and n + ni − nj particles in reservoir σ . After the jump,
the system is in state i with ni particles in the system and n particles in reservoir σ .
Thus, the combined particle number n+ni in both system and reservoir is conserved
during the jump.
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For ease of notation, we write the conditioned rate equation (4.52) as a condi-
tioned density vector ρ(n) = (P

(n)
1 , . . . ,P

(n)
d )T and assume that at most one particle

can be transferred at once to and from the bath. This is the standard case arising in
most microscopic derivations; however, for a counter-example we refer the reader
to Sect. 5.8. Then, Eq. (4.52) becomes

ρ̇(n) = L0ρ
(n) + L−ρ(n+1) + L+ρ(n−1), (4.53)

and the translational invariance in n (the rates contained in L0/± do not depend on
n themselves) suggests that we simplify the coupled system via a discrete Fourier
transformation,

ρ(χ, t) =
∑

n

ρ(n)(t)einχ , (4.54)

which yields a d-dimensional ordinary differential equation similar to a rate equa-
tion but now with complex-valued rates, since we have introduced the counting
field χ :

ρ̇(χ, t) = [L0 + e−iχL− + e+iχL+
]
ρ(χ, t) = L (χ)ρ(χ, t). (4.55)

Thus, we have reduced the dimension at the price of introducing a dimensionless
counting field, but the resulting generalized master equation can now be formally
solved as

ρ(χ, t) = eL (χ)tρ(χ,0) = eL (χ)tρ0, (4.56)

where we have used the convention that at time t = 0 no particles should have en-
tered the reservoir ρ(n)(0) = ρ0δn,0.

If we disregard the state of the system and only consider the number of tunneled
particles, the corresponding probability becomes

Pn(t) =
∑

i

P
(n)
i (t) = Tr

{
ρ(n)(t)

}= 1

2π

∫ +π

−π

Tr
{
eL (χ)tρ0

}
e−inχdχ, (4.57)

where we have simply inserted the inverse of the discrete Fourier transform (4.54).
By tracing over Eq. (4.54) and taking suitable derivatives with respect to the count-
ing field χ , we note that the moments of this probability distribution can be conve-
niently calculated by taking derivatives:

〈
nk
〉≡
∑

n

nkPn(t) = (−i∂χ )k Tr
{
ρ(χ, t)

}∣
∣
χ=0

= (−i∂χ )k Tr
{
eL (χ)tρ0

}∣
∣
χ=0. (4.58)

This directly motivates us to define a moment-generating function.
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Definition 4.5 (Moment-generating function) With a particle-counting-field de-
pendent Liouvillian L (χ), the moment-generating function corresponding to the
distribution Pn(t) is defined as

M(χ, t) = Tr
{
eL (χ)tρ0

} t→∞→ Tr
{
eL (χ)t ρ̄

}
(4.59)

with the initial state ρ0 and the stationary state defined by L (0)ρ̄ = 0.

Given the moment-generating function, moments of the distribution Pn(t) may
be calculated conveniently via

〈
nk
〉
(t) = (−i∂χ )kM(χ, t)

∣
∣
χ=0, (4.60)

whereas the calculation of the full distribution requires one to calculate the full
inverse Fourier transform of the moment-generating function,

Pn(t) = 1

2π

∫ +π

−π

M(χ, t)e−inχ dχ. (4.61)

The latter is, except for some specific cases, only numerically possible.

4.4.2 Continuous Energy Counting Statistics

Similarly, we may extract the statistics of energy transfers from the rate equa-
tion (4.41). One possible way [8] is to treat transitions occurring with a certain en-
ergy transfer ωi with a separate particle number counting ni and a separate dimen-
sionless counting field χi . The total transferred energy can then later be deduced
from the specific particle transitions via E = ∑i ωini . In this case, the energy-
resolved distribution function would then be given by

ρ(E)(t) =
∑

n1,...,nk

ρ(n1···nk)(t)δ

(

E −
∑

i

δEini

)

. (4.62)

Here however, we would like avoid introducing too many counting fields and
therefore decide to count the transferred energy directly [9]. Obviously, when the
transition frequencies of the system ωi are incommensurate, the total transferred
energy E will become a continuous variable.

Denoting the density vector conditioned on energy E contained in the reservoir
σ by ρ(E) = (P

(E)
1 , . . . ,P

(E)
d )T with −∞ < E/Ω < ∞ (for any energy scale Ω)

and ρ(t) = ∫ ρ(E)(t) dE, we may write the rate equation (4.41) as

ρ̇(E) = L0ρ
(E) +

∑

ΔE

LΔEρ(E−ΔE), (4.63)
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where L0 does not induce energy transfers with reservoir σ and LΔE describes the
transfer of energy ΔE from the system to reservoir σ ; negative ΔE simply implies
the opposite direction. Here, one usually has multiple energy differences |ΔE|. Only
very simple systems admit only a single transition frequency, and then energy and
particle currents are tightly coupled. Now, we have to choose a continuous Fourier
transform

ρ(ξ, t) =
∫

ρ(E)(t)eiEξ dE, (4.64)

where the dual field ξ now has the dimension of inverse energy. The Fourier-
transformed master equation becomes

ρ̇(ξ, t) =
[

L0 +
∑

ΔE

LΔEeiξΔE

]

ρ(ξ, t) = L (ξ)ρ(ξ, t), (4.65)

and the field ξ is now allowed to range over the complete real axis. With the con-
vention that initially no energy has been transferred, ρ(E)(0) = δ(E)ρ0, we may
similarly write the solution as ρ(ξ, t) = eL (ξ)tρ0.

The moments of the energy-transfer distribution

〈
Ek
〉=
∫

Ek Tr
{
ρ(E)(t)

}
dE (4.66)

can now be similarly obtained—compare Eq. (4.64)—by differentiation of the
moment-generating function

M(ξ, t) = Tr
{
eL (ξ)tρ0

}
(4.67)

with respect to the dimensioned counting field ξ . Similarly, the full distribution can
be obtained by calculating the inverse Fourier transform of the moment-generating
function

PE(t) = 1

2π

∫ +∞

−∞
M(ξ, t)e−inξ dξ. (4.68)

4.4.3 Moments and Cumulants

It is often more convenient to characterize distributions by cumulants instead of mo-
ments, since higher cumulants are invariant against translations of the distribution
(in the following discussion we treat dimensionless particle counting and dimen-
sioned energy counting similarly).

Definition 4.6 (Cumulant-generating function) The cumulant-generating function
is defined as the logarithm of the moment-generating function:

C(χ, t) = ln Tr
{
eL (χ)tρ0

}
. (4.69)
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The cumulants of the distribution Pn(t) are obtained by differentiation with re-
spect to the counting field

〈〈
nk
〉〉
(t) = (−i∂χ )kC(χ, t)

∣
∣
χ=0, (4.70)

and similarly for cumulants of the energy distribution function. Cumulants and mo-
ments are therefore obviously related. Considering for example particle counting,
the first few cumulants can be expressed by the moments as

〈〈
n1〉〉= 〈n1〉,
〈〈
n2〉〉= 〈n2〉− 〈n〉2,

〈〈
n3〉〉= 〈n3〉− 3〈n〉〈n2〉+ 2〈n〉3,

〈〈
n4〉〉= 〈n4〉− 4〈n〉〈n3〉− 3

〈
n2〉2 + 12〈n〉2〈n2〉− 6〈n〉4,

(4.71)

and they geometrically correspond to the mean, width, skewness, and kurtosis of
a distribution, respectively. It should be noted however that such simple geometric
interpretations only hold for unimodal distributions.

The true advantage of considering cumulants instead of moments becomes visi-
ble for master equations admitting only a single stationary state. Then, the cumulant-
generating function in the large-time limit scales approximately linearly in time,

C(χ, t) → λ(χ)t, (4.72)

where λ(χ) is the eigenvalue of the generalized Liouvillian L (χ) with the largest
real part.

We show this by using the decomposition of the Liouvillian in Jordan block form,

L (χ) = Q(χ)LJ (χ)Q−1(χ), (4.73)

where Q(χ) is a (in general nonunitary) similarity matrix and LJ (χ) contains the
eigenvalues of the Liouvillian on its diagonal, distributed in blocks with a size cor-
responding to the eigenvalue multiplicity. We assume that there exists only one sta-
tionary state ρ̄, i.e., only one eigenvalue λ(χ) with λ(0) = 0, and that all other
eigenvalues have a nonvanishing negative real part near χ = 0. Then, we use this
decomposition in the matrix exponential to estimate its long-term evolution:

M (χ, t) = Tr
{
eL (χ)tρ0

}= Tr
{
eQ(χ)LJ (χ)Q−1(χ)tρ0

}

= Tr
{
Q(χ)eLJ (χ)tQ−1(χ)ρ0

}

→ Tr

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Q(χ)

⎛

⎜
⎜
⎜
⎝

eλ(χ)·t
0

. . .

0

⎞

⎟
⎟
⎟
⎠

Q−1(χ)ρ0

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭
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= eλ(χ)·t Tr

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Q(χ)

⎛

⎜
⎜
⎜
⎝

1
0

. . .

0

⎞

⎟
⎟
⎟
⎠

Q−1(χ)ρ0

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

= eλ(χ)t c(χ) (4.74)

with some polynomial c(χ) depending on the matrix Q(χ) and on the initial
state ρ0. This implies that the cumulant-generating function

C (χ, t) = lnM (χ, t) = λ(χ)t + ln c(χ) ≈ λ(χ)t (4.75)

becomes linear in λ(χ) for large times, up to a small correction. This small cor-
rection is usually negligible, particularly when one is interested in time derivatives
such as the current. We note here that this simple limit only holds when there is
a unique stationary state. For bistable or multistable systems a more sophisticated
theory applies [10, 11]. Note further, that when cumulants are to be obtained from
the moments, the small constant correction may be important.

Exercise 4.8 (Cumulant-generating function) Calculate the long-term cumulant-
generating function for current through the SET

L (χ) =
( −ΓLfL − ΓRfR +ΓL(1 − fL) + ΓR(1 − fR)e+iχ

+ΓLfL + ΓRfRe−iχ −ΓL(1 − fL) − ΓR(1 − fR)

)

.

What are the first two long-term cumulants for the current, i.e., current I = d
dt

〈〈n〉〉
and noise S = d

dt
〈〈n2〉〉 = d

dt
(〈n2〉 − 〈n〉2)?

4.4.4 Convenient Calculation of Lower Cumulants

To calculate moments and/or cumulants, it is not always necessary to exponentiate
the Liouvillian or to calculate its dominant eigenvalue.

If one is just interested in the long-term current, e.g., the time derivative of the
mean energy or particle number transferred (first moment/cumulant), the calcula-
tions are considerably simplified, since we can insert the stationary state as initial
condition:

I = 〈ṅ(t)
〉= −i∂χ

d

dt
Tr
{
eL (χ)t ρ̄

}
∣
∣
∣
∣
χ=0

= −i∂χ Tr
{
L (χ)eL (χ)t ρ̄

}∣
∣
χ=0

= −i Tr
{
L ′(0)eL (0)t ρ̄

}− i Tr
{
L (0)∂χeL (χ)t

∣
∣
χ=0ρ̄

}

= −i Tr
{
L ′(0)ρ̄

}
, (4.76)
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where we have used L (0)ρ̄ = 0 and also Tr{L (0)S} = 0 for all operators S (trace
conservation). Therefore, to compute the current, the only challenge is to calculate
the stationary state of the rate matrix at vanishing counting fields.

To calculate the long-term limit of higher cumulants, we may also use limits on
the Laplace-transformed moment-generating function:

M̃(χ, z) =
∫ ∞

0
M(χ, t)e−zt dt = Tr

{
1

z1 − L (χ)
ρ0

}

→ Tr

{
1

z1 − L (χ)
ρ̄

}

. (4.77)

Having calculated the first moment 〈n〉 = I t , the time derivative of the second cu-
mulant is, e.g., related to the first two moments via

C2 = lim
t→∞

d

dt

[〈
n2〉− 〈n〉2]= lim

t→∞

[
d

dt

〈
n2〉− 2I 2t

]

. (4.78)

Performing a Laplace transform of this equation, we may use well-known properties
of this transform,

f (t) ↔ f̃ (z) =⇒ ḟ (t) ↔ zf̃ (z) − f (0),

lim
t→∞f (t) = lim

z→0
zf̃ (z),

(4.79)

to obtain an alternative formula for the time derivative of the second cumulant:

C2 = lim
z→0

z

[

z(−i∂χ )2M̃(χ, z) − 2I 2

z2

]

, (4.80)

where we have used the fact that the initial value of the second moment vanishes.
The evaluation of this expression requires only knowledge of the stationary current I
and the inverse matrix occurring in the Laplace transform of the moment-generating
function—which is much simpler to calculate than a matrix exponential. Keeping in
mind that cumulants may have a constant contribution, one may extend the scheme
to obtain formulae for higher cumulants.

4.4.5 Fluctuation Theorems

Representing the full energy or particle distributions, not in terms of the moment-
generating function in Eqs. (4.61) and (4.68), but with the cumulant-generating
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Fig. 4.3 Sketch of a system (yellow circle) that is coupled to d terminals, which admits the ex-
change of matter ΔNi and energy ΔEi between system and reservoirs. When these are in thermal
equilibrium states described by temperatures and chemical potentials, one finds for sufficiently
weak couplings a fluctuation theorem of energy and matter exchanges (Color figure online)

function C (χ/ξ, t), we obtain

PΔn(t) = 1

2π

∫ +π

−π

eC (χ,t)e−iΔnχ dχ,

PΔE(t) = 1

2π

∫ +∞

−∞
eC (ξ,t)e−iΔEξ dξ.

(4.81)

We will consider the general case here where all matter and energy transfers
are monitored for a system with d junctions; see Fig. 4.3. Formally, simultane-
ous counting at all junctions requires introducing the multidimensional vectors
Δn = (Δn1, . . . ,Δnd) and ΔE = (ΔE1, . . . ,ΔEd), where Δnν and ΔEν denote
the particles and energy exchanged with the νth reservoir and the system (counted
positive by construction when entering the system), respectively. The corresponding
probability distribution reads

P+Δn,+ΔE(t) =
(

1

2π

)2d ∫ +π

−π

· · ·
∫ +π

−π

ddχ

∫ +∞

−∞
· · ·
∫ +∞

−∞
ddξ

× eC (χ,ξ ,t) e−iΔn·χe−iΔE·ξ , (4.82)

such that the probability of the inverse process is

P−Δn,−ΔE(t) =
(

1

2π

)2d ∫ +π

−π

· · ·
∫ +π

−π

ddχ

∫ +∞

−∞
· · ·
∫ +∞

−∞
ddξ

× eC (−χ ,−ξ ,t)e−iΔn·χe−iΔE·ξ , (4.83)

where we have already transformed the integration variables χ → −χ and
ξ → −ξ . When now the cumulant-generating function obeys a symmetry of the
form (typically, such symmetries arise in the long-term limit)

C (−χ ,−ξ , t) = C (χ + iΔχ , ξ + iΔξ , t), (4.84)
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this implies a fluctuation theorem for the probabilities of matter and energy transfers

P+Δn,+ΔE

P−Δn,−ΔE
= eΔn·Δχ eΔE·Δξ , (4.85)

which can be demonstrated with a simple transformation of the integrand. Inter-
preted within the framework of stochastic thermodynamics [12], a transfer of Δn

particles and energy ΔE from the reservoir to the system leads to the production of
entropy of

ΔiS =
d∑

ν=1

βνμνnν −
d∑

ν=1

βνEν, (4.86)

where we have neglected contributions that arise from the change of the system’s
internal state: these contributions vanish anyway when identical initial and final
states are considered, and for finite-sized systems they are negligibly small for large
times, where the exchanged matter and energy contributions are dominating. For
rate equations obeying local detailed balance (4.43), it can be shown quite generally
that the characteristic polynomial of the rate matrix

D(χ , ξ) = ∣∣L (χ , ξ) − λ1
∣
∣ (4.87)

obeys the same symmetry, which then transfers to all eigenvalues of the Liouvillian
and thus to the cumulant-generating function, too. Essentially, the proof [13] relies
on analysis of the characteristic polynomial with Schnakenberg graph theory [14],
but similar results may also be obtained with other methods [15, 16]. In particular,
one obtains for d terminals with temperatures βi and chemical potentials μi the shift
relation (4.84) with

Δχ = (β1μ1, . . . , βdμd), Δξ = (β1, . . . , βd). (4.88)

In the long-term limit, the transfer of matter and energy to the terminals can be
linked to the entropy flow in Definition 4.3, which at steady state is balanced by the
entropy production in Definition 4.4. Therefore, the resulting fluctuation theorem
describes the long-term statistics of entropy production:

P+Δn,+ΔE

P−Δn,−ΔE
= exp

{∑

ν

(βνμνnν − βνEν)

}

⇔ P+ΔiS

P−ΔiS

= eΔiS (4.89)

and is a manifestation of the second law far from thermal equilibrium: trajectories
with a negative entropy production are not completely forbidden but rather strongly
suppressed, and it is straightforward to see that, on average, entropy production will
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always be positive. We show this by averaging over all trajectories:

〈ΔiS〉 =
∑

ΔiS

ΔiSPΔiS =
∑

ΔiS>0

ΔiS(P+ΔiS − P−ΔiS)

=
∑

ΔiS>0

ΔiSP−ΔiS

(
eΔiS − 1

)

︸ ︷︷ ︸
≥0

≥ 0.
(4.90)

Symmetries as in Eq. (4.87) hold in the rate equation (weak coupling) limit and
imply of course that on average the second law is respected. The fluctuation rela-
tions have been verified, e.g., in an electronic setup [17, 18]. It turned out that slight
modifications were visible, which can be explained by the interaction between sys-
tem and detector. This interaction leads to further flows of information (physically
connected to energy and matter flows) that modify the experimental signature.

It should be noted that when conservation laws exist, e.g. when the total particle
current and/or the total energy current is conserved, the fluctuation theorem further
simplifies. For example, for the SET we have conservation of the total particle num-
ber nL + nR + nd = const., where nd ∈ {0,1} denotes the number of electrons on
the dot. In the long-time limit, many particles will have been exchanged with the
central dot of the SET and its terminals, and we will have in an approximate sense
the conservation law nL = −nR . Furthermore, transferred energy and particles are
tightly coupled in the master equation description, such that ΔEα = ΔNαε with
dot level ε. Therefore, one can quantify the long-term entropy production simply
by counting the number of particles transferring the SET, e.g., from left to right.
Denoting the corresponding distribution by Pn(t), the fluctuation theorem for equal
temperatures simply becomes

lim
t→∞

P+n

P−n

= enβ(μL−μR). (4.91)

Exercise 4.9 (Fluctuation theorem) Find the fluctuation theorem, i.e., a symmetry
in the cumulant-generating function, for the SET

L (χ) =
( −ΓLfL − ΓRfR +ΓL(1 − fL) + ΓR(1 − fR)e+iχ

+ΓLfL + ΓRfRe−iχ −ΓL(1 − fL) − ΓR(1 − fR)

)

.
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Chapter 5
Composite Non-equilibrium Environments

Abstract This chapter discusses models that assume a stationary non-equilibrium
steady state without any external interventions. Mostly, these may be implemented
by electronic setups, e.g., with transport through quantum dots or molecules, but the
general machinery is also applicable to quantum optical setups. We first investigate
the single electron transistor (SET) and afterwards the double quantum dot (DQD)
with a focus on the thermodynamic interpretation. To mimic the interaction of such
systems with a charge detector, we afterwards consider interacting transport chan-
nels: two coupled SETs and an SET coupled to a low-transparency quantum point
contact (QPC). We discuss the decoherence of a charge qubit induced by a QPC.
As an example for a setup where the environment itself is in a non-equilibrium
steady state that cannot be expressed as a simple tensor product of different equi-
librium states, we discuss an SET (which is solved exactly) weakly coupled to a
DQD. We conclude by discussing models involving bosons and fermions simulta-
neously: this includes a model where phonon-assisted tunneling may be exploited to
implement a thermoelectric generator. Finally, we present a model where—despite
the strong coupling between the electronic system and the bosonic reservoir—a de-
scription within a simple rate equation is still possible. Despite its low dimension-
ality, the model allows for a rich dynamics and inspiring thermodynamic interpreta-
tion.

The simplest way to construct a non-equilibrium reservoir using existing knowledge
is to envisage reservoirs that are composed of several different equilibrium compo-
nents, e.g., held at different temperatures. Each component of the reservoir is then a
separate equilibrium environment, and when these components are only indirectly
coupled via a small quantum system, one may expect the resulting non-equilibrium
state—which actually is composed of many equilibrium states—to persist. When the
quantum system is coupled to all the components constructing its environment, it
altogether experiences an environment that may be extremely far from equilibrium.
Alternatively, we may treat environments that are in a non-equilibrium stationary
state. Such non-equilibrium stationary states may be obtained as exact solutions of
noninteracting models. Here, a product state might only be used as an initial state,
and the final stationary state cannot simply be expressed as products of equilibrium

G. Schaller, Open Quantum Systems Far from Equilibrium, Lecture Notes in Physics 881,
DOI 10.1007/978-3-319-03877-3_5,
© Springer International Publishing Switzerland 2014
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Fig. 5.1 Sketch of a system (yellow circle) that is coupled via weak energy (dotted lines) and
weak particle (dashed lines) exchanges to a non-equilibrium environment. In the example shown,
the first two components of the reservoir are thermal equilibrium states—fully characterized by
temperatures and chemical potentials. In contrast, the coupling between reservoirs 3a and 3b ad-
mits strong energy (dash–dotted) and particle (solid) transfers. When these couplings are of similar
order as the local Hamiltonians of the two leads, the third reservoir will assume a non-equilibrium
stationary state, which can be found by solving for the isolated evolution of the third reservoir

states. In fact, it cannot be expected to be a thermal state at all. Figure 5.1 illustrates
the difference between these two setups.

In the following, we will discuss several models of the above type.

5.1 Single Electron Transistor (SET)

A transistor conventionally has three terminals: a gate terminal can be used to tune
the current through the other two terminals. Keeping the control gate implicit in the
description, we describe the single electron transistor (SET) as a single quantum
dot that is tunnel-coupled to two leads, i.e., with the Hamiltonian in Eq. (3.26);
see also Fig. 5.2. Though the model is exactly solvable [1] (compare Sect. 3.2), the
corresponding master equation that is valid for weak electronic tunneling amplitudes
enables for interesting thermodynamic interpretations, and as one of the simplest
possible non-equilibrium setups it will also be used as an introductory example here.

5.1.1 Model

To obtain the master equation, we can map the interaction Hamiltonian to a tensor
product representation as described in the beginning of Sect. 2.1, such that, e.g., the
part describing jumps to the left lead reads as

H
(L)
I = d̃ ⊗

∑

k

tkLc̃
†
kL + d̃† ⊗

∑

k

t∗kLc̃kL = A1 ⊗ B1 + A2 ⊗ B2. (5.1)
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Fig. 5.2 Sketch of a single electron transistor (SET): a quantum dot with on-site energy ε that
is weakly (dashed lines) tunnel-coupled with rates ΓL/R to two leads. These are held at thermal
equilibrium and can thus be described by Fermi functions fL/R . A third gate (not shown) can be
used to tune the dot level ε and thereby the current through the SET

This representation yields for the bath correlation functions

C12(t) = 〈B1(t)B2
〉=
∑

kk′
tkLt∗k′Le+iεkLt

〈
c

†
kLck′L

〉

=
∑

k

|tkL|2e+iεkLtfL(εkL),

C21(t) = 〈B2(t)B1
〉=
∑

kk′
t∗kLtk′Le−iεkLt

〈
ckLc

†
k′L
〉

=
∑

k

|tkL|2e−iεkLt
[
1 − fL(εkL)

]
.

(5.2)

A reservoir has a continuum of frequencies and is thus infinitely large, which is
a necessary condition for a stationary state to occur (finite-size quantum systems
always evolve periodically). Formally, we take this into account by introducing the
tunneling rates

Γα(ω) = 2π
∑

k

|tkα|2δ(ω − εkα), (5.3)

which allows us to write the summations in the correlation functions as integrals:

C12(t) = 1

2π

∫

e+iωtΓL(ω)fL(ω)dω,

C21(t) = 1

2π

∫

e−iωtΓL(ω)
[
1 − fL(ω)

]
dω.

(5.4)

These integral representations directly allow us to identify the Fourier transforms of
the bath correlation functions without further calculations:

γ12(ω) = ΓL(−ω)fL(−ω), γ21(ω) = ΓL(+ω)
[
1 − fL(+ω)

]
. (5.5)

Exactly the same treatment would follow for the coupling of the jumps associated
to the right lead, such that we may transfer these results by replacing L → R.
A straightforward application of the quantum optical master equation in Defini-
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tion 2.3 now yields in the energy eigenbasis HS|0〉 = 0 and HS|1〉 = ε|1〉 with
〈0|d̃|1〉 = 1 a rate equation for the populations,

d

dt

(
P0
P1

)

=
∑

α∈{L,R}

(−Γα(ε)fα(ε) +Γα(ε)(1 − fα(ε))

+Γα(ε)fα(ε) −Γα(ε)(1 − fα(ε))

)(
P0
P1

)

, (5.6)

where Pi = ρii denote the probabilities of finding the dot empty or filled, respec-
tively. Obviously, local detailed balance is fulfilled, since

L (α)
EF

L (α)
FE

= 1 − fα(ε)

fα(ε)
= eβα(ε−μα), (5.7)

which—if the system was only coupled to a single reservoir—would lead to equili-
bration of both system temperature and chemical potential with that of the reservoir
ρ̄ → e−β(HS−μNS)/ZS. The general stationary state is consistent with the occupa-
tion of the exact solution in the weak coupling limit, Eq. (3.42). It should be noted
that it can be consistently expressed as a thermal state, i.e., by inverse temperature
β̄ > 0 and a chemical potential μ̄, even if the terminals of the SET are far from
equilibrium. This however results from the fact that the system—as any two-level
system—only admits a single transition frequency.

It would of course be possible to formally calculate the decay of coherences, too.
However, for the present system such coherences would correspond to superposi-
tions of differently charged states, which are forbidden when the state of the full
system is given by a tensor product of system and bath density matrices. For this
model, such coherences can therefore not be created in the weak coupling limit,
which already highlights one shortcoming of the master equation. The rates in the
rate matrix (5.6) have a very simple interpretation: for example, the rate to tunnel
into the dot from lead α is given by the bare tunneling rate Γα(ε) multiplied by the
probability fα(ε) to have an electron in the junction α at the required energy ε. The
bare tunneling rate Γα results from the potential landscape between lead α and the
system but does not depend on their occupations. The rate of the inverse process,
i.e., tunneling from the system into lead α, is therefore given by a product of the bare
tunneling rate and the probability 1 − fα(ε) to have a free space at the junction at
energy ε, where the Pauli exclusion principle in the leads becomes manifest. When
now the chemical potentials are different, it becomes obvious that in order to sup-
port a current through the dot, it is necessary that one lead has to provide electrons at
the dot energy whereas the other lead must provide free space; see Fig. 5.3. In other
words, the dot transition frequency must be situated within the transport window—
which for sufficiently low lead temperatures means that it should be between μL

and μR—to support a current. Since the electronic on-site energy ε, and thereby
the current, may be tuned with a third gate, the setup is called a single electron
transistor.
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Fig. 5.3 Level sketch of a single quantum dot that is tunnel-coupled to two fermionic junctions,
where the electronic occupation of energy levels is well approximated by a Fermi distribution.
Within the master equation picture, transport from left to right is only enabled when—at the dot
transition frequency—the left lead is occupied and the right one is empty

5.1.2 Thermodynamic Interpretation

Since we can directly identify the electronic jumps in the rate equation, it is straight-
forward to track the energy and particle transfers occurring with each jump. In par-
ticular, the model exhibits what is called the tight coupling property: every electronic
jump transports the same amount of energy ε, since the system only allows for a sin-
gle transition frequency. Written in terms of energy and matter currents, this yields
I

(ν)
E = εI

(ν)
M . Furthermore, we can use the fact that energy and matter currents are

conserved I
(L)
E + I

(R)
E = 0 and I

(L)
M + I

(R)
M = 0. At steady state, we can express the

entropy production with the entropy flow

Ṡi = −Ṡe = −βLQ̇(L) − βRQ̇(R)

= −βL

(
εI

(L)
M − μLI

(L)
M

)− βR

(−εI
(L)
M + μRI

(L)
M

)

= [(βR − βL)ε + (βLμL − βRμR)
]
I

(L)
M , (5.8)

which is thus just proportional to the matter current through the SET (counted
positive when traversing the system from left to right). At equal temperatures
βL = βR = β , we thus see that the second law Ṡi ≥ 0 requires the current to flow
from the junction with higher chemical potential to the junction with lower chemi-
cal potential. At equal chemical potentials μL = μR = μ but different temperatures,
the average heat current Q̇(L) = (ε − μ)I

(L)
M will flow from the hot junction to the

cold junction. Furthermore, we note that a temperature gradient can in principle
also drive the average current against a potential gradient, such that one might also
see the SET as a thermoelectric device that converts a thermal gradient into useful
power [2].

Since for long times, the entropy production can be quantified by just tracking
the matter current through the SET, the matter current I

(L)
M may be quantified by
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counting electrons jumping in from the left positively and electrons jumping out to
the left negatively. Alternatively, we may count electrons jumping out to the right
terminal positively and those jumping in from the right junction negatively:

L (χ) =
(−ΓL(ε)fL(ε) +ΓL(ε)(1 − fL(ε))

+ΓL(ε)fL(ε) −ΓL(ε)(1 − fL(ε))

)

+
( −ΓR(ε)fR(ε) +ΓR(ε)(1 − fR(ε))e+iχ

+ΓR(ε)fR(ε)e−iχ −ΓR(ε)(1 − fR(ε))

)

. (5.9)

The matter current from left to right is then obtained from the stationary state
L (0)ρ̄ = 0 via

I
(L)
M = −i Tr

{
L ′(0)ρ̄

}= ΓL(ε)ΓR(ε)

ΓL(ε) + ΓR(ε)

[
fL(ε) − fR(ε)

]
. (5.10)

This expression perfectly agrees with the exact solution of the model in Eq. (3.50)
obtained for the wide-band limit Γα(ε) = Γα . Just for brevity omitting the dot-level
dependence in Fermi functions and tunneling rates, the characteristic polynomial of
the rate matrix becomes

D(χ) = ∣∣L (χ) − λ1
∣
∣

= ΓLΓR(fL + fR − 2fLfR) + λ(ΓL + ΓR + λ)

− e+iχΓLΓRfL(1 − fR) − e−iχΓLΓR(1 − fL)fR, (5.11)

and we can immediately verify the symmetry D(−χ) = D(+χ + iA ) with the
affinity

A = ln

(
(1 − fL)fR

fL(1 − fR)

)

= (βR − βL)ε + (βLμL − βRμR)

βL=βR=β→ β(μL − μR), (5.12)

which transfers to the eigenvalues of the rate matrix and thus to the long-term
cumulant-generating function. Denoting the probability of transferring n particles
from left to right through the SET after time t by Pn(t), this symmetry therefore
implies a fluctuation theorem:

lim
t→∞

P+n(t)

P−n(t)
= enA = e[(βR−βL)ε+(βLμL−βRμR)]n. (5.13)

We note that the affinity in Eq. (5.12) is also occurring in the average entropy pro-
duction (5.8). This is not unexpected, as the fluctuation theorem (5.13) relates the
probabilities of forward trajectories P+n(t) with a corresponding entropy production
ΔiS ≈ [(βR −βL)ε + (βLμL −βRμR)]n with the probability for the corresponding
backward trajectory P−n(t). Thus, whereas Eq. (5.8) expresses the second law at
the average level, Eq. (5.13) even quantifies the second law at the trajectory level.
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Fig. 5.4 A double quantum dot (system) with on-site energies εA/B and internal tunneling am-
plitude T (solid line) and Coulomb interaction U (dotted line) may host at most two electrons. It
is weakly (dashed lines) tunnel-coupled to two fermionic contacts via the rates ΓL/R at different
thermal equilibria described by the Fermi distributions fL/R(ω). In the rate equation, these are just
evaluated at the transition energies of the system and can be characterized by the temperatures and
chemical potentials of the leads

5.2 Serial Double Quantum Dot

To advance to a system with more than just a single transition frequency, we con-
sider a double quantum dot (DQD) with internal tunnel amplitude T and Coulomb
interaction U that is weakly coupled to two fermionic contacts via the rates ΓL

and ΓR . See Fig. 5.4.

5.2.1 Model

The corresponding Hamiltonian reads

HS = εAd
†
AdA + εBd

†
BdB + T

(
dAd

†
B + dBd

†
A

)+ Ud
†
AdAd

†
BdB,

HB =
∑

k

εkLc
†
kLckL +

∑

k

εkRc
†
kRckR, (5.14)

HI =
∑

k

(
tkLdAc

†
kL + t∗kLckLd

†
A

)+
∑

k

(
tkRdBc

†
kR + t∗kRckRd

†
B

)
.

Note that initially we do not have a tensor product decomposition in the interac-
tion Hamiltonian, as the original coupling operators anti-commute {d, ckR} = 0. We
may however use the Jordan–Wigner transform discussed in Sect. 2.1 to map to
fermions that are separately defined on system and bath. In the new operator basis,
the Hamiltonian appears as

HS = [εAd̃
†
Ad̃A + εBd̃

†
Bd̃B + T

(
d̃Ad̃

†
B + d̃B d̃

†
A

)+ Ud̃
†
Ad̃Ad̃

†
Bd̃B

]⊗ 1,

HB = 1 ⊗
[∑

k

εkLc̃
†
kLc̃kL +

∑

k

εkRc̃
†
kRc̃kR

]

, (5.15)

HI = d̃A ⊗
∑

k

tkLc̃
†
kL + d̃

†
A ⊗

∑

k

t∗kLc̃kL + d̃B ⊗
∑

k

tkRc̃
†
kR + d̃

†
B ⊗

∑

k

t∗kRc̃kR,
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which is the same (for this and some more special cases) as if we had ignored the
fermionic nature of the annihilation operators from the beginning. We now proceed
by calculating the Fourier transforms of the bath correlation functions as we did in
the previous chapter,

γ12(ω) = ΓL(−ω)fL(−ω), γ21(ω) = ΓL(+ω)
[
1 − fL(+ω)

]
,

γ34(ω) = ΓR(−ω)fR(−ω), γ43(ω) = ΓR(+ω)
[
1 − fR(+ω)

] (5.16)

with the continuum tunneling rates Γα(ω) = 2π
∑

k |tkα|2δ(ω − εkα) and Fermi
functions fα(εkα) = 〈c†

kαckα〉.

Exercise 5.1 (DQD bath correlation functions) Calculate the Fourier transforms
(5.16) of the bath correlation functions for the DQD.

Next, we diagonalize the system Hamiltonian (in the Fock space basis)

E0 = 0, |v0〉 = |00〉,
E− = ε −

√
Δ2 + T 2, |v−〉 ∝ [−(Δ +

√
Δ2 + T 2

)|10〉 + T |01〉],
E+ = ε +

√
Δ2 + T 2, |v+〉 ∝ [−(Δ −

√
Δ2 + T 2

)|10〉 + T |01〉],
E2 = 2ε + U, |v2〉 = |11〉,

(5.17)

where Δ = (εB − εA)/2 and ε = (εA + εB)/2 and |01〉 = d̃
†
B |00〉, |10〉 = d̃

†
A|00〉,

and |11〉 = d̃
†
Bd̃

†
A|00〉. To obtain the quantum optical master equation we may use

Definition 2.3. Specifically, when we have no degeneracies in the system Hamil-
tonian (Δ2 + T 2 > 0), the master equation in the energy eigenbasis (where a, b ∈
{0,−,+,2}) becomes a rate equation ρ̇aa = +∑b γab,abρbb −[∑b γba,ba]ρaa with
the transition rate from state b to state a,

γab,ab =
∑

αβ

γαβ(Eb − Ea)〈a|Aβ |b〉〈a|A†
α|b〉∗. (5.18)

As a consequence of the weak coupling limit, there are no correlations between left
and right terminals, so we may calculate the Liouvillians for the interaction with the
left and right contact separately:

γab,ab = γ L
ab,ab + γ R

ab,ab. (5.19)

Such simple additive decompositions are generally expected in the weak coupling
(or sequential tunneling) limit but may not hold beyond these limits [3]. The cor-
responding rate equation (Ṗ0, Ṗ−, Ṗ+, Ṗ2)

T = L (P0,P−,P+,P2)
T with the rate
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Fig. 5.5 Configuration space of a serial double quantum dot coupled to two leads. Due to the
hybridization of the two levels, electrons may jump directly from the left contact to right-localized
modes and vice versa, such that in principle all transitions are driven by both contacts. However,
the relative strength of the couplings is different, such that the two Liouvillians have a different
structure. In the Coulomb blockade limit, transitions to the doubly occupied state are strongly
suppressed (thin lines), such that the dimension of the rate equation can be reduced

matrix

L =

⎛

⎜
⎜
⎝

−γ−0,−0 − γ+0,+0 γ0−,0− γ0+,0+ 0
γ−0,−0 −γ0−,0− − γ2−,2− 0 γ−2,−2
γ+0,+0 0 −γ0+,0+ − γ2+,2+ γ+2,+2

0 γ2−,2− γ2+,2+ −γ−2,−2 − γ+2,+2

⎞

⎟
⎟
⎠

(5.20)

only allows transitions changing the system charge by one. Such rate matrices can
also be visualized with a network; see Fig. 5.5. Since we have d̃A = A

†
2 = A1 and

d̃B = A
†
4 = A2, we obtain for the damping coefficients

γ L
ab,ab = γ12(Eb − Ea)

∣
∣〈a|A2|b〉∣∣2 + γ21(Eb − Ea)

∣
∣〈a|A1|b〉∣∣2,

γ R
ab,ab = γ34(Eb − Ea)

∣
∣〈a|A4|b〉∣∣2 + γ43(Eb − Ea)

∣
∣〈a|A3|b〉∣∣2.

(5.21)

In the energy eigenbasis, the rates therefore become (just for brevity, in the wide-
band limit Γα(ω) = Γα):

γ L
0−,0− = ΓLγ+

[
1 − fL

(
ε −

√
Δ2 + T 2

)]
,

γ R
0−,0− = ΓRγ−

[
1 − fR

(
ε −

√
Δ2 + T 2

)]
,
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γ L
0+,0+ = ΓLγ−

[
1 − fL

(
ε +

√
Δ2 + T 2

)]
,

γ R
0+,0+ = ΓRγ+

[
1 − fR

(
ε +

√
Δ2 + T 2

)]
,

γ L−2,−2 = ΓLγ−
[
1 − fL

(
ε + U +

√
Δ2 + T 2

)]
,

γ R−2,−2 = ΓRγ+
[
1 − fR

(
ε + U +

√
Δ2 + T 2

)]
,

γ L+2,+2 = ΓLγ+
[
1 − fL

(
ε + U −

√
Δ2 + T 2

)]
,

γ R+2,+2 = ΓRγ−
[
1 − fR

(
ε + U −

√
Δ2 + T 2

)]
,

γ L−0,−0 = ΓLγ+fL

(
ε −

√
Δ2 + T 2

)
,

(5.22)

γ R−0,−0 = ΓRγ−fR

(
ε −

√
Δ2 + T 2

)
,

γ L+0,+0 = ΓLγ−fL

(
ε +

√
Δ2 + T 2

)
,

γ R+0,+0 = ΓRγ+fR

(
ε +

√
Δ2 + T 2

)
,

γ L
2−,2− = ΓLγ−fL

(
ε + U +

√
Δ2 + T 2

)
,

γ R
2−,2− = ΓRγ+fR

(
ε + U +

√
Δ2 + T 2

)
,

γ L
2+,2+ = ΓLγ+fL

(
ε + U −

√
Δ2 + T 2

)
,

γ R
2+,2+ = ΓRγ−fR

(
ε + U −

√
Δ2 + T 2

)
,

with the dimensionless but positive coefficients

γ± = 1

2

[

1 ± Δ√
Δ2 + T 2

]

(5.23)

arising from the matrix elements of the system coupling operators. We note that
local detailed balance relations are obeyed:

γ α
ab,ab

γ α
ba,ba

= 1 − fα(Eb − Ea)

fα(Eb − Ea)
. (5.24)

As the simplest example of the resulting rate equation, we study the
Coulomb blockade limit: for large Coulomb interactions U , one will obtain
fL/R(ε + U ± √

Δ2 + T 2) → 0. If this is combined with a high-bias assumption
fL(ε ± √

Δ2 + T 2) → 1 and fR(ε ± √
Δ2 + T 2) → 0, the rates simplify consid-

erably. Furthermore, we assume for simplicity Δ → 0 (such that γ± → 1/2). The
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resulting Liouvillian reads as

L = 1

2

⎛

⎜
⎜
⎝

−2ΓL ΓR ΓR 0
ΓL −ΓR 0 ΓL + ΓR

ΓL 0 −ΓR ΓL + ΓR

0 0 0 −2(ΓL + ΓR)

⎞

⎟
⎟
⎠ , (5.25)

where it becomes visible that the doubly occupied state will simply decay and may
therefore—since we are interested in the long-term dynamics—be eliminated com-
pletely:

LCBHB = 1

2

⎛

⎝
−2ΓL ΓR ΓR

ΓL −ΓR 0
ΓL 0 −ΓR

⎞

⎠ . (5.26)

Another often-studied limit is the infinite bias limit. Here, one assumes that the
chemical potential of the source junction is much larger than all system transition
frequencies and that temperature is finite, such that, e.g., fL(ω) → 1. Similarly,
the chemical potential of the drain junction is assumed to be much smaller than
all transition frequencies, which would, e.g., imply that fR(ω) → 0. Assuming for
simplicity again that Δ = 0, the Liouvillian in the infinite bias limit becomes

LIB = 1

2

⎛

⎜
⎜
⎝

−2ΓL ΓR ΓR 0
ΓL −ΓL − ΓR 0 ΓR

ΓL 0 −ΓL − ΓR ΓR

0 +ΓL +ΓL −2ΓR

⎞

⎟
⎟
⎠ . (5.27)

The following warning is applicable: in the discussed limits, the Liouvillian does
not depend on T . Consequently, an unphysical current would be predicted through a
disconnected structure when T → 0. However, precisely in this limit, the two levels
E− and E+ become energetically degenerate when T → 0, such that a simple rate
equation description is not applicable. The Liouvillians (5.26) and (5.27) can only
be expected to be valid when T � Γα .

Exercise 5.2 (Stationary current) Calculate the stationary currents corresponding to
rate matrices Eq. (5.26) and Eq. (5.27).

Exercise 5.3 (Non-equilibrium stationary state) Show that the stationary state of
Eq. (5.26) cannot be written as a grand-canonical equilibrium state by disproving the
equations ρ̄−−/ρ̄00 = e−β(E−−E0−μ), ρ̄++/ρ̄00 = e−β(E+−E0−μ), and ρ̄++/ρ̄−− =
e−β(E+−E−).

The matter and energy currents through the DQD can be used to probe the system
transition frequencies; see Fig. 5.6.
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Fig. 5.6 Plot of matter (solid black, in units of ΓL = ΓR = Γ ) and energy (dashed red, in units
of Γ T ) currents through the double quantum dot. At sufficiently low temperatures, the steps in the
currents occur for positive bias voltage at μL = V/2 ∈ {E− − E0,E+ − E0,E2 − E+,E2 − E−}
(compare vertical dashed lines). Horizontal dashed lines represent energy and matter currents in
high-bias and Coulomb blockade limits (lower lines) and infinite bias limit (upper lines), respec-
tively. The inset displays the configuration of these transition energies relative to left (blue) and
right (green) Fermi functions taken at V = 10T . Then, only the lowest transition energy (arrow)
is inside the transport window, such that transport is dominated by transitions between |−〉 and
|0〉. Other parameters have been chosen as μL = −μR = V/2, ΓL = ΓR = Γ , εA = 4T , εB = 6T ,
U = 5T , and βT = 10

5.2.2 Thermodynamic Interpretation

Unlike the model in the previous section, this model no longer supports tight cou-
pling, as the transferred energy may now depend on the particular jumps. Using
energy and matter conservation, we can write the long-term entropy production
as

Ṡi = −βLQ̇(L) − βRQ̇(R) = (βR − βL)I
(L)
E + (βLμL − βRμR)I

(L)
M , (5.28)

and we can interpret this expression in a similar manner as before.
To track energy and matter currents, we introduce two counting fields by per-

forming in off-diagonal matrix elements of the rate matrix (5.20) the replace-
ments
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γ
(L)
0−,0− → γ

(L)
0−,0−e−iχe−iξ(E+−E0),

γ
(L)
0+,0+ → γ

(L)
0+,0+e−iχe−iξ(E+−E0),

γ
(L)
−0,−0 → γ

(L)
−0,−0e

+iχe+iξ(E−−E0),

γ
(L)
−2,−2 → γ

(L)
−2,−2e

−iχe−iξ(E2−E−),

γ
(L)
+0,+0 → γ

(L)
+0,+0e

+iχe+iξ(E+−E0),

γ
(L)
+2,+2 → γ

(L)
+2,+2e

−iχe−iξ(E2−E+),

γ
(L)
2−,2− → γ

(L)
2−,2−e+iχe+iξ(E2−E−),

γ
(L)
2+,2+ → γ

(L)
2+,2+e+iχe+iξ(E2−E+).

(5.29)

This yields a conditional rate equation with two counting fields L (χ, ξ). By com-
puting the characteristic polynomial D(χ, ξ) = |L (χ, ξ) − 1| we can find the sym-
metry

D(−χ,−ξ) = D(+χ + iAM,+ξ + iAE) (5.30)

with the affinities for matter and energy flow

AM = βLμL − βRμR, AE = βR − βL. (5.31)

These imply a combined fluctuation theorem for energy and matter exchange. De-
noting the probability to transfer n electrons together with the energy E from left to
right after time t by Pn,E(t), it reads

lim
t→∞

P+n,+E(t)

P−n,−E(t)
= e(βLμL−βRμR)n+(βR−βL)E. (5.32)

We note that if one is only able to count particles, similar fluctuation the-
orems would emerge if one would separately count the particles carrying a
specific transition energy [4]. For example, counting all four transitions sep-
arately such that n = n1 + n2 + n3 + n4 and E = (E− − E0)n1 + (E+ −
E0)n2 + (E2 − E+)n3 + (E2 − E−)n4 would yield the same fluctuation theo-
rem.

5.3 Interacting Transport Channels: Two Coupled SETs

We consider two SETs A and B with the two circuits additionally obeying a capac-
itive interaction as depicted in Fig. 5.7.
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Fig. 5.7 Sketch of two SET circuits A and B that are capacitively coupled by the additional
Coulomb interaction U (dotted line), which admits the exchange of energy between the two cir-
cuits. Dashed lines represent weak tunnel couplings with rate Γαβ to the leads. These are assumed
at separate thermal equilibrium and thus described by Fermi functions fαβ . When, e.g., circuit B

is much faster than circuit A, the current through B may rapidly adapt to the slow changes of the
occupations of dot A. In this limit, channel B may be used as an electrometer for the counting
statistics of channel A

5.3.1 Model

The corresponding Hamiltonian reads

HS = εAd
†
AdA + εBd

†
BdB + Ud

†
AdAd

†
BdB,

HB =
∑

k

∑

α∈{L,R}

∑

β∈{A,B}
εkαβc

†
kαβckαβ, (5.33)

HI =
∑

k

∑

α∈{L,R}

∑

β∈{A,B}

(
tkαβdβc

†
kαβ + t∗kαβckαβd

†
β

)
,

and it becomes immediately obvious that the system energy eigenbasis coincides
with the localized Fock state basis |nA,nB〉 with the occupations nβ ∈ {0,1}. Due
to the simplicity of the model, we may directly proceed to the rate equation in the
system energy eigenbasis (which we deliberately order as |00〉, |01〉, |10〉, and |11〉).
The rate matrix decomposes additively in all four terminals L = LLA + LRA +
LLB + LRB , where the separate contributions read

LαA =

⎛

⎜
⎜
⎝

−ΓαAfαA 0 +ΓαA(1 − fαA) 0
0 −Γ U

αAf U
αA 0 +Γ U

αA(1 − f U
αA)

+ΓαAfαA 0 −ΓαA(1 − fαA) 0
0 +Γ U

αAf U
αA 0 −Γ U

αA(1 − f U
αA)

⎞

⎟
⎟
⎠ ,

LαB =

⎛

⎜
⎜
⎝

−ΓαBfαB +ΓαB(1 − fαB) 0 0
+ΓαBfαB −ΓαB(1 − fαB) 0 0

0 0 −Γ U
αBf U

αB +Γ U
αB(1 − f U

αB)

0 0 +Γ U
αBf U

αB −Γ U
αB(1 − f U

αB)

⎞

⎟
⎟
⎠ .

(5.34)
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Since there are only four allowed transition frequencies in this model, we have in-
troduced the abbreviations

ΓαA = ΓαA(εA), Γ U
αA = ΓαA(εA + U),

ΓαB = ΓαB(εB), Γ U
αB = ΓαB(εB + U),

fαA = fαA(εA), f U
αA = fαA(εA + U),

fαB = fαB(εB), f U
αB = fαB(εB + U),

(5.35)

linking to the tunneling rates Γαβ(ω) and Fermi functions fαβ(ω) of each terminal.
We note that local detailed balance is obeyed.

As before, the counting statistics of the model may yield system-specific features.

Exercise 5.4 (Transition rates) Derive the Fourier transforms of the reservoir cor-
relation functions and confirm the rates in the Liouvillian (5.34).

In the limit when one channel is much slower than the other (e.g., ΓαA → 0 and
Γ U

αA → 0), the model becomes bistable, as is in a suitable basis immediately evident
from the block structure of the Liouvillian. In the extreme limit, the decoupled dot
will just maintain its initial occupation, and the remaining channel just corresponds
to an SET with a gate voltage that is tuned according to the (stationary) occupation
of the decoupled dot. Consequently, the current through channel B at a fixed bias
will depend on the initial occupation of channel A. Depending on the occupation of
channel A, the current through B may assume the two values

I1 = ΓLBΓRB

ΓLB + ΓRB

[fLB − fRB ], I2 = Γ U
LBΓ U

RB

Γ U
LB + Γ U

RB

[
f U

LB − f U
RB

]
. (5.36)

When one has finite rates at both circuits but still 0 < ΓαA  ΓαB , this still holds
approximately: the fast channel B then switches (as dictated by the slow fluctuations
of channel A) between the two values of the current, which is known as telegraph
noise. Thus, the fast channel may serve as a detector reading out the instantaneous
occupation of the slow channel A via the current through channel B . Sampling the
number of charges Δn traversing the fast circuit during a fixed time interval Δt

defines an approximate current I = Δn/Δt . When ΓαBΔt is extremely small, the
thus-defined current will be extremely noisy and will not yield reliable information
on the instantaneous occupation of the slow channel. When in contrast the sampling
time interval is very large such that ΓαAΔt � 1, the detector averages over several
periods of filled and empty channel B , such that it is also not suitable as a detector
of charge fluctuations. Only in the intermediate regime ΓαBΔt � 1 and ΓαAΔt  1
may one use channel B as a detector of the instantaneous state of channel A. The
trajectories one obtains in this case are similar to a quantum point contact (QPC)
monitoring nearby charge fluctuations. In fact, the model can be used as a toy model
for a QPC [5], and its simplicity also allows one to determine the QPC fidelity.
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5.3.2 Thermodynamic Interpretation

The system obviously obeys three conservation laws: the energy exchange through
all four junctions is globally conserved I

(LA)
E +I

(RA)
E +I

(LB)
E +I

(RB)
E = 0, and each

circuit obeys matter conservation I
(LA)
M + I

(RA)
M = 0 and I

(LB)
M + I

(RB)
M = 0. Thus,

the long-term entropy production can be specified by counting in general five out
of eight energy and matter currents computable for the four-terminal system. When
however we also keep all temperatures equal, βLA = βRA = βLB = βRB = β , the
entropy production becomes

Ṡi = β(μLA − μRA)I
(LA)
M + β(μLB − μRB)I

(LB)
M , (5.37)

and can thus be quantified using only the matter currents traveling from left to right
through the circuits. This implies that one will no longer have a single-circuit fluc-
tuation theorem. Instead, denoting the joint probability that nA and nB electrons
have traveled through channels A and B at time t , respectively, by PnA,nB

(t), the
fluctuation theorem becomes

lim
t→∞

P+nA,+nB
(t)

P−nA,−nB
(t)

= eβ(μLA−μRA)nA+β(μLB−μRB)nB . (5.38)

If only one circuit is monitored, one will in general not find a fluctuation theo-
rem.

5.3.3 Reduced Dynamics

A special case however occurs for time-scale separation [6–8]. For example, when
the tunneling rates through channel B are much larger than those through channel A,
it is possible to find a fluctuation theorem for channel A only,

lim
t→∞

P+nA
(t)

P−nA
(t)

= eArednA, (5.39)

where however the affinity Ared 
= β(μLA − μRA) is different from the unper-
turbed affinity. In particular, with regard to experimental verifications of the fluc-
tuation theorem by electrometers that exchange energy with the system [9, 10],
it is important to note that the detector backaction modifies the affinity [4, 11].
There are multiple possible ways of deriving such a reduced fluctuation theo-
rem. For example, the corresponding limit can be obtained by performing the
limit in the characteristic polynomial. Here, we instead aim at deriving a coarse-
grained rate equation [12] accounting for the dynamics of circuit A only when B

is very fast. The rate equation for the dot occupations Ṗρσ =∑ρ′σ ′ Lρσ,ρ′σ ′Pρ′σ ′
can be formally written as a rate equation accounting only for the dynamics of
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Pρ =∑σ Pρσ via

Ṗρ =
∑

ρ′σσ ′
Lρσ,ρ′σ ′Pρσ =

∑

ρ′

[∑

σσ ′
Lρσ,ρ′σ ′

Pρ′σ ′

Pρ′

]

Pρ′

scale separation→
∑

ρ′

[∑

σσ ′
Lρσ,ρ′σ ′

P̄ρ′σ ′

P̄ρ′

]

Pρ′ = Lρρ′Pρ′ , (5.40)

which just requires us to compute the conditional probability of the system of being
in state (ρσ ) given that channel A is in state ρ. Strictly speaking, the mapping to a
reduced Markovian master equation only works in the limit where ΓαB,Γ U

αB → ∞.
Then, the conditioned rates become

P00

P0
= ΓLB

ΓLB + ΓRB

(1 − fLB) + ΓRB

ΓLB + ΓRB

(1 − fRB),

P01

P0
= ΓLB

ΓLB + ΓRB

fLB + ΓRB

ΓLB + ΓRB

fRB,

P10

P1
= Γ U

LB

Γ U
LB + Γ U

RB

(
1 − f U

LB

)+ Γ U
RB

Γ U
LB + Γ U

RB

(
1 − f U

RB

)
,

P11

P1
= Γ U

LB

Γ U
LB + Γ U

RB

f U
LB + Γ U

RB

Γ U
LB + Γ U

RB

f U
RB,

(5.41)

and thus just represent two non-equilibrium steady states of channel B , depending
on whether channel A is empty or filled, respectively. The reduced rate equation for
channel A,

(
Ṗ0

Ṗ1

)

=
(−L10 +L01

+L10 −L01

)(
P0
P1

)

, (5.42)

is determined by the transition rates

L01 = L00,10
P̄10

P̄1
+ L01,10

P̄11

P̄1

= [Γ U
LA

(
1 − f U

LA

)+ Γ U
RA

(
1 − f U

RA

)]
[

Γ U
LB

Γ U
LB + Γ U

RB

f U
LB + Γ U

RB

Γ U
LB + Γ U

RB

f U
RB

]

+ [ΓLA(1 − fLA) + ΓRA(1 − fRA)
]

×
[

Γ U
LB

Γ U
LB + Γ U

RB

(
1 − f U

LB

)+ Γ U
RB

Γ U
LB + Γ U

RB

(
1 − f U

RB

)
]

, (5.43)
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L10 = L10,00
P̄00

P̄0
+ L11,01

P̄01

P̄0

= [ΓLAfLA + ΓRAfRA]
[

ΓLB

ΓLB + ΓRB

(1 − fLB) + ΓRB

ΓLB + ΓRB

(1 − fRB)

]

+ [Γ U
LAf U

LA + Γ U
RAf U

RA

]
[

ΓLB

ΓLB + ΓRB

fLB + ΓRB

ΓLB + ΓRB

fRB

]

.

One can still identify the terms in the rate matrix responsible for electronic jumps
to the left and right reservoirs, since Lρσ,ρ′σ ′ = L (L)

ρσ,ρ′σ ′ + L (R)

ρσ,ρ′σ ′ . The rates for
the left and right junctions of channel A,

L (α)
01 = Γ U

αA

(
1 − f U

αA

)
[

Γ U
LB

Γ U
LB + Γ U

RB

f U
LB + Γ U

RB

Γ U
LB + Γ U

RB

f U
RB

]

+ ΓαA(1 − fαA)

[
Γ U

LB

Γ U
LB + Γ U

RB

(
1 − f U

LB

)+ Γ U
RB

Γ U
LB + Γ U

RB

(
1 − f U

RB

)
]

,

L (α)
10 = ΓαAfαA

[
ΓLB

ΓLB + ΓRB

(1 − fLB) + ΓRB

ΓLB + ΓRB

(1 − fRB)

]

+ Γ U
αAf U

αA

[
ΓLB

ΓLB + ΓRB

fLB + ΓRB

ΓLB + ΓRB

fRB

]

,

(5.44)

however now no longer obey local detailed balance in general. Only when chan-
nel A is completely independent on the occupation of channel B , which formally
corresponds to Γ U

αA = ΓαA and f U
αA = fαA, do we recover the original local de-

tailed balance relations for channel A. The fluctuation theorem for particle transfers
through channel A (5.39) can now be directly deduced by introducing a particle
counting field

L (χ) =
(

−L (L)
10 − L (R)

10 +L (L)
01 + L (R)

01 e+iχ

+L (L)
10 + L (R)

10 e−iχ −L (L)
01 − L (R)

01

)

, (5.45)

and the reduced affinity can be expressed in terms of the matrix elements of the
reduced rate matrix

Ared = ln

[
L (L)

10 L (R)
01

L (L)
01 L (R)

10

]

. (5.46)

Exercise 5.5 (Reduced affinity) Confirm the validity of the reduced affinity in
Eq. (5.46).

Depending on the parameters, this effective affinity may now even become
negative, even though a positive bias is applied. This already demonstrates that
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nAred cannot quantify the entropy production of subsystem A, unless in the de-
coupled case U = 0, where the effective affinity reduces to the conventional one
A0 = ln[fLA(1 − fRA)/((1 − fLA)fRA)] = β(μLA − μRA). Physically, a negative
affinity for positive bias applied to channel A simply means that the average current
through channel A will flow against the applied potential gradient. It can be shown
by simple inspection that in the case where channel A has only flat tunneling rates
Γ U

αA = ΓαA, the affinity cannot become negative Ared ≥ 0, such that to generate
useful power in channel A one has to go beyond the wide-band approximation.

In experiments trying to verify the fluctuation theorem by full counting statistics,
this is usually done by coupling two circuits: variations in the current through the
fast circuit (e.g., a QPC) can be associated with quantum jumps in the slow circuit
(e.g., a DQD), and the counting statistics of the slow circuit is reconstructed from
this data [13, 14]. The energy exchange between system and detector however mod-
ifies the effective affinity of the slow circuit, and this correction must be taken into
account when interpreting the experimental results. For the present simple toy model
such an effect is also present, and indeed the toy model may be used for example to
calculate detection errors and detector backaction explicitly [5].

5.3.4 Drag Current

The drag current may also be analyzed in greater detail. To reduce the number of
parameters, we parametrize the energy dependence of the tunneling rates by just
two dimensionless parameters δ and Δ:

ΓLA = Γ
e+δ

cosh(δ)
, Γ U

LA = Γ
e−δ

cosh(δ)
,

ΓRA = Γ
e−δ

cosh(δ)
, Γ U

RA = Γ
e+δ

cosh(δ)
,

ΓLB = Γ
e+Δ

cosh(Δ)
, Γ U

LB = Γ
e−Δ

cosh(Δ)
,

ΓRB = Γ
e−Δ

cosh(Δ)
, Γ U

RB = Γ
e+Δ

cosh(Δ)
,

(5.47)

where δ = Δ = 0 reproduces the case of completely symmetric and equal tunnel-
ing rates Γ . In contrast, the limit δ → ∞ parametrizes a case where in channel A

an electron can only enter and exit from the left at energy εA, whereas tunneling
processes to the right are allowed at energy εA + U . Transport in this limit is thus
only allowed by the exchange of energy with channel B . Similarly, the parameter Δ

controls channel B .
Thermodynamically, since only the total entropy production must be positive

Ṡi ≥ 0, it is possible that, e.g., (μLA − μRA)I
(LA)
M < 0, which would imply that

the current through circuit A may be directed against the bias. To preserve the sec-
ond law, this requires that the current through circuit B must then be directed with
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Fig. 5.8 Contour plot of
efficiency η versus
dimensionless bias voltage
βVA (horizontal axis) and
βVB (vertical axis). Contour
lines range from η = 0.0 to
η = 1.0 in steps of Δη = 0.1.
White regions denote
formally negative efficiencies,
where the drag current is not
directed against the bias. For
finite asymmetry in the
energy-dependent tunneling
rates δ and Δ, the Coulomb
drag can only drive the
current against a finite
bias. Other parameters
have been chosen as
εA = (μLA + μRA)/2 − U/2,
εB = (μLB + μRB)/2 − U/2,
βU = 1, and Δ = δ = 10

the bias. Furthermore, to obtain a positive total entropy production, we must have
I

(LB)
M VB ≥ −I

(LA)
M VA, where VA/B = μLA/B − μRA/B are the bias voltages of the

corresponding circuits. This simply means that the power produced by channel A

is smaller than the heat dissipated by channel B , and the current through B drags
the current through A via its Coulomb interaction. This enables one to define the
efficiency of this Coulomb drag engine [15, 16] as

η = − I
(LA)
M VA

I
(LB)
M VB

= − I
(LA)
M βVA

I
(LB)
M βVB

= − I
(LA)
M ln fLA(1−fRA)

(1−fLA)fRA

I
(LB)
M ln fLB(1−fRB)

(1−fLB)fRB

, (5.48)

which is always upper bounded, η ≤ 1. Note however that η may formally become
negative (when, e.g., both currents flow with the bias anyway, but in these parameter
regions it does not make sense to define this efficiency). Figure 5.8 displays the
efficiency as a function of dimensionless bias voltages βVA and βVB for a specific
case (see caption).

5.4 SET Monitored by a Low-Transparency QPC

A qualitatively different non-equilibrium situation is generated when, within a mul-
ticomponent reservoir, its constituents interact directly, i.e., even without the pres-
ence of the system. When this interaction is sufficiently weak, one may still assume
a tensor product decomposition of the respective equilibrium states. To introduce
some interesting dynamics, the interaction may be modified by the presence of the
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Fig. 5.9 Sketch of a low-transparency QPC (in fact, a two-component bath with the compo-
nents held at different chemical potentials) monitoring an SET. The bare tunneling amplitudes
tkk′ through the QPC are modified to tkk′ + τkk′ (dotted line) when the SET is occupied. Dashed
lines denote tunneling processes treated perturbatively, and the dotted line denotes the exchange of
energy between the SET circuit and the QPC. To lowest order in the interaction however, it turns
out that the QPC does not have an effect on the SET dynamics

quantum system. A prototypical example for such a bath is a QPC: its leads are
held at different potentials, but through a tiny contact charges may directly tunnel
from one lead to another. The tunneling process is however highly sensitive to the
presence of nearby charges, and in the Hamiltonian this is modeled by tunneling
amplitudes that are changed when a nearby quantum dot is occupied. When the
baseline tunneling amplitudes (in a low-transparency QPC) are small, we may ap-
ply the master equation formalism without great effort. We note that the backaction
of realistic QPCs on the probed system can be quite small, as high-precision tests
of counting statistics—performed with a QPC coupled to an SET—have revealed an
impressive validity of the master equation approach [17].

5.4.1 Model

The Hamiltonian of the system depicted in Fig. 5.9 reads

HS = εd†d,

HB =
∑

k

εkLc
†
kLckL +

∑

k

εkLc
†
kRckR +

∑

k

εkLγ
†
kLγkL +

∑

k

εkLγ
†
kRγkR, (5.49)

HI =
[∑

k

tkLdc
†
kL +

∑

k

tkRdc
†
kR + h.c.

]

+
[∑

kk′

(
tkk′ + d†dτkk′

)
γkLγ

†
k′R + h.c.

]

,

where ε denotes the dot level, ckα are annihilation operators for electrons on SET
lead α, and γkα are the annihilation operators for the QPC lead α. The QPC baseline
tunneling amplitude is given by tkk′ and describes the scattering of an electron from
mode k in the left lead to mode k′ in the right QPC contact. When the nearby SET
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is occupied, it is modified to tkk′ + τkk′ , where τkk′ represents the change of the
tunneling amplitude.

We note that the QPC Hamiltonian commutes with the dot Hamiltonian εd†d

of the SET circuit. Thus, if we treat only the SET dot coupled to the QPC circuit,
we would recover a model of the pure dephasing type, cf. Sect. 3.1. This already
highlights that when the central dot of the SET only is treated as a system, neither
energy nor particles will be exchanged between the central dot of the SET and the
QPC in this model.

We will derive a master equation for the dynamics of the SET due to the interac-
tion with the QPC and the two SET contacts. However, we are interested not only in
the charge counting statistics of the SET but also in the counting statistics through
the QPC. Since the quantum jumps of the QPC cannot be identified a posteriori in
the SET rates, we will derive them microscopically. The Liouvillian for the SET-
contact interaction is well known and has been stated previously (we insert particle
counting fields at the right lead):

LSET(χ) =
( −ΓLfL − ΓRfR +ΓL(1 − fL) + ΓR(1 − fR)e+iχ

+ΓLfL + ΓRfRe−iχ −ΓL(1 − fL) − ΓR(1 − fR)

)

. (5.50)

We will therefore derive the dissipator for the SET-QPC interaction separately,
tracking the tunneled QPC electrons. To keep track of the tunneled QPC electrons,
we insert a virtual detector operator in the respective tunneling Hamiltonian:

H
QPC
I =

∑

kk′

(
tkk′1 + d†dτkk′

)
B†γkLγ

†
k′R +

∑

kk′

(
t∗kk′1 + d†dτ ∗

kk′
)
Bγk′Rγ

†
kL

= 1 ⊗ B† ⊗
∑

kk′
tkk′γkLγ

†
k′R + 1 ⊗ B ⊗

∑

kk′
t∗kk′γk′Rγ

†
kL

+ d†d ⊗ B† ⊗
∑

kk′
τkk′γkLγ

†
k′R + d†d ⊗ B ⊗

∑

kk′
τ ∗
kk′γk′Rγ

†
kL. (5.51)

Note that we have implicitly performed the mapping to a tensor product represen-
tation of the fermionic operators, which is unproblematic here as between SET and
QPC no particle exchange takes place, and the electrons in the QPC and the SET
may be treated as different particle types. To simplify the system, we assume that
the change of tunneling amplitudes affects all modes in the same manner, i.e., τkk′ =
τ̃ tkk′ , where τ represents the extent to which the tunneling is modified when an elec-
tron is present in the SET. This enables us to combine some coupling operators,

H
QPC
I = [1 + τ̃ d†d

]⊗ B† ⊗
∑

kk′
tkk′γkLγ

†
k′R

+ [1 + τ̃ ∗d†d
]⊗ B ⊗

∑

kk′
t∗kk′γk′Rγ

†
kL. (5.52)

The evident advantage of this approximation is that only two correlation functions
have to be computed. Furthermore, we note that we treat the QPC perturbatively in
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tkk′ and in τ . We can now straightforwardly (since the baseline tunneling term is not
included in the bath Hamiltonian) map to the interaction picture:

B1(τ ) =
∑

kk′
tkk′γkLγ

†
k′Re−i(εkL−εk′R)τ ,

B2(τ ) =
∑

kk′
t∗kk′γk′Rγ

†
kLe+i(εkL−εk′R)τ .

(5.53)

For the first bath correlation function we obtain

C12(τ ) =
∑

kk′

∑

��′
tkk′ t∗��′e−i(εkL−εk′R)τ

〈
γkLγ

†
k′Rγ�′Rγ

†
�L

〉

=
∑

kk′
|tkk′ |2e−i(εkL−εk′R)τ

[
1 − fL(εkL)

]
fR(εk′R)

= 1

2π

∫ ∫

T
(
ω,ω′)[1 − fL(ω)

]
fR

(
ω′)e−i(ω−ω′)τ dω dω′, (5.54)

where we have introduced T (ω,ω′) = 2π
∑

kk′ |tkk′ |2δ(ω − εkL)δ(ω − εk′R). Note
that in contrast to previous tunneling rates, this quantity is dimensionless. The inte-
gral factorizes when T (ω,ω′) factorizes (or when it is flat T (ω,ω′) = T0). In this
case, the correlation function C12(τ ) is expressed as a product in the time domain,
such that its Fourier transform will be given by a convolution integral,

γ12(Ω) =
∫

C12(τ )e+iΩτ dτ = T0

∫

dωdω′ [1 − fL(ω)
]
fR

(
ω′)δ

(
ω − ω′ − Ω

)

= T0

∫
[
1 − fL(ω)

]
fR(ω − Ω)dω. (5.55)

For the other correlation function, we have

γ21(Ω) = T0

∫

fL(ω)
[
1 − fR(ω + Ω)

]
dω. (5.56)

These correlation functions allow for a simple interpretation of the corresponding
tunneling processes. For example, Γ21(Ω) describes all tunneling processes from
the left to the right lead, where the electron gains energy Ω from the system.

Exercise 5.6 (Correlation functions for the QPC) Show the validity of Eq. (5.56).

The structure of the Fermi functions demonstrates that the shift Ω can be in-
cluded in the chemical potentials. Therefore, the technical problem is mapped to
integrals of the type

I =
∫

f1(ω)
[
1 − f2(ω)

]
dω (5.57)
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Fig. 5.10 Integrand in Eq. (5.57). As the Fermi function f1(ω) (red dashed curve) declines from
1 to 0 at μ1 and the factor 1 − f2(ω) (orange dotted curve) rises from 0 to 1 at μ2, the product
of both (solid black) will have support between μ2 and μ1, when μ2 < μ1. This becomes exact at
zero temperature, where we obtain a product of two step functions and the area under the curve is
given by the difference μ1 − μ2 as soon as μ1 > μ2 (and zero otherwise)

with Fermi functions fi(ω). The zero temperature limit is particularly simple to
solve: then, the Fermi functions become step functions, and the integral should be-
have as I ≈ (μ1 − μ2)Θ(μ1 − μ2), where Θ(x) denotes the Heaviside Θ function;
see also Fig. 5.10. For finite and different temperatures, the value of the integral can
also be calculated. For simplicity however we constrain ourselves to the (experi-
mentally relevant) case of equal but finite temperatures (β1 = β2 = β) and different
chemical potentials. In this case, we obtain

I =
∫

1

(eβ(μ2−ω) + 1)(e−β(μ1−ω) + 1)
dω

= lim
δ→∞

∫
1

(eβ(μ2−ω) + 1)(e−β(μ1−ω) + 1)

δ2

δ2 + ω2
dω, (5.58)

where we have introduced the Lorentzian-shaped regulator in order to apply residue
formulae later on. The poles of the integrand are given by

ω∗± = ±iδ,

ω∗
1,n = μ1 + π

β
(2n + 1) (5.59)

ω∗
2,n = μ2 + π

β
(2n + 1),

where n ∈ {0,±1,±2,±3, . . .}. Here, the first line results from the regularization
and all remaining poles are given by the Matsubara frequencies. We can solve the
integral by using the residue theorem; see also Fig. 5.11 for the integration contour.
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Fig. 5.11 Poles and integration contour for Eq. (5.57) in the complex plane. The integral along the
real axis (blue line) is closed by an arc (red curve) in the upper complex plane, along which (due to
the regulator) the integrand vanishes sufficiently fast. The sum over the residues at the Matsubara
frequencies (circles) converges and—in the case of equal temperatures left and right—leads to a
surprisingly simple result

Finally, we obtain for the integral

I = 2π i lim
δ→∞

{

Resf1(ω)
[
1 − f2(ω)

] δ2

δ2 + ω2

∣
∣
∣
∣
ω=+iδ

+
∞∑

n=0

Resf1(ω)
[
1 − f2(ω)

] δ2

δ2 + ω2

∣
∣
∣
∣
ω=μ1+ π

β
(2n+1)

+
∞∑

n=0

Resf1(ω)
[
1 − f2(ω)

] δ2

δ2 + ω2

∣
∣
∣
∣
ω=μ2+ π

β
(2n+1)

}

= μ1 − μ2

1 − e−β(μ1−μ2)
, (5.60)

which automatically obeys the simple zero temperature (β → ∞) limit discussed
before. With the replacements μ1 → μR + Ω and μ2 → μL, we obtain for the
Fourier transform of the first bath correlation function

γ12(Ω) = T0
Ω − V

1 − e−β(Ω−V )
, (5.61)

where V = μL − μR is the QPC bias voltage. Likewise, with the replacements
μ1 → μL and μ2 → μR − Ω , the Fourier transform of the second bath correlation
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function becomes

γ21(Ω) = T0
Ω + V

1 − e−β(Ω+V )
. (5.62)

We note that these Fourier transforms obey the Kubo–Martin–Schwinger (KMS)-
type relation

γ12(+Ω)

γ21(−Ω)
= e+β(Ω−V ), (5.63)

where now the QPC bias voltage assumes the role of a chemical potential. Naturally,
without an applied QPC bias, QPC transitions from left to right are just as probable
as transitions from right to left, and at infinite bias, the transport becomes unidi-
rectional. Now we can calculate the transition rates in our system (containing the
virtual detector and the quantum dot) for a nondegenerate system spectrum. Since
now the detector is part of our system, its state is not only characterized by the num-
ber of charges on the SET dot a ∈ {0,1} but also by the number of charges n that
have tunneled through the QPC and have thereby changed the detector state:

ρ̇(a,n)(a,n) =
∑

b,m

γ(a,n)(b,m),(a,n)(b,m)ρ(b,m)(b,m)

−
[∑

b,m

γ(b,m)(a,n),(b,m)(a,n)

]

ρ(a,n)(a,n). (5.64)

Shortening the notation by omitting the double indices, we may also write

ρ̇(n)
aa =

∑

b,m

γ(a,n),(b,m)ρ
(m)
bb −

[∑

b,m

γ(b,m),(a,n)

]

ρ(n)
aa , (5.65)

where ρ
(n)
aa = ρ(a,n),(a,n) and γ(a,n),(b,m) = γ(a,n)(a,n),(b,m)(b,m). It is evident that the

coupling operators A1 = (1 + τ̃ d†d) ⊗ B† and A2 = (1 + τ̃ ∗d†d) ⊗ B only allow
for sequential tunneling through the QPC at lowest order (i.e., m = n ± 1) and do
not induce transitions between different dot states (i.e., a = b), such that the only
nonvanishing contributions may arise for

γ(0,n)(0,n+1) = γ12(0)〈0, n|A2|0, n + 1〉〈0, n|A†
1|0, n + 1〉∗ = γ12(0),

γ(0,n)(0,n−1) = γ21(0)〈0, n|A1|0, n − 1〉〈0, n|A†
2|0, n − 1〉∗ = γ21(0),

γ(1,n)(1,n+1) = γ12(0)〈1, n|A2|1, n + 1〉〈1, n|A†
1|1, n + 1〉∗ = γ12(0)|1 + τ̃ |2,

γ(1,n)(1,n−1) = γ21(0)〈1, n|A1|1, n − 1〉〈1, n|A†
2|1, n − 1〉∗ = γ21(0)|1 + τ̃ |2.

(5.66)

The remaining terms just account for the normalization.
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Exercise 5.7 (Normalization terms) Compute the remaining rates,
∑

m

γ(0,m)(0,m),(0,n)(0,n) and
∑

m

γ(1,m)(1,m),(1,n)(1,n),

explicitly.

Adopting the notation of conditional master equations, this leads to the connected
system

ρ̇
(n)
00 = γ12(0)ρ

(n+1)
00 + γ21(0)ρ

(n−1)
00 − [γ12(0) + γ21(0)

]
ρ

(n)
00 ,

ρ̇
(n)
11 = |1 + τ̃ |2γ12(0)ρ

(n+1)
11 + |1 + τ̃ |2γ21(0)ρ

(n−1)
11 (5.67)

− |1 + τ̃ |2[γ12(0) + γ21(0)
]
ρ

(n)
11 ,

such that after Fourier transformation with the counting field ξ for the QPC, we
obtain the following dissipator:

LQPC(ξ) =
([γ21(e+iξ − 1) + γ12(e−iξ − 1)] 0

0 |1 + τ̃ |2[γ21(e+iξ − 1) + γ12(e−iξ − 1)]
)

.

(5.68)

The unusual occurrence of counting fields on the diagonal of the Liouvillian results
from the fact that the QPC transitions happen while the SET circuit is stationary.
Obviously, the counting statistics of the QPC could not have been deduced directly
from the Liouvillian describing the SET dynamics alone: the QPC does not have
any effect on the SET dynamics (which is of course an artifact of our perturbative
treatment) as can be seen by setting ξ → 0. More closely analyzing the Fourier
transforms of the bath correlation functions,

γ21 = γ21(0) = T0
V

1 − e−βV
,

γ12 = γ12(0) = T0
V

e+βV − 1
,

(5.69)

we see that for sufficiently large QPC bias voltages, transport becomes unidirec-
tional and only one contribution remains while the other one is exponentially sup-
pressed. The sum of both Liouvillians (5.50) and (5.68) constitutes the total dissi-
pator:

L (χ, ξ) = LSET(χ) + LQPC(ξ), (5.70)

which can be used to calculate the probability distributions for tunneling through
both transport channels (QPC and SET).

Exercise 5.8 (QPC current) Show that the stationary state of the SET is unaffected
by the additional QPC dissipator and calculate the stationary current through the
QPC for Liouvillian (5.70).
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5.4.2 Detector Limit

When we consider the case {ΓL,ΓR}  {T0V, |1 + τ̃ |T0V }, we approach a bistable
system, and the counting statistics approaches the case of telegraph noise.

When the dot is empty or filled throughout, respectively, the QPC current can
easily be determined as

I0 = [γ21(0) − γ12(0)
]
, I1 = |1 + τ̃ |2[γ21(0) − γ12(0)

]
. (5.71)

Since the moment-generating function in this case just corresponds to two counter-
propagating Poisson processes, the noise S = d

dt
(〈n2〉 − 〈n〉2) becomes

S0 = [γ21(0) + γ12(0)
]
, S1 = |1 + τ̃ |2[γ21(0) + γ12(0)

]
. (5.72)

For finite time intervals Δt , the number of electrons Δn tunneling through the
QPC during the time interval [t, t +Δt] is determined by the probability distribution

PΔn(Δt) = 1

2π

∫ +π

−π

Tr
{
eL (0,ξ)Δt−iΔnξρ(t)

}
dξ, (5.73)

where ρ(t) represents the initial density matrix at time t . This quantity can, e.g., be
evaluated numerically. Generally, a periodic measurement of the charges that have
traversed the QPC during time intervals Δt then maps to a fixed-point iteration for
the density matrix.

When Δt is not too large (such that the stationary state is not really reached)
and not too small (such that there are sufficiently many particles tunneling through
the QPC to meaningfully define a current), the time-resolved QPC current can be
extracted as follows. To simulate a measurement of the particle number, a random
number α ∈ [0,1] can be drawn and used to determine a certain particle number n.
Technically, this is the number n for which

∑
i≤n PΔi(Δt) ≤ α ≤∑i≤n+1 PΔi(Δt).

Measuring a certain particle number m corresponds to a projection, i.e., the system-
detector density matrix is projected to a certain measurement outcome which occurs
with the probability PΔm(Δt),

ρ =
∑

n

ρ(n) ⊗ |n〉〈n| m→ ρ(m)

Tr{ρ(m)} . (5.74)

The density matrix after the measurement is then used as the initial state for the next
iteration, and the ratio of measured particles divided by the measurement time gives
a current estimate I (t) ≈ Δn

Δt
. Repeating this process, one obtains a trajectory as

displayed in Fig. 5.12. Such current trajectories are used to track the full counting
statistics of small systems, which is for a bimodal current however only reliable
when the transport across the small system is unidirectional [13, 17]. The presented
detector model naturally includes measurement errors for finite measurement times
Δt . When Δt is too small, the measurement error will be large since there is a large
uncertainty of associating the correct charge state to the measured current. When
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Fig. 5.12 Numerical simulation of the time-resolved QPC current for a slowly fluctuating SET dot
occupation. At infinite SET bias, the QPC current allows one to reconstruct the full counting statis-
tics of the SET, since each current blip (arrows) from low to high current—horizontal lines corre-
sponding to Eq. (5.71) and shaded regions corresponding to the root of Eq. (5.72)—corresponds to
an electron leaving the SET to its right junction. In this model, at finite SET bias, the direction of
tunneling cannot be reliably deduced from the QPC current. Parameters: ΓLΔt = ΓRΔt = 0.01,
γ12(0)Δt = |1 + τ̃ |2γ12(0)Δt = 0, γ21(0)Δt = 100.0, |1 + τ̃ |2γ21(0)Δt = 50.0, SET held at in-
finite bias (fL = 1, fR = 0). The right panel shows the corresponding probability distribution
Pn(Δt) versus n = IΔt , where the shaded (dashed) curve is sampled from the left panel, and
the black thick curve is the theoretical limit Eq. (5.73) that one would obtain when sampling was
performed for an infinitely long trajectory, i.e., for infinitely many intervals of finite Δt

Δt is too large, the measurement error will also be large since the detector averages
over several cycles of loaded and unloaded SET states. In an intermediate regime
however, one can expect the detector to yield reliable and meaningful results.

Unfortunately, the presented detector model completely neglects the detector
backaction on the probed system, which makes it different from, e.g., the system
discussed in Sect. 5.3. As a consequence, e.g., the fluctuation theorems for matter
transfer through QPC and SET can be shown to hold independently; i.e., denoting
the probability of having n charges traverse the circuit i by P i

n(t), one can prove the
following relations:

lim
t→∞

P SET+n (t)

P SET−n (t)
= enβSETVSET, lim

t→∞
P

QPC
+n (t)

P
QPC
−n (t)

= enβQPCVQPC . (5.75)

Exercise 5.9 (Independent fluctuation theorems) Confirm the validity of Eq. (5.75).
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Fig. 5.13 Sketch of a low-transparency QPC monitoring a double quantum dot with a single elec-
tron loaded (charge qubit). When the electron is on dot A, the QPC tunneling amplitudes are given
by tA

kk′ , and by tB
kk′ when the electron is on dot B . The current through the QPC is modified by the

position of the charge qubit electron. As the interaction does not commute with the charge qubit
Hamiltonian, the charge qubit exchanges energy with the QPC

5.5 Monitored Charge Qubit

A low-transparency QPC may also be used to monitor a nearby charge qubit; see
Fig. 5.13. The QPC performs a measurement of the electronic position, since its
current is highly sensitive on it. When we identify the localized electronic states
with eigenstates of the σz Pauli matrix, the current measurement thus corresponds
to a σz measurement performed on the qubit. In addition, the mere presence of a
detector of course also leads to a backaction on the probed system. Here, we will
derive a master equation for the qubit to quantify this backaction and show that the
detector induces decoherence in the energy eigenbasis of the qubit.

5.5.1 Model

The Hamiltonian of the charge qubit is given by

HCQB = εAd
†
AdA + εBd

†
BdB + T

(
dAd

†
B + dBd

†
A

)
, (5.76)

where we can safely neglect Coulomb interaction, since to form a charge qubit, the
number of electrons on this double quantum dot (DQD) is fixed to one. The matrix
representation is therefore just two dimensional in the |nA,nB〉 ∈ {|10〉, |01〉} basis
and can be expressed by Pauli matrices,

HCQB =
(

εA T

T εB

)

= εA + εB

2
1 + εA − εB

2
σz + T σx

≡ ε1 + Δσz + T σx, (5.77)
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i.e., we may identify d
†
AdA = 1

2 (1 + σz) and d
†
BdB = 1

2 (1 − σz). The tunneling part
of the QPC Hamiltonian reads as

HI = d
†
AdA ⊗

∑

kk′
tAkk′γkLγ

†
k′R + d

†
BdB ⊗

∑

kk′
tBkk′γkLγ

†
k′R + h.c., (5.78)

where t
A/B

kk′ represents the tunneling amplitudes when the electron is localized on
dots A and B , respectively. It does not commute with the Hamiltonian of the charge
qubit, except for the pure-dephasing limit T = 0. After representing the charge qubit
in terms of Pauli matrices, the full Hamiltonian reads as

H = ε1 + Δσz + T σx

+ 1

2

[
1 + σz

]⊗
[∑

kk′
tAkk′γkLγ

†
k′R +

∑

kk′
tA∗
kk′ γk′Rγ

†
kL

]

+ 1

2

[
1 − σz

]⊗
[∑

kk′
tBkk′γkLγ

†
k′R +

∑

kk′
tB∗
kk′ γk′Rγ

†
kL

]

+
∑

k

εkLγ
†
kLγkL +

∑

k

εkRγ
†
kRγkR. (5.79)

To reduce the number of correlation functions, we again assume that all tunneling
amplitudes are modified equally, tA

kk′ = τ̃Atkk′ and tB
kk′ = τ̃B tkk′ with baseline tun-

neling amplitudes tkk′ and real constants τA and τB . Then, only a single correlation
function needs to be calculated:

HI =
[
τ̃A

2

(
1 + σz

)+ τ̃B

2

(
1 − σz

)
]

⊗
[∑

kk′
tkk′γkLγ

†
k′R +

∑

kk′
t∗kk′γk′Rγ

†
kL

]

,

(5.80)

which becomes explicitly

C(τ) =
〈∑

kk′��′

[
tkk′γkLγ

†
k′Re−i(εkL−εk′R)τ + t∗kk′γk′Rγ

†
kLe+i(εkL−εk′R)τ

]

× [t��′γ�Lγ
†
�′R + t∗��′γ�′Rγ

†
�L

]
〉

=
∑

kk′
|tkk′ |2[e−i(εkL−εk′R)τ

〈
γkLγ

†
k′Rγk′Rγ

†
kL

〉

+ e+i(εkL−εk′R)τ
〈
γk′Rγ

†
kLγkLγ

†
k′R
〉]

= 1

2π

∫

dωdω′ T
(
ω,ω′)[e−i(ω−ω′)τ [1 − fL(ω)

]
fR

(
ω′)

+ e+i(ω−ω′)τ fL(ω)
[
1 − fR

(
ω′)]], (5.81)
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where we have in the last step replaced the summation by a continuous integration
with T (ω,ω′) = 2π

∑
kk′ |tkk′ |2δ(ω − εkL)δ(ω′ − εk′R). We directly conclude for

the Fourier transform of the bath correlation function

γ (Ω) =
∫

dωdω′ T
(
ω,ω′)[δ

(
Ω − ω + ω′)[1 − fL(ω)

]
fR

(
ω′)

+ δ
(
Ω + ω − ω′)fL(ω)

[
1 − fR

(
ω′)]]

=
∫

dω
[
T (ω,ω − Ω)

[
1 − fL(ω)

]
fR(ω − Ω)

+ T (ω,ω + Ω)fL(ω)
[
1 − fR(ω + Ω)

]]
. (5.82)

In what follows, we will consider the wide-band limit T (ω,ω′) = 1 (the weak cou-
pling limit enters the τ̃A/B parameters), such that we may directly use the result
from the previous Sect. 5.4:

γ (Ω) = Ω + V

1 − e−β(Ω+V )
+ Ω − V

1 − e−β(Ω−V )
, (5.83)

where V = μL − μR denotes the bias voltage of the QPC. We note that the Fourier
transform of the correlation function obeys at zero bias voltage V = 0 the KMS
relation

γ (+Ω)

γ (−Ω)
= eβΩ. (5.84)

Since we are not interested in the QPC counting statistics here, we need not intro-
duce any counting fields. However, the qubit-QPC interaction Hamiltonian does not
commute with the Hamiltonian describing the charge qubit, which implies that we
can expect the detector to have some impact on the qubit dynamics. The derivation
of the master equation in the system energy eigenbasis requires diagonalization of
the system Hamiltonian first:

E− = ε −
√

Δ2 + T 2, |−〉 = −(Δ + √
Δ2 + T 2)|0〉 + T |1〉

√

T 2 + (Δ − √
Δ2 + T 2)2

,

E+ = ε +
√

Δ2 + T 2, |+〉 = −(Δ − √
Δ2 + T 2)|0〉 + T |1〉

√

T 2 + (Δ + √
Δ2 + T 2)2

.

(5.85)

Exercise 5.10 (Diagonalization of a single-qubit Hamiltonian) Calculate eigenval-
ues and eigenvectors of the system Hamiltonian.

Following the quantum optical master equation (compare Definition 2.3) we ob-
tain a Lindblad master equation for the qubit
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ρ̇ = −i[HS + HLS, ρ]

+
∑

abcd

γab,cd

[

|a〉〈b|ρ(|c〉〈d|)† − 1

2

{(|c〉〈d|)†|a〉〈b|, ρ}
]

, (5.86)

where the summation only goes over the two energy eigenstates and HLS denotes
the frequency renormalization due to the detector (Lamb shift). Since the two eigen-
values of our system are nondegenerate, the Lamb-shift Hamiltonian is diagonal in
the system energy eigenbasis and does not affect the dynamics of the populations,
which decouples according to the rate equation

ρ̇aa =
∑

b

γab,abρbb −
[∑

b

γba,ba

]

ρaa (5.87)

completely from the coherences. In particular, we have

ρ̇−− = γ−−,−−ρ−− + γ−+,−+ρ++ − γ−−,−−ρ−− − γ+−,+−ρ−−
= γ−+,−+ρ++ − γ+−,+−ρ−−, (5.88)

ρ̇++ = γ+−,+−ρ−− − γ−+.−+ρ++,

which when written as a matrix becomes

(
ρ̇−−
ρ̇++

)

=
(−γ+−,+− +γ−+,−+

+γ+−,+− −γ−+,−+

)(
ρ−−
ρ++

)

. (5.89)

The required damping coefficients read as

γ−+,−+ = γ (E+ − E−)
∣
∣〈−|A|+〉∣∣2 = γ

(+2
√

Δ2 + T 2
) T 2

4(Δ2 + T 2)
(τ̃A − τ̃B)2,

γ+−,+− = γ (E− − E+)
∣
∣〈+|A|−〉∣∣2 = γ

(−2
√

Δ2 + T 2
) T 2

4(Δ2 + T 2)
(τ̃A − τ̃B)2.

(5.90)

Exercise 5.11 (Qubit dissipation) Show the validity of Eqs. (5.90).

This shows that when the QPC current is not dependent on the qubit state
τ̃A = τ̃B , the dissipation on the qubit vanishes completely, which is consistent with
our initial interaction Hamiltonian. In addition, in the pure dephasing limit T → 0,
we do not have any dissipative backaction of the measurement device on the qubit.
Equation (5.89) obviously also preserves the trace of the density matrix.
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5.5.2 Thermalization and Decoherence

The stationary density matrix must satisfy the relation

ρ̄++
ρ̄−−

= γ+−,+−
γ−+,−+

= γ (−2
√

Δ2 + T 2)

γ (+2
√

Δ2 + T 2)
. (5.91)

When the QPC bias voltage vanishes (at equilibrium), we have

γ (−2
√

Δ2 + T 2)

γ (+2
√

Δ2 + T 2)
→ e−β2

√
Δ2+T 2 = e−β(E+−E−), (5.92)

i.e., the qubit thermalizes with the temperature of the QPC. When the QPC bias
voltage is large, the qubit is driven away from this thermal state.

Exercise 5.12 (Strongly monitored qubit) Calculate the stationary qubit state for
the QPC held at infinite bias V → ±∞.

The evolution of coherences decouples from the diagonal elements of the den-
sity matrix. The hermiticity of the density matrix allows us to consider only one
coherence

ρ̇−+ = −i(E− + ΔE− − E+ − ΔE+)ρ−+

+
[

γ−−,++ − 1

2
(γ−−,−− + γ++,++ + γ−+,−+ + γ+−,+−)

]

ρ−+, (5.93)

where ΔE± corresponds to the energy renormalization due to the Lamb shift, which
induces a frequency renormalization of the qubit. The real part of the above equation
is responsible for the damping of the coherence, and its calculation requires the
evaluation of all remaining nonvanishing damping coefficients

γ−+,−+ + γ+−,+−

= [γ (+2
√

Δ2 + T 2
)+ γ

(−2
√

Δ2 + T 2
)] T 2

4(T 2 + Δ2)
(τ̃A − τ̃B)2,

γ−−,−− + γ++,++ − 2γ−−,++ = γ (0)
Δ2

T 2 + Δ2
(τ̃A − τ̃B)2.

(5.94)

Using the decomposition of the damping, we may now calculate the decoherence
rate,

γ = 1

2
(γ−+,−+ + γ+−,+−) + 1

2
(γ−−,−− + γ++,++ − 2γ−−,++)

= (τ̃A − τ̃B)2

8

T 2

Δ2 + T 2

{
(
V + 2

√
Δ2 + T 2

)
coth

[
β

2

(
V + 2

√
Δ2 + T 2

)
]
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+ (V − 2
√

Δ2 + T 2
)

coth

[
β

2

(
V − 2

√
Δ2 + T 2

)
]}

+ (τ̃A − τ̃B)2

2

Δ2

Δ2 + T 2
V coth

[
βV

2

]

, (5.95)

which vanishes as reasonably expected when we set τ̃A = τ̃B . Note that x coth(x) ≥ 1
not only proves positivity of the decoherence rate (i.e., the coherences always de-
cay), but it also enables one to obtain a rough lower bound

γ ≥ (τ̃A − τ̃B)2

2β

T 2 + 2Δ2

T 2 + Δ2
(5.96)

on the dephasing rate. This lower bound is approached when the QPC voltage is

rather small. For large voltages |V | � √
Δ2 + T 2, the dephasing rate is given by

γ ≈ (τ̃A − τ̃B)2

2

T 2 + 2Δ2

T 2 + Δ2
|V | (5.97)

and thus is limited by the voltage rather than the temperature. Thus, in any case the
decoherence rate increases with both temperature and bias voltage of the QPC.

To study the time-resolved counting statistics of a QPC reading out the occupa-
tion of a DQD, it would now be straightforward to combine the results from this
section and those of Sect. 5.2 to yield a model where the detector exchanges energy
with the system. However, using an SET instead as detector, we can use our knowl-
edge of the exact solution to obtain a true non-equilibrium environment, as will be
discussed in Sect. 5.6.

5.6 High-Transparency QPC

As a toy model for a QPC we consider as in Sect. 5.3 again a single-electron tran-
sistor (SET). However, this time we lift the constraint of treating it in a weak cou-
pling approximation and instead use the exact solution presented in Sect. 3.2. See
Fig. 5.14.

5.6.1 Model

We assume that the SET detects nearby charge fluctuations (e.g., those of the nearby
DQD) by some capacitive interaction; i.e., the interaction between the SET and an-
other electronic quantum system is given by HI = Ad†d , where d†d denotes the
occupation of the central SET dot and A = A† is some operator of the nearby quan-
tum dot structure. When the upper circuit in Fig. 5.14 is solved exactly for its non-
equilibrium stationary state, it can be considered a true non-equilibrium bath [8].
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Fig. 5.14 Sketch of an SET circuit that is capacitively coupled via the additional Coulomb in-
teractions UA and UB (dotted lines) to a nearby double quantum dot, which admits the exchange
of energy. In contrast to Fig. 5.7, the upper circuit is treated non-perturbatively (solid lines) and
thus constitutes a separate non-equilibrium environment. Despite the non-equilibrium nature of the
bath, its correlation function depends in the long-term limit only on a single time argument

To obtain a simple master equation for the system, we first demand that the ex-
pectation value of the bath coupling operator vanish in the stationary state, which
can be achieved by transforming HI → A(d†d − κ1) and HS → HS + κA with
κ = limt→∞〈d†(t)d(t)〉. The exact solution of the QPC toy model only in Sect. 3.2
can be further simplified in the wide-band limit (δL → ∞ and δR → ∞). In this
limit, we can easily compute the inverse Laplace transform of Eq. (3.38), and using
η = ηL + ηR > 0 we can neglect all terms that decay for large times to obtain the
asymptotic oscillatory solution (we relabel the SET tunneling rates from Sect. 3.2
Γ → η to avoid confusion):

d(t)
t→∞→ i

∑

k

[
e−iεkLt t∗kLckL

−iεkL + iε + η/2
+ e−iεkRt t∗kRckR

−iεkR + iε + η/2

]

≡
∑

k

[
ak(t)ckL + bk(t)ckR

]
, (5.98)

where we have neglected all transient dynamics and thus only kept the asymptotic
oscillatory behavior. To remain consistent, we will consider in the following only
the wide-band limit.

To determine the shift κ , we calculate (also relabeling the SET Fermi functions
from Sect. 3.2 fα(ω) → Fα(ω) to avoid confusion)

〈
d†(t)d(t)

〉 t→∞→
∑

kk′

〈(
a∗
k (t)c

†
kL + b∗

k (t)c
†
kR

)(
ak′(t)ck′L + bk′(t)ck′R

)〉

=
∑

k

[∣
∣ak(t)

∣
∣2FL(εkL) + ∣∣bk(t)

∣
∣2FR(εkR)

]
, (5.99)
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where we have used the fact that, in the Heisenberg picture, the expectation value
must be computed with respect to the initial state, here assumed as a tensor product

ρ0 = e−βL(H
(L)
B −μLN

(L)
B )

Tr{e−βL(H
(L)
B −μLN

(L)
B )}

⊗ e−βR(H
(R)
B −μRN

(R)
B )

Tr{e−βR(H
(R)
B −μRN

(R)
B )}

(5.100)

of left and right SET leads. By introducing as usual the frequency-dependent tun-
neling rates

ηα(ω) = 2π
∑

k

|tkα|2δ(ω − εkα) (5.101)

and using for consistency the wide-band approximation ηα(ω) ≈ ηα , one can con-
vert the summation into integrals,

κ = 1

2π

∫

dω
ηLFL(ω) + ηRFR(ω)

(ε − ω)2 + η2/4
, (5.102)

which can be solved exactly by the residue theorem, but we will be content with the
above integral representation.

The correlation function constructed from the coupling operators (2.15) now gen-
erally depends on two time arguments, since we cannot assume that the reservoir is
in an equilibrium state. After having applied the shift transformation in the interac-
tion and system Hamiltonian, the correlation function reads

C(t1, t2) = 〈(d†(t1)d(t1) − κ1
)(

d†(t2)d(t2) − κ1
)〉

ti→∞→ 〈
d†(t1)d(t1)d

†(t2)d(t2)
〉− κ2 (5.103)

but can again be evaluated—since in the Heisenberg picture we have shifted the time
dependence to the operators—with respect to the initial state (5.100).

We can therefore asymptotically (for large times t1 and t2) write the correlation
function as

C(t1, t2)
ti→∞→

∑

kk′qq ′

〈(
a∗
k (t1)c

†
kL + b∗

k (t1)c
†
kR

)(
ak′(t1)ck′L + bk′(t1)ck′R

)

× (a∗
q(t2)c

†
qL + b∗

q(t2)c
†
qR

)(
aq ′(t2)cq ′L + bq ′(t2)cq ′R

)〉− κ2

=
∑

kk′qq ′

[
a∗
k (t1)ak′(t1)a

∗
q(t2)aq ′(t2)

〈
c

†
kLck′Lc

†
qLcq ′L

〉

+ a∗
k (t1)ak′(t1)b

∗
q(t2)bq ′(t2)

〈
c

†
kLck′Lc

†
qRcq ′R

〉

+ a∗
k (t1)bk′(t1)b

∗
q(t2)aq ′(t2)

〈
c

†
kLck′Rc

†
qRcq ′L

〉

+ b∗
k (t1)ak′(t1)a

∗
q(t2)bq ′(t2)

〈
c

†
kRck′Lc

†
qLcq ′R

〉
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+ b∗
k (t1)bk′(t1)a

∗
q(t2)aq ′(t2)

〈
c

†
kRck′Rc

†
qLcq ′L

〉

+ b∗
k (t1)bk′(t1)b

∗
q(t2)bq ′(t2)

〈
c

†
kRck′Rc

†
qRcq ′R

〉]− κ2, (5.104)

where we have already used the fact that the initial state is a tensor product of ther-
mal equilibrium states in the left and right leads of the SET to eliminate the expec-
tation values that vanish most obviously. Furthermore, note that in the first and the
last of the remaining terms above, there are two possible contractions of {k, k′, q, q ′}
into two pairs of indices and a single contribution where all indices are equal. The
other terms only admit a single contraction into two pairs. The correlation function
therefore becomes

C(t1, t2) =
∑

kq

[∣
∣ak(t1)

∣
∣2
∣
∣bq(t2)

∣
∣2FL(εkL)FR(εqR)

+ a∗
k (t1)ak(t2)b

∗
q(t2)bq(t1)FL(εkL)

[
1 − FR(εqR)

]

+ b∗
k (t1)bk(t2)a

∗
q(t2)aq(t1)FR(εkR)

[
1 − FL(εqL)

]

+ ∣∣bk(t1)
∣
∣2
∣
∣aq(t2)

∣
∣2FR(εkR)FL(εqL)

]

+
∑

k 
=q

[∣
∣ak(t1)

∣
∣2
∣
∣aq(t2)

∣
∣2FL(εkL)FL(εqL)

+ a∗
k (t1)ak(t2)a

∗
q(t2)aq(t1)FL(εkL)

[
1 − FL(εqL)

]

+ ∣∣bk(t1)
∣
∣2
∣
∣bq(t2)

∣
∣2FR(εkR)FR(εqR)

+ b∗
k (t1)bk(t2)b

∗
q(t2)bq(t1)FR(εkR)

[
1 − FR(εqR)

]]

+
∑

k

[∣
∣ak(t1)

∣
∣2
∣
∣ak(t2)

∣
∣2FL(εkL) + ∣∣bk(t1)

∣
∣2
∣
∣bk(t2)

∣
∣2FR(εkR)

]− κ2,

(5.105)

where Fα(ω) denotes the Fermi function compatible with the initial occupation of
SET lead α. Note that one can skip the constraint in the second summation when
the third summation is omitted:

C(t1, t2) =
∑

kq

[∣
∣ak(t1)

∣
∣2
∣
∣bq(t2)

∣
∣2FL(εkL)FR(εqR)

+ ∣∣bk(t1)
∣
∣2
∣
∣aq(t2)

∣
∣2FR(εkR)FL(εqL)

+ ∣∣ak(t1)
∣
∣2
∣
∣aq(t2)

∣
∣2FL(εkL)FL(εqL)

+ ∣∣bk(t1)
∣
∣2
∣
∣bq(t2)

∣
∣2FR(εkR)FR(εqR)

+ a∗
k (t1)ak(t2)b

∗
q(t2)bq(t1)FL(εkL)

[
1 − FR(εqR)

]

+ b∗
k (t1)bk(t2)a

∗
q(t2)aq(t1)FR(εkR)

[
1 − FL(εqL)

]
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+ a∗
k (t1)ak(t2)a

∗
q(t2)aq(t1)FL(εkL)

[
1 − FL(εqL)

]

+ b∗
k (t1)bk(t2)b

∗
q(t2)bq(t1)FR(εkR)

[
1 − FR(εqR)

]]− κ2. (5.106)

Direct inspection of the resulting combinations of coefficients yields that, for large
times, the correlation function actually only depends on the difference of the time
arguments,

C(t1, t2)
ti→∞→ C(t1 − t2). (5.107)

This enables one to define their Fourier transform in the long-term limit as usual. We
proceed by introducing a continuum of reservoir frequencies, i.e., formally inserting
Eq. (5.101), which enables us to represent the asymptotic correlation function by
integrals:

C(t1 − t2) = 1

(2π)2

∫

dω

∫

dω′ 1

[(ε − ω)2 + η2/4][(ε − ω′)2 + η2/4]
× [ηLηRFL(ω)FR

(
ω′)+ ηRηLFR(ω)FL

(
ω′)

+ ηLηLFL(ω)FL

(
ω′)+ ηRηRFR(ω)FR

(
ω′)

+ ηLηRe+i(ω−ω′)(t1−t2)FL(ω)
[
1 − FR

(
ω′)]

+ ηRηLe+i(ω−ω′)(t1−t2)FR(ω)
[
1 − FL

(
ω′)]

+ ηLηLe+i(ω−ω′)(t1−t2)FL(ω)
[
1 − FL

(
ω′)]

+ ηRηRe+i(ω−ω′)(t1−t2)FR(ω)
[
1 − FR

(
ω′)]]− κ2

= 1

(2π)2

∫

dω

∫

dω′ 1

[(ε − ω)2 + η2/4][(ε − ω′)2 + η2/4]
× [+ηLηRe+i(ω−ω′)(t1−t2)FL(ω)

[
1 − FR

(
ω′)]

+ ηRηLe+i(ω−ω′)(t1−t2)FR(ω)
[
1 − FL

(
ω′)]

+ ηLηLe+i(ω−ω′)(t1−t2)FL(ω)
[
1 − FL

(
ω′)]

+ ηRηRe+i(ω−ω′)(t1−t2)FR(ω)
[
1 − FR

(
ω′)]]. (5.108)

In the last equation, we have used Eq. (5.102). This shift is therefore essential to
yield a decay of the correlation function for large times, i.e., to motivate a Markovian
approach. We note for consistency that for equal temperatures βL = βR = β and
vanishing chemical potentials μL = μR = 0 it is straightforward to demonstrate—
using symmetry considerations—validity of the KMS condition (2.51), i.e., that
C(τ) = C(−τ − iβ). Furthermore, one can solve all involved integrals exactly by
summing up residues. This yields a representation in terms of hypergeometric func-
tions (not shown for brevity).
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It is much more convenient to represent the Fourier transform of the correlation
function in terms of a convolution integral,

γ (Ω) =
∫

C(τ)e+iΩτ dτ

= 1

2π

∫

dω
1

[(ε − ω)2 + η2/4][(ε − ω − Ω)2 + η2/4]
× [+ηLηRFL(ω)

[
1 − FR(ω + Ω)

]+ ηRηLFR(ω)
[
1 − FL(ω + Ω)

]

+ ηLηLFL(ω)
[
1 − FL(ω + Ω)

]

+ ηRηRFR(ω)
[
1 − FR(ω + Ω)

]]
. (5.109)

Here, the KMS condition γ (−Ω) = e−βΩγ (+Ω) is valid in equilibrium when
FL(ω) = FR(ω), which can be easily demonstrated by using F(ω)[1−F(ω+Ω)] =
eβΩF(ω +Ω)[1 −F(ω)]. If an infinite bias is applied across the SET (FL(ω) → 1,
FR(ω) → 0), one obtains simple values for the shift factor and the correlation func-
tion:

κ → ηL

ηL + ηR

,

γ (Ω) → ηLηR

ηL + ηR

2

(ηL + ηR)2 + Ω2
.

(5.110)

Exercise 5.13 (Correlation function at infinite bias) Confirm the validity of
Eq. (5.110) in the infinite bias limit of the SET.

Furthermore, for very large η, we can neglect the dependence of the prefactor in
the integrand on ω and Ω , such that the integrals reduce to the type discussed in
Eq. (5.57). In any case, analysis in the complex plane would allow one to solve the
above convolution integrals analytically in the wide-band limit.

Making everything explicit for a DQD in the lower circuit,

HS = εAd
†
AdA + εBd

†
BdB + T

(
dAd

†
B + dBd

†
A

)+ Ud
†
AdAd

†
BdB, (5.111)

with the capacitive interaction between the DQD and the SET,

H
QPC
I = A ⊗ d†d, A = UAd

†
AdA + UBd

†
BdB, (5.112)

implies that we will obtain a simple rate equation description in the renormalized
system energy eigenbasis defined by the Hamiltonian

H ′
S = (εA + κUA)d

†
AdA + (εB + κUB)d

†
BdB

+ T
(
dAd

†
B + dBd

†
A

)+ Ud
†
AdAd

†
BdB (5.113)
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and the shift (5.102). The dependence of the shift κ on temperatures and chemical
potentials of the SET circuit now has the consequence that the pointer basis (i.e.,
the basis within which one has a rate equation description for the density matrix
dynamics) now depends on the parameters of the non-equilibrium reservoir. We
may directly use the results from Sect. 5.2 to state the dissipators resulting from the
coupling of the DQD with its leads. These are simply given by the Liouvillian in
Eq. (5.20) and the rates in Eqs. (5.21) and (5.22), and all the properties discussed
there also apply here. We note however, that due to the shift transformation, the
original system parameters will be renormalized. In addition, the coupling to the
SET circuit will also induce transitions between eigenstates of equal charge |−〉 and
|+〉, which occur with the rates

γ−+,−+ = γ (E+ − E−)
∣
∣〈−|A|+〉∣∣2,

γ+−,+− = γ (E− − E+)
∣
∣〈−|A|+〉∣∣2.

(5.114)

The ratio of these rates obeys local detailed balance when the SET circuit is in
equilibrium, FL(ω) = FR(ω):

γ−+,−+
γ+−,+−

= γ (E+ − E−)

γ (E− − E+)
→ e+β(E+−E−). (5.115)

This relation also holds when the SET circuit is at a finite chemical potential. How-
ever, since the SET circuit does not exchange particles with the DQD, the chemical
potential does not show up in the local detailed balance relation at equilibrium. In
contrast, when the SET is held at infinite bias, the above ratio becomes just one. The
remaining matrix element can be readily computed,

∣
∣〈−|A|+〉∣∣2 = ∣∣〈−|UAd

†
AdA + UBd

†
BdB |+〉∣∣2

= T 2(UA − UB)2

4T 2 + (εL + κUA − εR − κUB)2
, (5.116)

where as a consistency check we note that at equal couplings UA = UB the SET-
associated transition rates vanish.

When we set the electronic tunneling rates through the DQD to zero, we recover
in the subspace of the singly charged sector the situation of a charge qubit that is
monitored by an SET. In contrast to the previous section however, here the SET is
treated non-perturbatively.

5.6.2 Detector Backaction

Since the SET can be seen as a single-charge detector for the DQD state, its result-
ing additional dissipator can be used to estimate the effect of the detector presence
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Fig. 5.15 Current through the DQD for different interaction strengths with the SET. At symmet-
ric couplings UA = UB , the unperturbed DQD current (compare black solid curve in Fig. 5.6) is
reproduced. For asymmetric capacitive interactions, the main effect of the SET is a shift of the tran-
sition frequencies (compare the shifted steps in solid black, red, and light green curves), whereas
the actual coupling strength η between the two SET leads is of minor importance (solid, dashed,
and dotted curves) for the DQD current. The DQD parameters have been chosen as in Fig. 5.6,
and the SET was assumed at infinite bias, compare Eq. (5.110), with symmetric tunneling rates
ηL = ηR = 2η

on the probed system. Here, it is not necessary to calculate the detector-induced
decoherence: the detector presence already modifies the current through the DQD.
Figure 5.15 shows the matter current through the DQD versus the DQD bias volt-
age at infinite SET bias and for varying SET tunneling rates (which go well beyond
the weak coupling limit). Whereas the actual coupling strength of the SET quantum
dot to its junctions is of minor importance, the shift of the system eigenfrequen-
cies by Eq. (5.102) strongly modifies the current. It follows that when transport
spectroscopy is performed by means of a high-transparency secondary circuit, one
should keep in mind that the system properties may be modified by the presence of
the detector.

Formally, we observe that the detector presence changes the transition rates of
the system. Moreover, it also changes the pointer basis itself, within which the sys-
tem assumes a rate equation dynamics. Finally, we note that, without information on
the charges tunneling through the SET circuit, one will in general not obtain a fluc-
tuation theorem for the charges and energies transferred through the DQD circuit
only.
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Fig. 5.16 Sketch of two quantum dots that are separately tunnel-coupled to their adjacent reservoir
in the conventional way by rates ΓL and ΓR . The mere Coulomb interaction U only allows the
exchange of energy between the dots, but with phonons present (rounded terminals), tunneling
between A and B becomes possible (dotted and dashed). The device may act as a thermoelectric
generator converting thermal gradients into power

5.7 Phonon-Assisted Tunneling

Many transport experiments are performed through molecules, where electrons may
excite vibrational modes (phonons). In the bulk, coupling to phonons is also a rel-
evant correction [18], and is also well accessible (in the weak coupling limit) by
a master equation approach. Following existing works [4, 19] we consider two
quantum dots, each tunnel-coupled to a separate fermionic bath. However, in the
model, tunneling between the dots is only possible via the assistance of phonons;
see Fig. 5.16.

5.7.1 Model

The system is described by the Hamiltonian

HS = εAd
†
AdA + εBd

†
BdB + Ud

†
AdAd

†
BdB (5.117)

with on-site energies εA < εB (this assumption is without loss of generality due to
the symmetry of the problem) and Coulomb interaction U . Its energy eigenstates
coincide with the localized basis |nA,nB〉 with the dot occupations nA,nB ∈ {0,1}.
This structure makes it particularly simple to derive a master equation in rate equa-
tion representation (2.47). The jumps between states are triggered by the electronic
tunneling Hamiltonians and the electron–phonon interaction,

HI =
∑

k

(
tkLdAc

†
kL + t∗kLckLd

†
A

)+
∑

k

(
tkRdBc

†
kR + t∗kRckRd

†
B

)

+ (dAd
†
B + dBd

†
A

)⊗
∑

q

(
hqaq + h∗

qa†
q

)
, (5.118)

where ckα are fermionic and aq bosonic annihilation operators. The three reservoirs

HB =
∑

k

εkLc
†
kLckL +

∑

k

εkRc
†
kRckR +

∑

q

ωqa†
qqq (5.119)
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are assumed to remain in separate thermal equilibrium states, such that the reservoir
density matrix is assumed to be a product of the single density matrices. This auto-
matically implies that the expectation value of linear combinations of the coupling
operators vanishes. In the weak coupling limit, the rate matrix will be additively
decomposed into contributions resulting from the electronic (L,R) and bosonic (B)
reservoirs, L = LL + LR + LB . From our results with the SET in Sect. 5.3, we
may readily reproduce the rates for the electronic jumps without phonons. Ordering
the basis as ρ00,00, ρ10,10, ρ01,01, and ρ11,11 and using for simplicity the wide-band
limit Γα(ω) ≈ Γα , these read

LL = ΓL

⎛

⎜
⎜
⎝

−fL(εA) 1 − fL(εA) 0 0
+fL(εA) −[1 − fL(εA)] 0 0

0 0 −fL(εA + U) 1 − fL(εA + U)

0 0 +fL(εA + U) −[1 − fL(εA + U)]

⎞

⎟
⎟
⎠ ,

LR = ΓR

⎛

⎜
⎜
⎝

−fR(εB) 0 1 − fR(εB) 0
0 −fR(εB + U) 0 1 − fR(εB + U)

+fR(εB) 0 −[1 − fR(εB)] 0
0 +fR(εB + U) 0 −[1 − fR(εB + U)]

⎞

⎟
⎟
⎠ ,

(5.120)

where the electronic tunneling rates are as usual obtained via (in the wide-band
limit) Γα ≈ Γα(ω) = 2π

∑
k |tkα|2δ(ω − εkα) from the microscopic tunneling am-

plitudes tkα . We note that the Fermi functions are evaluated at the energy difference
of the jump to which they refer. Although energy may be transferred between the
left and right junctions without the presence of phonons, it is not possible to transfer
charges.

To transfer charges through the DQD, coupling to the phonons is necessary. The
bath correlation function for the phonon reservoir reads as

C(τ) =
∑

qq ′

〈(
hqaqe−iωqτ + h∗

qa†
qe+iωqτ

)(
hq ′aq ′ + h∗

q ′a
†
q ′
)〉

=
∑

q

|hq |2[e−iωqτ
[
1 + nB(ωq)

]+ e+iωqτ nB(ωq)
]

= 1

2π

∫ ∞

0
dωJB(ω)

[
e−iωτ

[
1 + nB(ω)

]+ e+iωτnB(ω)
]

= 1

2π

∫ +∞

−∞
JB(ω)

[
1 + nB(ω)

]
e−iωτ , (5.121)

where we have used the symmetries of the Bose–Einstein distribution,

nB(ω) = 1

eβω − 1
= −[1 + nB(−ω)

]
, (5.122)
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and defined the spectral coupling density for bosons with support on the complete
real axis by analytic continuation,

JB(ω) =
{

2π
∑

q |hq |2δ(ω − ωq): ω ≥ 0,

−JB(−ω): ω < 0.

The above representation of the correlation function directly allows us to extract its
Fourier transform,

γ (ω) = JB(ω)
[
1 + nB(ω)

]
, (5.123)

which motivates the analytic continuation of the spectral coupling density above.
For consistency, we just note that the KMS condition (2.51) is obeyed. We may thus
readily evaluate the rates due to the phonon reservoirs, i.e., we have

LB = JB(εB − εA)

⎛

⎜
⎜
⎝

0 0 0 0
0 −nB(εB − εA) 1 + nB(εB − εA) 0
0 +nB(εB − εA) −[1 + nB(εB − εA)] 0
0 0 0 0

⎞

⎟
⎟
⎠ . (5.124)

The rate matrices in Eqs. (5.120) and (5.124) can be used to extract the full
electron–phonon counting statistics after all jumps have been identified. We have a
three-terminal system, where the phonon terminal only allows for the exchange of
energy. Adding further bosonic reservoirs that couple identically is possible without
substantial effort, but for our purposes it suffices to consider only three terminals.
With the conservation laws on matter and energy currents, we can expect to find
a fluctuation theorem using only three counting fields. For simplicity, we decide
to count matter at the left junction (χ ) and energy transfers at the left (ξ ) and the
bosonic (η) junctions. To keep the description compact, we introduce the abbrevia-
tions

nB = nB(εB − εA), fL = fL(εA), fR = fR(εB),

f̄L = fL(εA + U), f̄R = fR(εB + U), JB = JB(εB − εA).
(5.125)

With the counting fields, the complete system becomes

L = ΓL

⎛

⎜
⎜
⎝

−fL (1 − fL)e−iχe−iεAξ 0 0
+fLe+iχe+iεAξ −[1 − fL] 0 0

0 0 −f̄L (1 − f̄L)e−iχe−i(εA+U)ξ

0 0 +f̄Le+iχe+i(εA+U)ξ −(1 − f̄L)

⎞

⎟
⎟
⎠

+ JB

⎛

⎜
⎜
⎝

0 0 0 0
0 −nB (1 + nB)e−i(εB−εA)η 0
0 +nBe+i(εB−εA)η −(1 + nB) 0
0 0 0 0

⎞

⎟
⎟
⎠
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+ ΓR

⎛

⎜
⎜
⎝

−fR 0 1 − fR 0
0 −f̄R 0 1 − f̄R

+fR 0 −(1 − fR) 0
0 +f̄R 0 −(1 − f̄R)

⎞

⎟
⎟
⎠ . (5.126)

5.7.2 Thermodynamic Interpretation

Using energy IL
E + IR

E + IB
E = 0 and matter IL

M + IR
M = 0 conservation, we can

eliminate all but the currents we have chosen to monitor, such that we can write for
the entropy production at steady state

Ṡi = −βphI
B
E − βL

(
IL
E − μLIL

M

)− βR

(
IR
E − μRIR

M

)

= −βBIB
E − βL

(
IL
E − μLIL

M

)+ βR

(
IL
E + IB

E − μRIL
M

)

= (βR − βB)IB
E + (βR − βL)IL

E + (βLμL − βRμR)IL
M, (5.127)

which has the characteristic affinity-flux form. The characteristic polynomial
D(χ, ξ, η) = |L (χ, ξ, η) − λ1| of the rate matrix (5.126) obeys the symmetry with
the same affinities,

D(−χ,−ξ,−η) = D
(+χ + i(μLβL − μRβR),+ξ + i(βR − βL),

+ η + i(βR − βB)
)
, (5.128)

which implies a fluctuation theorem for the combined energy-particle counting
statistics. We denote the probability that energy Δε has been transferred from the
boson bath to the system and energy ΔE from the left lead to the system, and ΔN

particles have traversed the system from left to right after time t by PΔε,ΔE,ΔN(t).
Then, the corresponding probability distribution obeys the fluctuation theorem

lim
t→∞

P+Δε,+ΔE,+ΔN

P−Δε,−ΔE,−ΔN

= e(μLβL−μRβR)ΔN+(βR−βL)ΔE+(βR−βB)Δε, (5.129)

where in the exponent we again identify the entropy production associated to the
corresponding trajectories.

As a special property of the considered model, we note that an electron that
is effectively transferred from left to right through the DQD must have absorbed
energy εB − εA from the phonon heat bath. As a result, the electronic matter current
and the phonon energy current are tightly coupled, IB

E = (εB − εA)IL
M . The entropy

production can therefore also be written in terms of two fluxes only, e.g., energy and
matter currents at the left lead,

Ṡi = (βR − βL)IL
E + [(βLμL − βRμR) + (βR − βB)(εB − εA)

]
IL
M, (5.130)



5.7 Phonon-Assisted Tunneling 133

such that two counting fields generally suffice to quantify the entropy production.
Disregarding the phonon energy counting, the characteristic polynomial obeys the
reduced symmetry

D(−χ,−ξ,0) = D
(+χ + i

[
(μLβL − μRβR) + (βR − βB)(εB − εA)

]
,

+ ξ + i(βR − βL),0
)
, (5.131)

which implies that the fluctuation theorem can be expressed with only electronic
energy and matter transfers:

lim
t→∞

P+ΔE,+ΔN

P−ΔE,−ΔN

= e[(βLμL−βRμR)+(βR−βB)]ΔN+(βR−βL)ΔE. (5.132)

Realistically, monitoring the complete energy and matter flows is impossible.
Usually, it is just possible to monitor transfers of single charges [13, 14]. Fur-
thermore, the electronic temperatures at the left and right leads are usually the
same. Noting that the affinity associated to the electronic energy current at the left
lead vanishes at equal left and right temperatures βL = βR = βel and relabeling
βph = βB , we conclude that then the long-term entropy production

Ṡi → [
βel(μL − μR) + (βel − βph)(εB − εA)

]
IL
M (5.133)

can be quantified only in terms of the electronic particle counting statistics. Con-
sistently, the characteristic polynomial obeys for equal electronic temperatures the
symmetry

D(−χ,0,0) = D
(+χ + i

[
βel(μL − μR) + (βel − βph)(εB − εA)

]
,0,0

)
, (5.134)

which implies the fluctuation theorem

lim
t→∞

P+ΔN

P−ΔN

= e[βel(μL−μR)+(βel−βph)(εB−εA)]ΔN. (5.135)

The affinity in the above exponent demonstrates that at vanishing bias μL = μR , the
current will become positive when (βel −βph)(εB −εA) > 0 and negative otherwise.
Without further calculations we may also conclude that the current vanishes when
the bias voltage reaches

(
μ∗

L − μ∗
R

)= V ∗ = − (βel − βph)(εB − εA)

βel

= −
(

1 − Tel

Tph

)

(εB − εA). (5.136)

Figure 5.17 displays the current as a function of the bias voltage for different elec-
tronic and phonon temperature configurations.
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Fig. 5.17 Electronic matter current in units of ΓL = ΓR = Γ versus dimensionless bias volt-
age βelV . For low phonon temperatures βph(εB − εA) � 1, the current cannot flow from left
to right, such that the system acts as a rectifier (dashed red). For large phonon temperatures
βph(εB − εA)  1, the energy driving the current against the bias (see zoomed inset) is supplied
by the phonon bath. Other parameters: βelεB = 2, βelεA = 0, βelU = 10, JB = Γ , βL = βR = βel,
and μL = +V/2 = −μR (Color figure online)

5.7.3 Thermoelectric Performance

We concentrate on the simple case discussed before and use βL = βR = βel and
βph = βB . In regions where the current runs against the bias, the power

P = −(μL − μR)IL
M (5.137)

becomes positive, and we can define an efficiency via

η = −(μL − μR)IL
M

Q̇in
, (5.138)

where Q̇in is the heat put into the system.
When the phonon temperature is larger than the electron temperature, the input

heat is given by the positive energy flow from the hot phonon bath into the sys-
tem, such that—due to the tight coupling property—the efficiency becomes trivially
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dependent on the bias voltage:

ηTph>Tel = P

IB
E

= − V

εB − εA

. (5.139)

At first sight, one might think that this efficiency could become larger than one.
However, we should keep in mind that it is only valid in regimes where the
power (5.137) is positive, which limits the applicability of these efficiencies to volt-
ages within V = 0 and V = V ∗ from Eq. (5.136). The maximum efficiency therefore
becomes

ηTph>Tel < 1 − Tel

Tph
, (5.140)

and is thus upper bounded by Carnot efficiency.
In the opposite case, the input heat is given by the sum of the energy currents

entering from the hot electronic leads Q̇in = Q̇L + Q̇R = IL
E + IR

E +P = −IB
E +P ,

such that the efficiency becomes

ηTph<Tel = P

−IB
E + P

= (μL − μR)

(εB − εA) + (μL − μR)
= 1

1 + εB−εA

μL−μR

, (5.141)

which also trivially depends on the bias voltage. Inserting the maximum bias voltage
with positive power in Eq. (5.136), we obtain the maximum efficiency

ηTph<Tel <
1

1 + 1
Tel
Tph

−1

= 1 − Tph

Tel
, (5.142)

which is also just the Carnot efficiency.
Unfortunately, Carnot efficiencies are reached at vanishing current, i.e., at zero

power. At these parameters, a thermoelectric device is useless. It is therefore more
practical to consider the efficiency at maximum power. However, since the cur-
rents depend in a highly nonlinear fashion on all parameters (coupling constants,
temperatures, chemical potentials, and system parameters), this becomes a numer-
ical optimization problem—unless one restricts the analysis to the linear response
regime, where efficiency at maximum power is upper bounded [20] by the Curzon–

Ahlborn [21] efficiency ηP ≤ 1 −
√

Tcold
Thot

.

5.8 Beyond Weak Coupling: Phonon-Coupled Single Electron
Transistor

As before, we consider a quantum dot model that is additionally coupled to phonons.
To keep the analysis simple however, we follow Ref. [3] by considering an SET that
is coupled to one, many, or even a continuum of phonon modes, as depicted in
Fig. 5.18.
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Fig. 5.18 Sketch of an SET that is capacitively coupled to a phonon reservoir. The interaction in
the original Hamiltonian is of the pure dephasing type; i.e., the system energy will not be changed.
A conventional master equation treatment would therefore yield no effect on the SET dynamics
due to the phonon reservoir

5.8.1 Model

The SET Hamiltonian is as before given by

HSET = εd†d +
∑

α∈{L,R}

∑

k

[
εkαc

†
kαckα + tkαdc

†
kα + t∗kαckαd†]. (5.143)

In addition however, the central dot of the SET now interacts

HI = d†d ⊗
Q∑

q=1

[
hqaq + h∗

qa†
q

]
(5.144)

with a phonon reservoir H
ph
B =∑q ωqa

†
qaq containing Q phonon modes. Obvi-

ously, the interaction commutes with the central dot part of the SET Hamiltonian.
Therefore, if one would conventionally derive a master equation for the population
dynamics of the central quantum dot, the additional phonon bath would not affect
the populations of the central dot at all—the interaction is of pure dephasing type.
In general however, this cannot be true: the interaction does not commute with the
total SET Hamiltonian, and therefore one must expect the phonons to have some
effect. Indeed, extensive calculations with only a single phonon mode whose dy-
namics is completely taken into account have revealed a strong suppression of the
electronic current when strongly coupled phonons are present. This phenomenon
has been termed the Franck–Condon blockade [22].

To treat such cases within a master equation approach, we apply a transformation
to the full Hamiltonian H ′ = UHU† with the unitary operator

U = exp

{

d†d
∑

q

(
h∗

q

ωq

a†
q − hq

ωq

aq

)}

≡ ed†dA. (5.145)

The above transformation is known as the polaron or Lang–Firzov transforma-
tion [23, 24]. Obviously, the electronic leads are unaffected by the transformation,
since UckαU† = ckα , and also the central dot part is inert Ud†dU† = d†d . There
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Fig. 5.19 After the polaron transformation, direct coupling between the central quantum dot and
the phonons in Fig. 5.18 is transformed to the electronic tunnel couplings. The electron–phonon
coupling may be treated non-perturbatively (dash–dotted lines) when the electronic tunnel cou-
plings are treated perturbatively (dashed lines)

are multiple ways of proving the following relations:

UdU† = de−A, Ud†U† = d†e+A,

UaqU† = aq − h∗
q

ωq

d†d, Ua†
qU† = a†

q − hq

ωq

d†d.
(5.146)

Exercise 5.14 (Polaron transformation) Show the validity of Eqs. (5.146).

These immediately also imply the relation

Ua†
qaqU† = a†

qaq − d†d

ωq

(
hqaq + h∗

qa†
q

)+ |hq |2
ω2

q

d†d. (5.147)

After the polaron transformation, the Hamiltonian therefore reads

H ′ =
(

ε −
∑

q

|hq |2
ωq

)

d†d +
∑

kα

εkαc
†
kαckα +

∑

q

ωqa†
qaq

+
∑

kα

(
tkαdc

†
kαe−A + t∗kαckαd†e+A

)
, (5.148)

and thereby admits a new decomposition into system and bath Hamiltonians; see
also Fig. 5.19. Most obviously, we observe a shift of the electronic level ε → ε′ =
ε−∑q

|hq |2
ωq

. Second, the electronic tunneling terms between the central dot and the
adjacent leads now become ‘dressed’ by exponential operators,

H ′
I =
∑

kα

[
tkαdc

†
kαe

−∑q (
h∗
q

ωq
a

†
q− hq

ωq
aq ) + t∗kαckαd†e

+∑q (
h∗
q

ωq
a

†
q− hq

ωq
aq )]

, (5.149)

which demonstrates that every single electronic jump from the central dot to the
leads may now trigger multiple phonon emissions or absorptions. This implies that a
perturbative treatment in tkα still enables a non-perturbative treatment of the phonon
absorption and emission amplitudes hq . Furthermore, this leads to the somewhat
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non-standard situation that in the interaction Hamiltonian one has now operators
from different reservoirs occurring in a product, which implies interesting properties
for the correlation functions.

5.8.2 Reservoir Equilibrium in the Polaron Picture

Before we proceed further by deriving a master equation in the displaced polaron
frame, we remark that the solution from the displaced frame has to be transformed
back to the original picture. A rate equation in the displaced frame implies that the
full density matrix in the polaron frame is given by a product state of system and
reservoir, where the phonon reservoir density matrix is given by the thermal equi-

librium state ρ′(t) = ρ′
S(t)ρ̄

(L)
B ρ̄

(R)
B

e
−βphH ′

B

Z′
ph

. The transformation back to the initial

frame is given by the inverse polaron transformation

ρ(t) = U†ρ′(t)U = U†ρ′
S(t)ρ̄

(L)
B ρ̄

(R)
B UU† e−βphH

′
B

Z′
ph

U

= U†ρ′
S(t)Uρ̄

(L)
B ρ̄

(R)
B

e−βphU
†H ′

BU

Z′
ph

, (5.150)

where we have used the fact that the polaron transformation (5.145) leaves the elec-
tronic reservoirs untouched. When the system density matrix does not exhibit co-
herences ρ′

S(t) = PE(t)dd† +PF (t)d†d , the unitary transformation will leave it un-

touched, such that only the reservoir part will be modified. With H ′
B =∑q ωqa

†
qaq

we can with the inverse transformations of Eq. (5.146),

U†H ′
BU =

∑

q

ωqa†
qaq + d†d ⊗

∑

q

(
hqaq + h∗

qa†
q

)+
∑

q

|hq |2
ωq

d†d

= d†d ⊗
∑

q

(

ωqa†
qaq + hqaq + h∗

qa†
q + |hq |2

ωq

1
)

+ dd† ⊗
∑

q

ωqa†
qaq, (5.151)

represent the operator in the exponential as a sum of commuting operators. Since
for all operators AB = BA = 0 we have eA+B = eAeB , we conclude that

e−βphU
†H ′

BU = e
−βphd

†d⊗∑q ωq(a
†
q+hq/ωq)(aq+h∗

q/ωq)
e
−βphdd†⊗∑q ωqa

†
qaq

= [1 + d†d
(
e
−βph

∑
q ωq(a

†
q+hq/ωq)(aq+h∗

q/ωq) − 1
)]

× [1 + dd†(e−βph
∑

q ωqa
†
qaq − 1

)]

= d†de
−βph

∑
q ωq(a

†
q+hq/ωq)(aq+h∗

q/ωq) + dd†e
−βph

∑
q ωqa

†
qaq . (5.152)
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Comparing with the initial Hamiltonian, the phonon part of the first term in the last
line is nothing but the thermal phonon state under the side constraint that the SET
dot is filled. Formally, this can be seen by substituting d†d → 1 in Eq. (5.144). Sim-
ilarly, the other term is the thermalized phonon state when the SET dot is empty.
Therefore, preparing the reservoir in a thermal state in the polaron-transformed
frame implies that, in the original frame, the reservoir state is conditioned on the
state of the system. Inserting the assumption that there are no coherences in the
system ρ′

S(t) = PE(t)dd† + PF (t)d†d , the full density matrix in the original frame
becomes

ρ(t) = PE(t)dd†ρ̄
(L)
B ρ̄

(R)
B ⊗ e

−βph
∑

q ωqa
†
qaq

Z′
ph

+ PF (t)d†dρ̄
(L)
B ρ̄

(R)
B ⊗ e

−βph
∑

q ωq(a
†
q+hq/ωq)(aq+h∗

q/ωq)

Z′
ph

. (5.153)

Therefore, when the SET dot is occupied, the phonon state is given by a displaced
thermal state, whereas when the SET dot is empty, it is just given by the thermal state
corresponding to the original phonon Hamiltonian. The phonon dynamics thereby
follows the system state immediately, which goes beyond the conventional Born
approximation.

5.8.3 Polaron Rate Equation for Discrete Phonon Modes

In the transformed frame, we now proceed to derive a rate equation for the SET
dot populations. Identifying the bath coupling operators in the interaction Hamilto-
nian (5.149) as

B1α =
∑

k

tkαc
†
kαe−A, B2α =

∑

k

t∗kαckαe+A, (5.154)

it becomes quite obvious that the reservoir correlation functions will now simulta-
neously contain contributions from the electronic and phonon reservoirs. In the time
domain, these enter in simple product form:

Cα
12(τ ) = 〈B1α(τ )B2α

〉= Cα
12,el(τ )Cph(τ ),

Cα
21(τ ) = 〈B2α(τ )B1α

〉= Cα
21,el(τ )Cph(τ ),

(5.155)

where the phonon contribution is given by

Cph(τ ) = 〈e−A(τ )e+A
〉= 〈e+A(τ )e−A

〉
(5.156)

with the phonon operator in the interaction picture

A(τ ) =
∑

q

(
h∗

q

ωq

a†
qe+iωqτ − hq

ωq

aqe−iωqτ

)

. (5.157)
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The electronic contributions are just the conventional ones known from the SET,

C12,el(τ ) =
∑

k

|tkα|2fα(εkα)e+iεkατ = 1

2π

∫

Γα(−ω)fα(−ω)e−iωτ dω,

C21,el(τ ) =
∑

k

|tkα|2[1 − fα(εkα)
]
e−iεkατ = 1

2π

∫

Γα(ω)
[
1 − fα(ω)

]
e−iωτ dω.

(5.158)

Compare also Eqs. (5.3), (5.4), and (5.5).
To calculate the phonon contribution to the correlation function, we can exploit

that

[
A(τ ),A

]= 2i
∑

q

|hq |2
ω2

q

sin(ωqτ) (5.159)

is just a number, which implies, using the Baker–Campbell–Hausdorff relation,

e−A(τ )e+A = eA−A(τ )−1/2[A(τ ),A]

= e

∑
q (

h∗
q

ωq
a

†
q (1−e+iωq τ )− hq

ωq
aq (1−e−iωq τ ))

e
−i
∑

q

|hq |2
ω2
q

sin(ωqτ)

. (5.160)

For a thermal reservoir, the phonon correlation function can be written as a prod-
uct of single-mode correlation functions Cph(τ ) =∏Q

q=1 C
q

ph(τ ), where the single-
mode contributions read

C
q

ph(τ ) = 〈e
h∗
q

ωq
a

†
q (1−e+iωq τ )− hq

ωq
aq (1−e−iωq τ )

e
−i

|hq |2
ω2
q

sin(ωqτ)〉

= 〈e
h∗
q

ωq
a

†
q (1−e+iωq τ )

e
− hq

ωq
aq (1−e−iωq τ )〉

e
− |hq |2

ω2
q

(1−e−iωq τ )

. (5.161)

By expanding the exponentials, we can evaluate the expectation value for thermal
states, where the probability of having n quanta in the mode q is given by Pn =
(1 − e−βphωq )e−nβphωq as

〈
eα∗

qa
†
q e−αqaq

〉=
∞∑

n,m=0

(α∗
q)n

n!
(−αq)m

m!
∞∑

�=0

P�〈�|
(
a†
q

)n
(aq)m|�〉

=
∞∑

n=0

(−1)n|αq |2n

(n!)2

∞∑

�=0

P�〈�|
(
a†
q

)n
(aq)n|�〉
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=
∞∑

�=0

P�

�∑

n=0

(−1)n|αq |2n

(n!)2

�!
(� − n)!

=
∞∑

�=0

P�L�

(|αq |2)= e−|αq |2nq
B (5.162)

with the Bose distribution n
q
B = [eβphωq − 1]−1 and Legendre polynomials, defined

by the Rodrigues formula [25]

Ln(x) = 1

2nn!
dn

dxn

[
x2 − 1

]n
. (5.163)

The single-mode contributions thus become with αq = hq

ωq
(1 − e−iωqτ )

C
q

ph = exp

{ |hq |2
ω2

q

[
e−iωqτ

(
1 + n

q
B

)+ e+iωqτ n
q
B − (1 + 2n

q
B

)]
}

, (5.164)

such that finally, we obtain for the phonon correlation function

Cph(τ ) = exp

{∑

q

|hq |2
ω2

q

[
e−iωqτ

(
1 + n

q
B

)+ e+iωqτ n
q
B − (1 + 2n

q
B

)]
}

. (5.165)

The fact that the transformation hq → −hq leaves this result invariant implies that
the phonon contribution is always the same in Eq. (5.155). We note that the phonon
correlation function obeys the KMS condition (2.51).

Exercise 5.15 (KMS condition) Show that the phonon correlation function (5.165)
obeys the KMS condition C(τ) = C(−τ − iβph).

The observation that in the phonon correlation function (5.164) the terms propor-
tional to (1 + n

q
B) correspond to the emission of a phonon into the phonon reservoir

and terms proportional to n
q
B alone are responsible for the absorption of a phonon

from the reservoir enables one to derive the full phonon counting statistics from
the model. Formally expanding the single-mode correlation function into multiple
emission (m′) and absorption (m) events,

C
q

ph(τ ) = e
− |hq |2

ω2
q

(1+2n
q
B)

×
∞∑

m,m′=0

( |hq |2
ω2

q

)m+m′
(n

q
B)m(1 + n

q
B)m

′

m!m′! e+i(m−m′)ωqτ , (5.166)
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one can show that by introducing the net number of phonon absorptions by the
phonon bath n = m′ − m, the correlation function can be represented as

C
q

ph(τ ) =
+∞∑

n=−∞
e−inωqτ e

− |hq |2
ω2
q

(1+2n
q
B)
(

1 + n
q
B

n
q
B

) n
2

× Jn

(

2
|hq |2
ω2

q

√
n

q
B

(
1 + n

q
B

)
)

, (5.167)

where Jn(x) denotes the modified Bessel function of the first kind [25]—
defined by the solution of the differential equation z2J ′′

n (z) + zJ ′
n(z) −

(z2 +n2)Jn(z) = 0. Introducing for multiple modes the notation n = (n1, . . . , nQ),
ω = (ω1, . . . ,ωQ), we therefore have for the full multi-mode phonon correlation
function the representation

Cph(τ ) =
∑

n

e−in·ωτ

Q∏

q=1

[

e
− |hq |2

ω2
q

(1+2n
q
B)
(

1 + n
q
B

n
q
B

)nq
2

Jnq

(

2
|hq |2
ω2

q

√
n

q
B

(
1 + n

q
B

)
)]

=
∑

n

e−in·ωτCn
ph, (5.168)

where the simple exponential prefactor enables us to calculate the Fourier transform
of the full correlation function. In particular, if only a single phonon mode is present,
this enables a simple calculation of the Fourier transform of the complete electron–
phonon correlation function:

γ α
12(ω) =

∑

nα

γ α
12,el(ω − nα · ω)C

nα

ph =
∑

nα

γ α
12,nα

(ω),

γ α
21(ω) =

∑

nα

γ α
21,el(ω − nα · ω)C

nα

ph =
∑

nα

γ α
21,nα

(ω).

(5.169)

Here, the terms γ α
12,nα

are interpreted as the emission of nα phonons into the phonon
reservoir while an electron jumps from lead α onto the SET dot, whereas γ α

21,nα

accounts for the emission of nα when an electron is emitted to lead α. Now, the
bosonic KMS relation

C
−nα

ph = e−βphnα ·ωC
+nα

ph (5.170)

together with properties of the Fermi functions imply a KMS-type relation for the
full correlation function

γ α
12,+nα

(−ω) = e−βα(ω−μα+nα ·ω)e+βphnα ·ωγ α
21,−nα

(+ω), (5.171)

which now involves both the electronic and phononic temperatures.

Exercise 5.16 (KMS condition) Show the validity of relation (5.171).
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However, we note that when these temperatures are equal, the usual local de-
tailed balance relations are reproduced. Deriving a rate equation (2.47) for the dot
occupation is now straightforward. The probabilities for finding the dot empty or
filled are governed by the rate matrix

L =
∑

α∈{L,R}

∑

nα

(−γ α
12,nα

(−ε′) +γ α
21,−nα

(+ε′)
+γ α

12,nα
(−ε′) −γ α

21,−nα
(+ε′)

)

,

where γ α
12,nα

(−ε′) denotes the rate for an electron jumping onto the SET dot from
lead α while simultaneously emitting nα phonons of the various modes into the
phonon reservoir. Correspondingly, γ α

21,−nα
(+ε′) denotes the rate for the inverse

process. Having identified the rates for the various involved processes, we can pro-
ceed by introducing counting fields. For a three-terminal system with the phononic
junction only allowing for energy exchange and with conservation laws on the total
energy and particle number, we can expect three counting fields to be sufficient for
tracking the full entropy production. These can be, e.g., the matter transfer from left
to right and the energy emitted to the phonon bath counted separately for left and
right electronic jumps, such that we have the counting-field-dependent version

L (χ, ξL, ξR)

=
( −γ L

12,nL
(−ε′) +γ L

21,−nL
(+ε′)e−inL·ΩξL

+γ L
12,nL

(−ε′)e+inL·ΩξL −γ L
21,−nL

(+ε′)

)

+
( −γ R

12,nR
(−ε′) +γ R

21,−nR
(+ε′)e+iχe−inR ·ΩξR

+γ R
12,nR

(−ε′)e−iχe+inR ·ΩξR −γ L
21,−nR

(+ε′)

)

,

which enables one to reconstruct all energy and matter currents and thus the full
entropy flow.

Here, we will first investigate the impact of the phonon presence on the electronic
matter current. If one is only interested in the electronic current, we may set ξL =
ξR = 0. The transition rates in the above Liouvillian become particularly simple in
the case of a single phonon mode:

γ α
12,+n

(−ε′)= Γα

(
ε′ + nΩ

)
fα

(
ε′ + nΩ

)
e−Λ(1+2nB)

(
1 + nB

nB

) n
2

× Jn

(
2Λ
√

nB(1 + nB)
)
,

γ α
21,−n

(+ε′)= Γα

(
ε′ + nΩ

)[
1 − fα

(
ε′ + nΩ

)]
e−Λ(1+2nB)

(
nB

1 + nB

) n
2

× Jn

(
2Λ
√

nB(1 + nB)
)
,

(5.172)
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Fig. 5.20 Electronic matter current versus bias voltage applied to the SET for vanishing (bold
black) and increasing (dashed red, dash–dotted blue, and dotted green, respectively) coupling
strengths Λ = |h|2/Ω2 = J0 to a single phonon mode of frequency Ω (bold curves) or to a contin-
uum of phonon modes distributed according to an ohmic model (thin solid curves in background).
The Franck–Condon blockade can be understood within this model in terms of a renormalization
of the effective dot level ε′ = ε − ΛΩ , which, when ΛΩ � ε, will lead to current suppression.
Furthermore, the steps in the electronic current observed for sufficiently low temperatures (solid
green) admit the transport spectroscopy of the phonon frequency Ω . In the multi-mode case (thin
solid curves, for ωc = Ω and J0 = Λ), current suppression due to the level renormalization is
also observed, but the steps in the current are no longer visible. Other parameters: ΓL = ΓR = Γ ,
βL = βR = βph = β , βΩ = 10 (except the thin green curve), ε = 5Ω , J0 = Λ, ωc = Ω

where Λ = |h|2
Ω2

q
denotes the dimensionless coupling strength to the single phonon

mode which is occupied according to nB = [eβphΩ − 1]−1. The resulting electronic
matter current is depicted in Fig. 5.20. Surprisingly, the simple 2×2 rate matrix pre-
dicts many signatures in the electronic current. For example, in the electronic mat-
ter current one can read off the renormalized dot level at sufficiently low electronic
temperatures. In addition however, low temperatures also allow one to determine
the phonon frequency from the width of the multiple plateaus.

5.8.4 Polaron Rate Equation for Continuum Phonon Modes

It is also possible to obtain a master equation representation for a continuum of
phonon modes. Here, we directly represent the phonon correlation function (5.165)
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by

Cph(τ ) = exp

{∫ ∞

0
dω

J (ω)

ω2

[
e−iωτ

(
1 + nB(ω)

)+ e+iωτnB(ω) − (1 + 2nB(ω)
)]
}

,

(5.173)

where we have introduced the spectral density J (ω) =∑q |hq |2δ(ω − ωq). When

we choose the common ohmic parametrization J (ω) = J0ωe−ω/ωc with dimension-
less coupling strength J0 and cutoff frequency ωc, the integral can be solved exactly.
Writing the Bose–Einstein distributions as a geometric series and again summing all
separate integral contributions, we finally obtain for the phonon correlation function

Cph(τ ) =
[Γ (

1+βphωc+iτωc
βphωc

)Γ (
1+βphωc−iτωc

βphωc
)

Γ 2(
1+βphωc
βphωc

)(1 + iτωc)

]J0

, (5.174)

where Γ (x) = ∫∞
0 tx−1e−t dt denotes the Γ -function. We note from Eq. (5.173)

that for particular parametrizations of the spectral coupling density one can ex-
pect that for large times the phonon correlation functions may remain finite with
limt→∞ Cph(τ ) 
= 0. However, the total correlation function is given by a product
of electronic functions (which decay) and phonon correlation functions. Its Fourier
transform (which enters the rates) can be calculated numerically from a convolution
integral:

γ α
12

(−ε′)= 1

2π

∫

dωΓα(−ω)fα(−ω)γph
(−ε′ − ω

)
,

γ α
21

(+ε′)= 1

2π

∫

dωΓα(+ω)
[
1 − fα(+ω)

]
γph
(+ε′ − ω

)
,

(5.175)

and enters in this case a rate matrix of the form

L (χ) =
(

−γ L
12(−ε′) +γ L

21(+ε′)
+γ L

12(−ε′) −γ L
21(+ε′)

)

+
(

−γ R
12(−ε′) +γ R

21(+ε′)e+iχ

+γ R
12(−ε′)e−iχ −γ R

21(+ε′)

)

, (5.176)

from which the electronic matter current can be directly deduced. With the choices

J0 = |h|2
Ω2 and ωc = Ω the electronic current for high temperatures is quite similar,

as if one would have only a single phonon mode. The crucial difference however is
that at low temperatures, the phonon plateaus are no longer visible—compare the
thin solid versus the bold curves in Fig. 5.20. Since for the continuum model many
different phonon frequencies contribute, this is expected. Interestingly however, the
current suppression due to the presence of the phonons (Franck–Condon blockade)
is also visible for a continuum of phonon modes.
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Fig. 5.21 Sketch of the energetics of the problem for a single phonon mode, slightly adapted from
Ref. [3]. For sufficiently low electronic temperatures, the dot level must be between μL and μR to
allow for transport, such that an electronic transfer from left to right would be extremely unlikely
for the depicted situation. With phonons at sufficiently large temperature however, it is possible to
realize trajectories where the missing energy is supplied by the phonon bath. The indicated heat
transfers from reservoirs into the system allow for a complete reconstruction of the entropy flows,
even for single trajectories

5.8.5 Thermodynamic Interpretation

The present rate equation does not directly fit the scheme in Sect. 4.3, since the
contribution of the three reservoirs to the rates is not additive. Nevertheless, an in-
terpretation in terms of stochastic thermodynamics is possible.

The strong modification of the electronic current is due to the fact that the
phonons allow for processes that would normally be forbidden; see Fig. 5.21. In
the trajectory in the figure, first an electron jumps in from the left lead to the ini-
tially empty SET while absorbing two phonons. The change of the system energy by
ΔE = +ε′ = ΔEL +ΔEph is supplied by both the left lead ΔEL = ε′ −2Ω and the
phonon bath ΔEph = +2Ω . In the second step, the electron leaves the dot towards
the right lead while again absorbing three phonons. Again, the change of the system
energy by −ε′ is supplied by the right lead ΔER = −(ε′ +3Ω) and the phonon bath
ΔEph = +3Ω . These energy and matter transfers can be used to construct the total
heat exchanged between the reservoirs and thereby also the total entropy production
in the steady state.

To relate the thermodynamic interpretation more to the modified local detailed
balance relation, let us now for simplicity restrict ourselves to the case of a single
phonon mode (the generalization to multiple modes is also possible). Formally, the
rates corresponding to emission or absorption of different phonon numbers enter
additively in Eq. (5.172). This enables one to see the phonon reservoir as a whole
collection of infinitely many virtual phonon reservoirs that admit only the emission
or absorption of a certain number of phonons with the same frequency each time an
electron is transferred across the SET junctions. This view enables one to adopt the
definition of the entropy flow Definition 4.3, where the index ν labeling the reservoir
may now assume infinitely many values ν = (α,n), where α ∈ {L,R} denotes the
junction across which an electron is transferred and n denotes the virtual phonon
reservoir from or to which only n phonons may be absorbed or emitted. Recalling
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that L (α,n)
EF denotes the rate for an electron to leave the dot towards lead α while

absorbing n phonons from the reservoir and L (α,n)
FE the rate of the inverse process,

i.e., for an electron to enter the dot from lead α while emitting n phonons into the
reservoir, the local detailed balance relation becomes, with the rates in Eq. (5.172),

ln

(
L (α,n)

FE

L (α,n)
EF

)

= ln

(
γ12,+n(−ε′)
γ21,−n(+ε′)

)

= ln

[
fα(ε′ + nΩ)

1 − fα(ε′ + nΩ)

(
1 + nB

nB

)n]

= ln
[
e−βα(ε′+nΩ−μα)e+nβphΩ

]

= −βα

(
ε′ + nΩ − μα

)+ βphnΩ, (5.177)

such that the entropy flow from the virtual reservoir ν = (α,n) becomes

Ṡ(α,n)
e = L (α,n)

EF P̄F ln

(
L (α,n)

FE

L (α,n)
EF

)

+ L (α,n)
FE P̄E ln

(
L (α,n)

EF

L (α,n)
FE

)

= [L (α,n)
EF P̄F − L (α,n)

FE P̄E

]
ln

(
L (α,n)

FE

L (α,n)
EF

)

= βα

(
I

(α,n)
E − μαI

(α,n)
M

)+ βphI
(n,α,ph)

E = Ṡ
(α,n)
e,el + Ṡ

(α,n)
e,ph , (5.178)

which is additive in electronic and phononic contributions. Here, we have introduced
the energy flows corresponding to the emission or absorption of n phonons. The total
energy flows are given by

Iα
E =

∑

n

I
(α,n)
E =

∑

n

[
γ12,+n

(−ε′)P̄E − γ21,−n

(+ε′)P̄F

](
ε′ + nΩ

)
,

I
ph
E =

∑

n

[
I

(n,L,ph)

E + I
(n,R,ph)

E

]

=
∑

n

∑

α

[
γ21,−n

(+ε′)P̄F − γ12,+n

(−ε′)P̄R

]
nΩ,

(5.179)

whereas the total electronic matter current from lead α is given by

Iα
M =

∑

n

I
(α,n)
E =

∑

n

[
γ12,+n

(−ε′)P̄E − γ21,−n

(+ε′)P̄F

]
. (5.180)

Similarly, the total entropy flow from the electronic leads is obtained by summing
over all different n, and the total entropy flow from the phonon reservoirs is obtained
by summing over the contributions from different n and different α:

Ṡ(α)
e =

∑

n

Ṡ
(α,n)
e,el ,

Ṡ
ph
e =

∑

n

(
Ṡ

(L,n)
e,ph + Ṡ

(R,n)
e,ph

)
.

(5.181)
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Altogether, the system obeys the laws of thermodynamics, which results in an
overall positive entropy production. Consequently, we just note here that it is pos-
sible to verify a fluctuation theorem for entropy production, i.e., for Pn,eL

ph,e
R
ph

(t)

denoting the probability for trajectories with n electrons having traversed the SET
from left to right and having emitted energy eL

ph = nL · ω to the phonon reservoir

during electronic jumps over the left and energy eR
ph = nR · ω during jumps over the

right barrier. In detail, it reads [3]

lim
t→∞

P+n,+eL
ph,+eR

ph
(t)

P−n,−eL
ph,−eR

ph
(t)

= e
[(βR−βL)ε′+(βLμL−βRμR)]n+(βph−βL)eL

ph+(βph−βR)eR
ph, (5.182)

and it is straightforward to see that it reduces to the conventional fluctuation theorem
when all temperatures are equal.

Disregarding the phonon counting statistics, we note that the system also obeys
a fluctuation theorem involving the electronic transfer statistics only,

lim
t→∞

P+n(t)

P−n(t)
= enAeff , (5.183)

where the effective affinity Aeff is however not related to the entropy production.
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Chapter 6
Piecewise Constant Control

Abstract This chapter provides the theoretical framework for external control ap-
plied to a master equation formalism, when the control parameters are changed in
a piecewise constant fashion. Both open-loop and closed-loop (feedback) control
are discussed, and it is shown how the Wiseman–Milburn control can be expressed
using Kraus maps.

The possibility of altering the quantum dynamics of a system by applying some
time-dependent control is intriguing [1, 2]. Applications include, e.g., the inhibi-
tion or reduction of decoherence [3] or the construction of single-electron pumps as
reliable charge emitters [4]. Unfortunately, only few time dependencies lead to ana-
lytically solvable models [5]. This is for example possible in the adiabatic limit [6],
where the time dependencies are so slow that the adiabatic theorem applies, and
the equations from the static configurations are mostly just equipped with time-
dependent parameters [7]. Another interesting class of analytically treatable time
dependencies is that of the periodic limit, where the external control function varies
periodically in time, such that Floquet theory applies [8]. However, many more time
dependencies are conceivable and realizable.

Here, we will explore a rather simple approach to time-dependent control: piece-
wise constant evolution of control parameters [9]. Such control schemes do not re-
quire any special mathematical formalism: having a system subject to a constant
parameter set evolved to time ts, one can—when a control parameter is switched
instantaneously from one value to another—take the solution at time ts as the new
initial state and evolve it further until the next switching event occurs. This is the
most trivial extension of theories with time-independent parameters to those with
time-dependent ones, and the requirement of instantaneous switching is quite re-
strictive. Though an abrupt change of a parameter cannot be realized exactly in
an experiment, it may be well approximated when the change is much faster than
any other intrinsic time scale of the considered system. As a great advantage, these
schemes may yield quite simple models that allow interpretation of the results in a
physically meaningful way. The insight gained from these simple models may serve
as a guiding intuition when advancing to more complex controls.

Also with parameters that change in a piecewise constant fashion in time, one
should generally distinguish between two kinds of control. Open-loop control just
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follows a predefined protocol. Here, the time dependence of the parameters is in-
dependent of the actual system state, and thus no knowledge of the actual system
state is necessary to perform the scheme. The system is then also incapable of re-
sponding appropriately to unforeseen events. In contrast, in closed-loop (feedback)
control the control actions depend on the state of the system prior to the control
action. This requires measurement of the state and signal processing before the ac-
tual control action is taken—which is then of course dependent on the system state.
When the latter is applied to quantum systems, we therefore also have to incorporate
the measurement postulate into the evolution.

This chapter provides a basic framework for piecewise constant control schemes
in a nutshell; however, for some applications the reader is referred to Chap. 7.

6.1 Piecewise Constant Open-Loop Control

For a system of ordinary differential equations with constant coefficients such as the
Lindblad master equation ρ̇ = Lpρ, where the subscript p denotes the parameter
dependence of the rate matrix L , the propagator for a time interval Δt is readily
given by

Pp(Δt) = eLpΔt . (6.1)

If we now consider regular switchings at time intervals Δt , the used parameters
for each interval define a control protocol {p1,p2, . . . , pN }. Altogether, the action
of the combined control protocol can simply be expressed by the product of the
separate control propagators. The total propagator becomes

Pprotocol(NΔt) = PpN
(Δt)PpN−1(Δt) · · ·Pp2(Δt)Pp1(Δt), (6.2)

which evolves the system state from t to t + NΔt . The propagator for a whole pro-
tocol may even be amenable to analytic investigations. For example, when the pro-
tocol only involves periodic switching between just two parameter sets (e.g., turn-
style protocols), one may simplify the total propagator using the Baker–Campbell–
Hausdorff (BCH) formula. Alternatively, when the switching is performed very fast,
|LpΔt |  1, one may expand exponentials to arrive at a simplified description.

6.2 Piecewise Constant Feedback Control

Even when a system is simply coupled to an equilibrium reservoir and rapidly equi-
librates with that reservoir, an additional interaction with a detector may generally
drive it out of equilibrium. In this section, we will discuss the propagator for the
case when—immediately subsequent to the measurement—the performed control
operation depends on the measurement result.
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We have a setup in mind where a quantum system is monitored by a detec-
tor, which at regular time intervals Δt performs a measurement of some quan-
tity. The measurement is assumed to be performed infinitely fast; i.e., there is
no associated duration. If the evolution between the measurements does not de-
pend on the measurement result, it can be described by a simple Kraus map,
ρ(t + Δt) =∑α Kα(Δt)ρ(t)K†

α(Δt). Taking ρ as the density matrix right before
the measurement, denoting m as the measurement outcome, and denoting ρ′

m as the
density matrix right before the next measurement, these are then related by

ρ′
m =

∑

α

Kα(Δt)
MmρM

†
m

Tr{M†
mMmρ}K

†
α(Δt). (6.3)

Thus, for a particular measurement outcome m, the density matrix at time t + Δt

depends non-linearly on the density matrix at time t . However, the probability of ob-
taining the measurement outcome m is given by Pm = Tr{M†

mMmρ}, which means
that by performing a weighted average over all outcomes we obtain

ρ′ =
∑

m

Pmρ′
m =

∑

α

∑

m

Kα(Δt)MmρM†
mK†

α(Δt)

=̂
∑

α

Kα(Δt)
∑

m

Mmρ ≡ K (Δt)Mρ. (6.4)

This equation includes only the evolution under measurement and the subsequent
evolution and now constitutes a linear relation between ρ and ρ′, which can also
be written as a linear map or superoperator [10]. We note that M 
= 1 expresses the
fact that measurements may also modify the quantum system when the measurement
result is discarded. Since the evolution after the measurement so far does not depend
on the measurement result, the above equation would simply give rise to another
open-loop control scheme, where measurement is used as a particular kind of control
action. The averaged density matrix ρ′ is the one which is relevant to calculate
expectation values of observables,

〈A〉 =
∑

m

Pm Tr
{
Aρ′

m

}= Tr
{
Aρ′}, (6.5)

where we have just used linearity of the trace.
When now the evolution after the measurement depends on the measurement

result, formally described by making the Kraus operators dependent on the result
Kα(Δt) → K

(m)
α (Δt), we generate a feedback control loop, and the average density

matrix after one cycle becomes

ρ′ =
∑

α

∑

m

K(m)
α (Δt)MmρM†

mK(m)†
α (Δt)=̂

∑

α

∑

m

K (m)
α (Δt)Mmρ

= Pfb(Δt)ρ. (6.6)
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This equation defines a propagator under the described feedback control scheme.
When exactly the same sequence of measurement and conditioned control operation
is applied over and over again, one arrives at the iterative scheme

ρk+1 = Pfb(Δt)ρk, (6.7)

and it is now intriguing to investigate the properties—in a stroboscopic sense—of
stationary states, which obey

ρ̄ = Pfb(Δt)ρ̄. (6.8)

A particularly interesting special case arises when the conditioned evolution after
the measurement can be expressed by a Lindblad generator,

∑

α

K (m)
α = exp{LmΔt}, (6.9)

which expresses the feedback propagator as

Pfb =
∑

m

eLmΔtMm. (6.10)

This immediately demonstrates that even with Lindblad master equations, additional
measurement may have a significant impact on the evolution. When it is not com-
patible with the structure of the conditioned Liouvillian (e.g., when it does not obey
the block structure of the conventional quantum optical master equation in Defini-
tion 2.3), the evolution under feedback control can be expected to differ strongly
from the free evolution or also from that of open-loop control schemes. When fur-
thermore the time interval between the measurements becomes very small, we may
expand the exponential

ρk+1 ≈
[

1 +
∑

m

LmMmΔt + O{Δt}2
]

ρk, (6.11)

which enables one to define an effective Liouvillian under continuous feedback con-
trol:

Lfbρk = ρk+1 − ρk

Δt
=
∑

m

LmMmρk =⇒ Lfb =
∑

m

LmMm. (6.12)

Even in the continuous control limit Δt → 0 one thus concludes that if the con-
ditioned Liouvillians Lm have certain properties such as a block structure in the
system energy eigenbasis or simply entries in the population block obeying local
detailed balance, this need no longer be true for the effective Liouvillian Lfb. The
measurement superoperators Mm may alter the structure of the resulting Liouvil-
lian completely. This effect could for example be exploited to stabilize states that—
without feedback control—would simply decay.
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6.3 Wiseman–Milburn Quantum Feedback

By Wiseman–Milburn quantum feedback [3] we denote feedback control schemes
in which only jumps in a quantum system are continuously monitored. In contrast
to the previous section, the measurement is not performed directly on the system,
but via the reservoir that triggers the quantum jumps. Since the detection of an
emitted photon does not necessarily completely determine the state of the system
that has emitted the photon, such measurements are also called weak. In a higher
dimensional Hilbert space containing both the system and the detector, these mea-
surements may however also be described as projective—a special manifestation of
Neumark’s theorem [11]. In Wiseman–Milburn feedback, upon detection of a quan-
tum jump during the time interval Δt , one acts with a unitary control operation Uc
that is performed infinitely fast and directly subsequent to the time interval Δt [12–
14]. This type of feedback control scheme can be conveniently included in a master
equation formalism: we consider a system with m states together with a detector
monitoring transitions of the system (of which there are at most D < m(m − 1)).
The detector is not directly coupled to the system but only via a reservoir: it can, e.g.,
detect photons emitted from the system into the reservoir (vacuum). The system’s
evolution due to the reservoir is without explicit monitoring and feedback described
by the Lindblad master equation

ρ̇ = −i[H,ρ] +
D∑

α=1

γα

[

LαρL†
α − 1

2

{
L†

αLα,ρ
}
]

, (6.13)

where γα ≥ 0 represents the rate for the dimensionless Lindblad jump operator Lα .
For demonstration, we assume that the detector in the reservoir detects only the jump
corresponding to LD . In quantum optics, the detection of a photon by a photomul-
tiplier goes along with its destruction. Furthermore, photomultipliers cannot detect
the inverse process, i.e., the absorption of a photon from the reservoir by the system.
This may be different in an electronic context, where, e.g., the measurement of an
electronic jump by a quantum point contact (QPC) does not destroy the electron,
and also the detection of bidirectional electronic jumps is possible. To identify the
measurement operators, we now discretize the master equation and map (similarly
to the method in Sect. 1.5.2) to an iteration equation for the density matrix, which
when Δt → 0 exactly reproduces the Lindblad dynamics above:

ρ(t + Δt) =
∑

αβ

wαβ(Δt)Kαρ(t)K
†
β (6.14)

with the dimensionless operators

K1 = 1, K2 = −1

2

∑

α

γα

γ
L†

αLα − iH,

K3 = L1, . . . , KD+2 = LD,

(6.15)
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where the overall decay rate γ =∑α γα has been introduced to obtain dimension-
less Kraus operators Kα . The dimensionless coefficient matrix is given by

w =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

1 γΔt 0 . . . 0
γΔt 0 0 . . . 0

0 0 γ1Δt
...

...
. . .

0 0 γDΔt

⎞

⎟
⎟
⎟
⎟
⎟
⎠

, (6.16)

which becomes a positivity-preserving map when Δt → 0, i.e., in the master equa-
tion limit as shown in Sect. 1.5.2. Noting that contributions quadratic in Δt do not
change the Lindblad master equation obtained when Δt → 0, we may also modify
w22 → (γΔt)2, such that the map is also always positivity-preserving for finite Δt .
This step would sacrifice trace preservation, which however may be restored by suc-
cessive renormalization, yielding a nonlinear map-preserving hermiticity, trace, and
positivity for finite Δt > 0.

Here, we will however be content with the continuous measurement limit. We
choose to act with the unitary control operation Uc on the density matrix [3], when
the jump LD is detected,

ρ
D→ UcρU†

c , (6.17)

and to do nothing otherwise. To be consistent with the assumptions of Wiseman–
Milburn feedback, we assume that performing the unitary operation is infinitely
short. Realistically, the unitary control operation could be implemented by a δ-pulse-
shaped Hamiltonian

Uc = e−i
∫ t+δt
t α(t ′,δt) dt ′Hc = U†

c , (6.18)

where α(t, δt) = α(t + δt, δt) = 0 and
∫ t+δt

t
α(t ′, δt) dt ′ < ∞ also when δt → 0.

The corresponding positivity-preserving map is obtained from Eq. (6.14) by modi-
fying the evolution such that a control action is applied only when transition LD is
detected:

ρ(t + Δt) =
D+1∑

αβ=1

wαβ(Δt)Kαρ(t)K
†
β + γΔtUcLDρ(t)L

†
DU†

c . (6.19)

Due to the unitarity of the control operation U
†
c Uc = 1, we can also obtain the above

iteration map by simply replacing LD → UcL
†
D throughout. Again using the limit

Δt → 0, we obtain the feedback-controlled master equation

ρ̇ = −i[H,ρ] +
D−1∑

α=1

[

LαρL†
α − 1

2

{
L†

αLα,ρ
}
]

+ UcLDρL
†
DU†

c − 1

2

{
L

†
DLD,ρ

}
. (6.20)
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Comparing with Eq. (6.13), we see that we might have also obtained this equation
by simply applying the unitary control operator right after the corresponding jump
in the original master equation, which sometimes serves as a guiding principle of
constructing feedback-controlled master equations. For multiple reservoirs, this can
be directly extended to jump detection into a specific reservoir: then, only the jump
corresponding to the particular reservoir has to be equipped with the unitary control
operation. Furthermore, one may apply different controls for different jumps, such
that Wiseman–Milburn feedback control also gives rise to a plethora of different
evolution equations.

6.4 Further Roads to Feedback

The preceding examples of piecewise constant dissipative control or instantaneous
unitary action are by no means exhaustive. One might also try to realize instan-
taneous dissipative control by modifying the tunneling rates of a single electron
transistor in a pulse-like manner [15]. Alternatively, one could use measurements
as an instantaneous nonunitary control action. Furthermore, the measurement basis
does not have to coincide with the preferred basis induced by the reservoir, such that
quite general iteration equations are conceivable.

To obtain a convenient representation of these approaches, we apply a superop-
erator notation. The evolution without measurement and feedback can be described
by a positivity-preserving Kraus map:

ρ(t + Δt) =
∑

α

Kα(Δt)ρ(t)K†
α(Δt)=̂

∑

α

Kα(Δt)ρ(t)

= K (Δt)ρ(t). (6.21)

The control operation can also be most generally described by a Kraus map
Wc(Δτ)—whether it is unitary or not—where Δτ denotes the time necessary for
performing the control. To keep the correspondence to Lindblad evolution, one
could represent the more general control operations by an exponential

Wc = eκc, (6.22)

where κ could be a time integral of a Liouvillian. However, to obtain a true feed-
back control scheme, the control action should be conditioned on the measurement
result Wc → W α

c . Even then, different ways of conditioning the control action are
conceivable. For example, in the Wiseman–Milburn scheme, the measurement was
performed during the time interval Δt , and if we conditioned the control action on
the corresponding outcome, the evolution of the density matrix would be given by

ρ(t + Δt) =
∑

α

W α
c Kα(Δt)ρ(t). (6.23)
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Alternatively, one might condition the control on the outcome of an instantaneous
measurement—described by the measurement superoperators Mα that occur right
after the free evolution. This approach would yield the iteration equation

ρ(t + Δt) =
∑

α

W α
c MαK (Δt)ρ(t). (6.24)

More sophisticated schemes are conceivable.
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Chapter 7
Controlled Systems

Abstract This chapter discusses systems subjected to various forms of open-loop
or closed-loop control. We begin with a single junction that is characterized only
by two tunneling rates describing the probability for jumps in the respective direc-
tion. Whereas without feedback one simply obtains Poissonian statistics, modify-
ing the tunneling rate either by open-loop protocols or closed-loop protocols may
lead to a modified counting statistics of transferred particles. Here, only closed-loop
protocols have the potential to induce significant changes. Second, we consider an
electronic pump, where an open-loop protocol may transport electrons against a
potential bias. It will be shown that this external control requires energy, without
which the pump will not work. The situation is different in feedback control, where
the information obtained from a measurement is used to choose the performed con-
trol action. The model thus implements an electronic version of Maxwell’s demon:
when the information current associated with the measurement is included in the
entropy balance, the second law is respected. We also discuss an all-inclusive setup,
where the demon is explicitly included in the dynamics. When treated as a whole,
the device is nothing but a thermoelectric generator converting a temperature gra-
dient into power. Finally, we outline the potential of feedback control to stabilize
quantum coherence by discussing a single qubit that is periodically measured and
connected to different reservoirs.

7.1 Single Junction

The simplest model for studying counting statistics is that of a single junction. Such
a junction could be physically implemented by a quantum point contact (QPC),

H =
∑

k

εkLc
†
kLckL +

∑

k

εkRc
†
kRckR +

∑

kk′

[
tkk′ckLc

†
k′R + t∗kk′ck′Rc

†
kL

]
, (7.1)

where ckα are fermionic annihilation operators for electrons in mode k and lead α.
The tunneling process from an electron of the left lead in mode k to the mode k′
of the right lead is described by the term tkk′ckLc

†
k′R , whereas the inverse process is

described by the hermitian conjugate term. Altogether, the model is represented by
a quadratic fermionic Hamiltonian and can therefore—with some effort—be solved
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exactly (compare also Sect. 3.2). However, here we will rather be interested in the
effect of feedback, and will therefore be content with a perturbative treatment in the
tunneling amplitudes tkk′ . To obtain the statistics of charges traveling from left to
right, we append a virtual detector B =∑n |n − 1〉〈n| with infinitely many states
|n〉 to the system that increases its counter each time an electron is created on the
right lead. This modifies the interaction Hamiltonian to

HI = B† ⊗
∑

kk′
tkk′ckLc

†
k′R + B ⊗

∑

kk′
t∗kk′ck′Rc

†
kL, (7.2)

which is thus represented in the conventional system-bath decomposition, where the
detector is now the system of interest. To obtain a rate equation as in Definition 2.4,
we evaluate the correlation function

C12(τ ) = 1

2π

∫

dωdω′ T
(
ω,ω′)fR

(
ω′)[1 − fL(ω)

]
e−i(ω−ω′)τ ,

C21(τ ) = 1

2π

∫

dωdω′ T
(
ω,ω′)fL(ω)

[
1 − fR

(
ω′)]e+i(ω−ω′)τ ,

(7.3)

where the tunneling rate is defined as T (ω,ω′) = 2π
∑

kk′ |tkk′ |2δ(ω − εkL)δ(ω −
εk′R), and their Fourier transforms therefore become

γ12(Ω) =
∫

dωT (ω,ω − Ω)
[
1 − fL(ω)

]
fR(ω − Ω),

γ21(Ω) =
∫

dωT (ω,ω + Ω)fL(ω)
[
1 − fR(ω + Ω)

]
,

(7.4)

which can, e.g., for flat tunneling rates T (ω,ω′) ≈ T0 be evaluated explicitly using
our results from Sect. 5.4. Assuming that the difference of the detector energies is
negligible, the transition rate from state n to n + 1 in the detector, i.e., the transition
rate of an electron transfer from left to right γ and the inverse transition rate γ̄ are
then given by

γ = γ21(0), γ̄ = γ12(0). (7.5)

Therefore, in this particular model—and many others—in the small tunneling limit
one will obtain the equations

Ṗn = +γPn−1(t) + γ̄ Pn+1 − [γ + γ̄ ]Pn(t), (7.6)

where Pn(t) denotes the probability that n particles have passed the junction after
time t . That is, all the microscopic information contained in the tunneling ampli-
tudes tkk′ and the lead occupations fα(ω) is compressed only in the two tunneling
rates γ and γ̄ ; see Fig. 7.1. Depending on the microscopic underlying model, these
parameters may depend on the particle concentrations on the left and right sides of
the tunneling barrier and on the height of the barrier, etc. Thus, they may be modified
in time by changing these microscopic parameters.
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Fig. 7.1 Sketch of a single junction between two reservoirs, characterized by their Fermi func-
tions fα and tunneling amplitudes tkk′ . When the tunneling amplitudes are treated perturbatively,
the time-dependent microscopic parameters just enter into the time-dependent left-to-right and
right-to-left tunneling rates γ (t) and γ̄ (t), respectively. The piecewise constant time dependence
may either follow a predefined protocol (open-loop control) or can be conditioned on a measure-
ment result (feedback control). The system in this case is given by a virtual detector that counts the
net number of particles transferred from left to right

First let us consider the time-independent case. After the Fourier transformation
P(χ, t) =∑n Pn(t)e

+inχ , the n-resolved equation becomes

Ṗ (χ, t) = [γ (e+iχ − 1
)+ γ̄

(
e−iχ − 1

)]
P(χ, t). (7.7)

This is thus in perfect agreement with what we had for the QPC statistics in
Eq. (5.68). With the initial condition P(χ,0) = 1, it is solved by

P(χ, t) = exp
{[

γ
(
e+iχ − 1

)+ γ̄
(
e−iχ − 1

)]
t
}
. (7.8)

Exercise 7.1 (Cumulants) Show that the cumulants of the probability distribution
Pn(t) are given by

〈〈
nk
〉〉= [γ + (−1)kγ̄

]
t,

and can thus be understood as two counter-propagating Poissonian distributions.

This initial condition is chosen because we assume that at time t = 0, no particle
has crossed the junction Pn(0) = δn,0. The probability of counting n particles after
time t can be obtained from the inverse Fourier transform

Pn(t) = 1

2π

∫ +π

−π

exp
{[

γ
(
e+iχ − 1

)+ γ̄
(
e−iχ − 1

)]
t
}
e−inχ dχ. (7.9)

This probability can be calculated analytically for this one-dimensional model even
in the case of bidirectional transport:

Pn(t) = e−(γ+γ̄ )t

∞∑

a,b=0

(γ t)a

a!
(γ̄ t)b

b!
1

2π

∫ +π

−π

e+i(a−b−n)χdχ

= e−(γ+γ̄ )t
∞∑

a,b=0

(γ t)a

a!
(γ̄ t)b

b! δa−b,n
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Fig. 7.2 Time-dependent tunneling rate which is (nearly) piecewise constant during the inter-
vals Δt . In the model, we neglect the switching time τswitch completely

= e−(γ+γ̄ )t

⎧
⎨

⎩

∑∞
a=n

(γ t)a

a!
(γ̄ t)a−n

(a−n)! : n ≥ 0
∑∞

a=0
(γ t)a

a!
(γ̄ t)a−n

(a−n)! : n < 0

= e−(γ+γ̄ )t

(
γ

γ̄

)n/2

Jn(2
√

γ γ̄ t), (7.10)

where Jn(x) denotes a modified Bessel function of the first kind, defined as the so-
lution of z2J ′′

n (z)+ zJ ′
n(z)− (z2 +n2)Jn(z) = 0. In the unidirectional transport

limit, this reduces to a normal Poissonian distribution,

lim
γ̄→0

Pn(t) =
{

e−γ t (γ t)n

n! : n ≥ 0,

0: n < 0.
(7.11)

Exercise 7.2 (Poissonian limit) Show that a Poissonian distribution arises in the
unidirectional transport limit.

7.1.1 Open-Loop Control

Now we consider the case of a time-dependent rate γ → γ (t) with a piecewise
constant time dependence. Just for simplicity, we will constrain ourselves to unidi-
rectional transport γ̄ = 0 as shown in Fig. 7.2, where the time dependence of γ (t)

is well approximated by a piecewise constant protocol. We assume that the parame-
ter γ is changed at regular time intervals Δt , such that the control protocol is fully
characterized by the sequence {γ1, γ2, . . .}. The fact that the model is scalar (has no
internal structure) implies that the system has no internal memory, and the initial
state for each interval is therefore simply that at which no particle has crossed the
junction. Consequently, the probability distribution of measuring particles in the αth
time interval is completely independent of the outcome of the interval α − 1. If we
denote the cumulant during the interval Δt in the αth interval by 〈〈nk〉〉α , we find for
the average over all time intervals

〈〈
n̄k
〉〉= 1

N

N∑

α=1

〈〈
nk
〉〉
α

= 1

N

N∑

α=1

γαΔt = 〈γ 〉Δt, (7.12)
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i.e., all average cumulants are simply described by the time-averaged tunneling rate.
Regardless of the actual form of the protocol, one therefore always obtains a Pois-
sonian distribution. In conclusion, piecewise constant open-loop control applied to
a single junction will not substantially alter its dynamics.

Even if we had assumed bidirectional transport, this would not be different, as
can be seen from Exercise 7.1.

7.1.2 Closed-Loop Control

For simplicity, we again consider the unidirectional transport limit, which is de-
scribed by

ρ̇n = γρn−1 − γρn. (7.13)

The parameter γ describes the speed at which the resulting Poissonian distribution

ρn(Δt) =
{

e−γΔt (γΔt)n

n! : n ≥ 0,

0: n < 0
(7.14)

moves towards larger n. This however also goes along with a spread of the distribu-
tion: its width σ =√〈n2〉 − 〈n〉2 increases as σ ∝ t1/2. When we arrange the prob-
abilities in an infinite-dimensional vector, the rate matrix appears in band-diagonal
form:

d

dt

⎛

⎜
⎜
⎜
⎜
⎝

...

ρn−1
ρn

...

⎞

⎟
⎟
⎟
⎟
⎠

=

⎛

⎜
⎜
⎜
⎜
⎜
⎝

. . .

. . . −γ

+γ −γ

. . .
. . .

⎞

⎟
⎟
⎟
⎟
⎟
⎠

⎛

⎜
⎜
⎜
⎜
⎝

...

ρn−1
ρn

...

⎞

⎟
⎟
⎟
⎟
⎠

. (7.15)

For the initial state ρn(0) = δn,0 we have written the solution to the above equa-
tion explicitly in terms of a Poissonian distribution (7.14). Using the translational
invariance in n and the linearity of the equations, we can therefore write the general
solution explicitly as

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

ρ0(t + Δt)

ρ1(t + Δt)

ρ2(t + Δt)
...

ρn(t + Δt)
...

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

= e−γΔt

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1
γΔt 1
(γΔt)2

2 γΔt 1
...

...
. . .

. . .

(γΔt)n

n!
(γΔt)n−1

(n−1)! . . . . . .

...
...

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

ρ0(t)

ρ1(t)

ρ2(t)
...

ρn(t)
...

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(7.16)
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which takes the form ρ(t + Δt) = W (Δt)ρ(t) with the infinite-dimensional propa-
gation matrix W (Δt).

Exercise 7.3 (Probability conservation) Show that the above introduced propagator
W (Δt)preserves the sum of all probabilities, i.e., that

∑
n ρn(t + Δt) =∑n ρn(t).

We have found previously that an open-loop control scheme does not drastically
modify the probability distribution of tunneled particles. We now consider regular
measurements of the number of tunneled particles being performed at time inter-
vals Δt . The major difference from our previous considerations is that we now
modify the tunneling rate γ dependent on the measured number of tunneled par-
ticles. The measurement of n tunneled particles can be described by a projective
measurement of the density matrix. In superoperator notation, the matrix elements
of the corresponding projector just read as

(Pn)ij = δi,nδj,n. (7.17)

Conditioning the following propagator on the measurement result W (Δt) →
Wn(Δt) via switching the tunneling rate depending on the measurement outcome,
the effective propagator under feedback control (6.10) becomes

Wfb(Δt) =
∑

n

Wn(Δt)Pn. (7.18)

Making everything explicit, the propagation matrix becomes

Wfb(Δt) =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

e−γ0Δt

e−γ0Δt (γ0Δt) e−γ1Δt

e−γ0Δt (γ0Δt)2

2 e−γ1Δt (γ1Δt) e−γ2Δt

...
...

...
. . .

e−γ0Δt (γ0Δt)n

n! e−γ1Δt (γ1Δt)n−1

(n−1)! e−γ2Δt (γ2Δt)n−2

(n−2)! . . .

...
...

...
. . .

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

. (7.19)

The vector of probabilities under feedback evolves according to the iteration scheme
ρ(t + Δt) = Wfb(Δt)ρ(t). Formally, every column thus corresponds to a different
Poissonian process with tunneling rate γn.

Exercise 7.4 (Effective feedback propagator) Show the validity of Eq. (7.19).

The matrix elements of the effective feedback propagator thus read as

Wnm(t,Δt) =
{

e−γmΔt (γmΔt)(n−m)

(n−m)! : n ≥ m,

0: n < m.
(7.20)
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The feedback protocol is now defined when one decides what action to perform
in response to measuring a certain number of particles. For example, one may upon
measurement of m total transferred particles at time t consider to change the tun-
neling rate for the next time interval to

γm(t) =
{

γ + α(γ − m
t
): m ≤ γ t[1 + 1

α
],

0: else,
(7.21)

where γ and α are feedback parameters. Stated in words, this choice would increase
the tunneling rate during the next time interval when the measured particle number
is smaller than γ t and would decrease it if the measured particle number is larger
than γ t , keeping γ non-negative throughout. Such a feedback protocol would aim
to stabilize a mean of 〈m〉t = γ t . In addition however, one can also expect that
the width of the resulting distribution will be modified, since trajectories that were
“too slow” in one time interval will be accelerated in the next interval, whereas
trajectories that are “too fast” will be slowed down.

In the following, we denote a general feedback protocol by the function γn(t),
which describes the tunneling rate in response to n total transferred particles mea-
sured at time t . Then, we obtain for the first moment at time t + Δt

〈n〉t+Δt =
∑

n

nρn(t + Δt) =
∑

n

n
∑

m

Wnm(t,Δt)ρm(t)

=
∑

m

[∑

n

nWnm(t,Δt)

]

ρm(t)

=
∑

m

[ ∞∑

n=m

ne−γmΔt (γmΔt)(n−m)

(n − m)!

]

ρm(t)

=
∑

m

[ ∞∑

n=0

(n + m)e−γmΔt (γmΔt)n

n!

]

ρm(t)

=
∑

m

(γmΔt + m)ρm(t) = 〈γn〉tΔt + 〈n〉t , (7.22)

such that the change of the first moment during time interval Δt is determined by
the average tunneling rate. Similarly, we obtain for the second moment

〈
n2〉

t+Δt
=
∑

n

n2ρn(t + Δt) =
∑

m

[ ∞∑

n=0

(n + m)2e−γmΔt (γmΔt)n

n!

]

ρm(t)

=
∑

m

[
γmΔt(1 + γmΔt) + 2γmΔtm + m2]ρm(t)

= 〈γ 2
n

〉
t
Δt2 + 〈γn(1 + 2n)

〉
t
Δt + 〈n2〉

t
. (7.23)
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This implies for the variance under feedback
〈
n2〉

t+Δt
− 〈n〉2

t+Δt = Δt2[〈γ 2
n

〉
t
− 〈γn〉2

t

]+ Δt
[〈γn〉t + 2〈γnn〉t − 2〈γn〉t 〈n〉t

]

+ 〈n2〉
t
− 〈n〉2

t . (7.24)

For large intervals Δt , the first term on the right-hand side will always dominate,
such that due to its positivity, 〈γ 2

n 〉t − 〈γn〉2
t = 〈(γn − 〈γn〉)2〉 ≥ 0, the variance will

always increase during Δt . For small Δt however, the second term may dominate,
and for adapted feedback protocols it may also become negative. Then, the variance
of the distribution may decrease during Δt .

Exercise 7.5 (Variance evolution without feedback) Show that without feedback
γm(t) = γ , the variance during the iteration will for arbitrary distributions always
increase as (〈n2〉t+Δt − 〈n〉2

t+Δt ) − (〈n2〉t − 〈n〉2
t ) = γΔt .

This feedback protocol would in some sense harness the stochasticity of the un-
derlying process, as the resulting counting statistics would have a constant width but
a mean increasing linearly in time. It is however clear that the resulting distribution
cannot have a completely vanishing width, as for this case one would also obtain a
growing variance in time.

Exercise 7.6 (Variance evolution of a localized distribution) Show that for arbitrary
feedback, the variance of a localized distribution ρm(t) = δmm̄ will always increase
unless γm̄ = 0.

Therefore, the resulting time-dependent distribution may be expected to have a
finite width if the iteration scheme is performed in a range where the feedback is
negative.

7.1.2.1 Exponential Feedback

Here, we would like to illustrate the effect of such a feedback protocol for the ex-
ample of a continuous (n → x) Gaussian distribution

ρx(t) = 1√
2πσ

e
− (x−γ t)2

2σ2 (7.25)

at time t with mean μ = γ t = 〈x〉t and width σ =
√

〈x2〉t − 〈x〉2
t . Here, we consider

the exponential feedback control scheme

γx(t) = γ exp

{

α(t)

[

1 − x

γ t

]}

(7.26)

with intended mean γ and α(t) representing a yet-to-be-determined control func-
tion. The expectation values (replacing sums by integrals and as an approximation



7.1 Single Junction 167

extending the integration range over the complete real axis) can be readily com-
puted:

〈γx〉 = γ e
α2σ2

2γ 2 t2 ,
〈
γ 2
x

〉= γ 2e
2 α2σ2

γ 2 t2 , 〈xγx〉 = e
α2σ2

2γ 2 t2

[

γ 2t − ασ 2

t

]

. (7.27)

This implies a change of variance of

Δσ 2 = Δt2[〈γ 2
x

〉
t
− 〈γx〉2

t

]+ Δt
[〈γx〉t + 2〈xγx〉t − 2〈x〉t 〈γx〉t

]

= Δt2γ 2e
α2σ2

γ 2t2
[
e

α2σ2

γ 2t2 − 1
]+ Δt

t
e

α2σ2

2γ 2t2
[
γ t − 2ασ 2]. (7.28)

Neglecting the quadratic contribution (small Δt), the variance is stabilized when the
feedback control function is adapted with the time and width of the distribution at
time t

α(t) = γ t

2σ 2
. (7.29)

Conversely, for a given feedback strength α = α0t , the above equation determines a
stationary width of the distribution. This is also confirmed by the numerical prop-
agation of an initially localized probability distribution with the iteration scheme
(7.19) in Fig. 7.3. Without feedback (thin lines), the distribution propagates, but also
increases its width in time. With a constant feedback control function α, the distribu-
tion propagates at the same speed and its width is reduced compared to the situation
without feedback. Nevertheless, its width still increases with time at a small rate.
Only when the feedback control function α(t) = α0t is chosen to scale linearly in
time, the shape of the distribution is stabilized. Given a feedback control function
α(t) = α0t with the protocol (7.26), the stationary width of the resulting distribu-
tion can be determined as follows: inserting this dependence in Eq. (7.28) leads to a
condition under which the variance of a Gaussian distribution remains constant,

0 = (γΔt)ey/2[ey − 1
]+ 1 − 2

γ

α0
y, (7.30)

with the variable

y = α2
0σ 2

γ 2
. (7.31)

This transcendental equation can for given Δt , γ , and α0 be solved numerically
for y, which in turn enables one to determine the stationary width σ . For example,
for γΔt = 1 and γ /α0 = 100 we find a numerical solution y ≈ 0.005025, which
corresponds to a width of σ ≈ 7.1. This width is exactly found in the Gaussian
fit of the numerical solution (compare the inset of Fig. 7.3). The validity of this
effective description under feedback is further underlined by a direct sampling of the
feedback protocol (also compare the inset): here, the feedback parameter is adjusted
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Fig. 7.3 Plot of probability distributions Pn(t) without feedback (Poissonian evolution, dotted),
with constant feedback strength (dashed), and with time-proportional feedback strength (solid).
Without feedback, the width of the distribution will increase linearly in time (dotted). When the
feedback parameter α is just constant, this can be reduced but not stopped (dashed). When α in-
creases linearly in time, the width of the distribution is frozen while the mean increases (solid). The
inset shows the long-time evolution for constant feedback strength (dashed, only up to t = 300)
and time-proportional feedback strength (solid). The fit (dashed curve) demonstrates that the sta-
tionary distribution is Gaussian. In addition, a direct sampling of the feedback protocol yields the
same distribution. Parameters: γ = 1, Δt = 1, α = 1 for constant feedback and α = 0.01t for
time-proportional feedback

at finite time intervals Δt , dependent on the previous measurement result. Therefore,
under the chosen feedback protocol

γn(t) = γ exp

{

α0t

[

1 − n

γ t

]}

, (7.32)

the long-term limit leads to a frozen distribution which propagates with a constant
shape.

7.1.2.2 Linear Feedback

In contrast, linear feedback of the form

γn(t) = γ
[
1 − g(n − γ t)

]
(7.33)
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with the feedback parameters g > 0 and γ > 0 is much simpler to evaluate analyti-
cally as compared to the exponential protocol (7.26). It can be thought of as an ap-
proximation of scheme (7.32) for small g = α0/γ  1. Of course, the above scheme
formally allows for negative rates when n � γ0t . In reality however, the probability
for such a process is exponentially suppressed for sufficiently large times, since for
large times the width of a Poissonian process is sufficiently smaller than its mean
value σ/μ = 1/

√
γ t . The linear feedback scheme has the advantage that Eqs. (7.22)

and (7.24) only couple to themselves and can thus be expressed only in terms of the
first C1(t) = 〈n〉t and second C2(t) = 〈n2〉t − 〈n〉2

t cumulants:

C1(t + Δt) − C1(t) = γΔt
[
1 − gC1(t) + gγ t

]
,

C2(t + Δt) − C2(t) = γ 2Δt2g2C2(t) + γΔt
[
1 + γgt − gC1(t) − 2gC2(t)

]
.

(7.34)

In the limit of small Δt , the differential version of these equations is

Ċ1 = γ
[
1 − gC1(t) + gγ t

]
,

Ċ2 = γ
[
1 + γgt − gC1(t) − 2gC2(t)

] (7.35)

and admits for the initial conditions C1(0) = 0 and C2(0) = 0 the simple solution [1]

C1(t) = γ t, C2(t) = 1 − e−2gγ t

2g
, (7.36)

which shows a continuous evolution towards a constant width of σ̄ =√
limt→∞ C2(t) = 1√

2g
.

Freezing the second cumulant of otherwise stochastic processes has many inter-
esting applications. For example, many processes with a stochastic fluctuating work
load might profit from a smoothed evolution if control can be applied. In an elec-
tronic context, a stabilized width of the electronic counting statistics could help to
improve the standard of the electric current [2].

7.2 Electronic Pump

An electronic pump should perform work by transporting electrons against a po-
tential gradient. As the simplest possible system we consider the single electron
transistor (SET) from Sect. 5.1, which has just two internal states: empty and filled.
The tunneling of electrons through the SET is stochastic and thereby in some sense
uncontrolled. For example, the current fluctuations through such a device (noise)
will increase linearly in time. A pump that regularly transports electrons would be
expected to yield a large current with a small error rate, i.e., small noise. To re-
main in a picture where the concept of a pump makes sense, we allow only for
time-dependent changes in the system and interaction Hamiltonians but keep the
reservoirs invariant. See Fig. 7.4.
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Fig. 7.4 Sketch of an SET subject to external open-loop control via the piecewise constant
time-dependent dot level ε(t) and the time-dependent tunneling rates Γα(t). The parameters of
the reservoirs are assumed constant

Fig. 7.5 Sketch of two different configurations of dot level and tunneling rates with the same
chemical potentials. When each setup is applied constantly, the average current will always flow
from the lead with large chemical potential (right) to the lead with small chemical potential (left). In
a transient regime however, an initially empty dot with a dot level shifted below both chemical po-
tentials will—provided Γ max

L � Γ min
R —be dominantly filled from the left (left panel). If afterwards

the dot level is lifted to a value larger than both chemical potentials and simultaneously the left bar-
rier is raised and the right barrier is decreased, the dot will—provided Γ min

L  Γ max
R —dominantly

unload towards the right lead (right panel). Effectively, this transfers an electron from left to right
against the bias. Also when initially (left panel) the dot is filled, for the displayed protocol it is
more likely that the electron is emitted to the right lead than to the left. Altogether, the scheme thus
implements a stochastic electron pump

7.2.1 Power-Consuming Pump

Here, our aim is to keep the bias across the SET constant and to transport electrons
against the bias by performing suitable open-loop control operations. Note that we
use the term bias to describe the difference of lead occupations at the dot level; i.e.,
the bias can be induced by both a difference in chemical potentials or in the tem-
peratures. We constrain ourselves to control operations that only alter the system or
interaction Hamiltonian; i.e., the relative occupation of the reservoirs (which also
defines the bias) should be left invariant. Therefore, we consider changing the dot
level ε(t) and the tunneling rates Γα(t)—or the corresponding amplitudes tkα(t) in
the Hamiltonian—in a piecewise constant fashion. Intuitively, it is quite straightfor-
ward to arrive at a protocol that should lift electrons from left to right and thereby
pump electrons from low to high chemical potentials; see Fig. 7.5. This just re-
quires switching between the two possible configurations in the figure in constant
time intervals. If the dot is initially empty, the most likely trajectory is as follows:
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Fig. 7.6 Tunneling rates and the dot level are assumed to follow a periodic piecewise constant
protocol, which admits only two possible values. The state of the contacts is assumed as stationary.
For optimal cycle times T , the protocol is expected to pump electrons from the left towards the
right contact (compare Fig. 7.5)

even though its occupation is lower than the right reservoir fL(εmin) < fR(εmin),
the dot will be more likely loaded from the left reservoir, since the left bare tun-
neling rate is much larger than the right one, such that the overall rate of loading
the pump from the left dominates, Γ max

L fL(εmin) � Γ min
R fR(εmin). After switch-

ing to the second configuration (right panel in Fig. 7.5), the dot will—although
there is more space on the left than on the right [1 − fL(εmax)] > [1 − fR(εmax)]—
dominantly unload towards the right reservoir, since the corresponding total rate is
larger, Γ min

L [1 −fL(εmax)]  Γ max
R [1 −fR(εmax)]. In contrast, if the dot is initially

filled, in the first step of the cycle it will most likely not unload, and in the second
part of the cycle it will most likely unload to the right reservoir. Therefore, repeat-
ing these cycles periodically, one will expect the control scheme to act like a pump.
Denoting the cycle time of the pump by T , we decide to apply each control con-
figuration for time T/2, as displayed in Fig. 7.6. The rate matrices for the first and
second half cycles therefore read

L1(χ) =

⎛

⎜
⎜
⎜
⎝

−Γ max
L fL(εmin)

−Γ min
R fR(εmin)

+Γ max
L [1 − fL(εmin)]

+Γ min
R [1 − fR(εmin)]e+iχ

+Γ max
L fL(εmin)

+Γ min
R fR(εmin)e−iχ

−Γ max
L [1 − fL(εmin)]

−Γ min
R [1 − fR(εmin)]

⎞

⎟
⎟
⎟
⎠

,

L2(χ) =

⎛

⎜
⎜
⎜
⎝

−Γ min
L fL(εmax)

−Γ max
R fR(εmax)

+Γ min
L [1 − fL(εmax)]

+Γ max
R [1 − fR(εmax)]e+iχ

+Γ min
L fL(εmax)

+Γ max
R fR(εmax)e−iχ

−Γ min
L [1 − fL(εmax)]

−Γ max
R [1 − fR(εmax)]

⎞

⎟
⎟
⎟
⎠

,

(7.37)

where we have already introduced counting fields to track the statistics of electrons
transferred from left to right. The evolution of the density vector now follows the
fixed-point iteration scheme

ρ(t + T ) = P2P1ρ(t) = eL2(0)T /2eL1(0)T /2ρ(t). (7.38)
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After a period of transient evolution, the density vector at the end of the pump cycle
will approach a value where ρ(t +T ) ≈ ρ(t) = ρ̄. This value can—in a stroboscopic
sense—be considered as a stationary density matrix and is defined by the eigenvalue
equation

eL2(0)T /2eL1(0)T /2ρ̄ = ρ̄ (7.39)

with Tr{ρ̄} = 1. Once this stationary state has been determined, we can easily define
the moment-generating functions for the pumping period in the (stroboscopically)
stationary regime,

M1(χ,T /2) = Tr
{
eL1(χ)T /2ρ̄

}
,

M2(χ,T /2) = Tr
{
eL2(χ)T /2eL1(0)T /2ρ̄

}
,

(7.40)

where M1 describes the statistics in the first half cycle and M2 in the second half
cycle, and the moments can be extracted in the usual way. Since in the second half
cycle, the initial state is not ρ̄ but the propagator of the first half cycle applied to ρ̄,
we have modified the initial condition correspondingly. The distribution for the total
number of particles tunneling during the complete pumping cycle n = n1 + n2 is
given by

Pn(T ) =
∑

n1,n2:n1+n2=n

Pn1(T /2)Pn2(T /2)

=
∑

n1,n2

δn,n1+n2Pn1(T /2)Pn2(T /2). (7.41)

Then, the first moment may be calculated by simply adding the first moments of the
particles tunneling through both half cycles:

〈n〉 =
∑

n

nPn =
∑

n

n
∑

n1,n2

δn,n1+n2Pn1(T /2)Pn2(T /2)

=
∑

n1,n2

(n1 + n2)Pn1(T /2)Pn2(T /2)

= 〈n1〉 + 〈n2〉. (7.42)

The second cumulant can be similarly calculated:

〈
n2〉− 〈n〉2 = 〈n2

1

〉− 〈n1〉2 + 〈n2
2

〉− 〈n2〉2. (7.43)

Exercise 7.7 (Second cumulant for joint distributions) Show the validity of
Eq. (7.43).

This is just a manifestation of the fact that cumulants of independent stochastic
processes are additive. In the following, we will constrain ourselves for simplicity
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to symmetric tunneling rates left and right,

Γ min
L = Γ min

R = Γmin, Γ max
L = Γ max

R = Γmax. (7.44)

Then, the long-term probability of finding the dot filled at the end of the pumping
cycle becomes

P̄F = 1

Γ (1 + e−Γ T/2)

[
ΓminfL(εmax) + ΓmaxfR(εmax)

]

+ 1

Γ (1 + e+Γ T/2)

[
ΓmaxfL(εmin) + ΓminfR(εmin)

]
, (7.45)

where Γ = Γmin + Γmax and the other probability is just P̄E = 1 − P̄F . With this
stroboscopic long-term occupation, we obtain for the average number of electrons
transferred to the right junction during one pumping cycle the expression

〈n〉 = ΓmaxΓmin

Γ

T

2

[
fL

(
εmax)− fR

(
εmax)+ fL

(
εmin)− fR

(
εmin)]

+ Γmax − Γmin

Γ 2

[
Γmax

(
fL

(
εmin)− fR

(
εmax))

+ Γmin
(
fR

(
εmin)− fL

(
εmax))] tanh[Γ T/4]. (7.46)

The first term (which dominates for slow pumping, i.e., large T ) is negative when
fL(ω) < fR(ω), which at equal temperatures is the case when μL < μR . It is sim-
ply given by the average of the two SET currents one would obtain for the two half
cycles. The second term however is present when Γmax > Γmin and may be positive
when the dot level is changed strongly enough such that fL(εmin) > fR(εmax) and
fR(εmin) > fL(εmax). For large differences in the tunneling rates and small pump-
ing times T , it may dominate the first term, such that the net particle number may
be positive, even though the bias would normally favor the opposite current direc-
tion. When the tunneling rates are extremely different, ΓminT → 0, ΓmaxT → ∞,
and also the dot level is strongly modified such that the Fermi functions obey
fα(εmin) ≈ 1 and fα(εmax) ≈ 0, the average number per cycle approaches one. The
noise can be calculated similarly (not shown for brevity).

It should be kept in mind that the realized electronic pump requires energy
to work: by shifting the dot level from εmin to εmax we insert the energy ΔE =
εmax − εmin in every pump cycle with a loaded dot after the first half into the sys-
tem. When power consumption of the pump is not a problem (e.g., when the en-
ergy supply is unlimited), we may shift the dot level to very low and very large
values, respectively. Then, the bias becomes negligible, and we can approximate
fL(εmin) ≈ fR(εmin) ≈ 1 and fL(εmax) ≈ fR(εmax) ≈ 0. The particle number per
cycle simplifies to

〈n〉 = Γmax − Γmin

Γmax + Γmin
tanh

[
T

4
(Γmin + Γmax)

]

, (7.47)
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and the noise 〈n2〉 − 〈n〉2 becomes (Γ = Γmin + Γmax)

〈
n2〉− 〈n〉2 = 2

eΓ T/2 − 1

(eΓ T/2 + 1)2

Γ 2
min + Γ 2

max + (1 + eΓ T/2)ΓminΓmax

Γ 2
. (7.48)

For slow pumping, we therefore obtain for the Fano factor in this limit

F = 〈n2〉 − 〈n〉2

|〈n〉|
T →∞→ 2ΓmaxΓmin

Γ 2
max − Γ 2

min

, (7.49)

which demonstrates that the pump works efficiently and noiselessly when, in ad-
dition to the extremely changed dot level, Γmax � Γmin. In this extreme limit the
pump will act as a reliable single-electron source. Unfortunately, the pump has to
run comparably slow to remain in this noiseless limit.

Furthermore, we note that at infinite bias, fL(εmin) = fL(εmax) = 1 and
fR(εmin) = fR(εmax) = 0, the pump does not transport electrons against any poten-
tial or thermal gradient but can still be used to control the statistics of the tunneled
electrons. For example, it is possible to also reduce the noise to zero in this limit
when Γmin → 0.

To calculate the efficiency of the pump at finite bias and finite cycle time, we have
to relate the work performed per pump cycle, Wout = 〈n〉(μR − μL), to the energy
consumed by the pump during switching from the first half cycle to the second,
Win = n̄1/2(εmax − εmin), where

n̄1/2 = Tr
{
NdeL1(0)T /2ρ̄

}

= 1

Γ (1 + eΓ T/2)

[
ΓminfL(εmax) + ΓmaxfR(εmax)

]

+ 1

Γ (1 + e−Γ T/2)

[
ΓmaxfL(εmin) + ΓminfR(εmin)

]
(7.50)

denotes the average occupation after the first half cycle. Figure 7.7 displays the
average charge transport from left to right per cycle 〈n〉 (which by itself can be seen
as a pump efficiency), the performed dimensionless work β(μR − μL)〈n〉, and the
energetic efficiency

η = 〈n〉β(μR − μL)

n̄1/2β(εmax − εmin)
(7.51)

versus the pump cycle time T . The figure demonstrates that the efficiency—as the
current output—is maximal at intermediate cycle times T .

7.2.2 Open-Loop Control at Zero Power Consumption

It would be intriguing to have a protocol that performs the same task but does not
consume power, i.e., one that only changes the tunneling rates Γα(t). Unfortunately,
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Fig. 7.7 Average number of tunneled particles (solid black), average work performed (dashed
red), and energetic efficiency (dash–dotted blue) during one pump cycle versus cycle time Γ T .
The rescaled Fano factor F = (〈n2〉 − 〈n〉2)/|〈n〉| is also shown (dotted green). Since a constant
bias is applied, the performed work per cycle is just proportional to the current, and for the cho-
sen parameters the energetic efficiency of the pump is fairly small. For pumping that is too fast
(small Γ T ), the current vanishes since the pump cannot load and unload, whereas for pumping
that is too slow (large Γ T ), the current becomes negative, since the pump is too slow to overcome
the applied bias. Parameters have been chosen as Γmax = 9Γmin,fL(εmin) = 0.6, fR(εmin) = 0.9,
fL(εmax) = 1 − fR(εmin), fR(εmax) = 1 − fL(εmin)

this cannot be expected to work since this would generate a perpetuum mobile. For
consistency, we show here that by just assuming piecewise constant time depen-
dencies of the tunneling rates ΓL(t) and ΓR(t) turned on in an arbitrary protocol
while the dot level is kept constant, it is not possible to obtain an average current
against the bias. The intended situation is also depicted in Fig. 7.8. Let the tunneling
rates during the ith time interval be denoted by Γ i

L and Γ i
R and the corresponding

constant Liouvillian during this time interval by Li (χ):

Li (χ) =
(

−Γ i
LfL − Γ i

RfR +Γ i
L(1 − fL) + Γ i

R(1 − fR)e+iχ

+Γ i
LfL + Γ i

RfRe−iχ −Γ i
L(1 − fL) − Γ i

R(1 − fR)

)

. (7.52)

The density matrix after the time interval Δt is now given by

ρi+1 = eLi (0)Δtρi, (7.53)

such that it no longer has the form of a master equation but becomes a fixed-point
iteration. In what follows, we will assume fL ≤ fR without loss of generality, such
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Fig. 7.8 Time-dependent tunneling rates which follow a piecewise constant protocol. An
open-loop protocol is assumed; i.e., the control action does not depend on the occupation of the
dot. Both the dot level and left and right Fermi functions are assumed constant in order not to inject
energy into the system and to maintain the bias, respectively

that the source lead is right and the drain lead is left. The stationary state of the
Liouvillian Li is given by (1 − f̄i , f̄i ) with the stationary occupation

f̄i = Γ i
LfL + Γ i

RfR

Γ i
L + Γ i

R

. (7.54)

Since we have Γ i
L/R ≥ 0, this is just a convex combination, such that one has fL ≤

f̄i ≤ fR . This implies that after a few transient iterations and independent of the
control protocol chosen, the density vector ρi = (1 − fi, fi) will hover around, but
will always remain inside the transport window constrained by fL and fR :

fL ≤ fi = 〈d†d
〉
i
≤ fR ∀i ≥ i∗. (7.55)

The occupations will follow the iteration equation

(
1 − fi+1

fi+1

)

= eLi (0)Δt

(
1 − fi

fi

)

. (7.56)

To calculate the number of particles tunneling into the right reservoir during the ith
time interval, we consider the moment-generating function

Mi (χ,Δt) = Tr

{

eLi (χ)Δt

(
1 − fi

fi

)}

(7.57)

and calculate the first moment

〈n〉i = (−i)∂χMi (χ,Δt)|χ=0

= 1

(Γ i
L + Γ i

R)2

[−Γ 2
R(fR − fi)

(
1 − e−(Γ i

L+Γ i
R)Δt

)
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+ Γ i
LΓ i

R

(
(fi − fL)

(
1 − e−(Γ i

L+Γ i
R)Δt

)

− (fR − fL)
(
Γ i

L + Γ i
R

)
Δt
)]≤ 0. (7.58)

The first term is evidently negative when fi is within the transport window fL ≤
fi ≤ fR . The second term is also negative, which follows from its upper bound
fi → fR : here, we can use that 1 − e−x ≤ x for all x ≥ 0 with x = (Γ i

L + Γ i
R)Δt .

Since the first moment is negative, 〈n〉i ≤ 0 for all sufficiently large i, we con-
clude that the average number of particles after N iterations is also negative,
〈n〉 = 1

N

∑N
i=1〈n〉i ≤ 0, provided N is sufficiently large. Actually, by choosing in-

finitesimally small time intervals Δt → 0, arbitrary time dependencies Γα(t) can
be approximated, such that the conclusion holds for any open-loop control protocol
that modifies only the tunneling rates.

It follows that the average current always points from right (source) to left (drain)
regardless of the actual protocol Γ α

L/R(t) chosen. In other words, by simply modify-
ing the tunneling rates (not taking into account whether the dot is occupied or not)
it is not possible to revert the direction of the current. This result is not unexpected
and is consistent with thermodynamics. However, it will be shown in the following
sections that feedback control can be used to drive a current against the bias, when
only the tunneling rates are adapted in a conditioned fashion.

7.3 Encoding Maxwell’s Demon as Feedback Control

Originally, Maxwell’s demon was introduced by Maxwell to underline the macro-
scopic character of thermodynamics [3]. Maxwell’s demon is an intelligent being
closely monitoring molecules moving inside a box. A wall partitions the box into
two components, and by using a shutter, the demon can open a hole in the wall and
thereby allow molecules to pass through the wall. Initially, the gas in both parts of
the box is in thermal equilibrium, which may be achieved by opening the shutter for
a sufficiently long time. Now, the demon performs the following feedback control
protocol: when a fast molecule approaches the wall from the left, the shutter will
open and the molecule will be transferred to the right compartment. When a slow
molecule approaches the wall from the left, the shutter will close, and the molecule
will remain in the left compartment. Molecules approaching the wall from the right
are treated in the opposite fashion; only the slow ones are allowed to pass. After
some time, the fast molecules will be on the right side and the slow ones on the left,
such that the entropy of the box has decreased. The resulting temperature gradient
can be used to generate useful work, which is surprising, because ideally opening or
closing the shutter does not require energy. The common resolution to the paradox,
known as Landauer’s principle [4], is that the missing entropy is generated in the
demon’s brain during deletion. This also goes along with the dissipation of heat by
the demon.

With our increasing abilities to control and manipulate the smallest systems, it
has now become possible to implement such systems in the lab [5–7]. With these
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Fig. 7.9 Sketch of an SET subject to feedback control. A suitable (backaction-free as in Sect. 5.4)
detector such as a quantum point contact monitors the time-dependent occupation of the central
quantum dot. The detector signal is classically processed by an external device, which acts like
Maxwell’s demon. As control actions, the bare tunneling rates Γα(t) are changed in a piecewise
constant fashion and conditioned on the detector signal. To inject no energy directly into the sys-
tem, the dot level ε must remain constant

explicit models, it is possible to improve our understanding of how information can
be converted into useful power.

7.3.1 Feedback Control Loop

Here, consider the simple example of an SET additionally coupled to a suitable
charge detector such as, e.g., a QPC. The current through the QPC will as a macro-
scopic variable be read out, which leads to a projection of the SET dot onto empty
or filled, respectively. Thus, in an idealized limit where the QPC tunneling rates are
much larger than the dot tunneling rates, the measurement superoperators simply
read as (we order the density matrix as ρEE,ρFF ,ρEF ,ρFE in a vector)

ME =

⎛

⎜
⎜
⎝

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

⎞

⎟
⎟
⎠ , MF =

⎛

⎜
⎜
⎝

0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

⎞

⎟
⎟
⎠ , (7.59)

which respects the block structure separating populations (the first two entries) and
coherences (other entries). Here, we have neglected the physical backaction of the
detector on the probed system. That is, just as in Sect. 5.4, the system is unaffected
by the detector as long as we do not use the detector signal to change the system
parameters.

Now in response to the measurement result (large current means an empty SET
and low QPC current a filled SET, respectively), one changes the tunneling rates of
the SET by rapidly changing the voltage of nearby gates. Normally, this will also
lead to a shift of the electronic dot level, but a clever experimentalist may be able to
adjust the potential landscape such that the dot level ε remains constant under such
transformations, as displayed in Fig. 7.9. If this is done sufficiently fast, all tun-
neling rates become conditioned on the measurement outcome, formally described
by replacing Γα(ε) → Γ

E/F
α . For generality, we here also replace fα(ε) → f

E/F
α
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(which holds when it is not possible to keep the dot level constant). The population
parts of the corresponding conditioned Liouvillians thus read as

LE =
(

−Γ E
L f E

L − Γ E
R f E

R +Γ E
L (1 − f E

L ) + Γ E
R (1 − f E

R )

−Γ E
L f E

L − Γ E
R f E

R +Γ E
L (1 − f E

L ) + Γ E
R (1 − f E

R )

)

,

LF =
(

−Γ F
L f F

L − Γ F
R f F

R +Γ F
L (1 − f F

L ) + Γ F
R (1 − f F

R )

−Γ F
L f F

L − Γ F
R f F

R +Γ F
L (1 − f F

L ) + Γ F
R (1 − f F

R )

)

,

(7.60)

and it is obvious that each rate matrix separately obeys local detailed balance. For
equal temperatures βL = βR , this implies that if one constantly uses either the tun-
neling rates Γ E

α or Γ F
α , the current will on average always flow from the junction

with high chemical potential towards the junction with low chemical potential, re-
gardless of the value of the tunneling rates.

Since the measurement superoperators obey the block structure separating co-
herences and populations (the underlying measurement operators commute with the
system Hamiltonian), the effective Liouvillian under feedback will also decouple
coherences and populations. In particular, its population part becomes

Lfb

(
−Γ E

L f E
L − Γ E

R f E
L +Γ F

L (1 − f F
L ) + Γ F

R (1 − f F
R )

−Γ E
L f E

L − Γ E
R f E

R +Γ F
L (1 − f F

L ) + Γ F
R (1 − f F

R )

)

, (7.61)

and now no longer respects local detailed balance. In particular, even if the control
loop is engineered in such a way that the dot level is not modified as the tunnel-
ing amplitudes in the Hamiltonian are changed (f (E/F)

α → fα), we would obtain a
modification of local detailed balance,

ln
L (α)

EF

L (α)
FE

= ln
Γ F

α

Γ E
α

+ βα(ε − μα) ≡ δ
(α)
FE + βα(ε − μα). (7.62)

Below, it will be demonstrated that this may have strong physical consequences.

7.3.2 Current

For example, with sufficiently modified tunneling rates it is now possible to ob-
tain on average a current at equilibrium or even against an applied potential bias.
Qualitatively, this behavior can be expected by intuitively considering the extremal
scenario: when the dot is occupied, we might close the left barrier Γ E

L → 0, and
when it is empty, we might close the right barrier Γ F

R → 0, whereas both Γ F
L and

Γ E
R remain finite. This will clearly rectify the current from left to right. A more
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quantitative analysis can be extracted from the counting-field-dependent Liouvil-
lian:

Lfb(χ) =
(

−Γ E
L fL − Γ E

R fL +Γ F
L (1 − fL)e−iχ + Γ F

R (1 − fR)

−Γ E
L fLe+iχ − Γ E

R fR +Γ F
L (1 − fL) + Γ F

R (1 − fR)

)

. (7.63)

The associated matter current from left to right becomes

IL
M = Γ E

L Γ F
R fL(1 − fR) − Γ F

L Γ E
R (1 − fL)fR

Γ E
L fL + Γ F

L (1 − fL) + Γ E
R fR + Γ F

R (1 − fR)
, (7.64)

which does not vanish at equilibrium fL = fR . For consistency, we note that the
normal SET current is reproduced when feedback is turned off, Γ

E/F
α → Γα .

At finite bias, the current may be directed against the bias, and thus the device
may generate useful power just by using information. For simplicity, we parametrize
the tunneling rates by a single parameter:

Γ E
L = Γ

e+δ

cosh(δ)
, Γ F

L = Γ
e−δ

cosh(δ)
,

Γ E
R = Γ

e−δ

cosh(δ)
, Γ F

R = Γ
e+δ

cosh(δ)
,

(7.65)

where δ = 0 reproduces the case of symmetric tunneling rates ΓL = ΓR without
feedback. In contrast, positive feedback strength δ > 0 favors transport from left to
right, which becomes unidirectional when δ → ∞; see also Fig. 7.10. The figure
shows that the device may transport electrons against the bias, thereby generating
power P = −IL

M(μL − μR). To obtain the point at which the power output is max-
imal, we maximize at infinite feedback strength δ → ∞ and under the assumption
f = fL = 1 − fR the expression

β

Γ
P = −IL

M

Γ
β(μL − μR) = −

(
2fL(1 − fR)

fL + 1 − fR

)

ln

(
fL(1 − fR)

(1 − fL)fR

)

= −f ln

(
f 2

(1 − f )2

)

(7.66)

numerically with respect to f . Eventually, one obtains for f = fL = 1 − fR ≈
0.2178 at maximum feedback strength δ → ∞ a maximum power output of

Pmax ≈ Γ

β
0.5569, (7.67)

which for ε = 0 would be achieved at bias voltage βVmax ≈ −2.5571.
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Fig. 7.10 Plot of the matter current versus dimensionless bias voltage for vanishing dot level
ε = 0. Without feedback, the current is always directed with the bias (solid black). With increas-
ing feedback strength, the transport from left to right is favored, and at vanishing bias a cur-
rent is generated (dashed, dotted, and dash–dotted curves). At infinite feedback strength, trans-
port becomes unidirectional and the current is completely rectified (solid orange). When the
current curves enter the top left quadrant (dashed brown lines), the power generated by the de-
vice P = −IV becomes positive. Other parameters: ε = 0, tunneling rates parametrized as in
Eq. (7.65), μL = +V/2 = −μR (Color figure online)

Taking a bird’s eye view, we have applied two Liouvillians that if applied alone
would have led to transport with the bias. By applying them conditioned on the
system state, we apply both Liouvillians in a turnstyle, where the durations how-
ever depend on the electronic dwell times. The fact that two losing strategies com-
bined may sometimes lead to a winning strategy is also known as Parrondo’s para-
dox [8].

There are some minor differences to the original proposal by Maxwell: first, the
demon does not monitor molecular speeds but instead whether a charge is localized
on the dot or not. Second, the demon has two shutters instead of one to control
the transfer of electrons. Third, for finite feedback strength, the demon’s control
only works probabilistically; i.e., the demon is not perfect. Nevertheless, the net
effect is quite similar: starting at equilibrium V = 0 and leaving the bias voltage
variable, the feedback control loop will generate an increasing bias until its finite
feedback strength will not be able to increase it further and a new stationary state
with a vanishing current at finite bias is reached [9]. Below, we will discuss how the
entropy balance is modified by the feedback control loop.
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7.3.3 Entropy Production

The discussed case however has an interesting thermodynamic interpretation: in the
entropy flow in Def. (4.3), the modification of the local detailed balance condi-
tion (7.62) will lead to an additional contribution

Ṡe = Ṡ
app
e + I , (7.68)

where Ṡ
app
e = βL(I

(L)
E −μLI

(L)
M )+βR(I

(R)
E −μLI

(R)
M ) is the apparent entropy flow

that can be reconstructed from the heat flows to the left and right reservoirs, and the
additional contribution is the information current

I =
∑

ij∈{E,F }

∑

ν∈{L,R}
L

(ν)
ij P̄j δ

(ν)
ij . (7.69)

We note that the above defined information current should not be confused with the
mutual information [10–13] between system and demon dots: most obvious, it can
become negative, whereas the mutual information is positive definite. Since at the
modified steady state, entropy production balances the entropy flow, we also modify
the second law of thermodynamics. Including the information current, the entropy
production is still positive:

Ṡi = −Ṡe = −Ṡ
app
e − I = +Ṡ

app
i − I ≥ 0. (7.70)

We may however now well generate situations where the apparent entropy pro-
duction becomes negative Ṡ

app
i < 0. Considering as an example equal temperatures

βL = βR = β , the average apparent entropy production and information current be-
come

Ṡ
app
i = IL

Mβ(μL − μR), I = IL
M ln

Γ E
L Γ F

R

Γ F
L Γ E

R

Eq. (7.65)→ 4δIL
M. (7.71)

Inserting the apparent entropy production into the total one, we identify in the inter-
esting region a positive power output as a negative contribution

Ṡi = −βP − I ≥ 0, (7.72)

which must be over-balanced by the information current. With this one can de-
fine the efficiency of information-to-power conversion in the range −4δ/β ≤ V ≤ 0
(which corresponds to positive power output),

η = βP

−I
= −βV

4δ
≤ 1. (7.73)

At vanishing voltage, the generated feedback current is largest, but the power van-
ishes, and the efficiency is zero. Likewise, at vanishing current, where V = V ∗ =
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−4δ/β , the efficiency reaches one, but the device is useless since the output power
vanishes. Therefore, it is customary to consider the efficiency at maximum power

η̄ = −βV̄

4δ
, (7.74)

where we see that it vanishes at infinite feedback strength δ → ∞. For finite feed-
back strength however, one can first obtain the voltage at which power output is
maximal and then relate this with the required feedback strength. For the dashed
(δ = 1/2), dotted (δ = 1), and dash–dotted (δ = 2) curves in Fig. 7.10 we obtain the
efficiencies η̄ = 0.48, η̄ = 0.43, and η̄ = 0.30, respectively.

7.4 Self-Controlling Systems: A Complete Description
of Maxwell’s Demon

In any case, the discussed feedback control systems require an extremely fast pro-
cessing of the measurement signal and a similarly fast control action. For the dis-
cussed master equation to remain valid, these time scales must be much shorter
than the decay time of the open quantum systems. Whereas for electrons trapped
in quantum dots without coherences the dwell times may reach hours, such that
signal processing and feedback control may be processed much faster, this may
appear questionable for more delicate quantum systems. Although the existent ap-
proaches can be extended by introducing a delay between measurement and con-
trol [14, 15], it would be interesting to learn which physical systems by their
intrinsic evolution yield—when a subsystem is considered—the same effective
evolution as if the subsystem were subject to an infinitely fast classical feed-
back control loop. Such systems would conveniently control themselves and min-
imize the delay. Fortunately, such a system exists for the Maxwell demon dis-
cussed in Sect. 7.3. In the following, we will discuss the example provided in
Ref. [16].

Consider a single electron transistor (SET) now capacitively interacting with an-
other quantum dot that is coupled to its own reservoir, as depicted in Fig. 7.11. The
system Hamiltonian of this three-terminal system reads as

HS = εdc
†
dcd + εsc

†
s cs + Uc

†
dcdc†

s cs, (7.75)

where εs and εd denote the on-site energies of the SET dot and the demon dot,
respectively, whereas U denotes the Coulomb interaction between the two dots.
The system dot is tunnel-coupled to the left and right leads, whereas the demon dot
is tunnel-coupled to its junction only:

HI =
∑

k

(
tkLcsc

†
kL + t∗kLckLc†

s

)+
∑

k

(
tkRcsc

†
kR + t∗kRckRc†

s

)

+
∑

k

(
tkdcdc

†
kd + t∗kdckLc

†
d

)
. (7.76)



184 7 Controlled Systems

Fig. 7.11 Sketch of an SET (bottom circuit) that is capacitively coupled via the Coulomb interac-
tion U to another quantum dot. The additional quantum dot is tunnel-coupled to its own reservoir
with Fermi function fD . Since the associated stationary matter current vanishes, only energy is
continuously transferred across this junction (dotted line). The energy-dependent tunneling rates
Γα(ω) are evaluated at the system’s transition frequencies, which leads to multiple tunneling rates
for each junction such as, e.g., Γ U

D = ΓD(εd + U) and ΓD = ΓD(ε). Neither open-loop nor feed-
back control is at work, but the dot of the SET—if considered separately—behaves in certain
parameter regions as if subjected to an external feedback control loop

Furthermore, all the junctions are modeled as noninteracting fermions:

HB =
∑

ν∈{L,R,d}

∑

k

εkνc
†
kνckν. (7.77)

7.4.1 Derivation of the Rate Equation

Treating the tunneling amplitudes perturbatively and fixing the reservoirs at thermal
equilibrium states

ρ̄
(ν)
B = e−βν(H

(ν)
B −μνN

(ν)
B )

Tr{e−βν(H
(ν)
B −μνN

(ν)
B )}

, (7.78)

we use

Tr
{
c

†
kνck′ν ρ̄

(ν)
B

}= δkk′fν(εkν),

Tr
{
ckνc

†
k′ν ρ̄

(ν)
B

}= δkk′
[
1 − fν(εkν)

] (7.79)

to derive the standard quantum optical master equation (compare also Defini-
tion 2.3). Furthermore, we assume a continuous spectrum of reservoir frequencies
by assuming that the tunneling rates

Γν(ω) = 2π
∑

k

|tkν |2δ(ω − εkν) (7.80)
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are a continuous function of ω. Importantly, we do not apply the popular wide-band
limit here (which would mean approximating Γν(ω) ≈ Γν ).

In the energy eigenbasis of HS—further on denoted by |ρσ 〉, where ρ ∈ {E,F }
describes the system’s dot state and σ ∈ {0,1} denotes the state of the demon dot
(both either empty or filled, respectively)—the populations obey a simple rate equa-
tion defined by Eq. (2.47). Denoting the populations by pρσ = 〈ρσ |ρ|ρσ 〉, the rate
equation Ṗ = L P in the ordered basis P = (p0E,p1E,p0F ,p1F )T decomposes
into the contributions due to the different reservoirs L = LD + LL + LR , which
read

LD =

⎛

⎜
⎜
⎝

−ΓDfD +ΓD(1 − fD) 0 0
+ΓDfD −ΓD(1 − fD) 0 0

0 0 −Γ U
D f U

D +Γ U
D (1 − f U

D )

0 0 +Γ U
D f U

D −Γ U
D (1 − f U

D )

⎞

⎟
⎟
⎠ ,

Lα =

⎛

⎜
⎜
⎝

−Γαfα 0 +Γα(1 − fα) 0
0 −Γ U

α f U
α 0 +Γ U

α (1 − f U
α )

+Γαfα 0 −Γα(1 − fα) 0
0 +Γ U

α f U
α 0 −Γ U

α (1 − f U
α )

⎞

⎟
⎟
⎠ , α ∈ {L,R},

(7.81)

where we have used the abbreviations Γα = Γα(εs) and Γ U
α = Γα(εs + U) for

α ∈ {L,R} and ΓD = ΓD(εd) and Γ U
D = ΓD(εd + U) for the tunneling rates and

similarly for the Fermi functions fα = fα(εs), f U
α = fα(εs + U), fD = fD(εd),

and f U
D = fD(εd + U), respectively. We note that all contributions separately obey

local detailed balance relations (4.43). We also note that the above rate matrix con-
stitutes a special case of the model in Sect. 5.3, when one junction is disconnected.
Closer inspection of the rates in Eq. (7.81) reveals that these rates could have been
guessed without any microscopic derivation. For example, the transition rate from
state |1E〉 to state |0E〉 is just given by the bare tunneling rate for the demon junction
ΓD multiplied by the probability of finding a free space in the terminal at transition
frequency εd . Similarly, the transition rate from state |1F 〉 to state |0F 〉 corresponds
to an electron jumping out of the demon dot to its junction, but this time transport-
ing energy of εd + U . We have ordered our basis such that the upper left block
of LD describes the dynamics of the demon dot conditioned on an empty system
dot, whereas the lower block accounts for the dynamics conditioned on a filled sys-
tem.

7.4.2 Counting Statistics and Entropy

As a whole, the system respects the second law of thermodynamics. We demonstrate
this by analyzing the entropy production by means of the full counting statistics. In
order to avoid having to trace six counting fields, we note that the system obeys three
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conservation laws, since the two dots may only exchange energy but not matter:

I
(L)
M + I

(R)
M = 0, I

(D)
M = 0, I

(L)
E + I

(R)
E + I

(D)
E = 0, (7.82)

where I
(ν)
E and I

(ν)
M denote energy and matter currents to terminal ν, respectively.

Therefore, three counting fields should in general suffice to completely track the
entropy production in the long-term limit. For simplicity however, we compute the
entropy production for the more realistic case of equal temperatures at the left and
right SET junctions β = βL = βR . Technically, this is conveniently performed by
balancing with the entropy flow and using the conservation laws

Ṡi = −Ṡe = −
∑

ν

β(ν)
(
I

(ν)
E − μ(ν)I

(ν)
M

)

= −β
(
I

(L)
E − μLI

(L)
M + I

(R)
E − μRI

(R)
M

)− βDI
(D)
E

= (β − βD)I
(D)
E − β(μL − μR)I

(R)
M . (7.83)

Thus, we conclude that for equal temperatures left and right it should even suffice
to track, e.g., only the energy transferred to the demon junction and the particles to
the right lead. Therefore, we introduce counting fields for the demon (ξ ) and for the
particles transferred to the left junctions (χ ), and the counting-field-dependent rate
equation becomes

LD(ξ)

=

⎛

⎜
⎜
⎜
⎜
⎝

−ΓDfD +ΓD(1 − fD)e+iξεd 0 0
+ΓDfDe−iξεd −ΓD(1 − fD) 0 0

0 0 −Γ U
D

f U
D

+Γ U
D

(1 − f U
D

)e+iξ(εd+U)

0 0 +Γ U
D

f U
D

e−iξ(εd+U) −Γ U
D

(1 − f U
D

)

⎞

⎟
⎟
⎟
⎟
⎠
,

LR(χ) =
⎛

⎜
⎜
⎝

−ΓRfR 0 +ΓR(1 − fR)e+iχ 0
0 −Γ U

R
f U
R

0 +Γ U
R

(1 − f U
R

)e+iχ

+ΓRfRe−iχ 0 −ΓR(1 − fR) 0
0 +Γ U

R
f U
R

e−iχ 0 −Γ U
R

(1 − f U
R

)

⎞

⎟
⎟
⎠.

(7.84)

These counting fields can now be used to reconstruct the statistics of energy and
matter transfer. The currents can be obtained by performing suitable derivatives of
the rate matrix; compare Eq. (4.76). For example, the energy current to the demon is
given by I

(D)
E = −i Tr{∂ξL (ξ,0)|ξ=0ρ̄}, where ρ̄ is the steady state L (0,0)ρ̄ = 0.

To test the fluctuation theorem, we calculate the characteristic polynomial

D(ξ,χ) = ∣∣L (ξ,χ) − λ1
∣
∣

= (L11 − λ)(L22 − λ)(L33 − λ)(L44 − λ)

− (L11 − λ)(L22 − λ)L34(ξ)L43(ξ)

− (L11 − λ)(L33 − λ)L24(χ)L42(χ)
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− (L22 − λ)(L44 − λ)L13(χ)L31(χ)

− (L33 − λ)(L44 − λ)L12(ξ)L21(ξ)

+ L12(ξ)L21(ξ)L34(ξ)L43(ξ) + L13(χ)L31(χ)L24(χ)L42(χ)

− L12(ξ)L24(χ)L31(χ)L43(ξ) − L13(χ)L21(ξ)L34(ξ)L42(χ)

= (L11 − λ)(L22 − λ)(L33 − λ)(L44 − λ)

− (L11 − λ)(L22 − λ)L34(0)L43(0)

− (L11 − λ)(L33 − λ)L24(χ)L42(χ)

− (L22 − λ)(L44 − λ)L13(χ)L31(χ)

− (L33 − λ)(L44 − λ)L12(0)L21(0)

+ L12(0)L21(0)L34(0)L43(0) + L13(χ)L31(χ)L24(χ)L42(χ)

− L12(ξ)L24(χ)L31(χ)L43(ξ) − L13(χ)L21(ξ)L34(ξ)L42(χ), (7.85)

where Lij simply denote the matrix elements of the rate matrix L . We note the
symmetries

L13(−χ) = 1 − fL

fL

L31

(

+χ + i ln
fL(1 − fR)

(1 − fL)fR

)

= 1 − fL

fL

L31
(+χ + iβ(μL − μR)

)
,

L24(−χ) = 1 − f U
L

f U
L

L42

(

+χ + i ln
f U

L (1 − f U
R )

(1 − f U
L )f U

R

)

= 1 − f U
L

f U
L

L42
(+χ + iβ(μL − μR)

)
,

L12(−ξ) = L21

(

+ξ + i

εd

ln
1 − fD

fD

)

= L21

(

+ξ + i

εd

βD(εd − μD)

)

,

L34(−ξ) = L43

(

+ξ + i

εd + U
ln

1 − f U
D

f U
D

)

= L43

(

+ξ + i

εd + U
βD(εd + U − μD)

)

,

(7.86)

which can be used to show that the full characteristic polynomial obeys the symme-
try

D(−ξ,−χ) = D
(
ξ + i(βD − β)/U,χ + iβ(μL − μR)

)
. (7.87)

This symmetry implies—when monitoring the energy current to the demon eD and
the number of electrons transferred to the right junction nR—for the corresponding
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probability distribution the fluctuation theorem

lim
t→∞

P+ΔnS,+ΔeD

P−ΔnS,−ΔeD

= e(βD−β)ΔeD+β(μL−μR)ΔnS . (7.88)

Instead of determining the continuous energy emission distribution, we could alter-
natively have counted the discrete number of electrons entering the demon dot at
energy εD and leaving it at energy εD + U . Since this process leads to a net en-
ergy extraction of energy U from the system, the corresponding matter current is
tightly coupled to the energy current across the demon junction; i.e., their number
would be related to the energy via ΔeD = nDU . Comparing the value in the ex-
ponent of Eq. (7.88) with the average expectation value of the entropy production
in Eq. (7.83), we can also roughly interpret the fluctuation theorem as the ratio of
probabilities for trajectories with a positive and negative entropy production. Such
findings can be made much more concrete for finite times by taking initial and final
internal system configurations into account [17].

7.4.3 Global View: A Thermoelectric Device

From the discussion in Sect. 4.3 one concludes that the average value of Eq. (7.83)
must be positive. In addition, we identify P = (μL − μR)I

(R)
M = −(μL − μR)I

(L)
M

as the power generated by the device, which—when the current flows against the
bias—may yield a negative contribution βP to the overall entropy production. In
these parameter regimes however, the negative contribution β(μL − μR)I

(R)
M must

be over-balanced by the second term (β − βD)I
(D)
E , which clearly requires—when

the demon reservoir is colder than the SET reservoirs βD > βS—the energy current
to flow out of the demon, I

(D)
E < 0. As a whole, the system therefore just converts

a thermal gradient between the two subsystems into power: a fraction of the heat
coming from the hot SET leads is converted into power, and the remaining fraction
is dissipated as heat at the cold demon junction. The corresponding efficiency for
this conversion can be constructed from the output power P = −(μL −μR)I

(L)
M and

the input heat Q̇L + Q̇R = −I
(D)
E − (μL − μR)I

(L)
M = Q̇diss + P , where Q̇diss =

−I
(D)
E is the heat dissipated into the demon reservoir. Using Ṡi ≥ 0 we find that the

efficiency—which of course is only useful in parameter regimes where the power is
positive β(μL − μR)I

(R)
M > 0—is upper bounded by the Carnot efficiency:

η = P

Q̇diss + P
≤ 1 − TD

T
= ηCarnot. (7.89)

For practical applications a large efficiency is not always sufficient. For example,
a maximum efficiency at zero power output would be quite useless. Therefore, it
has become a common standard to first maximize the power output of the device
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and then compute the corresponding efficiency at maximum power. Due to the non-
linearity of the underlying equations, this may be a difficult numerical optimization
problem. To reduce the number of parameters, we assume that f U

D = 1 −fD (which
is the case when εD = μD −U/2) and f U

L = 1−fR as well as f U
R = 1−fL (which

for βL = βR = β is satisfied when εS = 1/2(μL + μR) − U/2). See also the left
panel of Fig. 7.12. Furthermore, we parametrize the modification of the tunneling
rates by a single parameter via

ΓL = Γ
e+δ

cosh(δ)
, Γ U

L = Γ
e−δ

cosh(δ)
,

ΓR = Γ
e−δ

cosh(δ)
, Γ U

R = Γ
e+δ

cosh(δ)

(7.90)

to favor transport in a particular direction. We have inserted the normalization by
cosh(δ) to keep the tunneling rates finite as the feedback strength δ is increased.
Trivially, at δ = 0 we recover symmetric unperturbed tunneling rates and when
δ → ∞, transport will be completely rectified. The matter current from left to right
in the limit where the demon dot is much faster than the SET (ΓD → ∞ and
Γ U

D → ∞) becomes

I
(L)
M = Γ

2

[
fL − fR + tanh(δ)(fL + fR − 2fD)

]
. (7.91)

Similarly, we obtain for the energy current to the demon

I
(D)
E = Γ U

2

[
fL + fR − 2fD + (fL − fR) tanh(δ)

]
, (7.92)

which determines the dissipated heat. These can be converted into an efficiency
solely expressed by Fermi functions when we use

β(μL − μR) = ln

(
fL(1 − fR)

(1 − fL)fR

)

,

βU = ln

(
fR(1 − f U

R )

(1 − fR)f U
R

)

→ ln

(
fRfL

(1 − fR)(1 − fL)

)

,

(7.93)

which can be used to write the efficiency of heat to power conversion as

η = P

Q̇diss + P
= 1

1 + βQ̇diss
βP

= 1

1 + ln(
fRfL

(1−fR)(1−fL)
)(fL+fR−2fD+(fL−fR) tanh(δ))

ln(
fL(1−fR)

(1−fL)fR
)(fL−fR+(fL+fR−2fD) tanh(δ))

, (7.94)

which is also illustrated in Fig. 7.12.
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Fig. 7.12 Top: Sketch of the assumed configurations of chemical potentials, which imply at
βL = βR relations between the Fermi functions. Bottom: Plot of current (solid black, in units
of Γ ), dimensionless power βV I (dashed red, in units of Γ ), and efficiency η (dash–dot-
ted blue) versus dimensionless bias voltage. At equilibrated bias (origin), the efficiency van-
ishes by construction, whereas it reaches Carnot efficiency (dotted green) at the new equilib-
rium, i.e., at zero power. At maximum power however, the efficiency still closely approaches
the Carnot efficiency. Parameters: δ = 100, tunneling rates parametrized as in Eq. (7.90),
fD = 0.9 = 1 − f U

D , βεS = −0.05 = −β(εS + U), such that the Carnot efficiency becomes
ηCarnot = 1 − (βU)/(βDU) ≈ 0.977244

Beyond these average considerations, the qualitative action of the device may
also be understood at the level of single trajectories; see Fig. 7.13. It should be
noted that, at the trajectory level, all possible trajectories are still allowed, even
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Fig. 7.13 Level sketch of the setup, adapted from Ref. [16]. Shaded regions represent occupied
levels in the leads with chemical potentials and temperatures indicated. Central horizontal lines
represent transition energies of system and demon dot, respectively. When the other dot is occu-
pied, the bare transition frequency of every system is shifted by the Coulomb interaction U . The
shown trajectory then becomes likely in the suggested Maxwell-demon mode: initially, the SET is
empty and the demon dot is filled. When Γ U

R � Γ U
L , the SET dot is most likely first filled from

the left lead, which shifts the transition frequency of the demon (1). When the bare tunneling rates
of the demon are much larger than those of the SET, the demon dot will rapidly equilibrate by
expelling the electron to its associated reservoir (2) before a further electronic jump at the SET can
occur. At the new transition frequency, the SET electron is more likely to escape first to the left
than to the right when ΓL � ΓR (3). Now, the demon dot will equilibrate again by filling with an
electron (4), thus restoring the initial state. In essence, an electron is transferred against the bias
through the SET circuit while in the demon system an electron enters at energy εd and leaves at
energy εd + U , leading to a net transfer of U from the demon into its reservoir

though those with positive total entropy production must on average dominate. As
a whole, the system thereby merely converts a temperature gradient (cold demon,
hot system) into useful power (current times voltage). A similar interpretation as a
thermoelectric generator is possible when the temperature gradient is reversed, i.e.,
when the demon junction is hot and the SET junctions are cold [18].

7.4.4 Local View: A Feedback-Controlled Device

An experimentalist having access only to the SET circuit would measure a posi-
tive generated power and conserved particle currents I

(L)
M + I

(R)
M = 0, but possi-

bly a slight mismatch of left and right energy currents I
(L)
E + I

(R)
E = −I

(D)
E 
= 0.

This mismatch could not fully account for the generated power, since for any ef-
ficiency η > 1/2 in Fig. 7.13 we have |I (D)

E | < P . Therefore, the experimentalist
would conclude that his description of the system by energy and matter flows is not
complete and he might suspect Maxwell’s demon at work. Here, we will make the
reduced dynamics of the SET dot alone more explicit by deriving a reduced rate
equation.
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Fig. 7.14 Sketch of the coarse-graining procedure, taken from Ref. [16]. Squares represent states
of the combined system, where thicknesses of arrows and squares denote relative stationary oc-
cupations and relative value of transition rates, respectively. When the demon transitions (solid
arrows) are much faster than the SET transitions (dashed arrows), it is possible to obtain a coarse–
grained dynamics between mesostates (shaded oval areas) that account either for an empty or a
filled SET dot. The transition rates depicted in the center account for the error-free limit where
fD → 1 and f U

D → 0

We can evidently write the rate equation defined by Eqs. (7.81) as Ṗρσ =
Lρσ,ρ′σ ′Pρ′σ ′ , where ρ and σ label the demon and system degrees of freedom,
respectively. If we discard the dynamics of the demon dot by tracing over its de-
grees of freedom Pσ =∑ρ Pρσ , we formally arrive at a non-Markovian evolution
equation for the populations of the SET dot:

Ṗσ =
∑

σ ′

∑

ρρ′
Lρσ,ρ′σ ′Pρ′σ ′ =

∑

σ ′

[∑

ρρ′
Lρσ,ρ′σ ′

Pρ′σ ′

Pσ ′

]

Pσ ′ . (7.95)

Here, we may identify
Pρ′σ ′
Pσ ′ as the conditional probability of the demon being in

state ρ′ provided the system is in state σ ′.
However, direct inspection of the rates suggests that when we assume the limit

where the bare rates of the demon system are much larger than the SET tunneling
rates, these conditional probabilities will assume their conditioned stationary values
much faster than the SET dynamics. In this limit, the dynamics is mainly domi-
nated by transitions between just two mesostates instead of the original four states;
see Fig. 7.14. The mesostates are associated to either a filled or an empty system
quantum dot, respectively. We may hence arrive again at a Markovian description
by approximating

Pρ′σ ′

Pσ ′
→ P̄ρ′σ ′

P̄σ ′
, (7.96)
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which yields the coarse-grained rate matrix

Wσσ ′ =
∑

ρρ′
Lρσ,ρ′σ ′

P̄ρ′σ ′

P̄σ ′
. (7.97)

For the model at hand, the stationary conditional probabilities become in the limit
where Γ

(U)
D � Γ

(U)
L/R

P0|E = P̄0E

P̄E

= 1 − fD, P1|E = P̄1E

P̄E

= fD,

P0|F = P̄0F

P̄F

= 1 − f U
D , P1|F = P̄1F

P̄F

= f U
D ,

(7.98)

and just describe the fact that, due to the time-scale separation, the demon dot im-
mediately reaches a thermal stationary state that depends on the occupation of the
SET dot. The temperature and chemical potential of the demon reservoir determine
if and how well the demon dot—which can be envisaged as the demon’s mem-
ory capable of storing just one bit—captures the actual state of the system dot. For
example, for high demon temperatures it will be roughly independent of the sys-
tem dots occupation as fD ≈ f U

D ≈ 1/2. At very low demon temperatures however,
and if the chemical potential of the demon dot is adjusted such that εd − μD < 0
and εd + U − μD > 0, the demon dot will nearly accurately (more formally when
βDU � 1) track the system occupation, since fD → 1 and f U

D → 0. Then, the de-
mon dot will immediately fill when the SET dot is emptied and its electron will
leave when the SET dot is filled. It thereby faithfully detects the state of the SET.
In the presented model, the demon temperature thereby acts as a source of error
in the demon’s measurement of the system’s state. In addition, the model at hand
allows us to investigate the detector backaction on the probed system, which is of-
ten neglected. Here, this backaction is essential, and we will now investigate it by
analyzing the reduced dynamics in detail.

The coarse-grained probabilities PE and PF of finding the SET dot empty or
filled, respectively, obey the rate equation dynamics

L =
(−LFE +LEF

+LFE −LEF

)

(7.99)

with the coarse-grained rates

LEF = L0E,0F

P̄0F

P̄F

+ L1E,1F

P̄1F

P̄F

= (1 − f U
D

)[
ΓL(1 − fL) + ΓR(1 − fR)

]

+ f U
D

[
Γ U

L

(
1 − f U

L

)+ Γ U
R

(
1 − f U

R

)]
, (7.100)
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LFE = L0F,0E

P̄0E

P̄E

+ L1F,1E

P̄1E

P̄E

= (1 − fD)[ΓLfL + ΓRfR] + fD

[
Γ U

L f U
L + Γ U

R f U
R

]
.

We note that a naive experimenter who is not aware of the demon interacting with
the SET circuit would attribute the rates in the coarse-grained dynamics to just two
reservoirs: L = LL +LR with the rates L (α)

EF = (1−f U
D )Γα(1−fα)+f U

D Γ U
α (1−

f U
α ) and L (α)

FE = (1−fD)Γαfα +fDΓ U
α f U

α . Thus, when the SET is not sensitive to
the demon state Γ U

L/R ≈ ΓL/R and f U
L/R ≈ fL/R , local detailed balance is restored,

and we recover the conventional SET rate equation (5.6).
We note that the matter current

I
(ν)
M = L

(ν)
EF P̄F − L (ν)

FEP̄E (7.101)

is conserved, I
(L)
M = −I

(R)
M , such that the entropy production in Definition (4.4)

becomes

Ṡi =
∑

ν∈{L,R}
L

(ν)
EF P̄F ln

(
L (ν)

EF P̄F

L (ν)
FEP̄E

)

+ L (ν)
FEP̄E ln

(
L (ν)

FEP̄E

L (ν)
EF P̄F

)

=
∑

ν∈{L,R}

(
L

(ν)
EF P̄F − L (ν)

FEP̄E

)
ln

(
L (ν)

EF P̄F

L (ν)
FEP̄E

)

= I
(L)
M ln

(
L (L)

EF L (R)
FE

L (L)
FE L (R)

EF

)

= I
(L)
M A , (7.102)

and is thus representable in a simple flux-affinity form. Similarly, we note that if we
count particle transfers from the left to the right reservoir, the following fluctuation
theorem would hold:

P+n

P−n

= enA , (7.103)

and the fact that these fluctuations could in principle be resolved demonstrates that
the affinity in the entropy production is a meaningful and measurable quantity. With-
out the demon dot, the conventional affinity of the SET would simply be given by

A0 = ln

(
(1 − fL)fR

fL(1 − fR)

)

= βL(ε − μL) − βR(ε − μR), (7.104)

and ignoring the physical implementation of the demon, we can interpret the mod-
ification of the entropy production due to the demon as an additional information
current that is tightly coupled to the particle current:

Ṡi = I
(L)
M A0 + I

(L)
M (A − A0) = Ṡ

(0)
i + I . (7.105)
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When the demon temperature is lowered such that βDU � 1 and its chemical
potential is adjusted such that fD → 1 and f U

D → 0, the affinity becomes

A = ln

(
ΓL(1 − fL)Γ U

R f U
R

Γ U
L f U

L ΓR(1 − fR)

)

= ln

(
ΓLΓ U

R

Γ U
L ΓR

)

+ ln

(
fLf U

R

f U
L fR

)

+ A0. (7.106)

The last term on the right-hand side is simply the affinity without the demon dot.
The first two terms quantify the modification of the affinity. The pure limit of a
Maxwell demon is reached, when the energetic backaction of the demon on the
SET is negligible, i.e., when f U

L ≈ fL and f U
R ≈ fR , which requires comparably

large SET temperatures βL/RU  1. Of course, to obtain any nontrivial effect, it is
still necessary to keep non-flat tunneling rates Γ U

L/R 
= ΓL/R , and in this case one

recovers the case discussed in Sect. 7.3—identifying Γ E
α with Γα and Γ F

α with Γ U
α .

7.5 Qubit Stabilization

The qubit, i.e., any quantum-mechanical two-level system that can be prepared in
a superposition of its two states |0〉 and |1〉, is at the heart of quantum computers
with great technological promise. One major obstacle to be overcome to build a
quantum computer [19] is decoherence: qubits prepared in pure superposition states
(as required for performing quantum computation) tend to decay into a statistical
mixture when coupled to a destabilizing reservoir (of which there is an abundance
in the real world). Here, we will approach the decoherence problem with a quantum
master equation and we will show that feedback control can be used to act against
the decay of coherences.

7.5.1 Model

The system is described by

HS = Ω

2
σz, H 1

B =
∑

k

ω1
k

(
b1
k

)†
b1
k, H 2

B =
∑

k

ω2
k

(
b2
k

)†
b2
k

H 1
I = σz ⊗

∑

k

[
h1

kb
1
k + (h1

k

)∗(
b1
k

)†]
,

H 2
I = α(t)σ x ⊗

∑

k

[
h2

kb
2
k + (h2

k

)∗(
b2
k

)†]
,

(7.107)

where σα represent the Pauli matrices and bk the bosonic annihilation operators.
Whereas the first interaction H 1

I is of the pure dephasing type and would thus admit
an exact solution (compare Sect. 3.1), the second is not, such that we will apply the
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master equation formalism for both interactions. We assume that the two bosonic
baths are independent, such that we can calculate the dissipators separately. For
clarity, we also assume that the two reservoirs are at the same temperature. The time
dependence of α(t) is assumed to be piecewise constant and will be conditioned on
a measurement result, which closes a feedback control loop. Since the reservoirs are
at the same temperature, the bath correlation function is independent of the chosen
interaction Hamiltonian (therefore we omit the indices):

C(τ) =
∑

kk′

〈(
hkbke

−iωkτ + h∗
kb

†
ke

+iωkτ
)(

hk′bk′ + h∗
k′b

†
k′
)〉

=
∑

k

|hk|2
[
e−iωkτ

(
1 + n(ωk)

)+ e+iωkτ n(ωk)
]

= 1

2π

∫ ∞

0
J (ω)

{
e−iωτ

[
1 + n(ω)

]+ e+iωτn(ω)
}
dω, (7.108)

where we have introduced the bosonic occupation n(ω) = [eβω − 1]−1 with the in-
verse bath temperature β and the spectral density J (ω) = 2π

∑
k |hk|2δ(ω − ωk).

We would like to identify the Fourier transform of C(τ), such that we have to trans-
form the integral to one involving the full real axis. Since all ωk > 0, the spec-
tral density is defined for positive frequencies but can be analytically continued by
defining J (−ω) = −J (+ω). Making use of the relation n(−ω) = −[1 + n(ω)], we
rewrite the correlation function as

C(τ) = 1

2π

∫ ∞

0
J (ω)

[
1 + n(ω)

]
e−iωτ dω + 1

2π

∫ 0

−∞
J (−ω)n(−ω)e−iωτ dω

= 1

2π

∫ ∞

0
J (ω)

[
1 + n(ω)

]
e−iωτ dω + 1

2π

∫ 0

−∞
J (ω)

[
1 + n(ω)

]
e−iωτ dω

= 1

2π

∫ ∞

−∞
J (ω)

[
1 + n(ω)

]
e−iωτ dω. (7.109)

We conclude for the Fourier transform of the bath correlation function,

γ (ω) = J (ω)
[
1 + n(ω)

]
. (7.110)

It is easy to show that it fulfills the Kubo–Martin–Schwinger (KMS) condition

γ (−ω) = −J (ω)
[−n(ω)

]= J (ω)n(ω) = e−βωγ (+ω), (7.111)

such that we may expect that the thermal state of the qubit with the reservoir temper-
ature is one stationary state of the system. Note that due to the divergence of n(ω)

at ω → 0, it is favorable to use an ohmic spectral density such as, e.g.,

J (ω) = J0ωe−ω/ωc , (7.112)
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which grants an existing limit γ (0). For a single system coupling operator A, the
damping coefficients in the Born–Markov-secular approximation in Definition 2.3
simplify a bit:

γab,cd = δ(Eb − Ea,Ed − Ec)γ (Eb − Ea)〈a|A|b〉〈c|A|d〉∗

σab = δEa,Eb

1

2i

∑

c

σ (Eb − Ec)〈c|A|b〉〈c|A|a〉∗, (7.113)

where the odd Fourier transform σ(ω) of the bath correlation function can be ob-
tained from γ (ω) by a Cauchy principal value integral (2.38) and the vectors denote
the energy eigenbasis σz|0〉 = |0〉 and σz|1〉 = −|1〉. The Kronecker symbols auto-
matically imply that many damping coefficients vanish, such that the action of the
full Liouvillian can be written as

ρ̇ = −i

[(
Ω

2
+ σ00

)

|0〉〈0| +
(

−Ω

2
+ σ11

)

|1〉〈1|, ρ
]

+ γ00,00

[

|0〉〈0|ρ|0〉〈0| − 1

2
|0〉〈0|ρ − 1

2
ρ|0〉〈0|

]

+ γ11,11

[

|1〉〈1|ρ|1〉〈1| − 1

2
|1〉〈1|ρ − 1

2
ρ|1〉〈1|

]

+ γ00,11
[|0〉〈0|ρ|1〉〈1|]+ γ11,00

[|1〉〈1|ρ|0〉〈0|]

+ γ01,01

[

|0〉〈1|ρ|1〉〈0| − 1

2
|1〉〈1|ρ − 1

2
ρ|1〉〈1|

]

+ γ10,10

[

|1〉〈0|ρ|0〉〈1| − 1

2
|0〉〈0|ρ − 1

2
ρ|0〉〈0|

]

. (7.114)

It is a general feature of the Born–Markov-secular approximation that for a nonde-
generate system Hamiltonian (here Ω 
= 0) the populations and coherences in the
energy eigenbasis decouple:

ρ̇00 = −γ10,10ρ00 + γ01,01ρ11,

ρ̇11 = +γ10,10ρ00 − γ01,01ρ11,

ρ̇01 =
[

−1

2
(γ00,00 + γ11,11 − 2γ00,11 + γ01,01 + γ10,10)

− i(Ω + σ00 − σ11)

]

ρ01,

ρ̇10 =
[

−1

2
(γ00,00 + γ11,11 − 2γ11,00 + γ01,01 + γ10,10)

+ i(Ω + σ00 − σ11)

]

ρ10.

(7.115)
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For the two interaction Hamiltonians chosen, we can make the corresponding coef-
ficients explicit

Coefficient A: pure dephasing A = σz B: dissipation A = σx

γ00,00 +γ (0) 0

γ00,11 −γ (0) 0

γ11,00 −γ (0) 0

γ11,11 +γ (0) 0

γ01,01 0 γ (+Ω)

γ10,10 0 γ (−Ω)

σ00
σ(0)

2i
σ(−Ω)

2i

σ11
σ(0)

2i
σ(+Ω)

2i

and rewrite the corresponding Liouvillian in the ordering ρ00, ρ11, ρ01, ρ10 as a su-
peroperator (further abbreviating γ0/± = γ (0/ ± Ω), Σ = σ00 − σ11)

LA =

⎛

⎜
⎜
⎝

0 0 0 0
0 0 0 0
0 0 −2γ0 − iΩ 0
0 0 0 −2γ0 + iΩ

⎞

⎟
⎟
⎠ ,

LB =

⎛

⎜
⎜
⎝

−γ− +γ+ 0 0
+γ− −γ+ 0 0

0 0 − γ−+γ+
2 − i(Ω + Σ) 0

0 0 0 − γ−+γ+
2 + i(Ω + Σ)

⎞

⎟
⎟
⎠ .

(7.116)

Keeping in mind that both Ω and Σ are real-valued, both Liouvillians therefore lead
to a decay of coherences with rates (we assume Ω > 0)

γA = 2γ0 = 2 lim
ω→0

J (ω)
[
1 + n(ω)

]= 2
J0

β
= 2J0kBT ,

γB = γ− + γ+
2

= 1

2

[
J (Ω)

[
1 + n(Ω)

]+ J (−Ω)
[
1 + n(−Ω)

]]

= 1

2

[
J (Ω)

[
1 + n(Ω)

]+ J (Ω)n(Ω)
]

= 1

2
J (Ω) coth

[
Ω

2kBT

]

,

(7.117)

which for large temperatures both scale proportionally to T . Therefore, in the high-
temperature limit, the application of either Liouvillian or a superposition of both
will simply lead to rapid decoherence.
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The same can be expected from a turnstyle (open-loop control), where the Liou-
villians act one at a time following a predefined protocol: due to the block structure
of each Liouvillian, their exponential (forming the propagator) will also have the
same block structure Consequently, the total propagator for any driving protocol
will obey the same block structure, and the coherences will decay in the long-term
limit.

7.5.2 Feedback Liouvillian

The situation changes however, when measurement results are used to determine
which Liouvillian is acting. We choose to act with Liouvillian LA throughout and to
turn on Liouvillian LB in addition—multiplied by a dimensionless feedback param-
eter α ≥ 0—when a certain measurement result is obtained. Given a measurement
with just two outcomes, the effective propagator is then given by

W (Δt) = eLAΔtM1 + e(LA+αLB)ΔtM2, (7.118)

where Mi are the superoperators corresponding to the action of the measurement
operators MiρM

†
i on the density matrix. Any nontrivial effects can now only be

expected when the block structure of the Liouvillians is lifted by the action of the
measurement. Formally, the measurement superoperators should therefore not have
the same block structure as the Liouvillians. Therefore, we consider a projective
measurement of the σx expectation value (which does not commute with the system
Hamiltonian). Formally, the corresponding measurement operators are given by

M1 = 1

2

[
1 + σx

]
, M2 = 1

2

[
1 − σx

]
. (7.119)

These projection operators obviously fulfill the completeness relation M
†
1M1 +

M
†
2M2 = 1. The superoperators corresponding to Miρ =̂MiρM

†
i are also orthogo-

nal projectors:

M1 = 1

4

⎛

⎜
⎜
⎝

1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1

⎞

⎟
⎟
⎠ , M2 = 1

4

⎛

⎜
⎜
⎝

1 1 −1 −1
1 1 −1 −1

−1 −1 1 1
−1 −1 1 1

⎞

⎟
⎟
⎠ . (7.120)

Exercise 7.8 (Measurement superoperators) Show the correspondence between Mi

and Mi in the above equations.

In contrast to the feedback control scheme in the Maxwell demon implementation
(compare Sect. 7.3), these measurement superoperators do not share the block struc-
ture of the Liouvillians. This implies that coherences can no longer be neglected,
even in the long-term dynamics. In the model of Sect. 7.3 one would observe no
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effect if measurements were periodically applied without performing any control
operations. Here, this is completely different: without feedback (α = 0), the prop-
agator becomes P(Δt) = eLAΔt (M1 + M2), which is—since M1 + M2 
= 1—
already structurally different from the propagator without measurements and control
P(Δt) = eLAΔt , as can be easily made explicit:

eLAΔt (P1 + P2) = 1

2

⎛

⎜
⎜
⎝

1 1 0 0
1 1 0 0
0 0 e−(2γ0+iΩ)Δt e−(2γ0+iΩ)Δt

0 0 e−(2γ0−iΩ)Δt e−(2γ0−iΩ)Δt

⎞

⎟
⎟
⎠ ,

eLAΔt =

⎛

⎜
⎜
⎝

1 0 0 0
0 1 0 0
0 0 e−(2γ0+iΩ)Δt 0
0 0 0 e−(2γ0−iΩ)Δt

⎞

⎟
⎟
⎠ .

(7.121)

7.5.3 Phenomenological Consequences

Even without any decoherence (γ0 = 0), this may have significant consequences: the
repeated application of the propagator for measurement without feedback (γ0 = 0
and α = 0) yields

[
eLAΔt (P1 + P2)

]n

= 1

2

⎛

⎜
⎜
⎝

1 1 0 0
1 1 0 0
0 0 e−iΩΔt cosn−1(ΩΔt) e−iΩΔt cosn−1(ΩΔt)

0 0 e+iΩΔt cosn−1(ΩΔt) e+iΩΔt cosn−1(ΩΔt)

⎞

⎟
⎟
⎠ . (7.122)

Exercise 7.9 (Repeated measurements) Show the validity of the above equation.

In contrast, without the measurements, we have for repeated application of the
propagator simply

[
eLAΔt

]n = eLAnΔt . (7.123)

When we now consider the limit n → ∞ and Δt → 0 but nΔt = t remaining finite,
it becomes obvious that the no-measurement propagator for γ0 = 0 simply describes
coherent evolution. In contrast, when the measurement frequency becomes large
enough, the measurement propagator in Eq. (7.121) approaches

[
eLAΔt (P1 + P2)

]n = 1

2

⎛

⎜
⎜
⎝

1 1 0 0
1 1 0 0
0 0 1 1
0 0 1 1

⎞

⎟
⎟
⎠ (7.124)
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and thereby freezes eigenstates of the measurement operators such as ρ̄ = 1
2 [|0〉 +

|1〉][〈0|+ 〈1|]. This effect is known as the quantum Zeno effect [20, 21] (sometimes
colloquially phrased as “a watched pot never boils”) and occurs when measurement
operators and system Hamiltonian do not commute and the evolution between mea-
surements is unitary (here γ0 = 0).

Unfortunately, when the evolution between measurements is an open one
(γ0 > 0), the quantum Zeno effect cannot be used to stabilize the coherences, which
becomes evident from the propagator in Eq. (7.121). Although the effective deco-
herence rate will be reduced, in the long-term dynamics only the populations will
survive.

With feedback (α > 0), the effective propagator W (Δt) does not have the block
structure of the Liouvillians anymore. The propagator defines a fixed-point iteration
for the density matrix,

ρ(t + Δt) = W (Δt)ρ(t). (7.125)

Here, even for small Δt we cannot approximate the evolution by another effective
Liouvillian, since limΔt→0 W (Δt) 
= 1; i.e., a master equation description is not
applicable. Instead, one could in principle analyze the eigenvector of W (Δt) with
eigenvalue 1 as the (in a stroboscopic sense) stationary state. For the present model,
it is however more convenient to consider the expectation values of 〈σ i〉t that fully
characterize the density matrix via

ρ00 = 1 + 〈σz〉
2

, ρ11 = 1 − 〈σz〉
2

,

ρ01 = 〈σx〉 − i〈σy〉
2

, ρ10 = 〈σx〉 + i〈σy〉
2

,

(7.126)

which is known as Bloch sphere representation. Note that decoherence therefore
implies vanishing expectation values of 〈σx〉 → 0 and 〈σy〉 → 0 in our setup. Con-
verting the iteration equation for the density matrix into an iteration equation for the
expectation values of Pauli matrices, we obtain

〈
σx
〉
t+Δt

= e−2γ0Δt

2

{(
1 + 〈σx

〉
t

)
cos(ΩΔt)

− (1 − 〈σx
〉
t

)
e−(γ−+γ+)αΔt/2 cos

[(
Ω + α(Ω + Σ)

)
Δt
]}

,

〈
σy
〉
t+Δt

= e−2γ0Δt

2

{(
1 + 〈σx

〉
t

)
sin(ΩΔt)

− (1 − 〈σx
〉
t

)
e−(γ−+γ+)αΔt/2 sin

[(
Ω + α(Ω + Σ)

)
Δt
]}

,

〈
σz
〉
t+Δt

= (γ+ − γ−)(1 − 〈σx〉t )
2(γ− + γ+)

(
1 − e−(γ−+γ+)αΔt

)
,

(7.127)

where we note that—since we have chosen to measure the value of σx—both 〈σy〉t
and 〈σz〉t follow just the expectation value of 〈σx〉t . The first of the above equations
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Fig. 7.15 Expectation values of the Pauli matrices for finite feedback strength α = 10 and finite
stepsize Δt (spacing given by symbols). For large Δt , the fixed point corresponds to a nearly
completely mixed state close to the center of the Bloch sphere. For small Δt , the curve for
〈σx〉t approaches the differential equation limit (solid line), but the curve for 〈σy〉t approaches 0.
For γ− = γ+, the iteration for 〈σz〉t vanishes throughout. Parameters: γ− = γ+ = γ0 = Γ ,
ΩΔt =∈ {1,0.1}, and ΣΔt ∈ {0.5,0.05}

can be expanded for small Δt to yield

〈σx〉t+Δt − 〈σx〉t
Δt

= −1

4

[
8γ0 + α(γ− + γ+)

]〈
σx
〉
t

+ 1

4
α(γ− + γ+) + O{Δt}. (7.128)

When Δt → 0, this becomes a differential equation:

〈σx〉t+Δt − 〈σx〉t
Δt

→ 〈
σ̇ x
〉
t

(7.129)

with the stationary state

〈
σ̄ x
〉= α(γ− + γ+)

8γ0 + α(γ− + γ+)
, (7.130)

which approaches 1 for large values of α, i.e., for sufficiently strong feedback. In
the same limit, the other expectation values simply vanish throughout 〈σy/z〉t → 0,
which is just a consequence of the large measurement rate in the x-direction. Taking
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into account the large-temperature expansions for the damping coefficients,

γ0 = J0kBT , γ− + γ+ ≈ 2J0e
−Ω/ωckBT , (7.131)

we see that this stabilization effect also holds at large temperatures—with a suffi-
ciently strong (and perfect) feedback provided. An initially coherent superposition
is thus not only stabilized, but also emerges as a stroboscopic stationary state when
the scheme is initialized in a completely mixed state, e.g., at the center of the Bloch
sphere 〈σα〉 = 0. Also for finite Δt , the fixed-point iteration yields sensible evo-
lution for the expectation values of the Pauli matrices; see Fig. 7.15. So formally,
we have a similar situation as in Sect. 7.3—also known as Parrondo’s paradox [8]:
two losing strategies (each Liouvillian applied alone leads to decoherence) can be
combined, together yielding (with the measurement) a winning strategy (avoiding
decoherence). The fact that decoherence can be useful in these setups can also be
understood in terms of the simple interpretation that undesired parts of the density
matrix (those that are not eigenstates of the measurement operators) are damped
away faster than the eigenstates if the measurements occur frequently enough [22].
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