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Abstract. A data warehouse stores historical data for the purpose of answering 
strategic and decision making queries. Such queries are usually exploratory and 
complex in nature and have high response time when processed against a 
continuously growing data warehouse. These response times can be reduced by 
materializing views in a data warehouse. These views, which contain pre-
computed and summarized information, aim to provide answers to decision 
making queries in an efficient manner. All views cannot be materialized due to 
space constraints. Also, optimal view selection is shown to be an NP-Complete 
problem. Alternatively, several view selection algorithms exist, most of these 
being empirical or based on heuristics like greedy, evolutionary etc. In this 
paper, a memetic view selection algorithm, that selects the Top-T views from a 
multi-dimensional lattice, is proposed. This algorithm incorporates the local 
search improvement heuristic, i.e. Iterative Improvement, into the evolutionary 
manner for selecting an optimal set of views, from amongst all possible views, 
in a multidimensional lattice. The purpose is to efficiently select good quality 
views. This algorithm, in comparison to the better known greedy view selection 
algorithm, is able to efficiently select better quality views for higher 
dimensional data sets. 
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1 Introduction 

Voluminous data is available in data sources spread across the globe. Organizations, 
in order to be competitive, are continuously evolving their strategies for accessing and 
exploiting this data in an effective and efficient manner. Several approaches exist for 
accessing this data from the underlying data sources. These are mainly categorized 
into two types namely the Lazy, or on-demand approach, and the Eager, or in-advance 
approach [45]. In the former, relevant data, for processing the query, is extracted from 
the data sources whereupon the query is processed against the same. This delays the 
query processing, on account of the time consumed in the extraction of data, from the 
data sources, and processing the query against it. Whereas, in the latter approach, data 
is extracted and stored aprior in a central repository and any future query is processed 
against this central repository. Data warehousing is based on the latter approach and 
the central repository that stores data is referred to as the data warehouse[45]. A data 
warehouse stores data that is subject oriented, integrated, time variant and non-
volatile and is created for the purpose of supporting decision making[17]. A data 
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warehouse contains historical data accumulated over a period of time. This data, 
reflecting the past information querying trends, can be useful in devising strategies for 
efficient decision making. Decision making queries are usually ad-hoc, analytical and 
exploratory in nature and their response times are high when processed against the 
continuously growing data warehouse. This leads to delay in decision making. 
Materialized views [29] have been used as an alternative to address this problem.  

Materialized views, unlike virtual views, store pre-computed aggregated and 
summarized information with the aim of providing answers to analytical queries in 
comparatively reduced response times. This would necessitate that the materialized 
views contain the relevant and required information for answering analytical queries 
and that these views should fit within the available space for materialization i.e. 
should conform to the space constraint [5]. All possible views cannot be materialized, 
as the number of views are exponential with respect to the number of dimensions. It 
thus would not be able to conform to the space constraints[14]. Further, selection of 
an optimal subset of views is shown to be an NP-Complete problem [14]. Thus, the 
only alternative available is to select a subset of views, from amongst all possible 
views that improves the query response time and fits within the available space for 
materialization. Selecting such a subset of views is referred to as the view selection 
problem [5]. View selection is concerned with the identification and selection of 
beneficial subsets of views, from amongst all possible views, in order to reduce the 
response time of analytical queries, even while conforming to resource constraints 
like storage space, memory and CPU usage etc [5, 11, 46, 47]. Several view selection 
approaches exist in literature, most of which are empirical based [1, 3, 4, 9, 20, 21, 22, 
31, 32, 37]; or based on heuristics like greedy [11, 12, 13, 14, 30, 33, 34, 35, 36, 38, 
39, 40, 41], evolutionary[16, 19, 43, 48, 49] etc. Majority of the view selection 
algorithms are greedy based and are focused around the greedy algorithm given in 
[14], which hereafter in this paper would be referred to as HRUA. HRUA selects the 
Top-T views from a multidimensional lattice, arrived at from a star schema 
representation of data in a data warehouse. Greedy algorithms are not scalable, as they 
are unable to select views for higher dimensional data sets. Alternatively, views can 
be selected in an evolutionary manner using the memetic algorithm (MA) [24]. MA 
adds the local search improvement heuristic into the evolutionary nature of the 
algorithm with the purpose of efficiently generating good quality solutions. The local 
improvement heuristic is applied to individuals in the population before exploring and 
exploiting the search space in an evolutionary manner. This improvement heuristic 
enables individuals in the population to gain experience before getting involved in the 
evolutionary process[8, 24, 50]. MA, which has been widely and successfully applied 
to solve combinatorial optimization problems, has an advantage in terms of its ease of 
implementation, intensive power of a local search and computational efficiency over 
other evolutionary algorithms[50]. An attempt has been made in this paper to use MA 
to address the materialized view selection problem.  

In this paper, a memetic view selection algorithm (MVSA), that selects the Top-T 
views, from amongst all possible views in a multi-dimensional lattice, is proposed. 
MVSA selects views using MA by applying a local search improvement heuristic 
while selecting views in an evolutionary manner. MVSA is compared with HRUA, on 
the total cost of evaluating all the views (TVEC) selected by the two algorithms. 
MVSA is able to select comparatively better quality views.  
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The paper is organized as follows: The proposed view selection algorithm MVSA 
along with an example is given in section 2. Experimental results are given in section 
3. Section 4 is the conclusion. 

2 View Selection Using Memetic Algorithm 

As discussed above, it is infeasible to select all possible views due to space 
constraints.  Also an optimal selection of views, from amongst all possible views, is 
an NP Complete problem. Thus, there is a need to select a good set of views, from 
amongst all possible views, in a multidimensional lattice. In this paper, the memetic 
algorithm has been used to select the Top-T views from a multi-dimensional 
lattice[14]. The memetic algorithm is discussed next. 

2.1 Memetic Algorithm 

According to [6, 26], human behavior can be decomposed into memes, which are 
simple units of imitation in cultural transmission. A meme is a unit of knowledge 
added to other memes for generating a new meme, which is likely to be more 
interesting and can be easily propagated within the human community. In humans, 
some memes may not be important and useful, and these gradually die out.  The 
ability of memes to modify or evolve themselves during their life time makes them 
different from genes. The lifetime learning of a meme enables it to adapt faster than a 
gene. This interesting aspect of meme has been a major inspiration behind the 
memetic algorithm[8, 26]. The memetic algorithm belongs to a class of stochastic 
global search techniques that combine, within the framework of Evolutionary 
Algorithms, the benefits of problem-specific local search heuristics. Memetic 
algorithms are based on populations of individuals representing the candidate 
solutions. These are composed of an evolutionary approach, with a set of local search 
algorithms used within each cycle of the genetic algorithm (GA)[15, 23]. It extends 
GA by applying a local search improvement heuristic to individuals of a population in 
each generation. It has been successfully used to solve a wide range of combinatorial 
optimization problems such as discrete, continuous, constrained, multi-objective 
etc.[26]. Hill climbing is a widely used local search improvement heuristic for solving 
these problems [2, 27, 28].  A general memetic algorithm [8] is given in Fig. 1. 

 

 
 
 
 
 
 
 
 
 
 

Step0: Define a genetic representation of an individual for the given optimization problem 

Step1: Create N individuals of the population P 

Step2: Each individual undergoes improvement using local improvement heuristic 

Step3: Select individuals, based on their fitness, for crossover and mutation 

Step4: Perform crossover and mutation 

Step5: Replace individuals in P by new individuals 

Step6: If termination condition not reached then GO TO Step 2 

Fig. 1. Memetic Algorithm[8] 
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In the memetic algorithm given in Fig. 1, first a solution representation of an 
individual in the population is defined for the given optimization problem. It should 
reflect the problem and its fitness can be computed from it. Based on this 
representation, individuals in the population are generated. Thereafter, each individual 
solution is improved using some local search improvement heuristic. This is followed 
by selecting individuals in the population, based on their fitness, for crossover and 
mutation. After crossover and mutation are performed, a population with a new set of 
individuals is generated. This process (Step2 to Step5) is repeated until the 
termination condition is reached. The termination condition may be a pre-specified 
number of generations or an acceptable solution has been achieved, or there is no 
improvement in the solution for a pre-specified number of generations. 

In this paper, algorithm MVSA has been proposed that selects the Top-T views, 
from amongst all possible views in a multidimensional lattice, using the memetic 
algorithm. MVSA is discussed next. 

2.2 MVSA 

The proposed algorithm MVSA that selects the Top-T views, from amongst all 
possible views in a multidimensional lattice, is given in Fig. 2.  

 

Input: Lattice L of views with size of each view, Number of Generations G,
Set of views to materialize Top-T, Initial population size PopSize

Output: Top-T views
Method:
1. //Generate initial population Pop with size PopSize with chromosome representation for Top-T

views from Lattice L as
{V1, V2, V3, . . . , VTop-T}

2. // Improve the Top-T views in Pop using local-search improvement heuristic
FOR i=1 to PopSize
IPop[i] = ImprovementHeuristic(Pop[i])
END FOR

3. WHILE Generation< G
DO
(i) Compute TVEC of each Top-T views in IPop using the following formula

N
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i

N
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i

iViV

VSizeSMAVSizeTVEC
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where N is total number of Views in the Lattice, Size(Vi) is size of view Vi,
ed)materializnotif0,SMed,materializif1,(SMVviewofdaterializeMStatustheisSM

iii VViV

SizeSMA(Vi) is size of smallest materialized ancestor of view Vi
(ii) Select a set of Top-T views from IPop using binary tournament selection
(iii) Perform cyclic crossover with probability Pc and mutation with probability Pm on selected

Top-T views
(iv) Assign the new population of Top-T views to Pop
(v) FOR i=1 to PopSize

IPop[i] = ImprovementHeuristic(Pop[i])
END FOR

(vi) Increment Generation by 1
END DO

4. RETURN Top-T Views
 

Fig. 2. Algorithm MVSA 



320 T.V. Vijay Kumar and S. Kumar 

MVSA considers the lattice L of views, with the size of each view, number of 
generations the algorithm is to run G, the set of views to materialize Top-T and the 
population size PopSize. It produces the Top-T views having the minimum TVEC as 
output. First the initial population Pop, of size PopSize, of the Top-T views is 
generated randomly from lattice L. Next, a local search improvement heuristic is 
applied to each of the Top-T views in the population in order to improve the initial set 
of the Top-T views. In MVSA, Iterative Improvement [18, 42] is applied as the local 
search improvement heuristic and is given in Fig. 3. Several other local search 
improvement heuristics like hill climbing[2, 27, 28], simulated annealing [18, 25, 44], 
two-phase optimization [18] etc. can also be applied.  

BEGIN
SET an initial value of Top-T views minVT with very high TVEC
WHILE not (stop_condition) DO

Select a random Top-T views VT
WHILE r-local minimum not reached DO

VT = Neighbor(VT)
IF TVEC(VT < TVEC (VT) THEN VT VT

END DO
IF TVEC (VT) < TVEC (minVT) then minVT = VT

END DO
RETURN (minVT)

END
 

Fig. 3. Iterative Improvement Algorithm[18, 42] 

The TVEC of the improved candidate set of Top-T views is then computed using 
the following formula[42, 43, 44]: 
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where  
N is total number of Views in the Lattice 
Size(Vi) is size of view Vi 
SizeSMA(Vi) is size of smallest materialized ancestor of view Vi 
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iii VViV ==  

      Next, the Top-T views are selected for crossover and mutation from the 
population Pop using the binary tournament selection[10] given in Fig. 4.  

Initialize a parameter k with a value between 0 and 1
Choose two Top-K views randomly from the population
Choose a random number r between 0 and 1.
If r < k

Select the Top-K views with lower TVEC
Else
Select the Top-K views with higher TVEC

 

Fig. 4. Binary Tournament Selection Method[10] 

Crossover for permutation[7], with probability Pc, and mutation[7], with 
probability Pm, are performed on the selected Top-T views. The crossover and 
mutation operations are performed as shown in Fig. 5. 
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4 7 3 5 2 4 7 6 5 2

5 2 6 4 7 5 2 3 4 7
single point cyclic crossover

Parents Childs

4 7 6 7 5

4 7 6 2 5
mutation

 

Fig. 5. Crossover and Mutation 

The local search improvement heuristic, Iterative Improvement, is then applied to 
improve the set of Top-T views produced after crossover and mutation. This process 
of selection, crossover and mutation followed by an improvement of the Top-T views 
in the population Pop using the Iterative Improvement continues for a pre-specified 
number of generations G. Thereafter, the Top-T views, having the minimum TVEC, 
are produced as output. 

Next, an example is given that illustrates the use of MVSA for selecting the Top-T 
views for materialization. 

2.3 An Example 

Consider the selection of Top-4 views from a 3-dimensional lattice shown in Fig. 6.  

ABC (1)

AB(2) BC(4)AC(3)

C(7)B(6)A(5)

NONE(8)

50

30
32

34

10 16
12

1

 

Fig. 6. 3-dimensional lattice along with size and index of each view 

From this lattice, first an initial population Pop of Top-4 views is randomly 
generated and is given in Fig. 7. 

 

Top-4 Views Chromosomes (Top-4 Views)

AC, AB, B, C 3 2 6 7

AB, BC, A, C 2 4 5 7

BC, A, B, C 4 5 6 7

AB, AC, BC, A 2 3 6 5
 

Fig. 7. Initial population of Top-4 views 
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Next, local search improvement heuristic Iterative Improvement is applied to each 
of the Top-4 views in the population. For this, the TVEC of the set of Top-4 views are 
computed.  The TVEC computation of the Top-4 views (3, 2, 6, 7) is shown in Fig. 8. 
These Top-4 views are improved using Iterative Improvement, as shown in Fig. 9. In 
a similar manner, the Top-4 views (2, 4, 5, 7), (4, 5, 6, 7) and (2, 3, 4, 5) are 
improved. These improved Top-4 views, along with their TVEC, are given in Fig. 10. 

 

 
 
 
 
 
 
 
 
 

VT TVEC(VT) VT T T Top-4 Views
3 2 6 7 232 3 2 6 5 230

3 2 6 5 230 3 2 7 5 224

3 2 7 5 224 3 4 7 5 232

3 2 7 5 224 3 2 4 5 228
3 2 7 5 224 4 2 7 5 228

224 AC, AB, B, C

 
Fig. 9. Iterative Improvement on Top-4 views (3, 2, 6, 7) 

Top-4 Views TVEC Top-4 Views after II TVEC
3 2 6 7 232 3 2 7 5 224
3 4 6 5 234 3 2 6 5 230
4 5 6 7 232 4 5 2 7 226
2 3 6 5 230 2 3 4 5 228

 

Fig. 10. Top-4 views in the population after Iterative Improvement (II) 

Next, the Top-4 views are selected for crossover and mutation using the binary 
tournament selection, as given in Fig. 11. The selected Top-4 views undergo 
crossover with the probability Pc=0.75 and mutation with the probability Pm=0.1. 
These are shown in Fig. 12. The Top-4 views after crossover and mutation are 
improved using Iterative Improvement as given in Fig. 13.  

Tournament between individuals
[P(i)] & [P(j)] [TVEC(P(i)] & [TVEC(P(j)] Random (r) Top-4 views Selected

3 2 7 5 & 2 3 4 5 224 & 228 0.44 3 2 7 5

3 2 6 5 & 4 5 2 7 230 & 226 0.88 3 2 6 5

4 5 2 7 & 2 3 4 5 226 & 228 0.66 4 5 2 7
 

Fig. 11. Selection of Top-4 views using using Binary Tournament Selection 
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Fig. 8. TVEC computation of Top-4 views (3, 2, 6, 7) 
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Top-4 views
for Crossover

Crossover
Point

Top-4 views after
Crossover

3 2 7 5
4 5 2 7 2

3 2 7 4
4 5 7 3

3 2 6 5
4 5 2 7 1

3 5 2 7
4 2 6 5

Top-4 views
for Mutation

Mutation
Point

Top-4 views after
Mutation

3 2 7 4 - 3 2 7 4
4 5 7 3 - 4 5 7 3
3 5 2 7 - 3 5 2 7
4 2 6 5 3 4 2 7 5

 

Fig. 12. Crossover and Mutation on  Top-4 views 

Top-4 Views TVEC Top-4 Views after II TVEC
3 2 7 4 230 5 2 7 4 226
4 5 7 3 232 4 5 2 3 228
3 5 2 7 224 3 5 2 7 224
4 2 7 5 226 3 2 7 5 224

 

Fig. 13. Iterative Improvement (II) on Top-4 views in the population 

The above process is repeated for a pre-specified number of generations, 
whereafter the Top-4 views having minimum TVEC is produced as output. 

3 Experimental Results 

Algorithms MVSA and HRUA were implemented using JDK 1.6 in Windows-7 
environment. The two algorithms were compared by conducting experiments on an 
Intel based 2.13 GHz PC having 3 GB RAM. The comparisons were carried out on 
the TVEC due to views selected by the two algorithms.  

First, graphs showing the TVEC, for different crossover and mutation probabilities 
for selecting the Top-10 views after 100 generations, were plotted and compared with 
those selected using HRUA. These graphs, for the pair of crossover (Pc) and mutation 
(Pm) probabilities (0.7, 0.05), (0.7, 0.1), (0.8, 0.05), (0.8, 0.1), are shown in Fig. 14.  
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Fig. 14. MVSA Vs. HRUA – TVEC Vs. Dimensions for different Pc’s and Pm’s 
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The graphs show that MVSA, in comparison to HRUA, is able to select views at a 
lower TVEC for different crossover and mutation probabilities and this difference 
becomes maximum across all dimensions for Pc=0.8 and Pm=0.05. Accordingly, for 
these observed crossover and mutation probabilities Pc=0.8 and Pm=0.05, graphs 
showing TVEC of the Top-T views selected after 100 generations for dimensions 7, 8, 
9, 10, were plotted. These graphs are shown in Fig. 15.  
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Fig. 15. MVSA Vs. HRUA – TVEC Vs. Top-T Views for Pc=0.8 and Pm=0.05 

It can be noted from the graph that the TVEC of the Top-T views, for each value of T, 
selected using MVSA is lesser than those selected using HRUA. This difference becomes 
significant for higher values of T. Thus it can be inferred that MVSA performs better than 
HRUA with respect to the quality of views selected for materialization for the observed 
crossover and mutation probability of 0.8 and 0.05 respectively. 

4 Conclusion 

In this paper, an algorithm MVSA for selecting the Top-T views, from amongst all 
possible views, in a multidimensional lattice is presented. MVSA, which selects 
views using the memetic algorithm, adds the local search improvement heuristic 
Iterative Improvement into the evolutionary nature of the algorithm in order to 
efficiently select views having a lower TVEC. MVSA, in each iteration, applies 
Iterative Improvement to the Top-T views in the population before exploring and 
exploiting the search space in an evolutionary manner. This could lead to an efficient 
selection of good quality views, i.e. views having lower TVEC. Further experimental 
results show that MVSA, in comparison to the well known greedy algorithm HRUA, 
selects the Top-T views at a comparatively lower TVEC for the observed crossover 
and mutation probabilities. That is, MVSA is able to select comparatively better 
quality views, which, when materialized, would reduce the query response time and 
lead to efficient decision making. 
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