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Preface

It is true that information technology (IT) provides new opportunities for hu-
manity. Today, IT promises not only to improve our business, but also the ef-
fectiveness of learning and health care. IT accelerates the global integration of
social and economic activities, leading to new applications for the improvement
of life quality. It also offers several opportunities to any community to leapfrog
to the future with advanced economic and social development. In view of this,
IAIT 2013 focused on the effective deployment of IT. IAIT 2013 aimed at not
only fostering the awareness and appreciation of the advances in technology ,
but also at assisting IT professionals to develop strategies to deploy the current
and future technology for the benefit of mankind.

One special aspect of IAIT, which is not always found in large international
conference, is its friendly atmosphere giving experts, scholars, and industrial-
ists the chance to exchange research ideas, research finding, best practice, and
challenges related to the deployment of IT. For years, IAIT has shown that in-
formal discussion can lead to new ideas and fruitful collaboration. There are 56
papers submitted to the review process. There are 23 papers from 13 countries
are accepted and published in the proceedings.

Many thanks go to all authors for their submissions and everyone who par-
ticipated in this year’s event. Our thanks also go to the many people who helped
make this conference happen, including our Advisory Committee, keynote speak-
ers, and the editorial team at Springer.

We hope that IAIT will continue to be a forum for the stimulating exchange
of ideas to enable us to build future IT applications that surpass what we can
currently envision.

October 2013 Borworn Papasratorn



Organization

IAIT2013 was organized by the School of Information Technology, KingMongkut’s
University of Technology Thonburi.

Executive Committee

Honorary Chairs

Borworn Papasratorn, Thailand
Roland Traunmuller, Austria

Program Chairs

Hironori Nakajo, Japan
Kittichai Lavangnananda, Thailand
Prutikrai Mahatanankoon, USA
Wichian Chutimaskul, Thailand

Advisory Committee

A. Min Tjoa, Austria
Gerald Quirchmayr, Austria
James H. Kauffman, USA
Joaquin Vila-Ruiz, USA
Jonathan H. Chan, Thailand
Keiichi Kaneko, Japan
Mark Chignell, Canada
Nipon Charoenkitkarn, Thailand
Pascal Bouvry, Luxembourg
Sung-Bae Cho, Korea
Wichian Chutimaskul, Thailand
Yannick Le Moullec, Denmark

Organizing Committee

Vajirasak Vanijja, Thailand
Vithida Chongsuphajaisiddhi, Thailand
Suree Funilkul, Thailand
Ekapong Jungcharoensukying, Thailand



VIII Organization

Program Committee

C. Arpnikanondt
L. Boongasame
P. Bouvry
J.H. Chan
N. Charoenkitkarn
Y. Chen
M. Chignell
L.P. Chin
S. Cho
V. Chongsuphajaisiddhi
H. Chu
N. Churcher
W. Chutimaskul
A. Delis
S. Eriksen
S. Funilkul
Osama Halabi
C. Haruechaiyasak
A.N. Hidayanto
M. Jeremy
A. Kamiya
K. Kaneko
J.H. Kauffman
K. Lavangnananda
Y. Le Moullec
K. Lertwachara
H. Marzi
F. Masaru
J. Millard
P. Mongkolnam

T. Neligwa
A.A. Niknafs
C. Nukoolkit
B. Papasratorn
A. Piyatumrong
M. Plaisent
K. Porkaew
N. Premasathian
G. Quirchmayr
O. Rojanapornpun
K. Sandhu
Y. Sato
T. Soorapanth
A. Srivihok
G. Stylianou
U. Supasitthimethee
M. Suzuki
W. Tangkuptanon
S. Thainimit
A.M. Tjoa
V. Vanijja
K. Vibhatavanij
J. Vila-Ruiz
S. Wangpipatwong
T. Wangpipatwong
N. Waraporn
B. Watanapa
L. Wilson
F. Yang
C.C. Yu



Table of Contents

Mining Top-k Frequent/Regular Patterns Based on User-Given
Trade-Off between Frequency and Regularity . . . . . . . . . . . . . . . . . . . . . . . . 1

Komate Amphawan and Philippe Lenca

Cross-Media Analysis for Communication during Natural Disasters . . . . . 13
Gerhard Backfried, Johannes Göllner, Gerald Quirchmayr,
Karin Rainer, Gert Kienast, Georg Thallinger, Christian Schmidt,
Mark Pfeiffer, Christian Meurers, and Andreas Peer

An Intelligent Cloud Cache Replacement Scheme . . . . . . . . . . . . . . . . . . . . . 23
Thepparit Banditwattanawong and Putchong Uthayopas

Exploring Video Steganography for Hiding Images Based on Similar
Lifting Wavelet Coefficients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

Kornkanok Churin, Jitdumrong Preechasuk, and
Chantana Chantrapornchai

Rotor Time Constant Identification Approaches Based on Back-
Propagation Neural Network for Indirect Vector Controlled Induction
Machine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

Moulay Rachid Douiri and Mohamed Cherkaoui

Improving Multi-Floor Facility Layout Problems Using Systematic
Layout Planning and Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

Seyedeh Sabereh Hosseini, Seyed Ali Mirzapour, and Kuan Yew Wong

Icon Placement Regularization for Jammed Profiles: Applications
to Web-Registered Personnel Mining . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

Hiroyuki Kamiya, Ryota Yokote, and Yasuo Matsuyama

A Paradigm Approach to Generate Trust Index Using 3C3G Framework
for B2C E-Commerce Websites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

Baljeet Kaur and Sushila Madan

A Review of Security Risks in the Mobile Telecommunication Packet
Core Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

Varin Khera, Chun Che Fung, and Sivadon Chaisiri

Efficient Code Obfuscation for Android . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
Aleksandrina Kovacheva



X Table of Contents

Identifying Factors Influencing Hybrid Self-regulated and Collaborative
Learning: Toward an End-User Training Framework . . . . . . . . . . . . . . . . . . 120

Sirikorn Krompho and Nalinpat Porrawatpreyakorn

Effect of Training Sample on Reconstructing 3D Face Shapes
from Feature Points . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

Ashraf Y.A. Maghari, Ibrahim Venkat, Iman Yi Liao, and
Bahari Belaton

Use of Multi-agent Based Platform for Providing Document-Centric
Interoperability in the Realm of E-government . . . . . . . . . . . . . . . . . . . . . . . 141

Muhammad Faran Majeed, Vatcharaporn Esichaikul, and Mah e No

Analysis of Optimization Techniques to Improve User Response Time
of Web Applications and Their Implementation for MOODLE . . . . . . . . . 150

Priyanka Manchanda

Event-Driven Implementation of Layer-7 Load Balancer . . . . . . . . . . . . . . . 162
Takayuki Sasajima and Shin-ya Nishizaki

RFID Privacy and Security Risks: Italian Case Study . . . . . . . . . . . . . . . . . 173
Maria Concetta De Vivo, Alberto Polzonetti, and Pietro Tapanelli

Evaluating and Benchmarking the Interactions between a Humanoid
Robot and a Virtual Human for a Real-World Social Task . . . . . . . . . . . . . 184

S.M. Mizanoor Rahman

Assessing the Differential Effect of Web Usability Dimensions
on Perceived Usefulness of a B2C E-Commerce Website . . . . . . . . . . . . . . . 198

Geetanjali Sahi and Sushila Madan

Modified Deformable Parts Model for Side Profile Facial Feature
Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

Pisal Setthawong and Vajirasak Vanijja

Design of Disease Management System for Chronic Heart Failure:
A Case Study from Advanced Heart Failure Clinic at King
Chulalongkorn Memorial Hospital . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221

Chaiyawut Sookpalng and Vajirasak Vanijja

Effect of Codec Bit Rate and Packet Loss on Thai Speech Recognition
over IP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 232

Tuul Triyason and Prasert Kanthamanon

A Comparative Study of VoIP Quality Measurement from G.711 and
G.729 Using PESQ and Thai Speech . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 242

Kiattisak Yochanang, Therdpong Daengsi, Tuul Triyason, and
Pongpisit Wuttidittachotti



Table of Contents XI

A New Multi-sensor Track Association Approach Based on Intuitionistic
Fuzzy Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 256

Zhao Lingling, Dong Xianglei, Ma Peijun, Su Xiaohong, and
Shi Chunmei

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267



Mining Top-k Frequent/Regular Patterns

Based on User-Given Trade-Off between
Frequency and Regularity

Komate Amphawan1,� and Philippe Lenca2

1 CIL, Faculty of Informatics, Burapha University, Chonburi 20131, Thailand
komate@gmail.com

2 Institut Telecom, Telecom Bretagne, UMR CNRS 6285 Lab-STICC, France
philippe.lenca@telecom-bretagne.eu

Abstract. Frequent-Regular pattern mining has been introduced to ex-
tract interesting patterns based on their occurrence behavior. This ap-
proach considers the terms of frequency and regularity to determine
significant of patterns under user-given support and regularity thresh-
olds. However, it is well-known that setting of thresholds to discover the
most interesting results is a very difficult task and it is more reasonable
to avoid specifying the suitable thresholds by letting users assign only
simple parameters. In this paper, we introduce an alternative approach,
called Top-k frequent/regular pattern mining based on weights of inter-
ests, which allows users to assign two simple parameters: (i) a weight of
interest on frequency/regularity and (ii) a number of desired patterns.
To mine patterns, we propose an efficient single-pass algorithm, TFRP-
Mine, to quickly mine patterns with frequent/regular appearance. Ex-
perimental results show that our approach can effectively and efficiently
discover the valuable patterns that meet the users’ interest.

Keywords: Association rule, Frequent patterns, Top-k frequent
patterns, Frequent-regular itemset, Top-k frequent regular patterns.

1 Introduction

The frequent pattern mining problem, introduced in [1], plays a major role in
many data mining tasks that aim to find interesting patterns from databases.
Many efficient algorithms have been proposed for a large category of patterns.
Excellent surveys can be found in [2, 3]. Roughly speaking, a pattern X is called
frequent if its support is no less than a given minimal absolute support threshold
where the support of X is the number of its occurrences in the database (support
is also often considered from relative frequency point of view with a minimal
frequency threshold). Obviously, frequent pattern mining gives an important
role to occurrence frequency.

� Corresponding author.

B. Papasratorn et al. (Eds.): IAIT 2013, CCIS 409, pp. 1–12, 2013.
c© Springer International Publishing Switzerland 2013



2 K. Amphawan and P. Lenca

However, the occurrence behavior of patterns (i.e. whether a pattern occurs
regularly, irregularly, or mostly in a specific time interval) may also be an impor-
tant criteria in various applications (e.g. retail marketing [4], stock marketing [5],
elderly daily habits’ monitoring [6], etc.). The frequent-regular pattern mining
problem thus also consider the maximum interval at which a pattern occurs (or
disappears) in the database. To mine frequent-regular patterns, the users have
to assign two parameters: (i) support and (ii) regularity thresholds. However,
it is well-known that it is not an obvious task. If the support threshold is too
large, then there may be only a small number of results or even no result. In
that case, the user may have to fix a smaller threshold and do the mining again.
If the threshold is too small, then there may be too many results for the users.
Thus, asking the number of desired outputs is considered easier and mining top-k
patterns has become a very popular task (see for example [7–13]).

The problem of top-k frequent-regular patterns mining was introduced in [14]
and enhanced in [15, 16]. It aims at mining the k patterns with highest support
that occur regularly (the users has to specify a regularity threshold and the
number k of desired results). Moreover, frequent-regular patterns mining was
extended in several manners (e.g. on incremental transactional databases [17],
on data stream [18], for both frequent and rare items [19], with maximum items’
support constraints [20]).

However, all approaches mentioned above need to specify an appropriate value
of regularity threshold to discover results. In the same way as the support thresh-
old, if the regularity threshold is set too small, there may be only few regular
patterns or even no patterns. On the other hand, there may be too many pat-
terns with a large regularity threshold. We thus propose a trade-off between
support and regularity. Indeed, the user may also be interested by a mix be-
tween frequency and regularity. The trade-off can simply be tuned with a weight
parameter. According to his preferences the user may then choose to focus more
or less on frequency and/or regularity.

The rest of this paper is organized as follows. Sections 2 introduce the top-k
frequent-regular patterns mining problem. Section 3 extend the problem to top-
k frequent-regular pattern under user-given weights of interest. The proposed
TFRP-Mine algorithm is described in details in Section 4. Section 5 reports the
experimental study. Finally, we conclude the paper in Section 6.

2 Notations on Top-k Frequent-Regular Patterns Mining

Let I = {i1, i2, . . . , in} be a set of items. A set X ⊆ I is called a pattern (item-
set), or a k-pattern when it contains k items. A transaction database TDB =
{t1, t2, . . . , tm} is a set of m transactions which each transaction tq = (tid, Y )
is a tuple containing: (i) a unique transaction identifier, tid = q, and (ii) Y
is a set of items. If X ⊆ Y , then X occurs in tq, denoted as tXq . We define

TX = {tXp , . . . , tXq } (1 ≤ p ≤ q ≤ m), as the set, called tidset, of all ordered
tids in which X appears. The support (frequency) of a pattern X , denoted as
sX = |TX |, is also defined as the number of tids (transactions) that contain X .
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To measure the regularity of occurrence of X (as described in [5]), let tXp
and tXq be any two consecutive tids in TX . The regularity between the two

consecutive tids, i.e. the number of tids not containing X between tXp and tXq ,

can be expressed as rttXq = tXq − tXp . In addition, for the first and the last
occurrences of X , their regularities are also regarded as (i) the first regularity
is the number of tids not containing X before its first appearance, frX = tX1 ,
and (ii) the last regularity is the number of tids not containing X from the last
occurrence of X to the end of database, lrX = |TDB| − tX|TX |. Based on the

regularity values mentioned above, we can define the total regularity of X as
follows:

Definition 1. The regularity of X is the maximum number of tids (transac-
tions) that X disappears from database which can be defined as,

rX = max(frX , rttX2 , rttX3 , . . . , rttX|TX |, lr
X)

From the regularity of X , we can guarantee that X will appear at least once
in every set of rX consecutive transactions. The problem of frequent-regular
pattern mining is thus to discover patterns that frequently and regularly appear
in a database. However, frequent-regular patterns mining still suffer from setting
of appropriate thresholds [14]. Hence, the Top-k frequent-regular pattern mining
[14] was proposed to avoid the difficulties of setting an appropriate support
threshold by allowing users to control the number of patterns to be mined. It
can be defined as follows:

Definition 2. A pattern X is called a top-k frequent-regular pattern if (i) its
regularity is no greater than a user-given regularity threshold σr and (ii) there
exist no more than k − 1 patterns whose support is higher than that of X.

The users have thus to specify only the number k of desired patterns and a
regularity threshold σr to obtain the k regular patterns with highest support.
However, it can be still difficult to specify a proper regularity threshold.

3 Defining of the User-Given Weights of Interest on
Support/Regularity

We here introduce an alternative approach, called Top-k frequent/regular pattern
mining based on user-given weight of interest, to discover patterns by alleviating
difficulties of setting the appropriate thresholds. This approach requires users
to specify two simple parameters: (i) the number of desired patterns (k) and
(ii) a weight indicated users’ interest on frequency/support(λ) or regularity(φ)
(the users can identify only one or both weights in range [0, 1]; the summation
of the two weights is equal to 1). This lets the users to express their interest
on the support and/or regularity measures. We thus define the following nota-
tions/definitions for our approach.
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Definition 3. Let λ ∈ [0, 1] be the weight of support given by a user; the weight
of regularity is then φ = 1 − λ. On the other hands, if the user gives weight of
regularity, φ ∈ [0, 1], the weight of support is λ = 1− φ.

With the user-given weights of interest on support/regularity values, we then de-
fine the support-regularity value of the patterns to measure their interestingness
based on weights of interest under the support and regularity constraints.

Definition 4. Let the weights of interest be λ and φ. The value of support-
regularity of a pattern X is defined as srX = (λ)(sX)− (φ)(rX ).

The support-regularity of any pattern is in [−m,m] where m is the number
of transactions. Patterns with high support and low regularity will have high
support-regularity. Otherwise, the value of support-regularity depends on user-
given weights. If user gives high weight of support λ (weight of regularity φ
will be low), the patterns with high support and high regularity will have the
support-regularity greater than that of patterns with low support and low regu-
larity. Lastly, patterns with low support and high regularity will absolutely have
low support-regularity value. We can thus define the the top-k frequent-regular
pattern mining problem under user-given weights of interest as follow.

Definition 5. A pattern X is called a top-k frequent/regular pattern based on
under-given trade-off between frequency and regularity if there exist no more than
k − 1 patterns whose support-regularity values are greater than that of X.

The top-k frequent/regular patterns mining problem is to discover the k patterns
whith highest support-regularity values from transactional databases under two
user-given parameters: (i) weight of interest on support λ or regularity φ, and
(ii) the number of expected output k.

4 Mining Top-k Frequent/Regular Patterns Mining
under User-Given Weights of Interest

We here introduce an efficient algorithm, TFRP-Mine, for mining top-k fre-
quent/regular patterns based on user-given weights of interest. It consists of two
steps: (i) TFRP-Initialization (TFRP-I) captures the database content with
only one database scan (patterns (items or itemsets), their support, regularity,
support-regularity) into a top-k list, and (ii) TFRP-Mining (TFRP-M) that
quickly discovers the desired patterns from the top-k list.

TFRP-Initialization (TFRP-I). TFRP-I builds the top-k list which is sim-
ply a linked-list associated with a hash table (for efficient updating). Each entry
of the top-k list contains five informations: pattern (item or itemset ) I, sup-
port sI , regularity rI , support-regularity value srI and a set of transaction-ids
(tidset) T I where pattern I occurs in database.

To construct the top-k list, TFRP-I first creates the hash table for all single
items. Subsequently, each transaction of the database is sequentially scanned and
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then each item in the transaction is regarded. For each item, the top-k list is ac-
cessed once via the hash table to seek the entry of the item. If the entry does not
exist, a new entry for the item is created with its support, regularity, and tidset.
Otherwise, its information is updated. The scanning step is repeated until the
last transaction of the database. After all scanning, the regularity and support-
regularity value of each item in the top-k list are calculated. Finally, all entries in
the top-k list are sorted by descending order of support-regularity values and the
entries after the kth entry are eliminated (they cannot belong to the result).

Following definition 4 we can notice that the support-regularity value has the
downward-closure property (i.e. any superset of a low support-regularity pattern
is also a low support-regularity pattern). Thus, the support-regularity measure
can be used to prune the supersets of low support-regularity value during the
mining process.

TFRP-Mining (TFRP-M, see Algorithm 1). TFRP-M applies a best-first
search strategy to pairs of patterns with highest support-regularity values first to
the lowest ones, since two patterns with high support-regularity values tend to
frequently and/or regularity appear together in database. However, even if the the
two consider patterns do not frequently and/or regularity appear together, the
performance of applying the best-first search is still acceptable. It will consider at
most O(k2) pairs of patterns to mine the complete set of top-k frequent regular
patterns. To mine patterns, two patterns in the top-k list are joined to generate a
new pattern if they meet the following constraints: (i) they have the same number
of items, and (ii) they have the same prefix (i.e. each item from both patterns
is the same, except only the last item). These two constraints can help to reduce
the redundancy of regarding pairs of patterns.Whenever both patterns satisfy the
above constraints, their sets of transaction-ids(tidsets) are sequentially intersected
and collected in order to calculate support, regularity, and support-regularity value
of the new generated pattern. If the support-regularity value of the new pattern is
greater than that of the kth pattern then it is inserted at its place into the top-k
list and the kth element is removed from the top-k list. Joining and intersection
steps are repeated for all pairs of patterns in the top-k list.

Table 1. A transactional database

Transaction-id items Transaction-id items

1 a b c d 6 a e
2 a c d 7 a b c
3 a b d 8 b c d e
4 b c d e 9 a b d e
5 a b c e 10 a e

Example of TFRP-Mine. Let consider the database with 10 transactions of
Table 1. Suppose our task is to find the top-5 frequent/regular patterns under
weight of interest on support λ = 0.4(40%) (to save space the hash table is not
presented).
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Algorithm 1. TFRP-Mining (TFRP-M)

Input:
• Top-k list
• The number of desired result (k)
• The weights of interest on support (λ) and regularity (φ)

Output:
• Top-k regular/frequent patterns

for each pattern X in the top-k list do
for each pattern Y in the top-k list (X �= Y ) do

if X and Y satisfy the two joining constraints (mentioned above) then
• merge patterns X and Y to be the pattern Z = {iX1 , . . . , iX|X|, i

Y
|Y |}

• initialize values of Z, rZ = 0, sZ = 0 and TZ = {}

for each tp in TX and tq in T Y (where p ∈ [1, |TX |] and q ∈ [1, |T Y |]) do
if tp = tq then

• calculate rttZj by tp (where j is the number of tids in TZ)
• add the support sZ by 1
• collect tp as the last tid of TZ

• calculate regularity of Z, rZ = max(frZ , rttZ2 , rtt
Z
3 , . . . , rtt

Z
|TZ |, lr

Z)

• calculate support-regularity value of Z, srZ = (λ)(sZ)− (φ)(rZ)

if srZ ≥ srK (where K is the current kth pattern in the top-k list) then
• remove kth entry and then insert the pattern Z into top-k list (with its
values: rZ , sZ , srZ and TZ)

TFRP-I first creates the hash table and calculates the weight of interest
on regularity, φ = 0.6. As shown in Fig. 1(a), the entries for items a, b, c and
d are created by reading the first transaction t1. Their supports, regularities
and tidsets are initialized to be 1, 1 and {1}, respectively. Next, transaction
t2 = {a, c, d} is read and the support of items a, c and d are increased to 2
whereas their tidsets are updated to {1, 2}. With the scanning of transaction
t3 = {a, b, d}, the supports and the tidsets of items a, b and d are adjusted as
shown in Fig. 1(b), and so on for transactions t4 to t10. After scanning the entire
database, the regularity and the support-regularity value of each item in the
top-k list are calculated using Definition 1 and Definition 4. Finally, the top-k
list is sorted by descending order of the support-regularity value. As illustrated
in Fig. 1(c), the final top-k list, is composed of five entries (each entry consists
of item, support, regularity, support-regularity value, and tidset.

To mine patterns with the best-first search strategy, item b is first joined with
item a since they have highest support-regularity values. Consequently, their
tidsets, T a and T b, are sequentially intersected to compute sab = 5, rab = 2 and
srab = (0.4)(5) − (0.6)(2) = 0.8 and T ab = {1, 3, 5, 7, 9} (transactions id where
ab occurs). By comparing srab with that of the kth(5th) pattern, sre = −0.6,
TFRP-M removes pattern e and then inserts pattern ab into the top-k list
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(a) read t1

(b) read t3

a, sa = 8, ra = 2, sra = 2
Ta ={1 ,2,3 ,5,6,7,9,1 0}

b, sb = 7, rb = 2, srb = 1 .6
Tb ={1 ,3,4,5,7,8,9}

c, sc = 6, rc = 2, src = 1 .2
Tc ={1 ,2,4,5,7,8}

d, sd = 6, rd = 4, srd = 0
Td ={1 ,2,3 ,4,8,9}

e, se = 6, re = 5, sre = -0.6
Te ={5,6,7,8,9,1 0}

(c) top-k list after initialization process

a, sa = 8, ra = 2, sra = 2
Ta ={1 ,2,3 ,5,6,7,9,1 0}

b, sb = 7, rb = 2, srb = 1 .6
Tb ={1 ,3,4,5,7,8,9}

c, sc = 6, rc = 2, src = 1 .2
Tc ={1 ,2,4,5,7,8}

ab, sab = 6, rab = 4, srab = 0.8
Td ={1 ,3,5,7,9}

d, sd = 6, rd = 4, srd = 0
Td ={1 ,2,3 ,4,8,9}

(d) add ab into the top-k list

a, sa = 8, ra = 2, sra = 2
Ta ={1 ,2,3 ,5,6,7,9,1 0}

b, sb = 7, rb = 2, srb = 1 .6
Tb ={1 ,3,4,5,7,8,9}

c, sc = 6, rc = 2, src = 1 .2
Tc ={1 ,2,4,5,7,8}

ab, sab = 6, rab = 4, srab = 0.8
Td ={1 ,3,5,7,9}

bc, sbc = 5, rbc = 3, srbc = 0.2
Td ={1 ,4,5,7,8}

(e) Final top-k list

Fig. 1. Top-k list during mining

(see Fig. 1(d)). Next, the pattern c is merged with a and b. After joining and
intersecting steps, we get the sac = 4, rac = 3, srac = −0.2 and T ac = {1, 2, 5, 7}
for the pattern ac. Since the support-regularity value srac is less than that of
d (the current kth pattern), pattern ac is not added into the top-k list and
then ac is eliminated from the mining process. For the pattern bc, its support,
regularity, support-regularity value and tidset are sbc = 5, rbc = 3, srbc = 0.2,
and T bc = {1, 4, 5, 7, 8}. With the investigation of srbc with srd, the pattern d is
removed and the pattern bc is inserted into the top-k list. TFRP-M proceeds the
remaining patterns in the top-k list with the same manner and we finally obtain
the k patterns with highest support-regularity values as illustrated in Fig. 1(e).

5 Performance Evaluation

We here report some experimental studies done to investigate the performance
of the proposed TFRP-Mine algorithm. From the best of our knowledge, there is
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no approach which aims to avoid difficulties of setting regularity threshold. Thus,
no comparative study can be provided. However, the TFRP-Mine’s performance
can be used later as an initial baseline.

Four datasets are used: the synthetic T10I4D100K (a sparse dataset gen-
erated by the IBM synthetic market-basket data generator containing 100, 000
transactions of size 10 in average, and with potential maximal large itemsets of
size 4) and three real datasets Chess, Connect and Retail (two dense and one
sparse datasets retrieved at http://fimi.ua.ac.be/data/ with 3, 196, 67, 557,
88, 122 transactions and 75, 129, 16, 469 distinct items, respectively).

Two kind of experiments are done with 7 values for k (50, 100, 200, 500,
1, 000, 2, 000, 5, 000 and 10, 000) and 5 values for the weight of support (0, 0.25,
0.5, 0.75 and 1) to measure: (i) effects of the user-given weight of interest, and
(ii) computational time and memory usage of TFRP-Mine algorithm.

Effects of the User-Given Weights
As shown in Fig. 2, the average support computed on the set of results decreases
as the value of k increases: obviously, when the value of k increases, we can gain
more patterns in which support of such patterns in the top-k set are likely to
decrease. In addition, higher weight for support value (the weight of regularity
is decreased) leads to patterns with higher support as well (in Fig. 2 support
values have to be multiply by 103; ). From Def. 4, the higher weight of support
will cause the patterns with high support having also high support-regularity
values. These patterns will have the highest support-regularity values and thus
will be in the results set. Then, we can said that the average support is increased
as the weight on support increases. Notice that when the weight of support is
equal to 1 then we obtain classical top-k patterns as in [14].

From Fig. 3, the average regularity of patterns increases with increasing value
of k. Obviously, with the higher value of k, the user can gain more patterns with
less frequency and/or high regularity values. Moreover, the average regularity
also increases with the increasing of weight of support. In this case, there may be
patterns with frequently appearance that have a large gap of disappear included
in the set of results (i.e. the new included patterns may appear frequently at
the beginning and then disappear for a long time (this will cause patterns have
high regularities). Another case is the case that new patterns disappear for a
long time at the beginning and then frequently occur in database. From these
situations, we can claim that with the higher value of k and higher value of
weight on support, we will gain more patterns with more irregularly occurrence.

Computational Time and Memory Usage
Fig. 4 shows the runtime on the four datasets. Obviously, runtime increases
with k. Runtime also increases with the weight of support. This is due to the
fact that TFRP-Mine then needs more time to collecting and intersecting larger
tidset for each pattern. However, we can see from the figure that even with very
low support weight (i.e. the results may have low support and/or low regularity),
TFRP-Mine is efficient.

http://fimi.ua.ac.be/data/
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Fig. 2. Average support of results from TFRP-Mine
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Fig. 3. Average regularity of results from TFRP-Mine
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Fig. 4. Computational time of TFRP-Mine
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Fig. 5. Memory consumption of TFRP-Mine
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The investigation of memory consumption is presented Fig. 5. It increases
with k (obviously). It increases also with the weight of support. This is due to
the fact that TFRP-Mine then needs to collect more tids in main memory to
compute the support, regularity and support-regularity values of patterns.

As a whole when compared to classical top-k patterns mining as described
in [14] i.e. when weight of support is equal to 1 in each figures one can notice
that TFRP-Mine is very competitive: performance are slightly degraded and
TFRP-Mine offers more flexibility between frequency and regularity.

6 Conclusion

Regular patterns and top-k regular patterns have recently attracted attention.
Mining frequent and regular patterns require a support and a regularity thresh-
olds. However, it is well-known that setting these thresholds is not easy. We thus
propose to mine top-k regular/frequent patterns with one weight to balance be-
tween frequency and regularity depending on the user interest and the number
k of desired patterns. This allows also to balance between the two criteria in
comparison with the classical approach that requires two strict thresholds. An
efficient single-pass algorithm, TFRP-Mine, is proposed. Experiments show that
it can discover a wide range of patterns with low, middle and high value of
supports and regularities.
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Abstract. In this paper we describe the role of media in the context of natural 
disasters. Traditional media have a long history in covering disasters and will 
continue to be a major provider of information in the future. In recent years, 
however there has been a significant change: information about natural disasters 
has increasingly been disseminated on a large scale on social media platforms. 
These media are typically faster but may be less reliable. They provide addi-
tional and complementary angles on events and, combined with traditional  
media, provide a wider spectrum of coverage. We argue that cross-media in-
formation combined with multi-lingual data provides huge opportunities for 
first-responders and decision makers to gain improved situational awareness al-
lowing for improved disaster relief, support, mitigation and resilience measures. 

Keywords: disaster communication, multimedia processing, social media, situ-
ational awareness. 

1 Introduction 

Traditional media have a long history in covering disasters and crises. They are a 
major provider of information in times of disasters and will without a doubt remain so 
in the future. As recent natural (and man-made) disasters have shown, social media 
have become a new vehicle to provide additional useful insights into events as they 
unfold. They combine with traditional media in various ways sparking off initial cov-
erage, amplifying information or providing different and unfiltered angles. Together 
they produce a wide spectrum of coverage of an event and lead to significantly im-
proved situational awareness for decision makers and planners [1], [2]. The bounda-
ries between social media and traditional media have become increasingly blurred as 
news providers use social media as alternative and additive channels. For example, 8 
out of the 10 most active Twitter users reporting on an earthquake in Chile in 2010 [3] 
were found to be directly related to mass-media. Likewise, TV stations receive input 
about storm damage which is then broadcast immediately on TV [4]. In other cases, 
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such as the Queensland floods [5] social media even became a main source for main-
stream media. As helpful as all this combined information may potentially be to disas-
ter relief organizations, it usually comes in multiple formats, multiple languages, im-
mense amounts, across multiple media, is generally unstructured and inhomogeneous 
and also attributed with different levels of reliability and trust. Whereas in this paper 
we focus on incoming information, clearly many aspects regarding the integration of 
social media and traditional media equally apply to outgoing information, communi-
cation between first-responders and the affected population as well as among them-
selves.  

2 Media in Disaster Communication 

For large portions of the population traditional media, such as TV, radio and web-
sources remain a major source of information even today. Depending on the infrastruc-
ture and social factors, they may still even form the primary source of information. 
Under certain conditions, official and traditional channels may not be readily accessi-
ble or only be able (or willing) to provide partial information. Nevertheless, these  
media form an integral part of the spectrum of sources used to obtain situational 
awareness in times of crises and disaster and will continue to do so in the future. 

With the advent of social media, the way people communicate, search for and re-
ceive information has undergone a radical transformation. Not only have social media 
changed the way people communicate in their day-to-day lives, but also - and increa-
singly so - during emergencies and crises. Effectively it can already be assumed, that 
in many cases a part of the population will indeed turn to social media during crises 
[6].1 Particularly micro-blogging systems like Twitter play an increasingly important 
role in this respect and form a new way to disseminate and receive information [5], 
[7]. Social media lend themselves to two-way communication, allowing data to be 
gathered as well as distributed. This type of communication is valuable to first  
responders because it allows them to not only receive information, observations, opi-
nions and emotions from individuals who experience the incident or crisis first hand, 
but also allows them to send out important disaster-related information, critical up-
dates, clarifications or corrections to each other and to the persons who need it most. 
Activities of affected persons are not limited to mere communication and observation 
but also involve active participation at the disaster site to perform specific tasks rele-
vant for immediate support, relief activities, preventive on-site tasks or additional 
fact-finding. In terms of situational awareness, data from social media have to be 
combined, reconciled and contrasted with information from traditional sources to 
arrive at a more complete picture of an event. 

For decades, communities have been relying on specific groups to assist in times  
of disaster. But the present day communications environment with its new and in-
creased expectations has changed the game, not just for first responders, but also for 
                                                           
1  It should be noted, though, that in a broad spectrum of societies, large social groups are still 

far from being able to participate in this form of communication due to limited econom-
ic/technical access, education or gender. 
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the general public [9]. (Near) Real-time communication/information, personal in-
volvement, reliable, critically-challenged and -questioned sources, as well as multi-
media content are common requirements and assets of currently shared information. 
The technology is constantly evolving which results in people having even higher 
expectations of first responders but also vice-versa. Affected persons may indeed 
expect authorities to respond quickly to information provided via social media [4]. 
There remains no doubt that the impact of social media on crisis communication is 
already significant and will only continue to grow in significance in the years to 
come. 

Even though social media may sometimes not be regarded as the actual drivers of 
news [10], they can certainly be viewed as amplifiers and often play a time-critical 
role in the development and communication of events. In certain settings, they may 
actually be the first medium on which an event is reported about and form the spark 
for coverage on other, more traditional media channels. On other occasions, profes-
sional journalists may still be the first ones to report. In a study comparing trending 
hash-tags on Twitter and headlines on CNN it was found that in approximately 50% 
of the cases CNN was ahead of Twitter [11]. Regarding professional sources, a large 
portion of the activity on social media may simply be re-emitting content which is 
available via other channels (such as feeds from the same source). Both, professionals 
as well as numerous individuals (citizens) may provide further insight on and add 
different angles to events already covered by traditional media. Including them and 
following the information provided by links within them allows for increased cover-
age and better and extended contrast across sources and media. Social media may add 
valuable dimensions like detailed micro-perspectives and (near) real time images of 
dynamically changing situations to a complex, already multi-lingual, multi-source, 
multi-media environment. In addition, they might provide unfiltered information, in 
contrast to official or commercial sources, whose coverage may be biased in different 
ways. Social media, particularly the links mentioned in them, can be regarded as a 
gateway and amplifier to yet more relevant news-sites covering similar or identical 
topics. An increased amount of links may point to certain types and stages of events 
and serves as an indicator of the amount of external information included in commu-
nication [12]. Particularly in this context, social media may act as information brokers 
and broadcasters [4], [10]. Regarding the quality, veracity and trustworthiness of the 
retrieved data, the frequency by itself is usually no reliable indicator. However, re-
tweeting behavior can serve as an indicator of whether or not a tweet’s content can be 
trusted [13]. Linking tweets to traditional media can likewise be envisioned to serve 
this purpose. 

3 Existing Work, Case-Studies and Technology 

The first decade of the 2000s witnessed the birth of a number of social media plat-
forms. These have been adopted on a wide scale and are being used by increasingly 
large portions of the population for personal and professional purposes. They have 
changed the digital landscape immensely and in a lasting way and produced new on-
line social- and communication behaviors. Clearly, there are regional and cultural 
differences in the popularity and accessibility of individual platforms and the way 
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users embrace them. However, some large networks - above all Facebook - have ma-
naged to dominate increasingly large regions of the globe and continue to extend their 
reach, establishing the de facto standard across many countries.  

Social media platforms may roughly be classified into the following categories: 

• Social Networks (e.g. Facebook, LinkedIn, Google+, Odnoklassniki,…) 
• Micro-Blogging (e.g. Twitter, Weibo,…) 
• Photo-Sharing (e.g Flickr, Instagram,…) 
• Video-Sharing (e.g. YouTube) 
• Bookmarking (e.g. Delicious, StumbleUpon,..) 
• Social News (e.g. Digg, Reddit,…) 
• Discussion Forums 
• Incident-related platforms (e.g. Ushahidi, Crisis-Tracker,…) 

These platforms target different user-groups, environments and objectives and offer 
different sets of features and functionalities. Many of them involve the process of 
sharing textual and/or multi-media data and the possibility to establish links and 
communication threads between them and/or the involved persons and entities. Some 
of them, like Ushahidi involve crowd-sourcing or activist-mapping. The nature of 
these platforms ranges from purely commercial ventures to open-source projects.  

Since their respective time of introduction, social media have also been used to  
collect and disseminate information about natural disasters. Not all platforms and 
services lend themselves to a natural and direct use within disaster communication. 
Platforms like Twitter or Facebook, allowing to disseminate snippets of information 
in realtime to a selected or general public and allowing users to comment and enrich 
information have found wide adoption during crises and disasters. Photo-sharing ser-
vices, being fed by an increasing amount of mobile devices have been used as targets 
for linking of information across media. Web sites and RSS-feeds are used for similar 
purposes in addition to providing a separate source in their own right. Linking  
between the different media, e.g. including links to video in tweets or mentioning 
Facebook accounts on TV has become a common way of communicating and  
referencing information. 

Since 2004, several disasters have been investigated in the context of social media 
and crises. Figure 1 depicts some of the platforms and their respective years of launch 
along with a set of natural disasters which have been investigated using social media 
as information sources. 

Examples of investigated disasters are the South East Queensland floods of 2011 
where social media played a central role in crisis communication. During this disaster, 
the Queensland Police Service used Twitter (@QPSMedia) to communicate with 
affected people [5]. Social media have likewise played important roles during and 
following the earthquakes in New Zealand [14], Haiti [15], Chile [3], and the US [13], 
grassfires [13], hurricanes Katrina [19] Ike, Gustav [10] and Sandy [19], [25], ty-
phoons in the Philippines and floods in Brazil [17]. Their role in the floods in central 
Europe in May and June 2013 is being investigated in the QuOIMA project [18].   
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Fig. 1. Social media platforms and research on their use in natural disasters 

Other disasters during the same period of time, such as the winter storm in the US 
in 2010 known as Snowmageddon, the wildfires in Russia in the same year, several 
floods, landslides, earthquakes or droughts in Africa, South-East Asia or Central 
America were almost certainly also covered by social media platforms. However, no 
research on their particular role and the extent to which they were used in these events 
seems to have been carried out thus far. 

Reference [7] provides an overview of social media in the context of crisis infor-
mation. They find that media – traditional as well as social – form an important source 
for sending out and retrieving information about different aspects of a crisis or disaster. 
In particular they examine various approaches and channels which can be used for 
dissemination of crisis-relevant information. [3], [10] and [11] elaborate on the struc-
ture and types of communication which emerge on Twitter, [4] does so particularly for 
the crisis-case. [19] provides an overview of social media in the disaster context using 
a set of case spotlights covering specific events. [5] provides an in-depth and compre-
hensive overview of how social media played a role during the 2011 Queensland 
floods. [8] focuses on the connection between Twitter and TV from the point of view 
of how to combine social network interaction with programming. [11] provides a brief 
overview of existing and potential future uses of social media in disasters. Relatively 
little attention seems to have been paid to the actual use of language in the context of 
social media and natural disasters: [3] and [19] deal with this topic to some extent. 

Numerous research projects aim at improving the effectiveness of communication 
and alerting during crises. For example, in the EU FP7 Alert4All [20], the screening 
of new media (SNM) tool [7] serves to enhance situational awareness using opinions 
and emotions found in on-line web content and social media. MASSCRISCOM [21] 
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takes social media into account as an emerging means of mass communication during 
crisis situations. At QCRI in Qatar, the AIDR project [22] aims at developing semi-
automated mechanisms, combined with crowd-sourcing, to form the foundations of a 
Twitter-based dashboard for analytical purposes during crises. In the Austrian Securi-
ty Research Program KIRAS, the project QuOIMA [18]) aims at combining cross-
media, multi-lingual analysis with visual analytics methods.  

It is notable that most research in connecting social media with natural disasters 
seems to have been carried out in - or at least been focusing on - a single language 
(English), a single medium (text) and a single source (Twitter) only. In addition, 
roughly half of the investigated disasters concerned the US. 

This may be attributed to a number of factors: 

─ the affected population may have used Twitter for communication 
─ internationally visible target organizations of such systems operate primarily in 

English speaking countries 
─ researchers are limited in the languages they focus on, sometimes ruling out por-

tions of a collected data set 
─ research programs may prefer to fund particular setups 
─ natural language processing (NLP) tools may exist only for a limited set of lan-

guages, in particular for English 
─ automatic speech recognition may not be available for particular domains (and 

wider range of languages) 
─ visual processing technology may not be available for a particular domain 
─ data sets may have been collected by entities in the English speaking world 
─ data sets are available for a single medium only (no parallel corpora across differ-

ent media) 
─ data may simply be accessible more easily for certain platforms than for others, 

particularly for Twitter (privacy and legal concerns naturally play a strong role) 

4 Media Requirements of First Responders 

Since social media were not created from the start with first responders in mind, but 
rather for the general public to simply connect and share their thoughts and emotions 
with friends and family, certain limitations exist for first responders in the context of 
disaster communication. New ways to systematically incorporate and integrate social 
media and the related technology into disaster communication and combine them with 
traditional media form current areas of research and development. Technologies, which 
are not purely based on textual input, such as speech recognition or visual processing 
form natural extensions of current systems, augmenting, extending and complementing 
existing sources which currently remain largely untapped. Clustering methods for data 
across media – e.g. multiple video clips of almost identical content - are required for 
navigating large amounts of data and presenting them in an efficient and manageable 
way. The speed and granularity of reporting across the different kinds of media need to 
be balanced against the requirement of obtaining reliable information. A combination 
of social media (fast but not less reliable), traditional media (slow but more reliable) 
and background material provided by official and governmental organizations (slow 
but more reliable) has to be balanced and structured flexibly to allow for different  
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setups and foci during the different stages of a disaster. Information provided in several 
languages may have to be consolidated along the way, especially in international and 
cross-border settings of crises.  

Fusing these diverse, mixed and complementary sources of information and allow-
ing decision makers – and the public - to make sense of a large and inhomogeneous 
body of data is of utmost importance to first responders and their coordinating organi-
zations. Access to data from different modalities just minutes after they have been 
published should allow users to perform various types of visualization and analysis 
activities by connecting and inter-linking information from different sources and me-
dia. The early detection of structures and patterns of communication as well as of per-
ceived incidents are required to allow authorities to react earlier, swifter and more 
adequately in situations of crisis or disaster. It enables them to position vital assets 
adequately in order to minimize impact, speed up recovery and rebuilding efforts and 
even anticipate critical events before escalation. 

Figure 2 depicts a generic 5-phases model developed at the National Defence 
Academy of the Austrian MoD [23]. First responders can benefit in all phases by the 
combined processing of data across media and languages and their underlying pat-
terns of communication in a unified, fused manner. 

 

 

Fig. 2. 5-phases disaster model 

According to the above model first responders face different challenges and  
requirements in crisis and disaster communication depending on the management / 
leadership level (strategic, operational etc.) as well as the phases themselves. On the 
strategic level first responders should have the ability to use the results of media fu-
sion for analytical tasks to identify communication patterns and to link them to partic-
ular disaster phases. Emerging risks could be identified more quickly and reliably and 
the behavior of the affected population interpreted, monitored and influenced more 
effectively. On the operational level first responders require a large amount of informa-
tion to understand the local requirements and tasks and to gain insights about emerging 
risks and possible threats to the population. The combination of media sources could 
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help to improve shared situational awareness beyond organizational limitations which 
may exist between the different first responder organizations.  

Additionally first responders require complex (semi-) automated analysis and visu-
alization tools and techniques to complement and support their decision making 
processes. The technologies involved have to be multi-lingual and have to provide 
cross- and multi-media analysis facilities to ensure access to a large variety of diverse 
media and information sources. Accessibility and persistence of information has to be 
guaranteed for later justification of actions or decisions taken or not taken. Visual 
analysis is required to tap into the growing number of photographic and video-content 
collected and uploaded to social media sites. These documents do not exist in a va-
cuum but rather form a complex network with textual and audio-data available across 
different media. The combinations of these modalities can serve as the base for a ho-
listic approach of disaster communication and management. A combined system may 
also serve as a platform for first responders to share awareness, coordinate the opera-
tion, capitalize on synergy effects and synchronize their forces in a theater of opera-
tion. It cannot be stressed enough, that all methods and technologies should not be 
designed to replace people but to help decision makers to handle the increasing flood 
of information and fulfill their tasks in a more efficient way. Technological advances 
have to be accompanied by the establishment of best practices that enhance the goals 
of communication in crisis and disaster situations [4].  

5 Expected Benefits and Approach 

As stated in [24], monitoring information flows – spanning multiple media and lan-
guages – will establish and increase situational awareness for decision makers and 
planners. Obtaining real-time information, as a complex event unfolds, can help offi-
cials determine where people are; arrange mitigation measures, assess concerned per-
sons’ needs, and alert citizens and first responders to changing conditions and new 
threats and allow them to target their relief-measures more precisely and timely. 

Analysis of communication content and -patterns might lead to the identification of 
structures indicating a specific situation or crisis-phase, such as the follow-up phase 
already having started. This in turn could result in improved and more targeted com-
munication towards to affected population. Few or no models seem to exist thus far, 
capturing such communication patterns and deducing operation relevant parameters.  
Figure 3 depicts a schematic overview of which different types and sources of infor-
mation and their interrelationship could be identified and combined into a unified 
analysis model for disaster communication.  

References from one medium linking to information in other media could be col-
lected, followed and put into perspective for analysis. This is envisioned to take place 
in a unified framework, thus allowing to capitalize on the combination- and fusion 
capabilities of the system. Textual, audio as well as visual information and cues could 
be combined to arrive at a more complete picture. Multi-lingual information might 
add different angles and aspects not visible within a single medium or source. Media 
clips recorded around a number of key locations during a disasters are typically up-
loaded multiple times to different platforms leading to (near-) duplicate information. 
Being able to detect and interconnect such items, link them to other media and group 
them more adequately for navigation might reduce the workload of first responders 
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Abstract. Cloud computing services heavily relies on data networks.
The continuous and rapid growth of data in external private clouds ac-
celerates downstream network-bandwidth saturation and public cloud
data-out overspends. Client-side cloud caching is a solution. This paper
presents the core mechanism of the cloud caching, called i-Cloud cache
replacement policy. Simulation results showed that 1) i-Cloud could de-
liver stable performances and outperformed three well-known cache re-
placement policies in all standard performance metrics against almost
all workloads, 2) i-Cloud could attain optimal hit and byte-hit ratios
without sacrificing one to the other, 3) i-Cloud did not give performance
minima if properly trained, 4) i-Cloud could perform well for longer runs
than its training periods, and 5) in terms of scalability and economy,
i-Cloud is suitable for small cache sizes whereas nonintelligent-mode i-
Cloud suffices larger cache sizes and the realization of responsive cloud
services.

Keywords: Cloud cache replacement policy, Artificial neural network,
Workload adaptive, Cost-saving ratio, Window size.

1 Introduction

Scalability, economy and responsiveness are the principal requirements of cloud
computing services. In presently digital cultures, data has been proliferating
in various formats such as instant messaging texts, high definition images and
voices, massively streaming videos and SaaS applications. Not only WWW con-
tents but also big data such as social media and archive of videos gathered via
ubiquitous information-sensing devices have been hosted on cloud and being
shared in a distributed fashion in unprecedented volume, variety and velocity.
These will lead to several problems from a consumer standpoint including the
downstream bandwidth saturation of network connection between external cloud
and consumer premise, increases in external private-cloud data-out charge im-
posed by public cloud provider (such as [2], [10] and [11]) and long-delayed
cloud service responsiveness. One solution to these problems is allocating more
organizational budget for long-term network bandwidth investment. With this
solution however, cloud economy is questionable. Instead, improving both cloud
scalability, economy and service responsiveness simultaneously can be attained
by deploying client-side cloud cache system, which is located in or nearby the
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c© Springer International Publishing Switzerland 2013



24 T. Banditwattanawong and P. Uthayopas

consumer premise. The deployment scenario of a shared cloud cache is that
HTTP requests sent from end users to external private cloud are proxied by a
cloud cache, which in turn replies with the valid copies of the requested digital-
content objects either from its local storage (i.e., cache hits) or by downloading
updated copies from the cloud (i.e., cache misses).

Cloud caches basically inherit the capabilities of traditional forward web
caching proxies since cloud data is also delivered by using the same set of
HTTP/TCP/IP protocol stacks as in WWW. Unavoidably, the limitation of
web caching is also inherited that is caching entire remote data in local cache
to serve future requests is not economically plausible, thus cache replacement
policy is also mandatory for cloud caches as in web caching proxies.

As an early attempt in the new field of client-side shared cloud caching, this
paper presents a novel intelligent cloud cache replacement policy, i-Cloud (named
so for its intended application domain), along with technical and economical
performance results and significant findings based on real HTTP traces.

2 Related Works

We have investigated an extensive number of nonintelligent web cache replace-
ment policies [12] as summarized in our previous work [6]. NNPCR [9] and its
extension,NNPCR-2 [14], apply artificial neural networks to rate object cacheabil-
ity. A lower rating score represents a better choice for replacement. The networks
were supervised to learn cacheable patterns from valid HTTP status codes and
object sizes not bigger than administrator-specified threshold. The perceptrons’
inputs are frequency, recency and size. Intelligent long-term cache removal al-
gorithm based on adaptive neuro-fuzzy inference system (ANFIS) [1] takes ac-
cess frequency, recency, object size and downloading latency as the inputs of a
trained ANFIS to dictate noncacheable objects. In training ANFIS, objects re-
quested again at later point in specific time are considered cacheable. The oldest
noncacheable object is removed first. Intelligent web caching using artificial neu-
ral network and particle swarm optimization algorithm [15] trained the network
to keep slow downloading, big and frequently accessed objects in cache. Adaptive
web cache predictor [16] utilizes artificial neural network and sliding windows to
find whether objects will be re-accessed at least certain times within the certain
number of accesses following a current one. The network learns inputs: type of
object, number of previous hits, relative access frequency, object size and down-
loading latency. In training phase, objects reaccessed at least certain times within
forward-looking window are most likely re-accessed. To recap, no explicit policy
aims for cloud computing paradigm for two main reasons. First, those policies
evict big objects to optimize hit rates rather than byte-hit and delay-saving ra-
tios, which are important to the scalability of cloud-transport infrastructures and
the responsiveness of cloud computing services. Second, they are not optimized for
public cloud data-out charges, thus neither improve cloud consumer-side economy
nor support the uses of hybrid clouds.

This paper proposes a significant improvement of our previous work Cloud
policy [6], [7], [8] by enlisting an artificial neural network. A result is i-Cloud
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cache replacement policy, which can adapt itself intelligently to changing work-
load to maintain superior performances. New trace-driven simulations have been
conducted in comparison with three well-known strategies, LRU, GDSF and
LFUDA [12], which are all supported by popular Squid caching proxy to evalu-
ate this fully developed policy.

3 Performance Metrics

To understand the rest of this paper, it is important to revisit the defi-
nitions of standard performance metrics for web caching [4], [12]. For an
object i, byte−hit ratio =

∑n
i=1 sihi/

∑n
i=1 siri, delay−saving ratio =∑n

i=1 lihi/
∑n

i=1 liri and hit rate =
∑n

i=1 hi/
∑n

i=1 ri where si is the size of
i, hi is how many times a valid copy of i is fetched from cache, ri is the total
number of requests to i, and li is the loading latency of i from cloud. In addition
to the standard metrics, a new metric, cost-saving ratio, originally proposed in
[6], was also used to capture the economical performances of our studied policies.
The metric measures how much money can be saved by serving the valid copies
of requested objects from cache. It is expressed as follows. Given an object i,

cost−saving ratio =

∑n
i=1 cisihi∑n
i=1 cisiri

(1)

where ci is the data-out charge rate or monetary cost for loading i from cloud.
This metric is particularly useful for hybrid cloud where organization employs
multiple cloud providers, which charge data-outs based on different pricings.

4 A Proposed Cloud Cache Replacement Policy

As justified in Section 1, the design goals of i-Cloud are cloud scalability, econ-
omy and responsiveness that are realized by optimizing byte-hit, cost-saving and
delay-saving ratios, respectively. Hit rate has become less important (explained
in [6], [7] and [8]) since these days with globally available large-bandwidth net-
work infrastructures, it is perceived that loading remote small objects is fast as
if they were fetched from user locality.
Table 1 presents the pseudo code of i-Cloud algorithm in details. The main

principle behind the scene of i-Cloud is contemporaneous proximity [5]. i-Cloud
quantifies a profit associated with each object inside the cluster by using Eq.(2).
Given an object i,

profiti = si ci li fi TTLi (2)

where si is the size of i, ci is data-out charge rate for loading i, li is latency
for loading i, fi is the access frequency of i, and TTLi is the remaining lifespan
of i. An object with least profit is evicted first from cache. This object eviction
process is repeated on the next least profitable objects in the cluster until gaining
enough room in cache that fits the required cache space.
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Table 1. i-Cloud algorithm

Algorithm: i-Cloud

input variables:
cd /*cache database (recency-keyed min-priority queue)*/;
ws /*window size*/;
rs /*required cache space*/;

local variables:
ecd /*empty cache database (recency-keyed min-priority queue)*/;
oc /*an object cluster of least-recently-used (lru) objects

(profit-keyed min-priority queue of evictable objects)*/;
co /*a candidate object to be included in a cluster*/;
ts ← 0 /*total size of ws objects initialized to zero*/;
eo /*an evicted object*/;
c ← 0 /*counter for objects in a cluster initialized to zero*/;

begin
if cd.getTotalNumberOfObjects() < ws
then ws ← cd.getTotalNumberOfObjects();
ecd ← cd;
do

co ← ecd.removeLeastRecentlyUsedObject();
ts ← ts+ co.getSize();
oc.addObject(co);
c ← c+ 1;

while (c < ws) ∨ (ts < rs);
do

eo ← oc.removeMinProfitObject();
cd.evict(eo);

while cd.getFreeSpace() < rs;
return cd.getFreeSpace();

Table 2. Window-size parameter values

Cache size (% of

BO NY

the first 15 days)

15 days 31 days 15 days 30 days

wso wsw wso wsw wso wsw wso wsw

10 500 25,000 8,000 35,000 2,000 100 1,000 60,000

20 1,300 40,000 8,000 60,000 5,000 100 8,000 100

30 100 60,000 8,000 5,000 500 80,000 3,500 100

4.1 Window Size Parameter

A significant parameter influencing all performance aspects of i-Cloud is window
size (ws in Table 1). Our previous works, [7] and [8], have determined both
optimal window sizes (wso) and worst window sizes (wsw) for simulations by
extensively trial-and-error experiments as shown in Table 2. Using the uniform
cost model [8], each optimal window size had been tuned towards a maximum
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Fig. 1. Conceptual framework of i-Cloud cache replacement policy

byte-hit ratio for each certain trace and cache size. Optimal window sizes yielded
byte-hit performance maxima, whereas worst window sizes produced byte-hit
performance minima and had been tuned towards minimum byte-hit ratios based
on the uniform cost model.

4.2 Forecaster Module

The effective selection method of window size is needed to approach optimal
window sizes and to avoid the worst ones. As the optimal window sizes varied
from one input HTTP trace and cache size to another. Therefore, i-Cloud must
be aware of changing workload to adapt its window size properly. We have thus
proposed i-Cloud based on an artificial neural network, in particular, a multilayer
feedforward neural network or multilayer perceptron (MLP).
Fig. 1 demonstrates the conceptual framework of i-Cloud. It consists of two

main processing modules, forecaster and cloud cache replacement. They oper-
ate as follows. When a capacity miss (i.e., a request for an object that was
in a cache but has been since purged, thus cache eviction is required to serve
the request [3]) takes place, the vector of k lru cached objects’ profits together
with a required cache space are fed into the forecaster to forcast a near-optimal
window size. During this stage, each input vector is passed internally into the
input vector normalization process then the normalized vector is presented to
the MLP component to forecast a low-level window size. Such a low-level win-
dow size is later denormalized by the distal teacher component [13] to obtain an
actual (potentially near-optimal) window size. The actual window size is subse-
quently presented to the cloud cache replacement module, which follows i-Cloud
algorithm (Table 1).
MLP structure prescribes the number of layers and nodes to be placed in each

layer of the MLP. Our goal is to find the smallest structure possible since too
large MLP learns training set well but is unable to generalize [13]. We have
designed the MLP structure based on the following guidelines.

– The appropriate number of input nodes were determined by two lessons
learned from our previous studies [6], [7], [8]. First, both current cache state,
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which is influenced by past object request stream together with total al-
located cache size, and required cache space were main factors to window
size optimizations. This design guideline has been implemented as shown in
Fig. 1: a current cache state is captured in the form of a profit vector while
a missing object size is used to indicate a minimum required cache space.
Second, the optimal window sizes ranged between 100 and 8,000 meaning
that the lowest profitable objects to be purged from cache were potentially
found inside a cluster of 8,000 lru cached objects. Leveraging this fact simpli-
fies and practicalizes the MLP’s implementation since a current cache state
can be snapshot by examining only the part of cache database rather than
the whole one, which can be much more time consuming. However, to give
chance for any unveiled maximum values of optimal window sizes, we chose
10,000 (i.e., k in Fig. 1) lru cached objects to represent each current cache
state to be examined by the MLP. Thus, the total number of input nodes is
10,002 including a required cache space node and a bias one.

– It is guided in [13] that some continuous functions cannot be approximated
accurately by single-hidden-layer MLP whereas two hidden layers are suf-
ficient to approximate any desired bounded continuous function, which is
also the case of i-Cloud. Moreover, the hidden layers are usually kept at
approximately the same size to ease training.

– The output layer necessitates a single node to deliver an estimated low-level
window size.

Several structures were experimented in an effort based on these guidelines. We
finally came out at a minimal structure that can be expressed in the conventional
notation of 10,002/2/2/1, which means 10,002 input nodes, two hidden layers
with two nodes each, and a single output node. All the nodes are fully-connected
between two adjacent layers, except a bias node is connected to all noninput ones.
A complete input vector presented to the MLP is denoted as

X =< 1, p1, p2, ..., p10,000, rs > (3)

where pi (i=1 to 10,0000) is the profit of ith lru object and rs is a required
cache space. Notice that the bias is set to a constant activation 1. Every link
connecting node j to node i has an associated weight wij .

Learning Phase. Besides the MLP structure, to obtain the complete MLP
mandates the appropriate set of weights on all node-connecting links. This has
been done by means of supervised learning with a distal teacher and back-
propagation [13]. We used mean squared error as an objective function. Our
MLP learns patterns inherent in caching state history. Each input pattern is
organized into a training vector of the form X (Eq.(3)) and was generated ev-
ery time capacity miss occurs during the i-Cloud simulation of a certain trace,
cache size and respective optimal window size. The result of each simulation is
a number of input patterns, which were contained inside a training data set.
We prepared four different training data sets shown in Table 3. All patterns
within the same training data set were associated with a single target window
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Table 3. Characteristics of training data sets

Training data set Size (patterns) Original trace and cache size Target window size

BO15D10% 54,639 15-day BO 10% 500
BO15D30% 42,636 15-day BO 30% 100
NY15D10% 62,607 15-day NY 10% 2,000
NY15D20% 31,420 15-day NY 20% 5,000

size (i.e., an optimal window size in Table 2) because i-Cloud was found to give
a successful performance results when using a fixed window size per trace as
substantiated by [6], [7] and [8].
The input vector normalization and distal teacher components portrayed in

Fig. 1 also contributed to the successful learnings of the MLPs. We normalized
every element value within each input vector except the bias constant by the
following formula, which has been derived from max-min linear scaling.

v′ = 2v/1014 − 1 (4)

where v′ is the normalized value of a range [-1, 1] and v is an actual value.
Because the MLP outputted a low-level window size of [0.0, 1.0] via sigmoid

function, to achieve desired window sizes requires the distal teacher to denor-
malize the low-level window size. A distal teacher function used was a linear
scaling:

y′ = 10000y (5)

where y is an MLP output, 10000 is a maximum optimal window size, and y′ is
a denormalized output to obtain an actual window size of [0, 10,000]. Note that
too small value of actual window size tended to be increased later by i-Cloud as
coded in Table 1 to be able to fit a required cache space.

Validation Phase. We provided 12 validation data sets to evaluate the perfor-
mance of the forecaster module. During validation phase, each validation data
set was forward propagated through an MLP, and the generalization ability of
each MLP was assessed by measuring errors on separate validation data sets. We
used mean absolute error (MAE) = 1

P

∑
p | dp − yp |, which is easy to interpret,

as a measure of error made by an MLP. Fig. 2 presents MAE for each pair of
training and validation data sets. Notice that there is no graph bar reported
for identical training and validation sets that an MLP had seen during training.
One should not translate window sizes generated by the MLPs with high MAEs
as inefficient window sizes since they might be local maxima (i.e., near-optimal
window sizes giving i-Cloud good caching performances). For this reason, MAE
was not our concentration but only used to guide overall i-Cloud performance
evaluation as described next. The MLPs of lowest accumulative MAEs from both
user communities, BO15D10% and NY15D10%, were selected with hopes that
they would give near-optimal window sizes instead of local or global minima.
Each of both selected MLPs was deployed into the forecaster module to measure
i-Cloud’s overall caching performances.
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Table 4. Forecaster algorithm

Algorithm: Forecaster
input variables:

cd /*cache database (recency-keyed min-priority queue)*/;
rs /*required cache space*/;
wij /*inter-node connection weight*/;

local variables:
ecd /*empty cache database*/;
ip /*MLP’s input node*/;
i, j /*node indices where j is on preceding layer of i*/;
temp /*temporary object*/;
l /*layer index*/;
ui /*weighted sum*/;
yi /*output activation*/;

begin

ecd
1...10000←− cd; /* duplicating 10,000 lru objects */

/* Read a current cache state into 10,002 input nodes */
ip0 ← 1; /* bias constant */
for j=1 to 10000 do

temp ← ecd.removeLeastRecentlyUsedObject();
ipj ← temp.getProfit();

ip10001 ← rs;
/* Normalize inputs except bias node based on Eq.(4) */
for j=1 to 10001 do

ipj ← 2 ipj / 1014 − 1;
/* Propagate the inputs forward to compute an output */
for each noninput layer � do

for each node i in � do
ui ← ∑

j wijipj ;
yi ← sigmoid(ui);

/* Denormalize the output based on Eq.(5) */
y10006 ← 10000 y10006;

return y10006 ; /*return window size*/

The algorithm of this module is shown in Table 4. The output of this algorithm,
window size, is the input of i-Cloud algorithm (Table 1).
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4.3 Algorithmic Practicality

Because the total number of cached objects (N) can be increasingly large at
runtime. It is necessary to conduct the algorithmic practicality analysis of both
modules in Fig. 1. As for the time complexity analysis of i-Cloud algorithm (Ta-
ble 1), the statements that take significant part in processing time are: replicating
cd into ecd takes O(NlogN); the first do−while loop takes O(NlogN) as the win-
dow size can be set via the preceding if − then statement to as many as N
and removing each object from ecd is O(logN) just like adding each object into
oc; the second do − while loop has the worst-case running time of O(NlogN)
because the number of evicted objects is bounded by N, while removing each
object from oc takes O(logN) and deleting an object from cd is O(logN). The
other statements are all identically O(1). Therefore, the algorithm is O(NlogN).
Regarding the time complexity of the forecaster algorithm (Table 4): copying

10,000 lru objects from cd to ecd takes O(logN), the first for loop takes O(logN)
to remove lru object from cd, while the other statements are all identically O(1).
Thus, the algorithm is O(logN).
Since the cloud cache replacement and forecaster modules are sequentially

connected as shown in Fig. 1, i-Cloud algorithm is totally O(NlogN) + O(logN)
equal to O(NlogN). In other words, i-Cloud strategy can be implemented.

5 Performance Evaluation

We have evaluated the i-Cloud modules (Fig. 1) as a whole by HTTP trace-driven
simulations based on four preprocessed traces 15-day and 31-day BO trace and
15-day and 30-day NY traces. (The preprocessing details can be found in [8].)
The traces supplied the values of most i-Cloud parameters declared in Eq.(2) ex-
cluding ci, which can be ignored here since we used uniform cost model (meaning
that cost-saving ratio is absolutely equal to byte-hit ratio). Four configurations
of window sizes have been used for comparisons as follows.

– Configuration 1: i-Cloud deployed the BO15D10%-learning forecaster to ob-
tain dynamic window sizes intelligently.

– Configuration 2: i-Cloud engaged the NY15D10%-learning forecaster to ob-
tain dynamic window sizes intelligently.

– Configuration 3: i-Cloud operated in a nonintelligent mode (the forecaster
module was disabled; this trimmed setting is actually comparable to our pre-
vious work Cloud policy [6], [7], [8]); and for each certain trace and each size,
a respective static optimal window size (i.e., wso in Table 2) was preconfig-
ured into the cloud cache replacement module. This configuration demon-
strated the static optimal performance of i-Cloud.

– Configuration 4: nonintelligent-mode i-Cloud used static worst window size
(wsw in Table 2) to demonstrate the static worst performance of i-Cloud.

– Configuration 5: nonintelligent-mode i-Cloud utilized a static window size of
5,000 (which is the interposing value of the possible range of window sizes
generated by the forecaster module) to represent performance baselines.
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Fig. 3. Comparative byte-hit and cost-saving ratios of i-Cloud based on 15-day BO,
31-day BO, 15-day NY and 30-day NY traces, respectively

0.1358

0.1363

0.1368

0.1373

0.1378

0.1383

0.1388

10 20 30 

De
la

y-
sa

vi
ng

 ra
tio

 

0.1393
0.1396
0.1399
0.1402
0.1405
0.1408
0.1411
0.1414

10 20 30 
0.1560

0.1565

0.1570

0.1575

0.1580

0.1585

0.1590

10 20 30 
0.1725

0.1738

0.1750

0.1763

0.1775

0.1788

0.1800

10 20 30 

Maxima

BO15D10%

NY15D10%

WS = 5,000

Minima

Cache size (%) 

Fig. 4. Comparative delay-saving ratios of i-Cloud based on 15-day BO, 31-day BO,
15-day NY and 30-day NY traces, respectively
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Fig. 5. Comparative hit rates of i-Cloud based on 15-day BO, 31-day BO, 15-day NY
and 30-day NY traces, respectively

The results can be discussed as follows. For byte-hit and cost-saving ratios
in Fig. 3, i-Cloud tended to perform well for user communities where i-Cloud
had learned their workloads: i-Cloud with BO15D10%-learning forecaster (con-
figuration 1) performed against 15-day and 31-day BO traces slighly better
than with NY15D10%-learning forecaster (configuration 2), while NY15D10%-
learning forecaster served the NY workloads better than BO15D10%-learning
forecaster.
In many cases of byte-hit and cost-saving performances, the forecaster modules

of configurations 1 and 2 profited i-Cloud to outperform the nonintelligent mode
of configuration 5, especially at small allocated cache size 10%. This means that
small relative cache sizes like 10% (e.g., a cache size deployed by data-intense
organization tend to be deemed small relative to its entire cloud-hosted data)
tend to benefit more from i-Cloud than larger cache sizes. For larger cache sizes,
nonintelligent-mode i-Cloud (which has lower overhead than i-Cloud with MLP
equipped) using a moderate window size (configuration 5) seems to be enough.
This allows consumers to choose i-Cloud’s operational mode that best suits their
available resources.
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For delay-saving ratio in Fig. 4, dynamic window sizes produced by configu-
rations 1 and 2 did not give significant performance improvement beyond the
static window size produced by using configuration 5 regardless of cache sizes.
This can be translated that nonintelligent-mode i-Cloud is simply enough for
improving cloud service responsiveness.
In all performance metrics, the forecaster modules did not cause i-Cloud’s

performance minima except hit rate, resulted from the 30-day NY trace and
10% cache size and configuration 2, in Fig. 5. This can be translated that the
forecaster could produce a series of dynamic window sizes resulting in even lower
hit rate than using the static worst window size of configuration 4. This was
probably because the forecasters were trained against target window sizes, specif-
ically tuned for byte-hit performance rather than hit rate. This finding implied
that, first, to perform well in which metric requires that the forecaster be trained
against target window size concentrating on that metric as well, and second,
training the forecaster module appropriately is not so trivial task that using
any arbritary static window size can replace the forecaster for comparable
performances.
By superimposing the graphs presented in our previous work [8] (not repeated

here due to paper space limitation), it was found that i-Cloud with the forecaster
modules surpassed LRU, GDSF and LFUDA in all cases in byte-hit, cost-saving
and delay-saving metrics and in almost all cases in hit metric. For 20% and 30%
cache sizes, i-Cloud performances also stabilized almost up to those of the infinite
cache sizes. This convinces users the basic benefits to obtain from i-Cloud.
Finally, by considering one-month-based results, we can see that although the

forecasters had learned merely half-month data sets, they could delivered very
close to performance maxima over the long running periods of one months. This
convinces users that i-Cloud would not degrade easily for long-term deployment.

6 Conclusions

This paper presents i-Cloud cache replacement policy that is capable of improv-
ing off-premise private cloud scalability, economy and responsiveness. The artifi-
cial neural network module of i-Cloud successfully enabled automatic workload
adaptation to retain superior performances and also helped avoid performance
minima when properly trained. This simplifies i-Cloud deployment regardless of
target user communities.
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Abstract. This stegaphography is the science that attempts to hide the secret  
information through the cover media. It considers the combination of various 
issues such as security, privacy etc. This paper interests in the video stegano-
graphy method, where the image is hidden in a video file. The approach uses 
the intensity features together with the lifting multiple discrete wavelet trans-
form. The approach contains two steps. First, we bring the secret image and 
cover video file to transform using lifting based multi-level wavelet transform. 
Then we find the positions with the similar values from both secret image and 
video. The key idea is the finding of the position with the "same" or "similar" 
coefficients. We embed the image coefficients in those frame positions. In the 
experiments, we explore the efficiency of the method using various wavelet 
transforms with random coefficient and similar coefficient selections. The expe-
riments also consider the different payload image size in the video file. For all 
the results, the proposed approach with similar coefficients and lifting multi-
level wavelet transform has a better PSNR for all the test cases. 

Keywords: Video Steganography, Lifting Wavelet, Multi-Level Wavelet 
Transform, Intensity. 

1 Introduction 

Multimedia content protection has recently become an important issue because of 
insufficient cognizance of intellectual property. Steganography is one possible method 
to protect digital assets, and the technology of steganography has extended its applica-
tions from copyright protection to content indexing, secret communication, finger-
printing, and many others. The steganography techniques are classified based on the 
cover media and secret message type. The possible secret message types are text, 
images and audios while the cover media can be text, image, video and audio files. 
For example, with the text file cover media, methods usually relate to the coding 
scheme such as line-shifting, word-shifting, feature coding. For image and audio cov-
er medias, methods can be based on least significant bits, discrete cosine transform, 
fast fourier transform, wavelet transform, etc.    

In this work, we present a steganography on the cover media as the video file. The 
message is considered as an image to be hidden. The study proposed the approach that 
embeds the secret image pixels in each frame of the video by coefficient positions. 
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The coefficients of the transform frames with the similar values to that of the secrete 
image are considered. The lifting based multi-level wavelet transform is used for 
transforming the domain. 

The paper is organized into following sections. Section 2 is the backgrounds and li-
terature review. The steganography model and wavelet transform are described in 
Section 3. Section 4 discusses the experimental results and the conclusion is given in 
Section 5. 

2 Backgrounds and Literature Reviews 

There are many works that have been done in steganography in the past ten years. 
Some of them are based on the spatial domain and some is based on the frequency 
domain. Some are interested in the image as cover media and some are interested in 
the video cover media. We are interested in frequency domain where the video is used 
as a cover media.  

Based on the frequency domain methods, two transformations are commonly used: 
wavelet and DCT. Some of them works on images and some works on video or audio 
cover media. Wu and Sun [19] proposed the method for image sharing and checking 
for the validity of it. The method for reconstruction is developed for the case of an 
altered stego image Furuta, Noda, Niimi, and Kawaguchi [10] proposed the method 
based on 3-D set partitioning in hierarchical trees (SPIHT) algorithm for video com-
pression and bit-plane complexity segmentation (BPCS) steganography. Kavitha and 
Murugan [12] sent maximum hidden information while preserving security against 
detection by an unauthorized person. A steganographic system is secured and effec-
tive when the statistics of the cover message and stego data are identical. The system 
proposes to increase the strength of the key by using UTF-32 encoding in the swap-
ping algorithm and lossless stegano technique in the AVI file. Liu, Liu and Ni [5] 
proposed a novel, low complexity chaotic steganography method applicable to 
MPEG-2 videos. Prabakaran and Bhavani [14] studied the modified secure and  
high capacity based steganography scheme of hiding a large-size secret image into  
a small-size cover image. They used arnold transformation to scramble the secret 
image. Discrete wavelet transform (DWT) is used to perform in both images and used 
alpha blending operation. 

Some of the work considered the DCT transformation while some considered the 
wavelet transformation. These following work uses the wavelet transform on the cover 
image while our paper considers embedding images in the video file based on wavelet 
coefficients. Alkhraisat and Habes [2] proposed a new method for hiding the secret im-
age inside the cover image. Elham, Jamshid and Nima [9] proposed to apply the wavelet 
transform and the genetic algorithm to embed data in the discrete wavelet transform coef-
ficients in 4x4 blocks on the cover image. Safy, Zayed and Dessouki, [16] proposed the 
adaptive steganographic technique which uses the bits of the payload to embed in the 
integer wavelet coefficients of the cover image. Sarreshtedari and Ghaemmaghami [17] 
proposed the image steganography using the wavelet transform coefficients of the origi-
nal image to embed the secret data by maintaining integrity of the wavelet coefficients at 
the high capacity embedding. Reddy and Raja [15] proposed a performance analysis of 
IWT and DWT on non-LSB with better PSNR value in the case of IWT compared to 
DWT. Battacharya, Dey and Chaudhuri [4] presented a steganography technique for 
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hiding multiple images in a color image based on DWT and DCT. Yang, Lin and Hu [20] 
proposed a simple reversible data hiding scheme based on IWT. This model shows that 
both the host media and secret message can be completely recovered, without distortion. 
Dinesh and Ramesh [7] proposed a method in DWT transforms that allows to perfect 
embedding of the hidden message and reconstruction provide an efficient capacity for 
data hiding without sacrificing the original image quality. 

2.1 Discrete Wavelet Transform [8, 18] 

The frequency domain transform we applied in this research is Haar-DWT, the  
simplest DWT. A 2-dimensional Haar-DWT consists of two operations, one is the 
horizontal operation and the other is the vertical one. Both are separate the image into 
a lower resolution approximation image or band (LL) as well as horizontal (HL), ver-
tical (LH) and diagonal (HH). The Haar wavelet transform has the benefits of its ease. 
It is fast and uses small memory space. The calculation can be done in place. It is also, 
reversible without edge effect. However, it has some limitation on the discontinuity. 
The result of wavelet transform is a set of wavelet coefficients. The process of a 2-D 
Haar-DWT are as follows:  

( ) ( 1) (2 )k

M k

k

x c x kψ ϕ
−

= − −  (1) 

where ϕ =  the host function that is calculated from , )2( kxj
jk −= φφ , M kc − =  

the translation factor. 

2.2 Lifting Based Multi-level Wavelet Transform [1, 3]  

The lifting scheme is an algorithm used for implementation hardware and software of 
DWT. It is constituted of steps of predictions and updating described by Fig 1. 

 
Fig. 1. Lifting scheme forward transform[6] 

Fig.1 presents the lifting scheme of the wavelet filter computing on the  
one-dimension signal. It contains the following steps. 

- Split step: The signal is split into even and odd points. The maximum  
correlation between adjacent pixels can be used for the next step. 

- Predict step: The even samples are multiplied by the predicted factor. The  
results are summed to the odd samples to generate the new coefficients. 

- Update step: the new coefficients computed by the predict step are multiplied 
by the update factors. The results are summed with the even samples to get 
the coarse coefficients. 
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The advantage of lifting scheme is the forward and inverse transform was obtained 
from the same architecture. The inverse goes from right to the left, by inversing the 
coefficients of normalized and changes the sign positive to negative. k is the constant 
of normalization and the steps of the predictions and the updating at decomposition in 
polyphase matrix. The polyphase representation of discrete filter h(n) is defined as: 

2 1 2( ) ( ) ( )e oh z h z z h z−= +  (2) 

where ( )eh z and ( )oh z are respectively obtained from the even and odd zeta  

transform respectively. If we represent ( )eg z and ( )oh z the low pass and high pass 

coefficients of the synthesis filter respectively, the polyphase matrix written as: 

( ) ( )
( )

( ) ( )
e e

o o

h z g z
p z

h z g z

 
=  
   

The filters h (z) e , h (z) o , g (z) e and g (z) o are Laurent polynomials, as the set of 
all polynomials exhibits a commutative ring structure, within which polynomial divi-
sion with remainder is possible, long division between two Laurent polynomials is not 
a unique operation. Fig.2 is the difference between the two wavelet transforms. 

 

Fig. 2. Difference between discrete wavelet transform and lifting based multi-level wavelet 
transform [6] 

3 Proposed Framework 

In this work, we are interested in the hiding image in the video media. The secret data 
is an RGB image. The proposed embedding model is as shown in Fig 3. The proposed 
doffing model is as shown in Fig 4. 

From Fig. 3, there are following steps. Step 1): Bring secret image and video file to 
transform using lifting based multi-level wavelet transform; then find and keep the posi-
tions with the same coefficient of color between the secret image and the frame of the 
video. Since we are interested in hiding in the frames containing pixels with the same 
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coefficient as those of the secret image, this step searches for these pixels. Also, we are 
using the color image which is divided into RGB plane for each plane, we do this 
search. Step 2): Embed the pixels of the secret image with the same coefficient into 
those frames. In this work, we attempt to find the positions with the same coefficient 
values for each wavelet plane. If the number of coefficients that are same for the cover 
video frames is greater than that of the hidden image, the algorithm works fine. Also,  
if there are many positions with the same value, we randomly choose one. However,  
the values of the coefficients are not exactly matched, we find the coefficients with the 
"closest" values from the cover video frames. The "closest" means the values with the 
least absolute difference first. When there are two values with the save absolute values, 
we prefer the darker positions (the smaller value). Among these, we have to check 
whether the coefficient positions are already used. If not, we can use them. Otherwise, 
we do not consider them. At last, we cannot find any coefficient positions, e.g. the pic-
ture is dark background or white backgrounds. We randomly pick positions.  

Start

Lifting Based Multi-
Level Wavelet 
Transform to 

Image
Lifting Based Multi-

Level Wavelet 
Transform to Video

=

Find the similar coefficient

Wavelet 
Image

Wavelet 
Video

Keep position of coefficient positions

End

Inverse transform of Lifting-based 
wavelet

& encrypt indices

Index

 

Fig. 3. A block diagram of finding the wavelet coefficients 
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After embedding, the indices are kept in a file separately from the stego video. We 
keep the frame number, the row and column positions etc. They are also encrypted. 
For example, (1,5,5) means we keep the position at frame1, row5 and column5. Then 
perform the inverse transform back for all the stego video frames. 

On the decryption side, Fig. 4 presents the steps which are described as follows: 
Doff pixel of the each frame of video file using the lifting discrete wavelet transforms. 
Then, decrypt the index files. The indices are used to locate frames and positions to 
hide. Extract the values from the coefficients. Save them to as image coefficients. 
Then perform the inverse lifting wavelet transforms to obtain the secret image. 

Start Video

End

Index

Transform frame 
video using Lifting 
multi-level wavelet

Decrypt indices

Extract coefficients from 
frames

secret
image

Steganography 
Video

Transforms image using 
inversed wavelet transform

Secret image

 

Fig. 4. A block diagram of the proposed doffing model 

4 Results 

In this section, the experiments are carried out to show the efficiency of the proposed 
scheme. The proposed method has been simulated using the MATLAB 2013 program 
on Windows 7 platform. A set of image of size as 100 × 100, 256 × 256 and 512 × 
512 are used for experimental test as an original secret. A set of the video file of any 
size are used for the tests. They are obtained from (http://www.reefvid.org/). A set of 
video of any size are used for experimental test as cover image that the video is about 
307 seconds long. The total fame is 7,750 frames and the frame rate is 25 fps.     

We compute the PSNR of the approach against the given data set. Equation 3 is the 
equation for MSE. 

2

1 1

1

*

N N

ij ij
i J

MSE x x
N N = =

   = −     


 
(3) 

where: ijx : The intensity value of the pixel in the secret image, ijx : The intensity 

value of the pixel in the frame and N: Size of an Image. 
For the Peak Signal to Noise Ratio (PSNR), it is the measurement of the quality of 

the stego image frame  by comparing with the original image frame. 
2

1010 log 255 / ( )PSNR MSE db=  (4) 
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For the video, the average PSNR values of all the video frames are calculated.  
Table 1 shows the PSNR values of embedded video using lifting based multi-level 
wavelet transform with the similar coefficients (LMWT-Sim), using  multi-level 
wavelet transform with the random coefficients (LMWT-Random), discrete wavelet 
transform with the similar coefficients (DWT-Sim) and discrete wavelet transform 
with random coefficients (DWT-Random). The PSNR of LMWT-Sim is better for all 
the methods due to the lifting scheme has been developed as a flexible tool suitable 
for constructing the second generation wavelet. It is composed of three basic opera-
tion stages: splitting, predicting, and updating.  

The average PSNR values of the video frames are calculated to compare the stego 
video with the original video. However, for the average PSNR values, we calculate 
from all frames and then divide with the total number of all frames. 

1

n

i
i

PSNR

n
=


 

(5) 

where iPSNR = PSNR of frame i 

           N = the total number of frames. 

Table 1. Comparison of the methods with different images and different video files 

Video name Secret image LMWT-Sim LMWT-Random DWT-Sim DWT-Random 

PSNR PSNR PSNR PSNR 

clip235 
(data rate: 2677 

kbps, frame 
rate:25 

frames/second) 

Lena image 
(100*100) 

54.594 40.374 49.558 35.966 

Lena image 
(256*256) 

53.221 40.229 48.795 34.107 

Lena image 
(512*512) 

53.101 39.495 46.669 31.580 

clip396 
(data rate: 3103 
kbps, frame rate: 

25 
frames/second) 

Lena image 
(100*100) 

56.483 43.783 48.566 36.798 

Lena image 
(256*256) 

54.205 42.173 47.395 34.704 

Lena image 
(512*512) 

54.089 41.059 46.290 32.176 

clip535 
(data rate: 2453 
kbps, frame rate: 

25 
frames/second) 

Lena image 
(100*100) 

58.238 45.382 51.395 35.363 

Lena image 
(256*256) 

56.494 43.208 50.990 34.227 

Lena image 
(512*512) 

55.960 41.897 49.281 32.683 

 
Fig. 5 compares PSNR when the frame drop percentage are varied by 10%, 20% 

30% 40% and 50% of all frames of the video file. Dropping frame is random and is 
done for the stego video. The dropped frames are skipped and the overall PSNR of the 
secret images are calculated.   
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Fig. 6 compares the PSNR values of the various method for the varying payload 
size. For example, when the payload is 10%, we consider the case where the size of 
the secret image size is 10% of the total size of all the frames. Obviously, the larger 
payload, the worse PSNR. Still, LMWT-Sim performs better for all the cases.  Also, 
the lower payload size, the better the performance is. 

 

 

Fig. 5. Comparison of different drop frame rates with different video files with the lena image 
512*512 

 

Fig. 6. Comparison of different payload size with different video files 
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Table 2 shows the coefficients of the original video, secret i e, and the direct com-
bination of them and the combination from our "similar" approach. It shows that the 
secret image coefficients are hidden completely in the video frame coefficients. 
Though we can see the region where it is not perfectly hidden due to the number exact 
coefficient matches, those coefficients are likely hidden in the left side regions of the 
graph in the figure. 

 
Table 2. Wavelet cofficient histogram of clip 235 of original video and stego video 

% of 
payload 

Video clip 235 Lena image summary 
Steganography 

video 

Lena 
Payload 

10% 
  

Lena 
Payload 

20% 
  

Lena 
Payload 

30% 
  

Lena 
Payload 

40% 
  

Lena 
Payload 

50% 
  

 
Table 3 is the histogram of the coefficients of the original video and the stego  

video. We can see the some difference between the original video and the stego video. 
The size of difference depends on the coefficient of the secret image. 
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Table 3. Wavelet cofficient histogram of original video and stego video 

Video file Type of video 
Sample frame of 

video file 
Histogram of video 

file 

clip235 (data 

rate: 2677 kbps, 

frame rate:25 

frames/second) 

Original video 

 

Steganography video 

 

clip396 (data 

rate: 3103 kbps, 

frame rate: 25 

frames/second) 

Original video 

 

Steganography video 

 

clip535 (data 

rate: 2453 kbps, 

frame rate: 25 

frames/second) 

Original video 

 

Steganography video 

 

5 Conclusion 

In this paper, we study the steganography method with lifting multi-level wavelet  
and the traditional DWT with various coefficient selections: randomly and similar 
selection. The similar coefficients are selected to hide the image wavelet coefficients. 
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This approach works very well for all the test cases when measuring the PSNR values 
of the stego videos and in different scenario such as frame dropping rates and payload 
sizes. The hiding in coefficients of lifting multi-level wavelet gives better results 
compared to the random approach of discrete DWT about 40% . 
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Abstract. Nowadays, indirect field oriented control (IFOC) is a promising  
induction machine control method which leads to excellent motor dynamic per-
formances. It is well known that in this IFOC scheme, the induction machine 
parameters change widely during the operation of the drive especially the value 
of rotor time constant which varies with rotor temperature and flux level of the 
machine. Therefore, the quality of the drive system decreases if no means for 
compensation or identification is applied. This paper deals with rotor time con-
stant identification for vector controlled induction motor based on measurement 
of the stator voltages, currents and speed by applying the back-propagation 
neural networks approach in order to implement a robust control law for indus-
trial application. A convenient formulation is in order to compute physical  
parameters of the machine. The back-propagation learning process algorithm is 
briefly presented and tested with different configuration of motor induction.  
Verification of the validity and feasibility of the technique is obtained from si-
mulation results. 

Keywords: artificial neural network, indirect field oriented control, induction 
motor drives, rotor time constant. 

1 Introduction 

In the field oriented control scheme, the stator current of an induction motor current is 
decoupled into torque and flux producing components, respectively, hence allowing 
independent control of torque and flux, like in a separately excited dc motor. This 
allows the drive system to produce the desired output torque and speed with much 
faster and more stable responses, compared with the conventional constant volt  
per hertz control scheme. The Indirect Field Oriented Control (IFOC) drive uses  
rotor speed information and the motor electrical parameters to compute the rotor flux 
position, and is therefore more easily adaptable on existing drives [1],[2]. The major 
problem associated with IFOC drives using rotor flux orientation, is the time variation 
of the rotor time constant, leading to an incorrectly calculated slip frequency com-
mand. Consequently, the required decoupling between torque and flux is lost, and the 
dynamic response of the drive is significantly degraded [3],[4],[5]. To maintain  
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robustness of the drive, on-line identification of the rotor time constant or compensa-
tion for the parameter variations is required. 

Many techniques has been reported [6],[7],[8] to solve the problem of motor para-
meter identification while the drive is in indirect field oriented control operation. In-
telligent techniques have also been applied to achieve this goal [9],[10],[11]. 

Ba-Razzouk, A., et all. [12] proposed a rotor time constant estimation method us-
ing the back-propagation neural network, formed by log-sigmoidal neurons, and com-
prises 5 inputs, 6 neurons on the first hidden layer, 6 neurons on the second and one 
output neuron. It converges to a sum squared error of 9.26.10-4 after 14500 iterations 
(with randomly initialized weights and biases in the beginning of the training). 

The main objective of this research is to estimate the rotor time constant of an  
induction motor drive that provides more precise results than obtained by Ba-Razzouk 
[12], in order to realize an indirect field oriented control insensitive to the variation  
of this parameter. To achieve this goal, several sub-objectives are to consider in  
particular, the development of a simulation library of induction motor, the develop-
ment of artificial neural network (ANN) learning techniques, and finding appropriate 
architectures. 

This paper is organized as follows: in section 2, describes principles of indirect 
vector control. In section 3, we present the mathematics equations of rotor time con-
stant. In section 3, we develop the steps for training an ANN to rotor time constant. 
Section 4 presents the simulation results obtained for this approach. Paper ends with a 
brief conclusion in Section 5.  

Nomenclature 
d,q Direct and quadrature components 
Rs , Rr           Stator and rotor resistance [Ω] 
ids , iqs           Stator current dq –axis [A] 
idr , iqr           Rotor current dq –axis [A] 
vds , vqs        Stator voltage dq-axis [V] 
vdr , vqr        Rotor voltage dq-axis [V] 
Ls , Lr, Lm            Stator, rotor and mutual inductance [H] 
λds, λqs dq stator fluxes [Wb] 
λdr, λqr dq rotor fluxes [Wb] 
Tem Electromagnetic torque [N.m] 
ωr, ωe, ωsl Rotor, synchronous and slip frequency [rad/s] 
τr Rotor time constant 
J Inertia moment [Kg.m2] 
np Number of poles 

2

1 m

s r

L

L L
σ = −  

 
Leakage coefficient 

s Differential operator (d/dt) 
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2 Mathematic Model of IFOC Drive 

The dynamic model of a three-phase squirrel cage Y-connected induction motor can 
be described in a fixed stator d-q reference frame [13],[14] as: 
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Moreover, the electromagnetic torque equation can be expressed in terms of the stator 
current and rotor flux linkage as: 

 ( )3
2

m
em p dr qs qr ds

r

L
T n i i

L
λ λ= −  (2) 

In an ideally decoupled IM, the rotor flux linkage axis is forced to align with the d-
axis. It follows that: 

 0,  0qr qrλ λ= =  (3) 

Using (3), the desired rotor flux linkage in terms of ids can be found from the last row 
of (1) as: 

 ( )
/

1 /
m r

dr ds
r

L
i

s

τλ
τ

=
+

 (4) 
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According to the third row of (l), the slip angular velocity (ωsl = ωe = npωr) can be 
estimated using λdr in (4) and iqs as follows: 

 m
sl qs

r dr

L
iω

τ λ
=  (5) 

In the steady state, the desired rotor flux linkage shown in (4) can be represented as 
λdr = Lmi*

ds in which i*
ds is the flux current command. Moreover, the synchronous 

angular velocity (we) in the indirect field-oriented mechanism is generated by using 
the measured rotor angular velocity (ωe) and the following estimated slip angular 
velocity: 

 

*
*

*
qs

sl
r ds

i

i
ω

τ
=  (6) 

where i*
qs is the torque current command. Consequently, the electromagnetic torque 

can be simplified as: 

 *
em t qsT K i=  (7) 

with the torque constant Kt defined as: 

 
2

*3

2
p m

t ds
r

n L
K i

L

  
=   
  

 (8) 

According to the conventional Indirect Field Oriented Control (IFOC) technique the 
reference slip pulsation ω*

sl is computed by mean of (6). It is clear that variations of τr 
with temperature or saturation cause an misalignment of the stator current vector with 
respect to the rotor flux vector resulting in incorrect amplitude and phase of the rotor 
flux vector as well as an incorrect torque.  

The influence of the slip frequency on the rotor flux and torque in an IFOC drive 
has been used to develop a tuning procedure by exploiting the different time constants 
of torque and flux. This method is in principle simple and effective, unfortunately as in 
normal operations the system runs under the control of a closed loop speed regulator, 
the use of the above mentioned method require some operations on the system. Moreo-
ver this procedure is strictly dependent on the sensibility of the system operator. 

3 Mathematical Determination of the Rotor Time Constant 

Consider the stator voltages equations and calculate the term: (vdsiqs-vqsids), 

 
qsds

ds qs qs ds qs ds

dd
v i v i i i

dt dt

λλ− = −  (9) 
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Let us know that: 
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We replace (λds and λqs) by their values given by (7) and (8), we find: 
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We replace (dλds/dt and dλqs/dt) by their values given by (9) and (10), we find: 
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Hence, we can derive the expression of the rotor time-constant (τr=Lr/Rr): 
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 (16) 

Due to the mathematical complexity and quantity calculations of rotor time constant 
estimators, an implantation using ANN seems interesting. 

4 Neural Rotor Time Constant Estimator 

Among the various neural networks and their associated algorithms, our choice fell on 
the study of continuous multilayer neural networks [15]. This type of network has 
excellent characteristics in the estimation and signal processing. In our application, 
we developed an ANN that can be used in achieving a high performance control of 
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induction motors controlled by indirect method of rotor flux orientation. ANN we 
used is multi-layer networks, simple (the neurons of a layer are connected only to 
neurons of the next layer) and each neuron is connected to all neurons of the next 
layer. The network consists of an input layer, three hidden layer and an output layer. 
Neurons used in ANN developed are continuous neurons (square, tansig and linear). 
The methodology used consisted in preparing a databank fairly representative. This 
bank should take into account the maximum information on the different modes of 
training, enrolling in range where it is required to operate. Once this databank pre-
pared and normalized, a part representing 20% is chosen to test the network generali-
zation for data never learned. The remaining 80% is used as databank learning will be 
used to adapt the weights and biases of the ANN. As we mentioned goal is to realize 
ANN capable of well generalize, the structure of ANN has been developed following 
the cross-validation procedure proposed by [16]. Once the databank learning and the 
structure of ANN determined, the learning phase is started using the toolbox neural 
network MATLAB. During this learning phase, we proceed regularly to verify the 
network generalization. At the beginning of this phase, the training error and those 
generalization decrease progressively as the number of iterations increases. However, 
from a number of iterations, the generalization error starts to grow while the learning 
continues to decline. This is due to the fact that ANN begins to learn by heart the 
training data (memorization). 

As the goal is to develop ANN that generalizes, it is necessary that the  
learning phase to be stopped as soon as the generalization error starts to grow. If both 
errors are far from the desired error, we add some neurons and restart the learning 
phase until obtaining a good compromise between the desired errors, learning and 
generalization. 

Once the ANN has converged to an acceptable error, the optimal weights and bi-
ases are saved. 
 
Development of the Neural Network  
A neural network has been trained for estimating the rotor time constant variation in 
line using speed measurements, voltage and stator current (vds, vqs, ids, iqs, ωr). 

Signals networks learning were prepared from the machine phase model in which 
we programmed the rotor resistance variations. In addition, survey data from the ma-
chine experimental magnetization characteristic were used to develop a model that 
takes into account the saturation. For each rotor resistance variation, the rotor time 
constant is calculated and stored. A databank has been constructed from the input 
signals (vds, vqs, ids, iqs, ωr), and network output τr. In preparing this databank, different 
operating conditions (torque and flux variables) were simulated. For the couple, the 
operations in the two rotation directions and even stoppage were simulated. It should 
be noted that learning could also be done with real signals captured in the laboratory, 
if we can by one means or another to vary the rotor time constant value. This is  
simpler in the case of a wound rotor machine, which can easily apply variations in 
rotor resistance. Each time constant value corresponds to a very precise combination 
of input signals. The artificial neural network role is therefore able to detect in the 
modifications imposed on the input signals, due to the rotor resistance variation, the 
time constant value at machine level. Once this databank prepared, it was subdivided 
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at random into two subsets, one for training whose size represents 80% of this data-
bank and another representing approximately 20% was reserved for testing the net-
work generalization for data never learned. The databank contains prepared 5000 
combinations of input signals - rotor time-constant, which represents a reasonable size 
for bank learning ANN. 
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Fig. 1. Rotor time constant based on neural networks 

A three-layer network with a total of 37 hard limit neurons is employed to imple-
ment the rotor time constant estimator as shown in Fig.1. The first hidden layer has 22 
neurons (square activation function neuron with the w1 and bias θ1), 8 neurons in the 
second hidden layer (tansig activation function neuron with the weight w2 and bias 
θ2), and the output layer has one neuron (linear active function neuron with the weight 
w3 and bias θ3). The network is trained by a supervised method. After 63920 training 
epochs, the sum squared error arrives at 7.44.10-6. 
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Fig. 2. Estimation results of the neural rotor time constant and estimation errors 

 

Fig. 3. Rotor speed 

Fig.2 shows the results of neural rotor time constant estimating. This result is pre-
sented for rotor flux oriented drive operating at nominal set-points flux and torque, in 
which we have programmed a rotor resistance which varies between 100%, 75%, 
50%, 125%, 150% and 100% at t = 0.5s, t = 1s, t = 1.5s, t = 2s and t = 2.5s respective-
ly. The neural network was also used to adjust a rotor flux oriented drive with respect 
to the rotor resistance variation. The rotor time constant estimated by this ANN is 
used to correct the set-point slip at vector controller level. 
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Fig. 4. Stator current (id, iq) 

 

Fig. 5. Electromagnetic torque 

You can see in this figure the transient behavior of rotor time constant estimator 
based ANN. We can also see that it responds precisely and variation index instantly 
applied to the rotor time constant. Indexical variations were used here in order to veri-
fy the dynamic performance estimation scheme. However, in practice the rotor time 
constant varies exponentially with the heating of the machine.  

The rotor speed response shows that the drive can follow the low command speed 
very quickly and rapid rejection of disturbances, with a low dropout speed (Fig. 3). 

The current responses are sinusoidal and balanced, and its distortion is small (Fig. 4). 
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The current and electromagnetic torque (Figs. 4 and 5) curves remain at their re-
spective set-points despite the variation applied to the rotor resistance. This proves 
that the adaptation process of this parameter is actually performed and that decoupling 
is maintained, seen that electromagnetic torque and current in the machine remain at 
their respective set-points. 
Induction motor parameters: 

Pn = 2.2kW, Vn = 220/380V, f = 60Hz, Rs = 0.84Ω, Rr = 0.3858Ω, Ls = 0.0706H,  
Lr = 0.0706H, Lm = 0.0672H, J = 0.008kg·m2, np = 2. 

5 Conclusions 

In this paper we presented the analysis and the discussion of the effect of the rotor 
time constant variations on the dynamic performance of rotor flux indirect field orien-
tation drives. We have proposed a new method for rotor time constant estimation 
based on back-propagation neural networks. The computer simulations have shown 
the validity and the feasibility of the proposed method that possesses the advantages 
of neural network implementation: the high speed of processing. In addition this me-
thod is more adapted for practical implementation because it uses only stator terminal 
quantities (voltage, current and frequency) in the estimation of the rotor time constant. 
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Abstract. To find the effects of applying the systematic layout planning (SLP) 
method on the multi-floor facility layout (MFFL) of a card and packet 
production company, simulation was used as an evaluation tool. A detailed 
study of the facility layout such as its operational processes, flow of materials 
and activity relationships has been done. Long transfer distance, cross-traffic 
and cost have been identified as the major problems of the current MFFL. Three 
alternative layouts were suggested by SLP and each layout was evaluated using 
simulation. Comparison between the alternative layouts and current layout was 
also made. The simulation results illustrate that the first alternative layout is the 
best solution to improve the company’s layout problems.  

Keywords: Multi-floor facility layout problem, Cross-traffic and long distance, 
Systematic layout planning, Simulation. 

1 Introduction 

Facility layout problem (FLP) is classified into single floor problem and multi-floor 
problem. Multi-floor facilities are constructed over a period of years to utilize the area 
efficiently. Due to travelling time, distance and vertical transporting of materials, 
multi-floor problems are more complicated than single floor ones. Vertical 
tranportation is applied in the area which has the limitations of available horizontal 
space [1]. In recent years, there has been an increasing amount of literature on multi-
floor facility layout (MFFL) problems. Lee et al. [2] published a paper in which they 
applied an improved genetic algorithm to derive solutions for MFFLs having inner 
structure walls and passages. Krishnan and Jaafari [3] proposed a mimetic algorithm 
for unequal departmental areas to minimize material handling cost and to maximize 
closeness rating in MFFL problems. Khaksar-Haghani et al. [4] used an integer linear 
programming model for designing MFFLs of cellular manufacturing systems to 
minimize the total costs of intra-cell, inter-cell and inter-floor material handling.  

Nowadays, factories have to enhance their potential and effectiveness in production 
to compete against their market rivals. Thus, production processes must be equipped 
with the ability to decrease cost and increase effectiveness. In FLPs, minimization of 
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total cost or total time of material handling is generally used as the objective function, 
which depends on distance between facilities [5]. Layout improvement procedures 
can be categorized into two types: construction type and improvement type. 
Construction methods try to construct a layout basically “from scratch”. Improvement 
types, on the other hand, aim to develop a layout which would be better than its 
previous form. Systematic layout planning (SLP) can be used as an improvement 
technique to find a sensible layout based on material flow analysis and closeness 
rating [6]. It has been proposed by the American plant design expert, Richard Muther 
in 1961 [7, 8, 9]. Wiyaratn and Watanapa [7] used the SLP procedure to improve the 
plant layout of iron manufacturing and decreased the distance of material flow. Zhu 
and Wang [9] improved the overall layout of log yards using SLP, in which the best 
layout demonstrated a good process flow and practical significance. In this study, the 
SLP procedure is applied on a two-floor company to generate a number of layout 
alternatives. In order to evaluate certain improvement alternatives prior to  actual 
implementation, tools such as computer simulation can be applied [10]. There are 
many simulation software used for modeling a given process. Adequate modeling and 
experimentation are important, particularly when financial investment is involved 
[11]. This paper tries to model and simulate the company’s layout by using the 
ARENA 13.9 software. After running a simulation model in ARENA, performance 
measures such as the average transfer time, output and completion time can be seen in 
the reports generated by the software [12]. Therefore, this study attempts to provide 
an innovative approach by combining SLP and simulation to improve a MFFL 
problem and assess the proposed alternatives, respectively.   

2 Systematic Layout Planning 

The SLP method can be used as a proven tool in providing layout design guidelines 
which are applied to create layout alternatives. Its procedure has 11 steps which are 
depicted in Fig. 1. 

2.1 Original Facility Layout 

The case study is a company of card and packet production which is located in Iran. 
This company produces three different types of cards and packets. The production 
processes are done on two floors, ground floor and first floor. The scope of this study 
is focused on the production operation of the company in which its total production is 
according to customer orders. This company has designed its plant based on a process 
layout. It has 20 departments and each has a different task. All these departments are 
labeled in Table 1.  
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                  Fig. 1. SLP procedure [13] 

Fig. 2 demonstrates the operation process chart showing the chronological 
sequence of production. From-to-chart analysis for distance and material flow was 
done to show the relationships between departments for each process. Particularly, the 
rectilinear distance between departments was computed and the amount of 
movements on each route was counted. These data were compiled to obtain the total 
travelling distances between departments, which were then converted into closeness 
ratings. Table 2 presents the total travelling distance and closeness rating between 
departments. A further analysis of the company’s layout reveals certain issues. The 
long distance between some departments is one of the problems that the company has. 
Another problem that can be seen in Fig. 3 is the cross-traffic between departments on 
the first floor. These problems have resulted in a higher production cost and poorer 
movement of materials.  

 
 
 
 
 
 

Table 1. Label of departments 
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Fig. 2. Process flow chart Fig. 3. Cross-traffic of the existing layout 

Table 2. Total travelling distance and closeness rating 
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2.2 Relationship Diagram 

Graphically, the relationship between each activity is depicted in Fig. 4. The closeness 
values are defined as A = absolutely important, E = especially important,  
I = important, O = ordinary closeness, and U = unimportant. It is noted that diagrams 
such as the activity relationship chart and space relationship diagram are not shown in 
this paper due to the limited page length. A majority of departments that exist in the 
company are made from partitions, so the rearrangement cost is not very expensive. 
Except two or three, all the machines that are located in each department are portable. 
The location of the elevator is fixed and this is the only way for products to be 
transported between the two floors. Moreover, departments P and W are fixed 
departments which are not involved in the production process but their areas or sizes 
would be considered.  

 
Fig. 4. Relationship diagram 

2.3 Developing Layout Alternatives 

The closeness values between activities were rearranged from the most important one 
to the least important one. Based on this priority and the SLP method, the alternative 
facility layouts were developed. The current and three alternative layouts are 
displayed in Fig. 5, 6, 7 and 8 respectively. 

 
Fig. 5. Current Layout Fig. 6. Layout Design I 



 Improving MFFL Problems 63 

 
Fig. 7. Layout Design II Fig. 8. Layout Design III 

3 Simulation Model Development 

Subsequently, the simulation model was designed and developed according to the 
input data collected. ARENA uses the Input Analyzer to fit a probability distribution 
to the existing data. The variation in the process time was very low, therefore the 
uniform distribution was selected for all processes except for department L in which 
the triangular distribution has been used. The model was constructed in two separate 
views that complement each other. It consists of different modules such as create, 
process, signal, etc. The logic view of this model as illustrated in Fig. 9 shows that 
two types of entities (cards and packets) are processed to generate products 1, 2 and 3. 
The model has seven create modules where the first three are related to packet 
production while the second three are for card production. The last create module is 
associated with the maintenance room processes. The travelling time of the entities is 
taken into account via the route and station modules. 

The second view of the simulation model as shown in Fig. 10 is the animation 
view. Different resources are animated to give a better understanding of how different 
elements are involved in the processes. 

3.1 Assumptions  

The following assumptions have been used in simulating the layout:  

1. Operators are always available during the shift (1 shift = 8 hours).  
2. The simulation run length is considered as 1 month or 22 days.  
3. There is no reject and rework.  
4. There is no significant equipment or station failure.  
5. Materials are always available at each assembly station. 
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Fig. 9. The logic view of simulation model 
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Fig. 10. The animation view of simulation model 

3.2 Model Verification 

Verification is a process in which the simulation model is ensured to work as 
expected without any logical error [14]. Debugging was done by running the 
simulation model. In this case, the model does not have any logical error, since the 
software did not show any error message during its execution. To check whether  
the model behaves as expected, the reports produced by the simulation software 
should be checked. This process is called “sanity check”. In this process, a factor was 
selected and its value reported by the simulation software was compared with that 
obtained by manual calculation. In order to verify the simulation model, the average 
transfer time for each of the products was considered.  

The average transfer time of product 1 in the current situation is equal to 20.82 
minutes. The result generated by simulation is 21.56 minutes (see Table 3). This 
indicates that the deviation between these two values is only 3.55%. The average 
transfer time of product 2 is 20.46 and the simulation result is 20.96, so the deviation 
is equal to 2.44%. For the last comparison, the average transfer time of product 3 is 
19.48 whereas the simulation result is 20.24, so the deviation is 3.90%. This analysis 
explains that the model is acceptable. 

Table 3. The simulation results for average transfer time 

Transfer Time Average Half Width Minimum Maximum 

Product 1 21.56 (Correlated) 10.0700 21.9000 

Product 2 20.96 (Correlated) 10.0400 21.3100 

Product 3 20.24 (Correlated) 10.0000 20.7200 
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3.3 Model Validation 
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comparison to the current layout. The estimation of cost reduction begins with the 
calculation of the travelling cost per one meter unit. The average payment per one 
worker is equal to 11 dollars per shift and the total working time per shift is 480 
minutes (8 hours × 60 minutes per hour), so the cost of one worker per minute is 
0.023 dollars per minute. The travelling time per distance of a worker is obtained by 
estimation. It is estimated that a worker will move at about 20 m/minute from one 
point to another. As a result, the travelling cost per meter is obtained by multiplying 
the cost of one worker per minute with the inverse of the worker’s moving speed. Travelling cost per meter $ 0.023 min  1 min 20 m  = $0.00115 m⁄      

The estimated cost for each layout alternative is obtained by multiplying the total 
distance travelled for each layout with the cost coefficient gained from the calculation 
above. As can be seen in Table 4, layout design 1 saves more money than other 
layouts; the cost has declined from $40.46 to $30.18. The improvement in total 
travelling cost is about 25.41%, which indicates that the company can save up to 
$10.28 per day. 

Table 4. The results that have been obtained manually 

 Total travelling 
distance (m) 

Number of 
cross-traffics 

Total travelling  
cost ($) 

Current Layout 35184.95 38 40.46 

Layout Design 1 26244.20 24 30.18 

Layout Design 2 29084.15 30 33.45 

Layout Design 3 29978.15 27 34.47 

 
Table 5 shows the results that have been obtained by simulation. By comparing 

each performance measure of the alternative layouts with the original layout, it can be 
found that the improvement in average transfer time for products 1, 2 and 3 of layout 
design 1 is about 21.33%, 25.67% and 17.34% respectively. It is apparent from this 
table that there is also an improvement in terms of output and completion time of 
layout design 1 as compared to other alternatives. 

In summary, the best alternative of the case study is layout design 1 which has the 
highest improvement in total travelling distance and cost, cross-traffic, transfer time, 
output and completion time. Hence, the benefits of implementing this layout design 
are cost and time savings for both finished products and in-process products. 
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Table 5. The results that have been obtained by simulation 

  
Average transfer 

time (min) 
Average 
output 

Average 
completion 
time (min) 

Current 
Layout 

Product 1 
Product 2 
Product 3 

21.56 
20.96 
20.24 

   4615 10643 

Layout 
Design 1 

Product 1 
Product 2 
Product 3 

16.96 
15.58 
16.73 

   5310 10275 

Layout 
Design 2 

Product 1 
Product 2 
Product 3 

19.44 
18.11 
19.17 

   4950 10472 

Layout 
Design 3 

Product 1 
Product 2 
Product 3 

19.96 
18.25 
19.20 

   4905 10561 

4 Conclusions 

In this paper, the SLP procedure has been applied to analyze and rearrange the 
production layout of a card and packet production company. High total travelling 
distance, cross-traffic and cost have been identified as the major layout problems of 
this company. SLP was used as an analysis and synthesis tool to develop different 
layout alternatives. Three corresponding alternatives with different characteristics and 
arrangements were generated. These alternatives were evaluated quantitatively to 
determine the best solution. For this reason, simulation was used as it is a cost-
effective and efficient way to assess their effectiveness after the application of the 
SLP method. The simulation models of the original system and improved layouts 
were analyzed and compared. Finally, the layout alternative with the best results in 
terms of distance, time, cost, cross-traffic and output was identified.   
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Abstract. A new icon spotting method for designing a user-friendly
GUI is described. Here, each icon can represent continuous and discrete
vector data which are possibly high-dimensional. An important issue is
icon-margin adjustment or uniforming while the relative positioning is
maintained. For generating such GUI, multidimensional scaling, kernel
principal component analysis (KPCA) and regularization were combined.
This method was applied to a set of city locations and a big data set
of web-registered job hunter profiles. The former is used to check to
see location errors. There were only little mis-allocations. The latter
is a set of high dimensional and sparsely discrete-valued big data in
the real world. Through these experiments, it was recognized that the
presented method, which combines multidimensional scaling, KPCA and
the regularization, is applicable to a wide class of jammed big data for
generating a user-friendly GUI.

Keywords: Icon spotting, uniforming, GUI, data mining,
regularization.

1 Introduction

In developing a new ICT service such as social networking, user data mining from
a service provider has raised a class of crucial topics. Web sites, Facebook [1] and
Twitter [2] give typical resources as targets for user data analysis. Nevertheless,
in most companies and universities, a large amount of data is sleeping even on
open resources. Such data could be utilized for new creative services once they
were analyzed effectively. In such a situation, designing an effective graphical
user interface (GUI) becomes necessary since the final judgment is made by
human stakeholders. There are many faces on the effectiveness. In this paper,
we present a new design method for user-friendly GUI which alleviates jammed
allocation of icons. For instance, on big data from a matching site of job hunters
and companies, the concentration of popularity show extremely jammed icon
allocations. In such cases, clicking a target icon is impossible without blowing
up the GUI to the largest size. However, such a view does not give GUI users to
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grasp a landscape view. In this paper, we present a user-friendly placement of
profile icons to alleviate such inevitable icon jamming.

There are three main steps in this paper’s method.

(1) If each source data is symbolic or discrete-valued, it is necessary to change
it to a real-valued vector.

(2) Joint dimension reduction and multidimensional scaling (MDS) [3] is ap-
plied to the real-valued vector set. In this paper, kernel principal component
analysis (KPCA) [4] [5] is used for the dimension reduction.

(3) Regularization of jammed icon positioning is the last and the most impor-
tant step for generating the user-friendly GUI. Even if the kernel is chosen
appropriately with its best ability, further automatic adjustment will be nec-
essary for a highly condensed icon set. Thus, the total system is a class of
self-organizing map generator for a composite data set [6] [7]. However, data
to be organized themselves are given in a batch, not one-by-one.

As experimental examples, two types of data sets are used.

(a) One is a set of capital cities specified by positions. This set is used only to
show there is little mis-allocations of icons by our method.

(b) The other is a big data set of Web-registered job hunter profiles. This is a
collection of real-world and high-dimensional sparse discrete data. The site
of Company Navigation (Kaisya-navi) [8] was used.

The rest of text is organized as follows. In Section 2, a method to convert
discrete vector relationship to real valued ones is described. In section 3, a joint
method of KPCA and MDS is described. The form of the kernel is explained
there. Section 4 describes a remapping method which uses a penalty function
for the icon positioning regularization. Section 5 gives experimental results. One
is on the city mapping for evaluating mis-allocations. The second experiment is
on the main target of the company navigation. The last section gives concluding
remarks.

2 Conversion of Questionnaire Data to Real-Valued Set

Questionnaire data or enquête can lead to a big set of data. Since a complicated
answer style is avoided by users, almost on-off selections are applied. On the other
hand, a correct opinion extraction is necessary. Therefore, an enough number of
queries is prepared by site designers. This generates a big data of discrete-valued
high dimensional answers. In the case of the Company Navigation (Kaisya-navi)
[8], a composite of Boolean values, discrete values and continuous values are
allowed. Users may set a null when an item is a nuisance to specify. Thus, the
Company Navigation holds more than 100,000 user profiles.

For the purpose of creating a user map, user profiles are reformatted by vector
quantization [9] to generate a user profile matrix.

X = [x1 · · ·xn]
T

(1)
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Here, n denotes the number of the users. Each column

xi = [xi1, · · · , xid]
T (2)

is a d-dimensional vector for ith user’s profile. Each component xij has a value
of

xij ∈ {−1, 0, 1}. (3)

Thus, each person’s answer set is changed to numerals. Note that user profile
is registered by a user’s input via a keyboard or a smartphone. For usability of
the service, most elements are null by default. Thus, most elements of xij are 0,
although the distribution of {−1, 0, 1} is not uniform. Therefore, we normalize
each column vector X so that it has a zero mean and a unit variance for the
computational stability.

After the normalization, we compute the distortion or dissimilarity between
two users by the negative inner product.

d(xi,xj) = −xT
i xj (4)

Note that xi is not a metric, however, a nonlinear transformation using a Gaus-
sian kernel is applicable. This will appear in Section 3.

3 Data Mapping

3.1 Mapping by PCA

Multidimensional scaling (MDS) [3] is a method to locate data points to a low
dimensional space using a distortion or a dis-similarity measure. MDS can be
utilized for data mapping for visualization [10]. Principal Component Analysis
(PCA) is a linear dimensionality reduction method, and is a class of MDS with
an Euclidian distance. PCA is conducted by an eigenvalue decomposition of a
covariance matrix.

1

n
XTX = EDET (5)

Here, E = [e1 · · · en] is an orthogonal matrix whose column vector is an eigen-
vector. D = diag(d1, · · · , dn) is a diagonal matrix whose diagonal element is an
eigenvalue sorted in a decreasing order. Each column vector of X given by (3)
is pre-centered to satisfy zero mean.

The dimensionality reduction is achieved by multiplying selected m eigenvec-
tors to X. Thus, first m principal components are given by

Y = X [e1 · · · em] . (6)

3.2 Mapping Using KPCA

By the PCA, the distortion matrix was changed to a numerical expression with-
out containing explicit distortion numerals. A dimension reduction was also
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achieved. However, this result by the linear PCA still inherits undesirable prop-
erty of three-valued user profiles of (3). Therefore a kernel PCA (KPCA) [4] [5]
is applied to the user profiles.

Given a kernel matrix K = {kij}i,j=1···n, we apply centering and eigenvalue
decomposition to this matrix:(

I − 1

n
1n×n

)
K

(
I − 1

n
1n×n

)
= UΛUT (7)

Here, I is an identity matrix, 1n×n refers to a matrix whose elements are 1.
U = [u1 · · ·un] is an orthogonal matrix, and Λ = diag(λ1, · · · , λn) is a diago-
nal matrix. Using an eigenvector and an eigenvalue, first m nonlinear principal
components are calculated by

Y = [u1 · · ·um] diag
(√

λkn
)
. (8)

In the case of the Gaussian kernel, the kernel value can be calculated by using
a distortion of (4).

kij = exp(−d(xi,xj)
2/σ2) (9)

As explained above, we use a two-step method. The first step is a usual PCA.
The second step is a KPCA with partial local profiles. This is because a mono-
lithic KPCA suffers from high computational complexity for the size of big data.
This transformation provides an efficient feature extraction for the data map-
ping. Given a specific user, say i = i0, similar yet other user profiles are selected
by reflecting the distortion to this person. More experimental details will be
given in later sections.

4 Automatic Margin Adjustment for Icon Spotting

Most methods of mapping and dimensionality reduction focus only on the re-
duction of mapping errors that reflects the distance preservation [11]. Mapping
accuracy surely contributes to an accurate data analysis. Whereas, an exact map-
ping may not be the most desirable one as a GUI [10]. Readers of this paper can
easily recall the cases of a weather map and a railroad map. They are designed
to obtain little map-location error with high usability. However, the visibility is
a much more important factor for a GUI. By considering this necessity, a user
map generated by PCA and KPCA will be more tuned in this section by using
the regularization in terms of a cost function minimization.

The proposed method is a class of uniforming. Histogram equalization which is
frequently used in image processing is a similar method, however, that method
is usable only for one-dimensional values. Contrary to this, our method gives
more uniformly scattered data points on a multi-dimensional map. Details of
this method is explained as follows.

Given a set of accurate positions s1, · · · , sn and a set of modified positions
z1, · · · , zn, we measure a mapping error by

‖si − zi‖2 (10)
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in terms of a squared L2-norm. In addition to this, the local uniformity between
data points i and j is measured by

exp

(
−‖zi − zj‖2

σ2

)
. (11)

Here, σ is a design parameter which adjusts the degree of scattering. This ex-
ponential function is maximized when zi is equal to zj . In other words, if data
points i and j are set to overlap on a map, the local uniformity has the maximal
penalty.

Using the above criterion, the contrast function to be minimized for i is given
below.

E(zi) = ‖si − zi‖2 +
n∑

j=1

A exp

(
−‖zi − zj‖2

σ2

)
(12)

The first term corresponds to a mapping error of zi, and the second term is
a penalty to local congestion around zi. The square function penalty becomes
rapidly increased if the data point zi is far from the original point si. This
implies that si regularizes zi with the squared L2-norm. On the other hand,
the exponential function becomes to zero if zj is far enough from zi. Thus, the
function (12) reflects a joint property of allocation errors and position jamming.

An update rule with respect to zi is obtained by a differentiation of the cost
function E(zi).

∂

∂zi
E(zi) = (si − zi)−

n∑
j=1

A

σ2
(zi − zj) exp

(
−‖zi − zj‖2

σ2

)
(13)

Here, the scalar multiplier 1/2 is omitted. An iteration for the minimization is
summarized below. First, s1, · · · , sn are set to z1, · · · , zn as initial values.

zi ← si (14)

Second, using gradient descent optimization, z1, · · · , zn are fine-tuned to be
scattered uniformly.

zi ← zi − μ
∂

∂zi
E(zi) (15)

Here, μ is a learning constant. The update of (15) is iterated. Position data
s1, · · · , sn to be reallocated are assumed to be given in advance at the start of
each iteration so that they work as teacher signals. That is, s1, · · · , sn are set to

si = yi, (16)

where Y = [y1 · · ·yn]
T is given by Eq. (6) or (8).

Note that the update of Eq. (15) can be used as a stochastic gradient descent
way, if lower complexity and less memory consumption are required. This is
possible at the cost of the total learning speed.
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5 Preliminary Experiment to Check Mis-allocations: City
Mapping

In order to check the mis-allocation possibility, we conducted an experiment to
check to see how the proposed regularization method works. For this purpose,
we used a set of prefecture capitals whose locations are given by exact positions
of longitudes and latitudes. There is no need of the PCA/KPCA for this data
set.

Figure 1 shows the map of 47 prefectures in Japan, which means the positions
of the prefecture capital city. This result were given by the ability of Google
Maps [12]. The horizontal and vertical axes indicate the longitude and latitude
respectively. In spite of the accurate positions, it is difficult to understand cities
on this map nor clicking city names as icons because of the excessive overlapping.
For instance, Tokyo is perfectly hidden by nearby prefectural capitals since the
distribution of this area is locally dense too much.

128 130 132 134 136 138 140

30
35

40

Longitude

La
tit

ud
e

Hokkaido

Aomori
Iwate

Miyagi
Akita
YamagataFukushima

IbarakiTochigiGunnmaSaitamaChibaTokyoKanagawa

Niigata
ToyamaIshikawaFukui Yamanashi

Nagano
Gifu ShizuokaAichiMieShigaKyotoOsakaHyogo NaraWakayama

TottoriShimane
OkayamaHiroshimaYamaguchi TokushimaKagawa

Aichi KochiFukuokaSagaNagasakiKumamoto Oita
MiyazakiKagoshima

Okinawa

Fig. 1. The accurate map of Japanese cities: This map shows exact mapping of city
locations. Whereas, the total view is too busy because it is too correct. Users cannot
easily pick up a certain city by a cursor.

Next, we apply the method of the position regularization given in Section 4.
For the purpose of improving the visibility of Fig. 1, we applied the proposed
remapping to the map of Fig. 1. The parameters were set to A = 10, σ = 1,
μ = 0.1 respectively. The number of iterations was 100. Figure 2 shows the result
of this experiment for city remapping..

Comparing Fig. 1 with 2, prefecture locations in Fig. 2 have positional dis-
placements on the longitude and latitude. The city overlapping is reduced well.
The visibility is much more improved. This is because the distribution became
more uniform by the regularization. An important observation is that ordering
of cities in the sense of the longitude and the latitude is perfectly preserved
without any human handcrafting.
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Fig. 2. A tuned map of Japanese cities: The view of the city collection is regularized.
Relative positions of cities are maintained by the presented method of this paper.

6 Web-Data Mapping: An Application to Big Data

6.1 System Outline

The goal of this paper is to create a user-friendly icon mapping that reflects
user profiles well. In this sub-section, we explain an integrated system for this
problem.

Three- 
valued 
User 

Profiles Selecting 
Similar Users 

Partial 
User 

Profiles 

Global 
User Map 

A User 

PCA 
& Uniformization 

KPCA 
& Uniformization 

Local 
User Map 

Fig. 3. The system flow for creating user maps

Figure 3 illustrates a flow of the total system. First, user profiles X as the
format of (1) and (3) were given. Then, a low dimensional map Y was computed
by PCA (6) or KPCA (8) from X. Finally, using Eq. (14), (15) and (16), the
map Y was reorganized to generate Z = [z1 · · · zn]

T .
PCA can be applied to all user profiles X. However, KPCA cannot be used

for raw X because of its complexity. Thus, we used a KPCA on identifiable
users. Referring to the user i = i0, other similar users j′ = j′1, · · · , j′l are selected
with respect to their similarities. The similarities are calculated by Eq. (4). We
apply KPCA to these selected user profiles. Here, l denotes the number of similar
users. The size of l is much less than n and is small enough to be able to calculate
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KPCA. Here, n is the number of all users. The typical example is that n and l
are n = 100, 000 and l = 100.

As the result, we obtain global and local user maps. A global user map is
given by PCA. A local user map is given by user selection and KPCA, They
contain global and local properties about user profiles, respectively.

6.2 Mapping of Web-Registered Job Hunters

For a check of practical usability, a data set form the registered Company Nav-
igation (Kaisya-navi) [8] is extracted. Note that this database is continually
accumulating.

In order to check the usability of this paper’s method, datasets of active
users were selected. Its size is n = 2000. The dimensionality of feature vector is
d = 150. The user profile depends on the service type. It satisfies the condition
of (3).

The design parameters for this experiment are as follows. The dimensionality
reduction was to m = 2. Thus, PCA and KPCA gave a map on a 2-dimensional
plane. The number of similar users was set to l = 10. Under these conditions,
the global and local maps were generated. Note that the number of users was
set smaller in this paper than the actual system for the purpose of graphical
illustrations.

Figure 4 shows the global map of all job hunters given by the proposed system.
The horizontal and vertical axis indicate the first and second principal compo-
nents. This is a result by this paper’s method. A point on the map represents
one user. If a user was similar to another one, these points were set nearby on
the map. Thus, a user group that contains common profiles was mapped as a
jammed cluster. This is inevitable since popular occupational categories receive
registrations from many Web users. On the other hand, in the next illustration,
a favorable property which is not grasped by a single view can be identified.

Figure 5 shows a regularized global map where users of i = i0 were picked up
randomly. Here, the chosen users were students of ICT major (information and
communication technology major). In this figure, the filled red circle indicates the
user per se. The arrow identifies the position of this person. The other points
were scaled with respect to the similarities to him or her. Here, a big circle
indicates high similarity. There is a cluster including many big circles at the
upper left in this figure. This means that students majoring ICT were collected
at the upper left in the map. On the other hand, there is another cluster in the
right hand side, although each similarity is small.

Fig. 4 and 5 are global maps where the congestion essentially occurs because
of the data size. An important issue is that this icon jamming remains to reside,
or not, when a local area was illustrated by an enlarged drawing. This is the
last step to be checked for the authorization of the presented icon placement
regularization.

Figure 6 illustrates a local map personalized to an aforementioned specific
user. The circle indicates the chosen user. Each icon by a text explanation means
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Fig. 4. The global user map of all job hunters: This is a big collection of job hunter
profiles. Overlapping around the upper right corner is inevitable because this region
corresponds to contemporary popular companies. Although, once personalized, a user
friendly interface appears (compare with Fig. 5 and Fig. 6).

���

Fig. 5. A personalized global user map
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Fig. 6. An enlarged local user map

a user ID and his/her major, respectively. Even for such a space-consuming icons,
users can click them without confusion.

By the experiments of Fig. 4-6, one can regard the presented icon allocation
system as self-organization can work as a user-friendly GUI.
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7 Concluding Remarks

In this paper, a new GUI design method for user profile’s data mining was
presented. The proposed system utilizes PCA, KPCA and the regularization
that improve visibility and clicking easiness. The experimental result using the
real user profiles which were registered by job hunters were presented. The re-
sult showed that the designed system is a ready-to-use one. Since the method
contains a normalization phase for mixture data of discrete and real numbers,
applications to a variety of data sets drawn from Web sites are possible. Im-
portant applications include a student mapping for MOOCs (Massively Open
Online Courses) which is going to be a revolutionary education system.
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Abstract. The growth in the number of Internet users across the globe has 
triggered the advancement in the field of E-Commerce. E-Commerce sales have 
been skyrocketing across the world. For the successful implementation of a 
B2C E-business, it is necessary to understand the trust issues associated with 
the online environment which holds the customer back from shopping online. 
This paper proposes a framework for assessing the level of trust in any B2C E-
Commerce website. The study aims to identify the trust factors pertaining to 
B2C E-Commerce websites from the perspective of the Indian customer and 
calculate the trust index of the website based on these factors. This was done by 
first distinguishing the trust factors, taking experts’ judgments on them and then 
studying the customers’ responses regarding B2C E-Commerce websites with 
respect to the trust parameters and examining their significance. Additionally, it 
worked on the development of a fuzzy system using Mamdani fuzzy inference 
system for the calculation of the trust index depicting customers’ confidence 
level in any B2C E-Commerce website. 

Keywords: Ecommerce Trust, Trust, Trust Factors, Online Trust, Trust Index, 
Customer’s Trust, Fuzzy System. 

1 Introduction 

In 1971, with the development of ARPANET, the foundations of E-Commerce had 
been laid. Essentially, E-Commerce germinated in 1979 with Michael Aldrich 
demonstrating the very first online shopping system. It came to India in 1996 when 
Indiamart established B2B marketplace. E-Commerce since then has become a 
significant tool for businesses to sell to customers along with engaging them. There is 
continuous growth in E-Commerce and the number of people purchasing products 
online is increasing day by day. Convenience, greater supply, lower prices and ability 
to compare prices from different vendors easily are four main reasons cited by people 
for shopping online[6]. Various reports on Indian E-Commerce markets suggest that 
the market size of online retail industry in India is likely to touch Rs 70 billion by 
2015. With such numbers being forecasted, online merchants have a primary concern 
of attracting more and more customers and making them trust in the formers’ 
businesses. To purchase from an e-vendor especially in an environment of 
uncertainty, anonymity, lack of control and potential opportunism is not that easy for 
the customers. The customers feel hesitant while transacting with the companies they 
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don’t know about primarily because of missing physical cues. Trust issue is a major 
concern for many customers and a strong reason for not shopping online. 

2 Existing Trust Frameworks for B2C Websites - A 
Comparison 

Trust being a crucial element of E-Commerce and a significant contributor to its 
growth, it has attracted the attention of various researchers. Many of them have 
proposed different frameworks to understand the issues involved with the customers’ 
trust and various factors impacting the same.  

 

Matthew Lee and Efraim Turban’s CTIS Model. Matthew K.O. Lee and Efraim 
Turban[8] studied various antecedent influences on customer trust in Internet shopping. 
There study focussed on four such antecedents: trustworthiness of the Internet merchant, 
trustworthiness of the Internet as a shopping medium, infrastructural (contextual) factors 
(e.g. security, third-party certification), and other factors (e.g. company size, 
demographic variables). As per the study, the trustworthiness of the Internet merchant is 
dependent on the merchant’s ability, integrity and benevolence. Customer trust in the 
other antecedent i.e. Internet as a shopping medium is influenced by perceived technical 
competence, perceived performance level and the degree to which a customer 
understands the workings of the Internet shopping medium (also referred as “medium 
understanding”). Contextual factors focus on security, privacy, third- party certifications, 
escrow and insurance services while the other factors include size of an Internet shop and 
demographic variables of the buyers, such as sex, age, and Internet usage experience. 
According to their CTIS model, the mentioned factors along with individual propensity 
to trust influence customer trust in Internet shopping. However, their study could not find 
empirical support for the effect of third-party certification and also, the sample used in 
their study were mainly prospective Internet shoppers and not the actual Internet 
shoppers. 

 

Online B2C Perceived Trust Model. Brian J. Corbitt, Theerasak Thanasankit, Han 
Yi’s [5] online B2C perceived trust model is based on the relationship of key factors 
related to trust in the B2C context. They identify perceived market orientation, 
perceived site quality, perceived technical trustworthiness, perceived risk and user’s 
web experience as key factors impacting trust. Their research suggest that people are 
more likely to purchase from the web if they perceive a higher degree of trust in  
E-Commerce and have more experience in using the web. They also claim that the 
people with a higher level of trust in E-Commerce are more likely to participate in  
E-Commerce. The authors revealed positive ‘word of mouth’, money back warranty 
and partnerships with well-known business partners as effective mechanisms to 
reduce risk. Though their study has contributed significantly to the literature of trust, 
but a more complete set of trust antecedents and consequences could be identified and 
the relationships they have discussed could be explored further. 

 

Integrated Model of Online Trust Formation. The Integrated model of online trust 
formation by Xianfeng Zhang and Qin Zhang[12] is based on three online trust forming 
approaches i.e. the cycle approach (this emphasizes on how trust relationship is kept), the 
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stage- development approach (focuses on trust in different stages) and the factor approach 
(pays attention on different factors). The model is linked by three vital ties and 
incorporates the trustor factors (demographic factors, knowledge on the Internet, past 
experience, personality based factors, time pressure, disability etc.), trustee factors 
(perceived size, perceived reputation, perceived brand recognition, perceived commodity 
quality, perceived service level, perceived trustworthiness, perceived system reliability, 
perceived interface design level, perceived information quality show etc.), system trust 
factors (situational normality, structural assurance and facilitating conditions), former 
online interactions and external environmental factors. The model proposed by them also 
reflects the dynamic development claiming that initial trust may turn into robust trust 
after long-term interactions. Though the authors have listed a significant number of trust 
factors, however, the authors briefly touched upon them and failed to discuss how each 
of them affects customers’ trust in online shopping. 

 

Trust Management Model. Alireza Pourshahid, Thomas Tran[1] propose a trust 
management system that they expected would be of some help to the prospective 
buyers to make good trust decisions. Their model is based on the user’s requirements 
notation. It is a conceptual model which evaluates trustworthiness of different parties 
and suggests the best trustee to the trustor based on the trustor’s goals. Their model is 
different from the other reputation or trust management systems in terms of choice of 
the trustee for a trustor as this choice is not based on any predefined or limited 
attributes. Instead, it is a dynamic choice based on the trustor’s preferences. Their 
model attempts to demonstrate that most of the trustee’s behaviour is toward reducing 
risks for the trustor. The model does not talk about the technical details (technology 
risks) associated with formation of trust. 

 

A Unified Model of Trust in E-Commerce. Prashant Palvia’s unified model of E-
Commerce relational exchange[11] focused both on the antecedents and consequents 
of intention to use a vendor’s website in developing long- term relationship with 
customers. The research model proposed by them incorporated key concepts from 
Technology Acceptance Model, trust and relational exchange. The model integrated 
the three of these via Theory of Reasoned Action (TRA)[9]. Their research found that 
shared beliefs in the integrity, competence, and benevolence of the e-vendor 
positively affected customers’ trust of an e-vendor. The researchers also claim that the 
usage attitude toward an e-vendor’s site was not only influenced by perceived ease of 
use and perceived usefulness but also by the perceived trustworthiness of the web 
vendor. Their study focussed on satisfaction, value, loyalty and word of mouth as the 
consequents of intention to use. According to them, developing and nurturing 
customers’ trust is a vital requirement in order to create long term relationships. 
However, their study was done on students which could be future online buyers but 
were not the actual online buyers at that time. 

 

Trust Factor Evaluation - Expert System Approach. Mehrbakhsh Nilashi, Karamollah 
Bagherifard, Othman Ibrahim, Nasim Janahmadi, Mousa Barisami[10] proposed an 
application of expert system on trust in electronic commerce. They studied the impact of 
design of websites, security of websites and familiarity of websites on customers’ trust in 
online transactions. Their model used adaptive network fuzzy inference system to analyse  
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3.1 Compilation of Trust Factors from Literature Review and Interviews 

This is the very first step of this study and it involved gathering of data from Indian 
customers who have been involved in the E-Commerce operations. There were two 
sources of data i.e. primary and secondary. Primary data has been gathered from 
Indian customers for the purpose of the present study. Both types of prospective 
customers/ customers of commercial websites are considered, ones who shop online 
and the others who don’t go for online shopping because of various reasons. The 
methodology followed was of conducting personal interviews for the collection of 
data related to the objectives of this research. About 237 people were interviewed  
 

Table 1. Trust Factor Categories[3] 

Organizational 
Factors 

Brand  Recognition 

Money Back Guarantee/ Return & Exchange Policy 
Order Fulfilment (Order Tracking, Logistics) 
Offline Presence 
Competence (Good Discounts, Free Shipping) 
Perceived Size of Organization 

Website Factors 

Website Look & Feel 
Navigation 
Payment Related Issues  
(Cash On Delivery, Secure Payment Gateways, Second 
Level Authentication, Multiple Payment Options) 
Privacy Policy 
Third Party Trust Seals 
Security Protocols(https), SSL Certificates, Padlock Sign 
Product Description/ Information Content 
Information about E-Vendor  
(‘About Us’, ‘Contact Us’ Pages) 
Terms & Conditions/ FAQ’s Page 
Absence of “Pop Up”/ Third Party Ads 
Customer Reviews on Home Page 
Website Download Time 
Domain Name (Name of the Website) 
Customization & Personalization Capacity 
Social Presence (Live Chat) 

Customer 
Factors 

Past Site Experience 
Knowledge & Experience in Internet Usage 
SocioDemographics 
Social Awareness Level 
Propensity To Trust 
Perceived Ease Of Use 
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and were asked about various trust factors which exist in Indian E-Commerce market. 
Secondary data was gathered from extensive literature review on trust factors that 
exist in online market space. Various factors which have an impact on the E-
Commerce trust, in any form, were collected and categorized[3]. Table 1 lists all the 
factors were collected along with their categories. 

3.2 Comparison of Trust Factors by Investigating Experts 

In the second round of study, a web based survey was used to investigate 74 experts 
from Indian E-Commerce market. Experts’ judgments were gathered based on the 
linguistic scale to establish pair-wise comparisons matrix for sub-factors through pair-
wise comparisons questionnaire and grouping factors in three major groups to 
determine the trust model for B2C E-Commerce websites for Indian E-Commerce 
market space. Various decision matrices were used[4]. Experts were asked to fill in 
the decision matrices with values ranging from Equal Importance (1) to Extreme 
Importance (9). The panel of experts chosen for this study included subject matter 
experts, both from the customers’ side and also from the e-vendors’ side. Special 
attention was focused on choosing experts who understand Indian B2C E-Commerce 
set up really well.  

The data gathered from this survey was analyzed using Analytic Hierarchy 
Process. The Analytic Hierarchy Process, often called AHP, is a mathematical 
technique designed to solve complex problems involving multi criteria. AHP has been 
used because of its ease of applicability along with hierarchical modelling of the 
problem, the possibility to adopt verbal judgments and the verification of the 
consistency. A hierarchy of trust factors was created as shown in Figure 2. Expert 
choice software (AHP based software) was used to calculate priorities, inconsistencies 
and synthesize the results. 

The results of the synthesis gave relative weights to all the sub-factors in the three 
categories. Figure 3 shows the relative weights of the sub-factors in the category of 
organizational trust factors. As can be seen in Figure 3, Brand Recognition is the most 
important trust factor amongst the organizational trust factors. It is weighted 0.272 
and hence it is of the top most priority. Order Fulfilment, Money Back Guarantee/ 
Return & Exchange Policy and Competence occupy second, third and fourth position 
and are weighted 0.175, 0.164 and 0.145 respectively. Last two positions are occupied 
by Perceived Size of Organization and the Offline Presence which are weighted at 
0.13 and 0.114 respectively. Inconsistency rate of this set of pair-wise comparisons is 
0.04 and it is acceptable as the value is less than 0.10. 
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Fig. 2. A snapshot of Trust Hierarchy created in Expert Choice[4] 

 
Fig. 3. Priority of sub-factors in Organizational Trust Factors 
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Next Figure 4 shows the relative weights of the sub-factors in the category of 
website trust factors. According to the results of the synthesis, Payment related 
matters like availability of secure gateway, cash on delivery option, second level 
authentication and choice of various payment options possess highest weight-age at 
0.21. Subsequent priorities are of Information about e-vendor (weighted 0.123), 
Security Protocols(weighted 0.085), Presence of Third Party Trust Seals(weighted 
0.071), Privacy Policy(weighted 0.068), Customer Reviews on Home Page(weighted 
0.065), Absence of Pop up ads or Third Party ads(weighted 0.055), 
Navigation(weighted 0.051), Product Description and Information Content(weighted 
0.047), Website Look and Feel(weighted 0.038), Domain Name(weighted 0.037), 
Website Download Time(weighted 0.037), Social Presence(weighted 0.033), 
Customization and Personalization Capacity(weighted 0.032) and presence of  Terms 
and Conditions or FAQ’s page(weighted 0.021) occupying the last position. 
Inconsistency rate of this set of pair-wise comparisons is 0.06 and it is acceptable as 
the value is less than 0.10. 

 

 
Fig. 4. Priority of sub-factors in Website Trust Factors 

 
Fig. 5. Priority of sub-factors in Customer Trust Factors 
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As shown in Figure 5, Past Site Experience is of most importance in the customer 
trust factors. It is weighted at 0.339; hence it is at the top priority followed by 
Propensity to Trust (weighted at 0.165), Knowledge and Experience in Internet Usage 
(weighted at 0.153), Social Awareness Level (weighted at 0.123), and Perceived Ease 
of Use (weighted at 0.113). Sociodemographics is of least importance in this category 
weighted at 0.107. Inconsistency rate of this set of pair-wise comparisons is 0.03 and 
it is acceptable as the value is less than 0.10. 

3.3 Collection of Data Regarding User Preferences for Various Sites 

In this round of study, the data for the purpose of studying the customers’ responses 
regarding B2C E-Commerce websites was collected by through questionnaires.  The 
study was conducted on the trust factors gathered from the previous steps which have 
significant contribution to the trust formation in B2C E-Commerce websites. The 
questionnaire consisted of 4 questions from the organizational trust factors category, 
10 questions from the website trust factors category, 4 questions from the customers’ 
trust factors category and 1 question has been observed relative to the trust level of 
the website. Various linguistic scales have been used for the items which range from 
Very Easily(4) to Highly unlikely(0); Very High (4) to Very Low(0); Excellent(4) to 
Extremely Bad(0); Very Positively(4) to Very Negatively(0) and Extremely High(4) 
to Extremely Low(0). The questionnaire was customized for three different B2C 
websites- flipkart.com, jabong.com and indiaplaza.com. The Cronbach alpha values 
for the questionnaires of the three websites are as reported in Table 2: 

Table 2. Cronbach Alpha values for the Questionnaires of the Three Websites 

Flipkart.com Jabong.com Indiaplaza.com 

0.86 0.86 0.82 

 
The questionnaire was administered to 725 respondents. The web based surveys 

produced 490 responses out of which 424 responses were accepted. 66 responses were 
rejected because of their reliability and incompleteness. Hence, 424 usable surveys 
provided the data for further research study. 

3.4 Grouping of Data into Clusters 

After the collection of data from the prospective customers, the clustering of data was 
done for the purpose of identifying the rules of the fuzzy model. Because the data 
involved is based on human thinking and reasoning, fuzzy C-means clustering is used 
to cluster the data. Figure 6 shows the centers of the clusters(27) obtained for 
calculation of the level of trust in any B2C E-Commerce website. All clustering 
activities were done in MATLAB software. 
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Fig. 6. Cluster Centers 

3.5 Generation of Rules and Membership Functions 

After clustering the data, an attempt is made to quantify the trust measure from the 
three categories of the trust factors - organizational trust factors, website trust factors 
and customer trust factors based on the Mamdani fuzzy inference system. Mamdani 
method is the most commonly used fuzzy inference technique based on the fuzzy 
rules proposed by Ebrahim Mamdani in 1975. Mamdani method is widely accepted 
for capturing expert knowledge. It allows us to describe the expertise in more 
intuitive, more human-like manner.  

The fuzzy rules for this research study are generated by ordering, analyzing and 
clustering the respondents answers in the questionnaires. 27 rules are formed that 
describe the level of trust based on the degree of trust from the three categories of 
factors. The degree of the level of trust represented by the trust index has been graded 
from very low to very high. The example of rules generated for the present research 
study is as follows: 

 
If Organizational_Trust_Factors_Level is High 
and Website_Trust_Factors_Level is High 
and Customer_Trust_Factors_Level is High  
Then Trust_Index is Very High 
 
If Organizational_Trust_Factors_Level is High 
and Website_Trust_Factors_Level is High 
and Customer_Trust_Factors_Level is Moderate  
Then Trust_Index is High 

  
Besides discovering the rules for quantifying trust, required membership functions for 

the three inputs - organizational trust factors, website trust factors and customer trust 
factors; and one output-trust index were also created.  Figure 7 shows the fuzzy system to 
obtain the level of trust from the three categories of factors. 
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Fig. 7. Fuzzy System to obtain Trust 

Gaussian membership function was used for the input variables in the fuzzy 
system. A Gaussian membership function is specified by two parameters {m, σ} as 
follows: 

gaussian(x: m, σ) =  
σ

             

 
where m and σ denote the center and width of the function, respectively[7]. Figure 8 
shows the membership functions for the fuzzy system. 

 

 

Fig. 8. Membership Functions for the Fuzzy System 

3.6 Generation of Trust Index 

After developing the fuzzy system using Mamdani fuzzy inference system, the fuzzy 
model of trust was implemented using Simulink. The equations used in the system 
were implemented in Simulink with standard blocks. The Simulink implementation of 
the fuzzy system can be seen in Figure 9. The Simulink model for the fuzzy trust 
system is developed using one fuzzy logic controller, a process, one multiplexer, one 
difference element, three constant bocks and a display window.  
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Fig. 9. Generation of Trust Index 

The framework suggests the range for the trust as shown in Table 3.According to 
Table 3, any value of trust index less than 0.3 constitutes low trust range. It suggests 
very less chances of the customer buying from the website and indicates that the e-
vendor should try very hard to improve upon its brand and website to induce 
customers’ trust. While, any value of trust index greater than 0.3 but less than 0.6 
constitutes moderate trust and indicates that e-vendor has still more scope for 
improvement in his e-business.  

Table 3. Range of Trust 

Trust Index Linguistic Value 

0-0.3 Low Trust 

0.31-0.6 Moderate Trust 

0.61-0.97 High Trust 
 
 
Values of trust index between 0.61 and 0.97 indicate high trust range and connote 

bright chances of customers buying from that particular B2C website. 

4 Conclusion 

The study was carried out with the objective to understand trust issues prevalent in 
B2C E-Commerce operations in India with respect to the customer’s perspective.  It 
tried to fill the gaps highlighted in the literature review by examining the different 
dimensions of customers’ trust in B2C E-Commerce and proposed the 3C3G 
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framework of trust for B2C websites. 3C3G derives its name from the steps followed 
for the research, right from identifying the factors affecting customers’ trust to 
generating the trust index of a B2C website. 

The research study conducted also provides a tool to the e-vendors to evaluate their 
B2C E-Commerce website and compute the level of trust of their website. It helps the 
e-vendors to understand what the expectations of the customers are from a B2C E-
Commerce website in order to make that initial purchase. On the other hand, it 
provides finer insight to the customers with a view to indulge in online shopping more 
advantageously. 
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Abstract. Advances in information technology depend on the availabil-
ity of telecommunication, network and mobile technologies. With the
rapid increasing number of mobile devices being used as essential ter-
minals or platforms for communication, security threats now target the
whole telecommunication infrastructure that includes mobile devices, ra-
dio access network, and the core network operated by the mobile opera-
tors. In particular, the mobile core network is the most important part of
the mobile communication system because different access networks are
consolidated at the core network. Therefore, any risks associated with
the core network would have a significant impact on the mobile network
regardless of technologies of access networks are in use. This paper re-
views the security risks in the mobile core network for data services by
considering the confidentiality, integrity and availability (CIA) aspects,
and then relates them to the ITU-T X.805 reference framework. Finally,
this paper provides a recommendation on how to address these risks
using the ITU-T X.805 reference framework. This paper will benefit mo-
bile operators and network designers looking to secure the mobile packet
core system.

Keywords: telecommunication, network security, ITU-T Recommenda-
tion X.805, risks mitigation.

1 Introduction

With the advancement of mobile telecommunication technologies, wireless data
access is on the rise with mobile users accessing telecommunications services
(e.g., Internet and cloud services) from anywhere at anytime. Such technologies
are essential to the stability and future development of a nation’s economy. They
form the backbone supporting the communication and value-added services for
individuals and organizations. In addition, they enable effective operations of
government agencies and private sectors. Disruption of the telecommunication
systems have serious impacts and implications to the public safety and security
of the country [1].
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A mobile telecommunication system consists of two layered networks, namely
access and core networks. Access networks are edge networks where mobile de-
vices (i.e., mobile users) connect to the telecommunication system. In particular,
the mobile core network plays the most important role of the mobile telecom-
munication system since every access network is attached to the core. Hence,
vulnerabilities in the core network could tremendously affect the entire telecom-
munication network [2].

In a mobile telecommunication system, core networks are classified into circuit
and packet core networks. The circuit and packet core networks are deployed for
voice services (e.g., services in the public switched telephone network) and data
services (e.g., services in the Internet), respectively. In this paper, we mainly
review the security risks on the packet core network which is highly vulnerable
to security attacks. The main objectives of this paper can be summarized as
follows:

– This paper reviews the risks associated with the mobile core network regard-
less of the technologies applied for the access networks. Then, we classify the
risks into specific domains using the confidentiality, integrity, and availability
(CIA) triad which is a widely used model for designing information security
policies.

– Weprovide a recommendationonhowthe reviewed risks canbemitigatedusing
the X.805 security framework defined by the Telecommunication Standardiza-
tion Sector of the International TelecommunicationUnion (ITU-T) [3]. Specif-
ically, we propose a design of securedmobile packet corewhich is able to protect
itself against the risks.

This review will be useful to mobile telecommunication operator and network
designers since the risks can be considered as the benchmark to assess the op-
erators’ core networks. Furthermore, the proposed mobile packet core network
design based on the ITU-T X.805 framework will be a guideline for improving
the core networks. As a result, the secured core network will be able to protect
invaluable information and assets belonging to the mobile users and operators.

The rest of this paper is organized as follows. Related works conducted in this
area are discussed in Section 2. Section 3 describes the mobile network architec-
ture. Then, risks associated with the mobile packet core network are presented
in Section 4. The proposed improvement of the core network is presented in Sec-
tion 5. Finally, Section 6 gives a conclusion and suggestion for future work on
this topic.

2 Related Work

A number of studies have been conducted on the security implication of the user
equipment (e.g., cellular phones) and the radio access network without focusing
much on the mobile packet core network e.g., [4–7]. In [7], the infrastructure se-
curity of 3GPP relating to universal mobile telecommunications system (UMTS)
network was discussed but did not investigate how risks could be associated with
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the core network. As the mobile core network is essentially the most important
part of the mobile telecommunication system, this core network therefore forms
the main focus of this paper.

Security issues on the core network were studied. Security issues in GPRS
tunnel protocol (GTP) and a solution to address the issues were presented in [8].
The study in [9] proposed a honeynet solution to secure a 3G core network.
In [10], a review of security for a 3G network was presented, and then a security
enhancement model was proposed with primarily focus on the access domain
security. In [11], some security treats on a femtocell-enabled cellular network
were reviewed. A study in [2] focused on security risks on a 4G network using
the X.805 framework with short explanation on how the framework could be
used to understand and mitigate risks on the mobile core network as a whole.

It was also noted from the mentioned literature that security standards have
not been applied to the mobile core network with an objective to correlate be-
tween standards and the risks. In addition, the literature did not discuss how to
protect against different risks using recommended standards.

3 Mobile Network Architecture

Fig. 1 shows a typical mobile network consisting of three main parts, namely
user equipment (UE), radio access network (RAN), and the core network. The
UE is the closest to the users, for example, the user cellular phone. The UE
has a radio connection to the RAN (also called the NodeB in a typical GSM
network). An access network is an edge network where the UE accesses the core
network. The RAN is then connected into the core network via a radio network
controller (RNC) and into either the circuit-switched domain for voice services
or the packet-switched domain for data services.
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Fig. 1. Overview of the mobile communication system
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In a typical 3G core network, the most important elements in the circuit-
switched domain are the mobile switching center (MSC) and the gateway MSC
(GMSC) which provide an external connection to an external circuit-switched
network such as the public switched telephone network (PSTN). In the packet-
switched domain, the serving GPRS support node (SGSN) and the gateway
GPRS support node (GGSN) provide an external connection for the packet-
switched network, i.e., the packet core network for data services [6]. The SGSN
connects the global roaming exchange (GRX) network being a hub for GPRS
connections for mobile devices. Again, this paper mainly reviews the risks on
the packet core network or the packet-switched domain.

When the mobile packet core network is discussed, it is important to under-
stand the different type of interface used at each location. We only focus three
interfaces that are relevant to our work, namely Gi, Gp, and Gn. The Gi in-
terface is the connection between the GGSN and the external network such as
the Internet or the partner network. The Gp interface is the connection between
the SGSN with the external GGSN for roaming partners. The Gn interface is
the connection between the internal SGSN and GGSN. At the Gi interface, the
protocol is purely IP based whereas the Gp and Gn protocols are carried inside
the GPRS tunnelling protocol (GTP).

Mobile operators are now moving towards deploying 4G networks, commonly
referred to as Long Term Evolution (LTE) [12]. LTE networks contain only
the packet-switched domain and offer a large data transmission rate (over 100
Mbps). LTE introduces a significant change at the radio access network. At the
core network, the system still shares many characteristics of the 3G network
but without the circuit switch connection [2]. Most operators also concurrently
provide the 2G, 3G, and 4G networks in which 2G and 3G networks share the
same core network while a 4G network deploys a new element to the existing
core network.

4 Risks on the Mobile Core Network

The mobile core network is where the different access networks are consolidated.
Therefore, any risks on the core network would have a significant impact on
the mobile telecommunication system regardless of technologies used for the
access networks. As mobile operators concurrently provide different generations
of telecommunication networks (e.g., 2G, 3G and 4G) at the packet-switched
domain to their customers, any successful attacks at the core network could
compromise the entire networks. In general, we classify attacks at the packet
core network into three domains based on the CIA triad as follows:

4.1 Confidentiality

A confidentiality attack is usually carried out to steal information traversing
the packet network [1]. This type of attack commonly utilizes a method known
as a man-in-the-middle (MitM) [14]. This type of attack allows an attacker to
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intercept and change data traversing the network in real time. The attack can
be accomplished this using the following techniques.

– Spoofed Update PDP Context Request Attack – An attacker can use his or her
own SGSN or a compromised SGSN to send an update PDP context request
to an SGSN, which is handling an existing GTP session. The attacker can
then insert his or her own SGSN into the GTP session and hijack the data
connection of the subscriber. This will give the attacker full view of the data
and allow modification of data compromising data integrity as well.

– Capturing Subscriber’s Data Session Attack – Since GTP are not encrypted,
an attacker who has access to the path between the GGSN and SGSN such
as a malicious employee or a cracker who has compromised access to the
GRX can potentially capture a subscriber’s data session.

– Internal Access Attack – Most packet switching core networks of mobile op-
erators are not properly protected especially the internal connection through
the operators access network such as the GPRS/EDGE/3G and LTE net-
works. This weakness opens a potential for an attacker to compromise the
core network and take full control over the operator network. Then, the at-
tack can result in disruption to a level that could lead to significant losses
for the operators.

4.2 Integrity

Another common form of attack is related to integrity. In this form of attacks,
data is changed or modified without the consent of the users [1]. At the mobile
packet core level integrity attacks is generally accomplished by manipulating the
billing information of the subscriber. This type of attacks allows an attacker to
target individual subscribers and potentially exploit them for fun or bring them
into an extensive social engineering scheme.

– GPRS Overbilling Attack – This attack can overcharge fake phone bills to
mobile users. With this attack, the attacker first connects to a server on
the Internet. Then, this malicious server starts sending UDP packets (e.g.,
packets for video/audio streaming service). The attacker then changes his
IP address, but as the connection from Internet side remains opens. Once
the victim connects to the Internet and is assigned an IP address previously
assigned to the attacker, the server continues sending the UDP packets (i.e.,
the GGSN resumes packet forwarding) and the victim is charged the mali-
cious traffic even though the victim has not generated any traffic.

– Billing Bypass for Free Internet Usage Attack – Based on the MitM attack,
this attack allows an attacker to use an Internet connection for free and
possibly offering free or low cost of a VoIP connection.

4.3 Availability

A common type of attacks on the packet core network is the denial of service
(DoS) attack causing network resources to be unavailable. The attacks could
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result in prominent damage to the operator’s network [13]. A DoS attack on the
core network can be accomplished using the following techniques.

– Border Gateway Bandwidth Saturation Attack – In this attack, a malicious
operator that is also connected to the same GRX network may have the
ability to generate a sufficient amount of network traffic directed at the op-
erators border gateway such that legitimate traffic is starved for bandwidth
in and out of the operators network, thus denying roaming access to or from
the operators network.

– Domain Name System (DNS) Flooding Attack – The DNS servers on the
operator network can be flooded with either correctly or malformed DNS
queries denying subscribers’ the ability to locate the proper GGSN to use as
an external gateway.

– GTP Flood Disabling Roaming Users Attack – SGSNs and GGSNs may be
flooded with GTP traffic that causes them to spend their CPU cycles pro-
cessing illegitimate data. This may prevent subscribers from being able to
roam, to pass data out to external networks, or from being able to attach to
the packet network..

– Spoofed GTP Packet Data Protocol (PDP) Context Delete Attack – In this
attack, an attacker with the appropriate information can potentially craft
a GTP PDP context delete message, which will remove the GPRS tunnel
between the SGSN and GGSN for a subscriber. Crafting these types of attack
will require that the attacker has certain information about the victim. The
attacker can send many PDP context delete messages for every tunnel ID
that are being used to deny multiple victims’ services.

– Bad BGP Routing Information Denying Access into Roaming Partners At-
tack – An attacker who has control of a GRXs router or who can inject
routing information into a GRX operators route tables, can cause an oper-
ator to lose routes for roaming partners thereby denying roaming access to
and from those roaming partners.

– DNS Cache Poisoning for Man in the Middle Attack – It is possible for an
attacker to forge DNS queries and/or responses that causes a given user’s
APN to resolve to the wrong GGSN or even none at all. If a long time-to-live
(TTL) is given, this attack can prevent subscribers from being able to pass
any data at all.

– Spoofed Create PDP Context Request Attack – It is well known that GTP
inherently provides no authentication for the SGSNs and GGSNs themselves.
As a result, the appropriate information of a subscriber, an attacker with
access to the GRX, another operator attached to the GRX network, or a
malicious insider can potentially create his or her own bogus SGSN, a GTP
tunnel to the GGSN of a subscriber, and a false charging or distributed DoS
(DDoS) attacks on the subscriber.

– Gi Bandwidth Saturation Attack An attacker may be able to flood the link
from the Internet to the mobile operator with network traffic thereby pro-
hibiting legitimate traffic to pass through causing a massive DoS.
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– Flooding Mobile System Attack – If a flood of traffic is targeted towards the
network (IP) address of a particular mobile system, that system will most
likely be unable to use the GPRS network.

5 Addressing Risks with ITU-T X.805

To improve the security of the mobile telecommunication packet core network
from the risks outlined in the previous section, we apply the ITU X.805 frame-
work as the reference architecture [3]. As depicted in Fig. 2, the ITU X.805
network security model provides a set of principles including three layers (i.e.,
application, services, and infrastructure), three planes (i.e., end user, control,
and management planes), eight security dimensions (i.e., access control, au-
thentication, non-repudiation, data confidentiality, communication security, data
integrity, availability, and privacy), and five threats/attacks (i.e., destruction,
corruption, removal, disclosure, and interruption) which can be mapped to the
mobile core network in order to determine if a network is vulnerable to any at-
tacks listed in the risk domains discussed in Section 4, and to pinpoint where
such weaknesses exist and how to mitigate the detected risks.

Table 1 reviews the risks outlined in Section 4 and associates them with the
threats in the ITU X.805. This mapping will help identify how the risks are
associated with the recommended framework. Then, we apply the eight security
dimensions of the ITU X.805 recommendation to identify suggested technologies
to mitigate the threats as presented in Table 2.

Finally, we present a topological view of the mobile packet core network with
the recommended protection that we have derived by using the X.805 reference
model and provided the description of each recommended component.

As illustrated in Fig. 3, to protect the eight security dimensions in the X.805
framework, we propose the design of secured mobile packet core network. This

Fig. 2. ITU-T Recommendation X.805 [3]
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Table 1. Mapping the Risk Domains into X.805 Threats Model

Threat Description Risk Domain
Destruction Destruction of information and/or network resources Availability
Corruption Unauthorized tampering with an asset Integrity
Removal Removal or loss information or other resources Availability
Disclosure Unauthorized access to an asset Confidentiality
Interruption Network become unavailable or unusable Availability

Table 2. Security Dimensions and Risk Mitigations

Dimension Description Mitigation Threats Solved
Access Control Only allow access to au-

thorize system
Firewall Destruction,

Interruption
Authentication Verifying the identity of

the person or device ob-
serving or modifying data

Network Access
Control system
with single sign on
service

Disclosure,
Disruption

Non-repudiation Provide a record that
identify each individual or
device that observed on
modify the data

Certificate author-
ity, identity man-
agement system

Destruction,
Corruption

Data confidential-
ity

Data is confidential and
only readable by whom it
is intended

Encryption such as
SSL/VPN

Disclosure

Communication Se-
curity

Data access and communi-
cation is secured

VPN / IPSec Tun-
nel

Interruption

Data Integrity Data is no changed or
modified

Digital certificate Corruption

Availability Data or access is available
as needed

DDoS protection
system and backup
links

Destruction,
Removal,
Interruption

Privacy Privacy Encryption Disclosure

design requires the deployment of technologies including firewall, intrusion de-
tection and prevention (IDP) system, virtual private network (VPN) server, and
network access control server.

A firewall is a device that controls incoming and outgoing traffic by analyz-
ing the data packets based on a predefined set of rules. In the mobile packet
core network, the firewall should be presented on the external boundary such
as the Gi, Gi, and the internal network such as the charging, application and
operations, administration and management (OAM) domain, in a form of high
availability clusters. The Gi firewall protects against external attacks including
DDoS attacks that originate from the Internet, while the Gp firewall must pro-
vide GTP inspection capabilities to filter traffic travelling into the mobile core
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Fig. 3. Proposed secured mobile packet core network design

network from the roaming partners. Basically, the Gi and Gp firewalls act as
an external defence to block against any threats coming into the packet core
network. In the case of the DMZ zone (i.e., a perimeter network), the firewall for
this zone can be shared with the Gi firewall. At the internal network zone (e.g.,
the operations support system (OSS), application, and the charging domains), a
firewall must be available as the second line of defence to protect these internal
systems.

The IDP system is normally the next line of defence for the mobile packet
core network. The IDP system utilizes signature and entropy-based behaviour
to block against attacks managing to bypass the firewall filters. This system
provides the second line of defence in the most critical zone of the mobile core
network. In the mobile packet network, we recommend that an IDP system
should be placed behind the firewall at the Gi domain. This placement will
allow the IDP system to filter any threats coming into the network from the Gi
including the DMZ zone which could be compromised.

A network access management (NAM) server allows administrators to im-
plement a single user interface to securely control every access to the network
element in the mobile network. Since the mobile core network contains a large
number of network elements, it is important that the access to these elements
can be controlled and audited in a timely fashion. We recommend that a NAM
server should be placed in the OAM domain. In addition, the NAM server must
be enforced as a single interface for logging into any network elements on the
mobile core network.
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A VPN server allows secure remote access into the internal network by using
an encrypted protocol. Every access should be passed through a dedicated VPN
server since encryption and decryption can be performed at the VPN server.
Therefore, the server must be placed in the DMZ zone for maximum protection.

6 Conclusion

We have mainly reviewed the security risks on the mobile telecommunication
packet core network. This core network is the most important part of the mobile
telecommunication system since different access networks are consolidated at
the core network. Therefore, vulnerabilities in the core network could have the
major impact on both mobile operators and users.

In this paper, we have identified a number of security risks in the mobile
core network. Then, we have grouped the risks into three classes by using the
widely used CIA triad including confidentiality, integrity, and availability classes.
Then, we have related the classes to the ITU-T X.805 reference framework.
Next, we have recommended the technologies which could be deployed along the
framework with the objective to safeguard against the risks in the eight security
domains. Finally, we have proposed the secured mobile packet core network
design which is able to mitigate the risks.

This review will be useful to mobile telecommunication operators and network
designers. The risks outlined in the review can be considered by the operators as
the benchmark to assess their packet core networks in order to safeguard data
services. Furthermore, our proposed mobile packet core network design could be
applied as a guideline for improving the security of the mobile telecommunication
systems. A secure telecommunication system will be able to safeguard invaluable
information belonged to the mobile users and operators against the risks.

For future work, we will study a hypothetical mobile telecommunication packet
core network and evaluate how attacks can be carried out on the network. Coun-
termeasures to address the risks using the three dimensions of people, process,
and technology will also be investigated and proposed.
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Abstract. Recent years have witnessed a steady shift in technology
from desktop computers to mobile devices. In the global picture of avail-
able mobile platforms, Android stands out as a dominant participant
on the market and its popularity continues rising. While beneficial for
its users, this growth simultaneously creates a prolific environment for
exploitation by vile developers which write malware or reuse software ille-
gally obtained by reverse engineering. A class of programming techniques
known as code obfuscation targets prevention of intellectual property
theft by parsing an input application through a set of algorithms aiming
to make its source code computationally harder and time consuming to
recover. This work focuses on the development and application of such
algorithms on the bytecode of Android, Dalvik. The main contributions
are: (1) a study on samples obtained from the official Android market
which shows how feasible it is to reverse a targeted application; (2) a
proposed obfuscator implementation whose transformations defeat cur-
rent popular static analysis tools while maintaining a low level of added
time and memory overhead.

Keywords: Android, bytecode obfuscation, Dalvik, reverse engineering.

1 Introduction

Ever since the early 1990s, devices combining telephony and computing have
been offered for sale to the general public. Evolving to what is presently referred
to as “smartphones", their extensive usage is indisputable: a report from Febru-
ary 2013 estimated the total number of smartphone devices sold only in 2012
as surpassing 1.75 billion [1]. Due to their wide ranging applicability and high
mobility smartphones have been preferred over stationary or laptop computers
as access devices to personal information services such as e-mail, social network
accounts or e-commerce websites. By the end of 2012, the mobile market was
dominated with a ratio of 70% by the Android platform [1].

The huge market share as well as the sensitivity of the user data processed by
most applications raise an important security question regarding the source code
visibility of the mobile software. Firstly, developers have an interest of protecting
their intellectual property against piracy. Moreover, an alarming 99% of the
mobile malware developed in 2012 has been reported to target Android platform
users and inspection reveals both qualitative and quantitative growth [2]. Hence,
Android applications code protection is crucial to maintaining a high level of

B. Papasratorn et al. (Eds.): IAIT 2013, CCIS 409, pp. 104–119, 2013.
© Springer International Publishing Switzerland 2013
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trust between vendors and users which in turn reflects in a correct functioning
of the Google Play market itself.

In general, there are two main approaches towards software protection: enforc-
ing legal software usage policies or applying various forms of technical protection
to the code. This work concentrates on the latter, more precisely on a technique
called code obfuscation. In the context of information security the term obfusca-
tion encompasses various deliberately made modifications on the control-flow and
data-flow of programs such that they become computationally hard to reverse
engineer by a third party. The applied changes should be semantic preserving
with ideally negligible or minor memory-time penalty.

2 Related Work

The idea of obfuscation was first suggested by Whitfield Diffie and Martin Hell-
man in 1976 in their paper “New Directions in Cryptography" [3] where they
introduced the usefulness of obscuring cryptographic primitives in private key
encryption schemes for converting them into public key encryption schemes. In
1997 C. Collberg et al. presented obfuscation together with a relevant taxonomy
as a way of protecting software against reverse engineering [4]. The theoretically
computational boundaries of obfuscation are examined in a work titled “On the
(Im)possibility of Obfuscating Programs" by Boaz Barak et al. in 2001 [5]. In
the latter, the authors give a framework for defining a perfect or black-box obfus-
cator and show that such a primitive cannot be constructed. Although in theory
perfect obfuscation is proven impossible, there is a discrepancy with its practical
aspects.

In applied software engineering obfuscation is used on various occasions, mainly
for protection against reverse engineering, defending against computer viruses and
inserting watermarks or fingerprints on digital multimedia. Usually, a software
vendor does not try to hide the functionalities of their program, otherwise software
would never be accompanied by user documentation which is not the case. Rather,
the developer aims at making unintelligible the implementation of a selected set
of functions.

To recover the original code of an application, bytecode analysis is most often
used. By applying both dynamic and static techniques, in the context of Android
applications, it is possible to detect an over-privileged application design, find
patterns of malicious behavior or trace user data such as login credentials. Due to
its simplicity over bytecode for other architectures, Dalvik bytecode is currently
an easy target for the reverse engineer. The following listed set of analysis tools
and decompilers is a representative of the largely available variety: androguard
[6],baksmali [7], dedexer [8], dex2jar [9], dexdump [10], dexguard [11],
dexter [12], radare2 [13].

Evidently, there are numerous tools to the help of the Android reverse en-
gineer. They can be used either separately or to complement each other. The
same diversity cannot be claimed for software regarding the code protection
side, especially concentrating on Dalvik bytecode. Most existing open-source
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and commercial obfuscators work on source code level. The reason is that effec-
tive protection techniques successfully applied on Java source code have been
suggested previously [14]. Furthermore, Java code is architecture-independent
giving freedom to design generic code transformations. Of the here listed Dalvik
bytecode obfuscation tools the first two are open-source, the last (which also
modifies the source code) is commercial: dalvik-obfuscator [15], APKfus-
cator [16], DexGuard [17]. Unfortunately, the open-source tools have the status
of a proof-of-concept software rather than being used at regular practice by ap-
plication developers.

3 A Case Study on Applications

There exist an extensive set of works examining Android applications from the
viewpoint of privacy invasion as can be seen in [18–21]. The here presented case
study aims to show that bytecode undergoes few protection. If present, obfus-
cation is very limited with regards to the potential transformation techniques
which could be applied, even for applications which were found to try protecting
their code.

3.1 Study Methodology

To obtain a sample apps set, a web crawler was developed downloading the
50 most popular applications from each of the 34 categories available on the
market. There were applications in repeating categories, thus the actual number
of the examined files was 1691. The study was performed in two stages. Initially,
automated static analysis scripts were run on bytecode for a coarse classification
the purpose of which was profiling the apps according to a set of chosen criteria. A
secondary, fine grinding examination, was to manually select a few “interesting”
apps and looking through the code at hand. The following enumerated were used
for apps profiling:

1. Obfuscated versus non-obfuscated classes. A study on the usage of
ProGuard which is an available in the Android SDK code obfuscator was
an easy target. Since this tool applies variable renaming in a known manner,
the classes names and contained methods were processed with a pattern
matching filter according to the naming convention i.e. looking for minimal
lexical-sorted strings. A class whose name is not obfuscated, but contains
obfuscated methods was counted as an obfuscated class.

2. Strings encoded with Base64. Several applications were found to contain
“hidden” from the resources files in the form of strings encoded with Base64.
Manual examination of a limited number of these revealed nothing but .gif
and flash multimedia files. However, this finding suggests that it might be
common practice that data is hidden as a string instead of being stored as a
separate file which is why this criteria was considered relevant to the study.
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3. Dynamic loading. Dynamic loading allows invocation of external code not
installed as an official part of the application. For the initial automation
phase its presence was only detected by pattern matching check of the classes
for the packages:
Ldalvik/system/DexClassLoader
Ljava/security/ClassLoader
Ljava/security/SecureClassLoader
Ljava/net/URLClassLoader

4. Native code. Filtering for the usage of code accessing system-related infor-
mation and resources or interfacing with the runtime environment was also
performed. For the coarse run only detecting the presence of native code in
the following packages was considered:
Ljava/lang/System
Ljava/lang/Runtime

5. Reflection. The classes definition table was filtered for the presence of the
Java reflection packages for access to methods, fields and classes.

6. Header size. The header size was also checked in referral to previous work
suggesting bytecode injection possibility in the .dex header [22].

7. Encoding. A simple flag check in the binary file for whether an application
uses the support of mixed endianess of the ARM processor.

8. Crypto code. With regards to previous studies on inappropriate user pri-
vate data handling as well as deliberate cryptography misuse, the classes
were also initially filtered for the usage of the packages:
Ljavax/crypto/
Ljava/security/spec/

3.2 Results Review

The distribution of applications according to the percentage of obfuscated code
with ProGuard is shown on table 1. On table 2 are noted the absolute number
of occurrences of each factor the apps were profiled for. The automated study
reveals that encoding strings in base64 is quite common practice: 840 applications
containing a total of 2379 strings were found and examined, shown on table 3. To
determine the file format from the decoded strings the python magic library1

was used. Unfortunately, 1156 files which is 48.59% of the total encoded files
could not be identified by this approach and using the Unix file command
lead to no better results. The remaining set of files was divided into multimedia,
text and others. As a final remark to table 3 is that the percentage marks the
occurrences in the 1241 successfully identified files.

A set of several applications was selected for manual review, the selection
criteria trying to encompass a wide range of possible scenarios. Among the files
were: (1) a highly obfuscated (89.7%) malicious application2; (2) a very popular
social application with no obfuscation and a large number of packages; (3) a pop-
ular mobile Internet browser with 100% obfuscated packages; (4) an application
1 https://github.com/ahupp/python-magic
2 Detected by the antivirus software on the machine where the download occurred.

https://github.com/ahupp/python-magic
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Table 1. Obfuscation ratio. The row with # marks the absolute number of applications
with obfuscated number of classes in the given range. The row with % marks the
percentage this number represents in the set of the total applications.

OBF 100% (100− 80] (80− 60] (60− 40] (40− 20] (20− 0) 0% Total
# 82 291 196 166 283 423 250 1691
% 4.85 17.21 11.59 9.82 16.74 25.01 14.78 100%

Table 2. Profiling the set of applications according to the given criteria: OBF (total
obfuscated classes), B64 (apps containing base64 strings), NAT (native code), DYN
(dynamic code), REF (reflection), CRY (crypto code), HEAD (apps with header size
of 0x70), LIT (apps with little endian byte ordering). The row with # marks the
absolute numbers of occurrences, % marks the percentage this number represents in
the set of the total applications.

OBF B64 NAT DYN REF CRY HEAD LIT
# 41.839 840 629 224 1519 1236 1691 1691
% 46.74 49.68 37.20 13.25 89.83 73.09 100 100

Table 3. Classification of the base64 encoded strings. Categories are denoted as follows:
TXT for text, MUL for multimedia, OTH for other.

# files %total DATA TYPE
unknown 1156 48.59 non-identified data

known 1241 51.41

type # % category
ASCII text 56 4.51 TXT
GIF 48 3.87 MUL
HTML 3 0.24 OTH
ISO-8859 text 1 0.08 TXT
JPEG 33 2.66 MUL
Non-ISO extended-ASCII text 24 1.93 TXT
PNG 522 42.06 MUL
TrueType font text 548 44.17 MUL
UTF-8 Unicode text 1 0.08 TXT
XML document 2 0.16 OTH

which androguard (DAD) and dexter failed to process; (5) an application
which is known to use strings encryption and is claimed to be obfuscated as
well; (6) an application containing many base64 encoded strings; (7-10) four
other applications chosen at random.

With the exception of application (4) all files were successfully processed by
the androguard analysis tool. The source code of all checked obfuscated meth-
ods was successfully recovered to a correct Java code with the androguard
plugin for Sublime Text3. The control-flow graphs of all analyzed files was

3 http://www.sublimetext.com/

http://www.sublimetext.com/
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recovered successfully with androgexf.py. However, in some applications the
excessive number of packages created an inappropriate setting for adequate anal-
ysis thus the graphs were filtered by pattern-matching the labels of their nodes.
Having the graphs of all applications simplified revealed practices such as im-
plementation of custom strings encryption-decryption pair functions and having
their source code implementation hidden in a native library (seen in two of the
analyzed files). Reviewing the graph of application (4) was a key towards under-
standing why some tools break during analysis: they simply do not handle cases
of Unicode method or field names (e.g. 文章:Ljava/util/ArrayList;). On
the other hand, baksmali did fully recover the mnemonics of the application,
Unicode names representing no obstacle.

Regarding the permissions used in the malicious application, it is no surprise
that it required the INTERNET permission. In fact, being at-first-sight a wall-
paper application, it had as much as 27 permissions including install privileges,
writing to the phone’s external storage and others. This result only comes as
confirmation to what previous studies have already established as user privacy
invasive practices [20].

3.3 Study Conclusion

The main conclusion of both automated and manual inspection is that even in
cases where some tools hindered recovering the bytecode mnemonics or source
code, there is a way round to obtain relevant information. Where a given tool
is not useful, another can be used as complement. Reversing large applications
may be slowed down due to the complexity of the program graph, but with
appropriate node filtering a reasonable subgraph can be obtained for analysis. To
prevent information extraction by static analysis some applications made use of
Java reflection or embedding valuable code in a native library. Apart from using
ProGuard to rename components and decrease program understandability, no
other code obfuscation was found. Using Unicode names for classes and methods
could be regarded as an analogical type of modification: it merely affects program
layout not the control flow.

3.4 Remarks

A number of considerations need to be taken into account when reviewing the re-
sults of the performed study. (1) All applications studied were available through
the official Google Play market as of March 2013. (2) Only freely available appli-
cations were processed: the results will highly likely differ if identical examina-
tions were performed on payed applications. (3) The set of popular applications
in the Google Play market differs with the country of origin of the requesting
IP address: the download for this study was executed on a machine located in
Bulgaria.
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4 Implementing a Dalvik Bytecode Obfuscator

This section suggests an implementation of a Dalvik bytecode obfuscator includ-
ing four transformations whose main design accents fall on fulfilling the generic
and cheap properties.

In the context of this work the term “generic” denotes that the transformations
are constructed in aspiration to encompass a large set of applications without
preliminary assumptions which must hold for the processed file. On Android
this can be a challenge since an application has to run on a wide range of de-
vices, OS versions and architectures. Thus, it is crucial that any applied code
protection would not decrease the set of application running devices. When a
transformation is characterized as “cheap”, this is in referral to previously pub-
lished work by Collberg et. al. on classifying obfuscating transformations [4].
By definition, a technique is cheap if the obfuscated program P ′ requires O(n)
more resources than executing the original P . Resources encompass processing
time and memory usage: two essential performance considerations, especially for
mobile devices. Following is a description of the general structure of the Dalvik
bytecode obfuscator4 as well as details on the four transformations applied.

4.1 Structure Overview

The input of the tool is an APK file which can be either processed by ProGuard
i.e. with renamed classes and methods, or not modified at all. Auxiliary tools used
during the obfuscation are the pair smali assembly and baksmali disassembly.
The application is initially disassembled with baksmali which results in having
a directory of .smali files. These files contain mnemonics retrieved from the
immediate bytecode interpretation. Three of the transformations parse, modify
the mnemonics and assemble them back to a valid .dex file using smali. One
transformation modifies the bytecode of the .dex file directly. After the modi-
fications have been applied, the .dex file is packed together with the resource
files, signed and is verified for data integrity. This last step yields a semantically
equivalent obfuscated version of the APK file. Figure 1 summarizes the entire
obfuscation process.

Adopting this workflow has the advantage of accelerating the development
process by relying on a .dex file assembler and disassembler pair. However, a
disadvantage is that the implemented obfuscator is bound by the limitations of
the used external tools.

4.2 Transformations

The tool can apply four transformations designed such that all of them af-
fect both the data and control flow. The transformations targets are: calls to
native libraries, hardcoded strings, 4-bit and 16-bit numeric constants. Native

4 https://github.com/alex-ko/innocent

https://github.com/alex-ko/innocent
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Fig. 1. Workflow of the obfuscator

calls are redirected through external classes in methods that we call here “wrap-
pers”. Strings are encrypted and numeric constants are packed in external class-
containers, shuffled and modified. The fourth modification injects dead code
which has a minor effect on the control flow, but makes the input APK resistant
to reverse engineering with current versions of some popular tools which is why
it is called “bad” bytecode injection.

Adding Native Call Wrappers. While native code itself is not visible through
applying static analysis, calls to native libraries cannot be shrunk by tools such
as ProGuard. The reason is that method names in Dalvik bytecode must corre-
spond exactly to the ones declared in the external library for them to be located
and executed. This transformation does not address the issue with comprehensive
method names since this depends on the developer. However, another source of
useful information is the locality of the native calls i.e. by tracking which classes
call particular methods metadata information for the app can be obtained. To
harden the usage tracking process one could place the native call in a supplemen-
tary function, what is referred here as a native call wrapper. The exact sequence
of steps taken is on the following schematic figure:

Fig. 2. Adding native call wrappers

Let us have a class containing three native calls which are highlighted on
(a). For each unique native method a corresponding wrapper with additional
arguments is constructed redirecting the native call. To complicate the control
flow, the wrappers are scattered randomly in external classes from those located
originally. As a final step each native call is replaced with an invocation of its
respective wrapper as shown in (b).
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The impact of this transformation on the call graph can be seen as a transition
from what is depicted in (c) to the final result in (d). Initially, the locality of
the native method calls give a hint on what the containing class is doing. After
applying the transformation once, the reversing time and effort is increased by
locating the wrapper and concluding that there is no connection between the
class containing the wrapper and the native invocation. If the transformation is
applied more than once, the entire nesting of wrappers has to be resolved. Usu-
ally, a mobile application would have hundreds of classes to scatter the nested
wrapping structures: a setting that slows down the reversing process.

Packing Numeric Variables. The idea behind this transformation stems from
what is known in literature as opaque data structures [23]. The basic concept is
to affect data flow in the program by encapsulating heterogeneous data types in
a custom defined structure.

The target data of this particular implementation are the numeric constants
in the application. The bytecode mnemonics are primarily scanned to locate the
usages and values of all 4-bit and 16-bit constants. After gathering those, the
obfuscator packs them in a 16-bit array (the 4-bit constants being shifted) in a
newly-created external class as shown on (a) in the schematic figure below. Let
us call this external class a “packer”. The numeric array in the packer is then pro-
cessed according to the following steps. Firstly, to use as little additional memory
as possible, all duplicated numeric values are removed. Next, the constants are
shuffled randomly and are transformed in order to hide their actual values. Cur-
rently, three transformations are implemented: XOR-ing with one random value,
XOR-ing twice with two different random values and a linear mapping. Then,
a method stub to get the constant and reverse the applied transformation is
implemented in the packer. Finally, each occurrence of a constant declaration is
replaced with an invocation to the get-constant packer method.

Fig. 3. Packing numeric variable constants

The transformation thus put represents not much of added complexity to the
program. To further challenge the reverser, the packer class creates between 3
and 10 replicas of itself, each time applying anew the shuffling and the selection of
the numeric transformation to the array. This means that even if the obfuscated
application has several packer classes which apply, for example, the XOR-twice
transformation, in each of them the two random numbers will differ as well
as the data array index of every unique numeric value. Designed like this, the
transformation has the disadvantage of data duplication. However, an advantage
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that is possible due to this reduplication is removing the necessity that a single
class containing constants is calling the get-constant method of the same packer
which is shown on (b) in the figure above.

To summarize, control flow is complicated by multiple factors. Firstly, addi-
tional classes are introduced to the application i.e. more data processing paths in
the program graph for the reverser to track. Then, in each packer class the array
constant values will diverge. Lastly, different packers are addressed to retrieve
the numeric constants in a single class and the reverser would have to establish
that the connection between each of the different packer calls is merely data
duplication.

Strings Encryption. The decision to include this transformation in the tool is
motivated by the fact that none of the here cited open-source tools implements
strings encryption at the moment of submission. Moreover, the transformation
is designed in such a way that it aspires to add more control flow complexity
than what is currently found to be implemented [11] and instead of using a
custom algorithm (usually simply XOR-ing with one value) the strings here are
encrypted with the RC4 stream cipher [24].

Fig. 4. Strings encryption

The figure on the right gives an overview
to how the transformation works. The classes
containing strings are filtered out. A unique
key is generated for and stored inside each
such class. All strings in a class are encrypted
with the same class-assigned-key. Encryption
yields a byte sequence corresponding to each
unique string which is stored as a data array in a private static class field. This
results in removing strings from the constant pool upon application re-assembly
thus preventing from visibility with static analysis. A consideration to use static
class fields for storing the encrypted strings is the relatively small performance
impact. Decryption occurs during runtime, the strings being decoded once upon
the first invocation of the containing class. Whenever a given string is needed,
it is retrieved from the relevant class field.

Analogically to previous transformations, adding control flow complexity is
at the cost of duplication. The decryption class creates between 3 and 10 se-
mantically equivalent replicas of itself in the processed application as shown
in the figure. Each class containing strings chooses randomly its corresponding
decryption class.

To summarize, there are several minor improvements of the here suggested
implementation over what was found in related works. Encrypting the strings
in each class with a unique key slows down automatic decryption because the
keys are placed at different positions and need to be located separately for each
class. Designing the transformation by using a decryption-template approach
allows in principal the developer to modify this template: they can either choose
to strengthen potency and resilience or change easily the underlying encryp-
tion/decryption algorithm pair. Finally, the added control flow complexity is
increased by the supplementary decryption classes.
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Injecting “Bad" Code. The proposed here transformation has as main purpose
to defy popular static analysis tools without claiming to be highly resilient.
In fact, it is shown that a simple combination of known exploits is enough to
cause certain tools to crack and produce an output error. There are two defeat
target tool types: decompilers and disassemblers performing static analysis. The
used techniques are classified in previous works as “preventive” [4] for exploiting
weaknesses of current analysis tools.

To thwart decompilers an advantage is taken from the discrepancy between
what is representable as legitimate Java code and its translation into Dalvik
bytecode. Similar techniques have been proposed for Java bytecode protection
[25]. The Java programming language does not implement a goto statement,
yet when loop or switch structures are translated into bytecode this is done with
a goto Dalvik instruction. Thus by working directly on bytecode it is possible
to inject verifiable sequences composed of goto statements which either cannot
be processed by the decompilers or do not translate back to correct Java source
code.

To thwart disassemblers several “bad” instructions are injected directly in the
bytecode. Execution of the bad code is avoided by a preceding opaque predicate
which redirects the execution to the correct paths. This technique has already
been shown to be successful [26]. However, since its publishing new tools have
appeared and others have been fixed. The here suggested minor modifications
are to include in the dead code branch: (1) an illegal invocation to the first entry
in the application methods table; (2) a packed switch table with large indexes
for its size; (3) a call to the bogus method we previously created such that it
looks as if it is being used (not to be removed as dead code).

4.3 Evaluation of the Modified Bytecode

To verify the efficiency of the developed tool a set of 12 test applications was
selected among the huge variety. The apps profiling is given in Appendix A.
The performance tests of the modified applications were executed on two mo-
bile devices: (1) HTC Desire smartphone with a customized Cyanogenmod v7.2
ROM, Android v2.3.7; (2) Sony Xperia tablet with the original vendor firmware,
Android v4.1.1.

During the development process all transformations were tested and verified
to work separately. On table 4 are given the results of their combined appli-
cation. The plus sign should be interpreted as that the transformations have
been applied consequently (e.g. w+o+p means applying adding wrappers then
obfuscating strings then packing variables).

With the exception of the bad code injection on the facebook application,
every application undergoing the possible combinations of transformations was
installed successfully on both test devices. An observation on the error console
logs for the facebook application suggests that the custom class loader of this app
conflicts with the injected bad code [27]. The rest of the transformations did not
make the app crash. For the Korean ebay app no crash occurred, but not all of
the UTF-8 strings were decrypted successfully i.e. some messages which should
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Table 4. Testing the obfuscated applications on HTC Desire and Sony Xperia tablet.
The transformations abbreviations are as follows: w adding native wrappers, o obfus-
cating strings, p packing variables, b adding bad bytecode. The black bullet indicates
successful install and run after applying the series of transformations.

APP w w+o w+o+p w+o+p+b
com.adobe.reader.apk • • • •
com.alensw.PicFolder.apk • • • •
com.disney.WMPLite.apk • • • •
com.ebay.kr.gmarket.apk • • • •
com.facebook.katana.apk • • • ◦
com.microsoft.office.lync.apk • • • •
com.rebelvox.voxer.apk • • • •
com.skype.android.access.apk • • • •
com.teamlava.bubble.apk • • • •
cz.aponia.bor3.czsk.apk • • • •
org.mozilla.firefox.apk • • • •
snt.luxtraffic.apk • • • •

have been in Korean appeared as their UTF-8 equivalent bytes sequence. The
most probable reason is that large alphabets are separated in different Unicode
ranges and smali implements a custom UTF-8 encoding/decoding5 which might
have a slight discrepancy with the encoding of python for some ranges. Finally,
the Voxer communication app did not initially run with the injected bad code.
This lead to implementing the possibility to toggle the verification upon byte-
code injection. By setting a constant in the method as verified its install-time
verification can be suppressed. Enabling this feature let the Voxer app run with-
out problems. However, verifier suppression is disabled by default for security
considerations.

Besides the upper mentioned, no other anomalies were noted on the tested
applications. No noticeable runtime performance slowdown was detected while
testing manually. The memory overhead added by each transformation sepa-
rately is shown on Appendix B. Because the applications differ significantly in
size, for a better visual representation only the impact on the least significant
megabyte is shown.

Finally, some of the popular reverse engineering tools were tested against the
modified bytecode. Two possible outcomes were observed: either the tool was
defeated i.e. did not process the app at all due to a crash, or the analysis output
is erroneous. Tools which crashed were: baksmali, apktool, DARE decompiler,
dedexer, dex2jar. Tools with erroneous output were: androguard, JD-GUI.

4.4 Limitations

To be effective, the transformations had to comply with the Dalvik verifier and
optimizer [28]. Moreover, the workflow used by the obfuscator relies on external
5 https://code.google.com/p/smali/source/browse/dexlib/src/main/java/org/
jf/dexlib/Util/Utf8Utils.java

https://code.google.com/p/smali/source/browse/dexlib/src/main/java/org/jf/dexlib/Util/Utf8Utils.java
https://code.google.com/p/smali/source/browse/dexlib/src/main/java/org/jf/dexlib/Util/Utf8Utils.java
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tools which imply their own constraints. Hence, it is worth noting the limitations
of the proposed transformations.

Native Call Wrappers is applied only to native methods which have no
more than 15 registers. The reason is that smali has its own register imple-
mentation distinguishing between parameter and non-parameter registers and
is working only by representing methods with no more than 15 non-parameter
registers. In case more registers need to be allocated, the method is defined with
a register range, not a register number. Defined so to ease the editing of smali
code, this has its restrictions on our transformation.
Packing Numeric Variables is applied only to the 4-bit and 16-bit registers,
because there is a risk of overflowing due to the applied transformation when
extended to lager registers. Clearly, a transformation shifts the range of the
possible input values. Regarding the simple XOR-based modifications, the scope
is preserved but a linear mapping shrinks the interval of possible values. Also,
packing variables was restricted only to numeric constant types because in Dalvik
registers have associated types i.e. packing heterogeneous data together might
be a type-conversion potentially dangerous operation [29].

5 Conclusion

This work accented on several important aspects of code obfuscation for the
Android mobile platform. To commence, we confirmed the statement that cur-
rently reverse engineering is a lightweight task regarding the invested time and
computational resources. More than 1600 applications were studied for possible
applied code transformations, but found no more sophisticated protection than
variable name scrambling or its slightly more resilient variation of giving Uni-
code names to classes and methods. Some applications used strings encryption
during runtime. Yet, these applications themselves had hardcoded strings visible
with analysis tools.

Having demonstrated the feasibility of examining randomly selected applica-
tions, a proof of concept open-source Dalvik obfuscator was proposed. Its main
purpose is introducing a reasonable slowdown in the reversing process. The ob-
fuscator performs four transformations all of which target both data flow and
control flow. Various analysis tools were challenged on the modified bytecode,
showing that the majority of them are defeated.

Android is merely since five years on the market, yet because of its commer-
cial growth much research is conducted on it. The evolution of the platform is
a constantly ongoing process. It can be seen in its source code that some of the
now unused bytecode instructions were former implemented test instructions.
Possible future opcode changes may invalidate the effects our transformations.
Moreover, analysis tools will keep on getting better and to defeat them newer,
craftier obfuscation techniques will need to be applied. This outwitting com-
petition between code protectors and code reverse engineers exists ever since
the topic of obfuscation has been established of practical importance. So far,
evidence proves this game will be played continuously.
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com.rebelvox.voxer.apk 0% • ◦ • • audio, SMS
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snt.luxtraffic.apk 0% ◦ ◦ ◦ ◦ GPS, maps
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B Memory Overhead Results

Table 6. Measuring the memory overhead of the transformations
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Abstract. The objective of this study is to undertake a systematic literature 
review to determine factors associated with End-User Training (EUT).  
The review analyzes 52 studies identified for primary studies from academic 
digital libraries published between 2003 and 2013. The results reveal 77  
factors influciencing EUT that can be categorized into seven categories,  
which are organizational, individual difference, training methods, learning 
techniques, learning process and interaction, immediated learning outcomes, 
and long-term learning outcomes. These factors are used to propose a 
conceptual framework of hybrid self-regulated and collaborative learning for 
EUT that aims at improving performance of EUT. 

Keywords: End-User Training, Self-Regulated Learning, Collaborative 
Learning, Factors.  

1 Introduction 

Nowadays Information Technology (IT) and the use of Information System (IS) in 
organizations are growing rapidly. In terms of software, End-User Training (EUT) is 
used for training and learning applications or ISs. Factors influencing EUT can be 
grouped into five categories, which consist of individual difference, needs assess-
ments, training goals, training methods, and learning techniques [1]. However, it is 
important to study other factors that may be related to the hybrid of self-regulated 
learning and collaborative learning for EUT before designing and developing the EUT 
programs. 

In this study, self-regulated learning is defined as self-managed learning behavior 
to acquire knowledge and skill for improving learning outcome. Collaborative learn-
ing is defined as collaborative knowledge sharing to achieve learning goal and facili-
tate transfer of training. 

Accordingly, this review focuses on prior studies of EUT published between 2003 
and 2013 to identify key success factors that influence hybrid self-regulated and  
collaborative learning for EUT, and to determine how to evaluate the effectiveness  
of EUT programs. This will be achieved through conducting Systematic Literature 
Review (SLR). 
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2 Review Method 

This study undertakes an SLR process based on the methods proposed by [2] and [3]. 
Initially, a review protocol was defined. The protocol provided a plan for the review 
in terms of the method to be followed, including the research questions, search strate-
gy, inclusion and exclusion criteria, quality assessment, the data to be extracted, and 
data synthesis.  

2.1 Research Questions 

In our review, to investigate the effectiveness, evaluation and factors that influence 
EUT, we define three research questions as follows. 

RQ1. What are training processes, training strategies, and training methods for 
end-user training and how are they applied? 

RQ2. What are key success factors influencing hybrid self-regulated and collabora-
tive learning for end-user training? 

RQ3. What are measurements of hybrid self-regulated and collaborative learning 
for End-User Training? 

2.2 Inclusion and Exclusion Criteria 

In this phase, the criteria were identified to evaluated studies following the review by 
[2]. The inclusion criteria were as follows: 

• The studies that were published between 2003 and 2013; 
• Publications that describe empirical studies of any particular study design in EUT 

applied in any organization; and 
• If several publications reported the same study, only the most complete publication 

was included. 

The studies that met the following criteria were excluded from this review:  

• Studies that did not report on the EUT; 
• Theoretical studies related to the EUT; and 
• Studies which have only an abstract available. 

2.3 Data Sources and Search Strategy 

Systematic search used keywords and search terms derived from the research ques-
tions. Strategies used to generate search terms in this review included: 

• Major terms derived from the research question, i.e., population, intervention and 
outcomes; 

• Keywords from the studies found; 
• Alternative spellings and synonyms of key terms; 
• Boolean OR was used with relevant terms; and  
• Boolean AND was used to combine search terms from population, intervention and 

outcomes to limit search. 
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The designed search string for preliminary search was: 
 

(“end-user training” OR “training” OR “user training”)AND (“training method” 
OR “factors”) AND (“self-regulated learning” OR “collaborative learning”) AND 
(year ≥ 2003 AND year ≤ 2013). 
 

The search was conducted on seven digital libraries, namely: ACM Digital Library, 
SCOPUS, IEEE Xplore, ScienceDirect, ISI Web of Science, Emerald, and Google 
Scholar. Summary of digital library search is presented in Table 1. 

Table 1. Digital library search 

Digital library Relevant Not relevant Total 
ACM Portal 15 14 27 
SCOPUS 13 46 59 
IEEE Xplore 5 34 39 
ScienceDirect 11 14 25 
ISI Web of Science 1 10 11 
Emerald 8 16 24 
Google Scholar. 19 120 139 
Totals 72 (52 excluding  

duplicates) 
252 324 

2.4 Selection of Primary Studies 

Publication selection is a multistage process. At stage 1, the focus was on identifica-
tion of relevant studies from the digital library search. At this stage, 324 studies that 
appeared to be completely irrelevant were excluded. Relevant citations from stage 1 
were store in EndNote software to manage the number of reference that can be ob-
tained from the literature search. The full list of studies was then import to Excel. At 
stage 2, initially selected primary studies were reviewed covering the title of each 
publication, the keywords associated with publication, and the abstract. At stage 3,  
the studies were reviewed again by applying the inclusion and exclusion criteria. At 
this stage, another 148 studies were excluded, which left 132 studies for the detailed 
quality assessment. 

2.5 Quality Assessment 

In the quality assessment phase, each primary study was assessed according to the 11 
quality criteria based on a systematic review of empirical studies [3] presented in 
Table 2. Each of the 132 studies that remained after stage 3 was assessed with criteria 
covering three main issues: rigor, credibility, and relevance. We accepted a study 
graded “yes” or “1” on studies that pass our quality assessment.  
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Table 2. Summary of the quality assessment criteria [3]  

Main 
issues 

Quality criteria Description 

Minimum 
Quality  
Threshold 
 

1. Is the paper based on research? 
2. Is there a clear statement of the aims of the 

research? 
3. Is there an adequate description of the con-

text in which the research was carried out? 

The publication 
appropriately 
describes the aims 
and the detail of 
research. 

Rigor 
 

4. Was the research design appropriate to ad-
dress the aims of the research? 

5. Was the recruitment strategy appropriate to 
the aims of the research? 

6. Was there a control group with which to 
compare treatments? 

7. Was the data collected in a way that ad-
dressed the research issue? 

8. Was the data analysis sufficiently rigorous? 

The publication 
appropriately 
research design 
and data analysis.  

Credibility 
 

9. Has the relationship between researcher 
and participants been considered to an ade-
quate degree? 

10. Is there a clear statement of the findings? 

The publication 
describes a clear 
relation between 
researchers and 
participants and 
clearly presents 
findings. 

Relevance  
 

11. Is the study of value for research or prac-
tice? 

The publication 
describes values 
for research 
and/or practice. 

2.6 Data Extraction and Synthesis 

In this step, a data extraction form was design based on [2] and [3] to extract data 
from the publications. The 52 publications that passed the quality assessment were 
reviewed to record details into the form for further analysis. The results from all the 
finding of primary studies were tabulated and summarized to answer the research 
questions. Tabulated results are also useful to identify current research gaps. These 
results are presented in the next section.  
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3 Results and Discussion 

The following sections present the findings, discuss the results in the context of the 
research questions, identify gaps and point directions toward future research. Totally, 
52 studies remained after the quality assessment process and data were extracted to 
answer our three research questions. 

3.1 Research Question 1 

Our first research question is “What are training processes, training strategies, and 
training methods for End-User Training and how are they applied?” Training and 
learning process can be developed for specific training methods involves with tech-
nology-support learning [4] and technology-mediated learning [5, 6] . It was found 
that individuals learn in different ways. Self-regulated learning strategies let to better 
outcomes in learning to use systems [7]. Training and learning strategies are an im-
portant part of the training method, which is composed of types of IT tools and types 
of trainees [8]. Learning techniques that applied to End-User Training are behavior-
modeling method [9] , vicarious and enactive learning [5]. 

3.2 Research Question 2 

Our second research question is “What are key success factors influencing hybrid 
self-regulated and collaborative learning for End-User Training?” In relevance to this 
question, some studies proposed a number of other factors related to EUT. They can 
be grouped into seven categories, which are organizational, individual difference, 
training methods, learning techniques, learning process and interactions (i.e., virtual 
interaction), immediate learning outcomes, and long-term learning outcomes Sum-
mary of factors influencing to EUT from the review are presented in Table 3. 

Organizational factors refer to factors that are related to the improvement of orga-
nizational performance through training. Individual difference factors refer to the 
difference of capability of each individual that affects to EUT. At present, training 
methods consist of training methods based on social cognitive theory and technology-
mediated learning to improve learning outcomes. Learning techniques factors refer to 
human learning behaviors. Learning process and interactions refers to the enhance-
ment of learning system emphasizing on individual aptitude that can increase learn-
er’s satisfaction. Immediate learning outcomes refer to perceived knowledge and skill 
after training. Finally, long-term learning outcomes refer to the expected outcomes of 
the training that may also lead to further transfers of skill and knowledge acquired 
from the training. 
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Table 3. Factors of EUT from the review 

Categories Factors Studies 
Organizational Organizational support, Perceived  

benefits/cost, Organizational readiness, 
External pressures , Firm’s management 
support, Supervisory support, Training 
needs/requirements, Training organiza-
tion, and organizational training efforts 

[4, 10-16]  

Individual  
differences 

Self-efficacy, Computer self-efficacy,  
Mastery orientation, Computer anxiety, 
Learning goal orientation, Learning styles, 
Attitudes towards the system, Pre-training 
motivation, Prior experience, Motivation 
to Transfer, Self-regulated learning, Out-
come expectancies, Motivation perspec-
tive, Traits 

[5, 7, 9, 10, 
12-15, 17-37] 

Training methods Instructor-led training, Online training, 
Technology-mediated Learning, Web-
based training, Exploration-based training, 
Behavior modeling training, Technology 
training, Simulator, Mentor, and Hybrid 

[4, 5, 7, 9, 14, 
19, 20, 27, 30, 
31, 36, 38-43] 

Learning  
techniques 

behavior-modeling method, self-regulated 
learning, vicarious learning, enactive 
learning, cooperative or collaborative 
learning 

[5, 7, 9, 30, 
32, 33] 

Learning process  
and interaction 

learner interface, interaction, learning  
climate, faithfulness of technology use, 
meta-cognitive activity, faithfulness,  
attitude, attitude-respect of technology, 
learning effects, assessment skills,  
assessment process, learning process,  
training process 

[6, 18-20, 24, 
25, 30, 31, 
34] 

Immediate 
 learning outcomes 

satisfaction, learning performance,  
technology self-efficacy in ERP system 
usage, learning achievement, declarative 
knowledge, procedural knowledge, level 
of knowledge, skill, cognition, affection 

[5, 7, 18-20, 
22, 30, 44] 

Long-term 
learning outcomes 

perceived ease of use, perceived useful-
ness, enjoyment, intention to use, transfer 
of training, adoption, perceived skill reten-
tion, transfer implementation intentions, 
transfer-enhancing activities, technical 
support, system usage, post-training sup-
port, training utilization, performance 
expectancy, effort expectancy, learning 
and skill transfer 

[5, 12, 17, 18, 
27-30, 34, 40, 
45-49]  
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3.3 Research Question 3 

Our last research question is “What are measurements of hybrid self-regulated and 
collaborative learning for End-User Training?” According studies relevant to this 
question, end-user training evaluation classifying into five levels, which consist of 
technology (usefulness of technology i.e., the delivery and the presentation of training 
materials and communication tools), reaction (the satisfaction toward training i.e., 
relevance of the course to the trainee’s job and quality of instruction), skill acquisition 
(acquisition of knowledge or skills), skill transfer (the ability to apply skill learned at 
work for improving job performance), and organizational effect (improvements in 
individual or organizational outcomes and trainers) [49]. These five levels help to 
explicitly distinguish between skill acquisition and skill transfer [44]. In addition, 
training effectiveness involve post-training support [46], and measurement of learning 
process [5]. 

4 A Proposed Framework 

A proposed conceptual framework of hybrid self-regulated and collaborative learning 
for EUT consists of three processes, which are pre-training, training and learning, and 
post-training as presented in Fig. 1. The proposed framework aims at supporting 
software/application learning by self-regulation and collaboration. 

In Fig. 1, the pre-training process is composed of the analyses of the characteristics 
of the software and of the end-users participating in the training. The analyses of fac-
tors, including computer self-efficacy and other individual’s factors affecting comput-
er self-efficacy, are to determine the training goals and the factors for the training and 
learning process. 

 

 

Fig. 1. The proposed conceptual framework (applied from [30]) 



 Identifying Factors Influencing Hybrid Self-regulated and Collaborative Learning 127 

The training and learning process is composed of training methods involving orga-
nizing team and information technologies appropriate for the training. For example, 
training may utilize technology to support the learning techniques such as vicarious 
learning and collaborative learning. The learning and interaction process utilizes a 
support system for appropriation by prioritizing individual aptitude. 

The post-training process involves the improvement of learning methods and inte-
raction processes based on immediate learning outcomes and long-term learning out-
comes. The technology acceptance model is finally used to evaluate the proposed 
hybrid self-regulated and collaborative learning framework. 

5 Conclusion  

This paper presents an SLR on factors influencing hybrid self-regulated and collabor-
ative learning for EUT. In conclusion, 324 studies were identified from the literature 
search, of which 52 satisfied the quality assessment. The results show 77 influential 
factors that help when developing training support tools to increase the effectiveness 
of IT/IS applications and their impacts on the work of personnel within organizations. 
These factors are groups into seven categories and used to propose a conceptual 
framework of hybrid self-regulated and collaborative Learning for EUT. The frame-
work aims at contributing to the improvement of EUT performance. The next step of 
this study is to build the framework. 
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Abstract. Statistical learning models are recognized as important emerging metho-
dologies in the area of data reconstruction. The learning models are trained from a 
set of examples to reach a state where the model will be able to predict the correct 
output for other examples. PCA-based statistical modeling is a popular technique 
for modeling 3D faces, which can be used for 3D face reconstruction. The capabili-
ty of 3D face leaning models in depicting new 3D faces can be considered as the 
representational power (RP) of the model. This paper focuses on examining the ef-
fect of the sample size (number of training faces) on the accuracy of the 3D face 
shape reconstruction from a small set of feature points. It also aims to visualize the 
effect of the training sample size on the RP of PCA-based models.  Experiments 
were designed and carried out on testing and training data of the USF Human ID 
3D database. We found that although the representational power increases with a 
larger training sample size, the accuracy of reconstruction is limited by the number 
of the feature points used. This means that by reconstructing faces from a limited 
number of feature points, a definite number of examples are sufficient to build a  
satisfactory 3D face model. 

Keywords: 3D face Reconstruction, Sample size, statistical face modeling, 
PCA, Regularization. 

1 Introduction 

The problem of reconstructing 3D objects, such as human faces, from 2D image coor-
dinates of a small set of feature points is a partially solved problem. In addition to the 
interpolation between the sparse points, the 2D projection of 3D points into the image 
plane is considered as an underconstrained problem [1]. The presence of 3D  scanning 
technology leads to create a more accurate 3D face model examples [2]. Examples-
based modeling allows a more realistically face reconstruction than other methods [3], 
[4]. Reconstructing a complete 3D face shape vector from a few number of feature 
points is considered as an ill-posed problem. In order to solve this problem, prior 
knowledge about the face shape objects is required. 3D Morphable Model (3D MM) 
[5] provides a prior knowledge about the object class of the face shapes such that any 
new face shape can be estimated from a few number of feature points. In order to 
estimate the complete face shape from a limited number of feature points, Tikhonov 
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regularization can be utilized [6]. The regularized algorithm that uses the 3D Morpha-
ble Model has been presented in [1] and [7]. However, they did not study how the 
training sample affects the reconstruction. This study aims to explain how a training 
sample size affects the accuracy of 3D face shape reconstruction from a small set of 
feature points. It also visualizes the effect of the sample size on the Representational 
Power (RP) of the PCA-based model. RP of the PCA-based model has been studied 
by [8] in terms of the accuracy of representing new face shapes. However, no experi-
ments were conducted to find out how a sample size affects the accuracy of recon-
structing training and testing 3D face shapes from a few number of feature points. 
Also, the RP of the models was not visualized in terms of displaying represented 3D 
face shapes. USF Human ID 3D database which contains 100 face scans has been 
used to train and test PCA-model.  

The current study is organized as follows: Statistical 3D face modeling is intro-
duced in Section 2, whereas in Section 3 the Representational Power of PCA models 
have been explained. The Experiments are explained in Section 4. The findings and 
the discussion are reported in section 5.  The last section summarizes the paper.  

2 Statistical 3D Face Modeling 

Statistical learning models are trained from a set of examples to reach a state where 
the model will be able to predict the correct output for other examples. Principle 
Component Analysis (PCA) can be considered as standard statistical model where a 
representation of face shapes are provided such that any realistic face can be a linear 
combination of face vectors (e. g. 3DMM [5]). The 3D shapes are aligned with each 
other in such a way that 3D-3D correspondence for all vertices are obtained [5]. The p 
number of vertices corresponding to each face is defined by concatenating the xyz 
coordinates of the face surface to a single vector is  with the dimension pn ×= 3  as:  

T
ipipipiiii zyxzyxs ),,,...,,,( 111= , (1)

where mi ,...,1=  (number of face shapes). Let nmT
m RxxxX ×∈= ],...,,[ 21  is the data 

matrix with each vector 0ssx ii −=  is centered around the mean 0s . PCA is then 

applied on the covariance matrix. As a result of the analysis, a new shape vector 
n
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where ),...,,( 21 meeeE =  is the matrix of scaled basis vectors, iα  is the coefficient of 

the scaled basis vector ie . Since E is an orthogonal matrix, the PCA-coefficients α of 

a vector nRssx ∈−= 0 can be derived from Eq. (2) as 

xET=α . (3)
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2.1 3D Face Shape Reconstruction from Feature Points  

Prior knowledge about object classes such as 3D faces can help to solve the ill-posed 
problem of reconstructing a complete 3D face from small set of feature points. PCA-
based models are holistic models that can be employed as prior knowledge to 
represent 3D face objects in order to obtain meaningful reconstruction results. How-
ever, in our case where the training data set are relatively small and there is too much 
missing feature in the testing  data, the PCA model cannot be adapted to the particular 
set of feature points resulting in overfitting. Therefore, regularization can be used to 
enforce the result to be plausible according to the prior knowledge [9].     

Given a number of feature points pf << , our problem is to find the 3D coordi-

nates of all other vertices. Assume that f
l sflRs f 0  ),2( =∈  is the corresponding 

points on 0s  (the average 3D face shape) and fff ssx 0−=  is related to A such that 

lm
f RRAArx :            ,ε+= , (4)

where mRr ∈  is the model parameter, mlRA ×∈  is the corresponding subset of the 
matrix of scaled basis vectors mnT RE ×∈  and lR∈ε  can be considered as measure-
ment errors with unknown properties. Eventually, the goal is to estimate r as accurate 
as possible, given A and xf. A simple least square technique can be used to solve the 
inverse problem as 

f
TT xAAAr 1)( −= . (5)

In this study, the selected feature points xf captures only a very small portion of the 
original 3D face shape x. Hence, regularization is used as a constraint that utilizes the 
possible features in the holistic model to produce plausible results. The standard Tik-
honov regularization enables an approximate solution which can be written as 

f
TT

reg xAIAAr 1)( −+= λ . (6)

As the original data matrix X is a multivariate normal distribution, and the errors in 
xf  are assumed to be independent with zero mean and same standard deviation σ of 
the original data, the Tikhonov-regularized solution is the most probable solution  
according to Bayes' theorem [6]. In order to ensure that the solution will be in the 
boundary of the learning model, the stabilizing item was chosen to be the inverse of 
the diagonal eigenvalue matrix W. The model parameter α can be estimated as 

f
TT xAWAA 11)(ˆ −−+= λα . (7)

Then, a new face shape srec can be obtained by applying α̂ to Eq. (2). Jiang et al. 
[10] have used the same regularization equation in an iterative procedure in order to 
converge to a stable solution. Similar to [11], the shape coefficients in this paper are 
calculated directly using Eq. (7). 
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2.2 Reconstruction of Testing and Training Face Shapes 

The 3D face shapes in the database are already aligned with each other as explained 
by [5]. Therefore, we first selected a number of feature vertices from one reference 
3D face. Then, the indices of the selected vertices were used to directly select the 
correspondences of the feature vertices from the other training/testing face shapes. 
The feature vertices were formed by salient points such as nose-tip and eyes corners. 
We used only the xy coordinates of the feature points to calculate the 3D shape coeffi-
cients α using Eq. (7). This procedure serves to set the ground to conduct further  
studies wherein 3D shapes can be reconstructed from 2D images. The resulting α is 
incorporated in Eq. (3) to reconstruct the complete 3D face shape. The reconstructed 
face can be compared with original face by using Eq. (8).  

3 Representational Power of PCA Models 

The Representational Power (RP) of the PCA-based model was defined in [8] in terms 
of the capability in depicting a new 3D face of a given input face image. The capabili-
ty of the PCA model can be measured by evaluating the quality of face representation 
with respect to its ground-truth. The sum of the Euclidean distances over all vertices 
of the shapes weighted by the number of vertices was used to compare 3D surfaces: 

n

ss

Ed

n

i
rii

w


=

−
= 1

2)(

, 
(8)

where Edw is the weighted Euclidean distance, s is the probe face shape, sr is the 
represented face shape, and n is the number of vertices of the face shape. Fig. 1 de-
monstrates the relationship between the sample size and the average of Edw of all 
testing faces (RP-mean). It shows that the average representation error (RP-mean) of 
the PCA-model decreases with a larger training-sample size. Further details regarding 
the RP are provided in [8].   

Furthermore, the current work demonstrates the advantage of RP in terms of visua-
lizing the quality of reconstruction (see Fig. 2). A new face shape is projected to 
PCA-based models learned from different dataset sizes. As one can see in Fig. 2, the 
face representation gets less noisy and more realistic when Edw decreases. This means 
that the PCA model that represents a new 3D face with less Edw has more RP. How-
ever, this relation depends on projecting all face vertices to the PCA-models trained 
with different sample sizes. In this case the inverse system is overdetermined whereas 
the face shape vectors have the dimension 227916 which is very large compared with 
the degrees of freedom of the PCA-models (10 - 90). When 3D shapes are recon-
structed from small set of feature points, the inverse system is undetermined. There-
fore, this work studies the effect of sample size on reconstructing 3D faces from a 
small set of feature points.   
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Fig. 1. The relation between the sample size and the average representation error (RP-mean) of 
the PCA-model [8] 

 

Fig. 2. Projecting the leftmost face shape to PCA models trained with different sample sizes. 
The Edw that represent the projection errors are shown below the shapes. PCA10 means the 
training set has 10 examples; PCA30 means the training set has 30 examples and so on. 

4 Experiments  

To assess the effect of the training sample size on the accuracy of 3D face shape re-
construction, we varied the number of examples in the training set. Then we selected 
sets of f = 14, 25, 38 and 78 2D feature points from the reference 3D face. These fea-
ture points were formed using salient points such as nose-tip and eyes corners. The 
accuracy of reconstruction was evaluated by calculating the Edw (Eq. (8)) of the re-
sulted 3D face compared with that of the original 3D face shape. The USF Raw 3D 
Face Data Set [5] was used in the evaluation since it contains 3D faces that can be 
numerically compared with the reconstructed 3D face shapes. It was used for both 
training and testing purposes. The USF database contains 100 3D faces obtained by 
using Cyberware head and face 3D color scanner. Each face shape has 75972 vertices 
saved in a text file, one line per vertex and 3 points each line.  
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4.1 Reconstruction of Training Faces Using Different Sample Sizes 

The current 100 examples were divided into different training sets with 20, 30, ..., 100 
faces. The reconstruction was applied on the first 20 training faces using PCA models 
trained with the various sample sizes. Fig. 3 shows the average reconstruction error of 
20 training faces by optimal λ for different sets of feature points among variety of 
training sets. It explains that the face shapes of training set are exactly reconstructed if 
the number of feature points f is equal or larger than the training sample size m. How-
ever when f is smaller than m, the reconstruction error increases as the sample size 
increases, and, thus, the reconstruction accuracy decreases. For example, when f = 14, 
the dimension of sf  is l = 2f = 28. Therefore, as exemplified in Fig. 3, when sample 
size m < 28 faces the system has a unique and exact solution. Nonetheless, when m > 
28, the reconstruction error increases dramatically depending on the increase in the 
number of training examples. The results in Fig. 3 indicate that although many re-
searchers ([12], [13]) confirmed that building a powerful model requires a large 
amount of 3D faces, yet a large number of feature points is needed to reconstruct the 
exact training face.  Such a large number of feature points, however, is not available 
in many situations. On the other hand, by using a small set of feature points, the accu-
racy of reconstruction decreases by a large number of training examples.  
 

 

Fig. 3. Average reconstruction error of training faces form different sets of feature points 
among variation of sample sizes 

Fig. 4 visualizes examples of reconstructed training faces for different sample sizes 
using 14 feature points. The figure demonstrates that the reconstruction error increas-
es with a large sample size (e.g., 80 and 100), while the smaller sample size (e.g., 20 
and 40) produces a more accurate reconstruction. For example, the exact 3D face has 
been reconstructed by using only 20 training face shapes. This is because the dimen-
sion of the feature point vector (14 × 2 = 28) is greater than 20 (degrees of freedom).       
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Fig. 4. Reconstruction of training 3D face shapes from 14 feature points using different sample 
sizes. The results depend on the optimal λ which produces the minimum wEd . 

4.2 Reconstruction of New Faces Using Different Sample Sizes 

To assess the effect of sample size on reconstructing new 3D faces, we varied the 
number of training examples from 5 to 80 as a sequence of 5, 10, 15, ..., 80. Then the 
remaining 20 of the 100 3D faces were used for testing. Fig. 5 shows the average 
reconstruction error of 20 testing faces for three different sets of feature points using 
various sample sizes. The figure shows that as the number of training examples in-
creases the accuracy of reconstruction increases until m > f. Then, the accuracy of 
reconstruction is relatively the same in all cases and is further associated with slight 
improvements depending on the sample size and the number of feature points. This 
indicates that a large training sample size may be needed to build a powerful statistic-
al model. This finding is consistent with the comments made by [12], [13]. Further-
more, the findings revealed that the number of feature points should also be  
considered in building statistical reconstruction models. The sample size, however, 
should not be excessively larger than the number of feature points; an extremely larg-
er sample size may unfeasible because it consumes time and exerts no more positive 
effect on the reconstruction accuracy.  

On contrary, a small sample size (e.g. 20 faces) may hardly reconstruct new 3D 
faces even by using a large set of feature points for the reconstruction. The visualized 
results in Fig. 6 show examples of reconstructed faces for optimal λ using different 
sample sizes. It demonstrates that by small sample sizes (e. g. 20, 40), the recon-
structed face shape is excessively smooth (closer to the mean face and farther from 
the ground truth) while the larger sample sizes (e.g. 60, 80, and 99) produce more 
accurate faces with relatively same accuracy.   
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Fig. 5. Reconstructing new 3D faces from sets of feature points using different sample sizes 

 

Fig. 6. Reconstruction of novel 3D face shapes from 25 feature points using different sample 
sizes. The results depend on the optimal λ which produces the minimum wEd . 

5 Findings and Discussion 

For reconstructing training 3D faces, the training faces were exactly recovered with a 
number of feature points greater than or equal the sample size. However, when a 
smaller constant number of feature points were used, the accuracy of reconstructed 
faces decreased as the training sample size increased (Fig. 3). This means that, even if 
the representational power of the PCA-based model increases by a larger data set [8], 
reconstructing the exact training faces by small set of feature points becomes more 
difficult.  

On the other hand, when new 3D faces are reconstructed, the reconstruction accu-
racy can be optimally increased by a larger data set to a specific degree when it can-
not increase any more. Furthermore, in some cases the reconstruction accuracy may 
decrease because the number of feature points becomes extremely smaller than the 
degree of freedom of the model. Therefore, when building a statistical model for the 
purpose of reconstructing 3D faces from feature points, the number of feature points 
has to be considered. Else, with a larger sample size the computation of the recon-
struction system can be increased and the accuracy may be negatively affected. On 
contrary, a small sample size (e.g. 20 faces) may hardly reconstruct new 3D faces 
even by using a large set of feature points for the reconstruction.  

Furthermore, in practice the number of facial feature points (landmarks) on the 2D 
face image is limited; it is impractical to select a very large number of feature points. 
As a conclusion of this paper and according to the recent study on the effect of facial 
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feature points on the 3D face reconstruction [14], a minimum number of feature 
points that can be used for reconstruction should not be much smaller than half of the 
training examples, i.e., the dimension of the feature point vector should not be much 
smaller than the degree of freedom of the model. An optimal reconstruction may be 
achieved if the dimension of the feature point vector is larger than the number of 
training faces (degree of freedom of the model). Generally, the reconstruction accura-
cy depends on the size of the 3D face database as well as the available number of 2D 
facial points.   

Moreover, according to the extensive experiment on the USF database, a minimum 
number of 80 training faces may produce a plausible 3D face reconstruction by using 
more than 25 feature points.      

6 Conclusion 

The effect of training sample size used for building a PCA-based model has been 
studied. The accuracy of reconstruction was evaluated with a series of experiments by 
analyzing the 3D face database obtained from University South Florida (USF). The 
current USF Human ID 3D database has 100 faces. For reconstructing training 3D 
faces, all the 100 faces were used for training and testing. However, for reconstructing 
new 3D faces, 80 faces have been used for training and 20 for testing. Tikhonov regu-
larization algorithm was employed to reconstruct 3D faces from small sets of feature 
points using various PCA-based models trained with different sample sizes. The ex-
tensive experimental results showed that if the testing face is from the training set, 
then a limited number of points can only reconstruct the exact solution if the sample 
size is smaller than the number of points used. If the testing face does not belong to 
the training set, it may hardly reconstruct the exact 3D face using 3D PCA-based 
models. However, it could reconstruct an approximate face depending on the sample 
size and the number of feature points. Although the representational power of the 
PCA model increases with a larger training sample size, the accuracy of reconstruc-
tion, however, is limited by the number of the feature points used. This means that by 
reconstructing faces from a small set of feature points, a limited set of examples is 
sufficient to build a satisfactory 3D face model. 
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Abstract. E-government has become basic ingredient for good gover-
nance. Through e-government different services are provided to differ-
ent stakeholders that include business community, employees of different
government departments and especially to the citizens. E-government is
implemented by a huge number of countries in the world. Some of them
are developed but most of them are developing countries and working
on improving e-government services. Developing countries have different
systems working in different departments like some have legacy systems
and some have new. The problem is interoperability between these sys-
tems. This research contains an architecture that can provide a way to
cope the problem of interoperability. Through which different systems
will be able to exchange document-centric information.

Keywords: e-government, interoperability, document-centric, multi-agent
system, information exchange.

1 Introduction

1.1 E-government

E-government is not a new field. In its beginning, it emerged in a different form
like a couple of decades or may be before that when the integration of IT started
in the government [16]. But there are profound claims that use of IT started
within government in 1970s [1]. With the passage of time the focus of using IT
in government changed from providing services to citizens using digital means
[4]. E-government can be defined through different aspects. One of the general
definitions of e-government in [16] is ”use of web technologies and applications
along with other information technologies by the government in such a way that;
it helps to improve access and delivery of information and services; help build
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the efficiency, service quality, effectiveness or transformation”. If we look at this
definition, it seems to be more precise and broader, and has discussed improve-
ments in the form of effectiveness, efficiency, service quality, and transformation.
These terms are thoroughly discussed in [9] and have thrown a dense light of
literature over obtaining of these improvements through a good methodology
and planning initiative.

The influential circle of e-government is very wide like; its Government-to-
Business (G2B) when there is a service for the private businesses by the gov-
ernment, Government-to-Employee (G2E) when government provide certain set
of services to the employees, Government-to-Citizens (G2C) when services are
solely provided to the citizens and Government-to-Government (G2G) when
there is any service being provided within the governmental departments.

G2G further has different components like it can be intergovernmental service
exchange or intra-governmental service exchange. When there is intergovern-
mental service exchange then the services can be provided among different de-
partments of different governments and when there is intra-governmental service
exchange then services are provided among the departments of same government
component. The main focus of this research is G2G. It is because different de-
partments in government have different systems deployed on different platforms
which can include legacy systems or new sophisticated systems [2], [4], [7], [10].
Providing symmetric services over heterogeneous platforms is the requirement
for better e-governance [14].

1.2 Interoperability

E-government has achieved a great importance in the new millennium. Today
almost every government is striving to get good benefits of e-government by im-
plementing it. But e-government also faces issues like other technologies faced
in their infancy. Although e-government is not in its infancy anymore but it
still has certain issues that are of much importance. Those issues include trust,
security, system integration, language differences, and interoperability [18]. In-
teroperability is the issue if answered can put answers to other many issues like
trust, system integration, language difference etc.

A good interoperability mechanism can provide a best way of communication
among service provider and consumer and is not limited to only this concept.
Likewise mechanism can be developed for mutual integration of different depart-
ments and bureaus. Interoperability has great impact on technological improve-
ment [18]. Products that provide interoperability in a good manner whether for
government and business or consumer and provider can be best used for sharing
and exchange of information. Now most of the IT companies are focusing on
products that are interoperable with products of other companies.

EU has been working on interoperability issue since long ago [EU 1991 Soft-
ware Directive (Directive 91/250)]. It was included in 2005 EU Action Plan to de-
velop a European Interoperability Framework (EIF) for European e-government
strategy [13]. The basic notion of interoperability is to make IT systems work to-
gether. One of the best definitions of interoperability by EU Software Directive is
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”the ability to exchange information andmutually to use the information which has
been exchanged”. EIF has defined three elements of interoperability distinctively:

1. Technical interoperability: involves agreement on standards for information
exchange through computer system linkage.

2. Semantic interoperability: involves surety of sharing the same meaning when
information is exchange between linked computer systems.

3. Organizational interoperability: involves organization of infrastructures and
business processes for information exchange.

But Thomas Lee et al. added two extra elements i.e. data interoperability: as
an agreement on definition and representation of information exchange; and
process interoperability: as an agreement on business rules for activities that
take place between two parties. Just like elements there are different levels of
interoperability defined in [2].

1.3 Software Agent and Multi-Agent System (MAS)

Software Agent. Literature review of the software agent and agent-based tech-
nology demonstrated that agent and agent-based technology can be used for
doing plenty of tasks. As mobile agent and agent-based technology can perform
different works so it can be described through multiple angles, like software
that works as an interceder for another computer system, software program or
human [11] or a program that coordinates with other software agents to per-
form same task or some other [8]. [comprehensive information can be found
at www.soi.city.ac.uk/~eduardo/agents]. As discussed earlier, an agent can
perform different tasks so it can be viewed from different angles in a programming
perspective: like it can be programmed to adapt to the changing environment or
to provide the information of an environment to one from which it started and
many more.

Multi-AgentSystem(MAS). Asimpledefinitionofmulti-agent system(MAS)
is defined in [8] as ”an architectonics for providing the co-ordination facility to au-
tonomous entities”. MAS makes the agent able to move, adapt, interact, coordi-
nate, and survive autonomously.

Adaptation is a feature that makes the agent based technology defter. Agent
can bring behavioral change according to the changing environment with re-
gard to adaptation to new environment. [thorough information can be seen at
www.cs.cmu.edu/~softagents/muri/adaptability.html]. It is believed that
it is the capability of the adaptability that makes the agent intelligent. Without
this intelligence, agent cant adapt according to its environment. As discussed
by [8], adaptability puts intelligence in the agent which helps to improve the
efficiency by looking at the resources. Like agent can sense about the platform
on which it is running so if the platform is a device which needs less process-
ing so that battery power can be saved. A number of agent-based systems are

www.soi.city.ac.uk/~eduardo/agents
www.cs.cmu.edu /~softagents/muri/adaptability.html
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flourished that contain the adaptability feature in an agent like Jade [thorough
information can be seen at www.jade.cselt.it], Grasshopper [thorough infor-
mation can be seen at www.grasshopper.de], Aglet [thorough information can
be found at aglet.sourceforge.net], and Cougar [thorough information can
be found at cougaar.org] etc.

Myriad architectures are devised for providing communication between MASs.
One of them is by Object Management Group (OMG) by a name of Mobile Agent
System Interoperability Facility (MASIF). Another one is from IEEE named as
Foundation for Intelligent Physical Agent (FIPA). According to Milojicic et al.,
MASIF does the support the feature of mobility in the mobile agent and also
mobile communication of agents [5]. But if we look at the FIPA architecture, it is
known that this architecture supports many of the features of agent not limited
to mobility and communication like interoperability, adaptability, coordination,
and security etc. [17].

2 Motivation

Through a thorough literature survey of e-government, it is found that interoper-
ability is one of the main issues of e-government [12]. The interoperability can be
of any type in the notion of e-government but so far there is not a single architec-
ture that can be claimed the good one for data integration and document-centric
approach. A lot of work has been done for providing metadata standards and
semantic interoperability [6], [7] but there is not a fair research done on data
integration for document-centric interoperability [3], [10]. So the notion of the
research is to provide an architecture that can support data integration among
different set of services over heterogeneous systems. Its because today more than
190 countries have moved to e-government and among these most are develop-
ing. In developing countries, most of the departments are running their legacy
systems and some have new technologies. So there is no interaction among these
systems because there doesn’t exist interoperability mechanism that makes the
system integrated so that information can be shared in real-time. According to
the Abridged E-government Strategy of Pakistan (July, 2012), interoperability
among different applications is in the basic portfolio of the strategy that needs to
be handled in such a way that the systems are not affected and can still support
the data integration over document-centric environment.

3 Problem Statement

The digital means that government uses to provide services to citizens are
referred to as ”e” (electronic) and combination of the alphabet ”e” with a
word ”government” gives e-government. A government having implemented e-
government concepts consists of different information systems in different de-
partments for providing G2G services. And for these information systems there
exist different frameworks for providing interoperability at different levels [10],
[14]. Existing frameworks like HKSARG Interoperability Framework [15] and

www.jade. cselt.it
www.grasshop per.de
aglet.sourceforge.net
cougaar.org
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Australian Government Technical Interoperability Framework mostly provide
interoperability mechanisms at metadata level and semantic level by use of sim-
ple XML schemas and use of ontologies. And also these mechanisms are for
homogenous systems mostly. So if there is any change in the platforms (soft-
ware/hardware), these mechanisms do not provide full capability support for
providing interoperability. As discussed in [12], one of the basic challenges in
interoperability is to overcome the heterogeneity of systems that are deployed in
different departments of government. So required is a mechanism that can sup-
port heterogeneous systems over diverse technology through different channels
for providing exceptional G2G services.

4 Related Work

As described earlier, a lot of work on issue of interoperability has been done
but still this issue requires a fair amount of research. Its because interoperabil-
ity resides at different levels of e-government system integration. Following are
some of the Interoperability Frameworks (IFs) for providing different types of
interoperability:

4.1 HKSARG Interoperability Framework [14]

Hong Kong is one of the two Special Administrative Regions (SARS) of China.
In 1998 Hong Kong government announced Digital 21 Strategy [15] for ICT in
Hong Kong. In this strategy, HKSARG had also devised the interoperability
framework development and implementation. So in 2003, OGCIO developed an
interoperability framework (IF) for e-government.

IF is based on the XML schema design and dissemination of information
through XSD defined templates. These schemas can be project schemas or com-
mon schemas. The development of these schemas is under the CECID of The
University of Hong Kong. Schemas re-regulate the business process modeling
by providing interoperability at semantic level. Although HKSARG IF provides
interoperability at semantic level but doesn’t address the issue of heterogeneity
in terms of difference in systems architecture.

4.2 Australian Government Technical Interoperability Framework
[from http://agimo.gov.au/files]

Australian Government Technical Interoperability Framework (AGTIF) is de-
veloped by Interoperability Framework Working Group (IFWG) under the su-
pervision of the Chief Information Office Committee (CIOC).

The basic notion of developing AGTIF is to provide interoperability between
agencies for information exchange. The framework consists of setting out com-
mon language, conceptual model and standards. There are three domains dis-
cussed in IF; business process domain: includes all those elements that provides
the facilitation of interaction between agencies like legal, commercial, policy, and
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organizational; information domain: includes elements for common content inter-
pretations for documentation used between different agencies, these elements are
processes, data dictionaries, industry specific libraries, and code lists; technical
domain: includes elements for delivering contents according to specific agency.
The only problem with AGTIF is that it does not provide a mechanism through
which the architecture can respond to the changing environment. Like if there
is a run time change in any standard then it is not supported.

5 Proposed Architecture

The proposed architecture has an idea solely based on embedding agent-oriented
technology in e-government. Through agent-oriented technology, distributed ar-
tificial intelligence can be easily embedded. The idea is to reflect the change
immediately if occurs in any of the systems connected. Architecture is as fol-
lows:

5.1 Architecture and Components

Legacy System. Suppose on one hand there is a legacy system which consists
of basic framework. This is an old system that does not support new features of
data integration over different set of documents but can support embedding of
some technologies like XML, ontologies, and Multi-Agent Systems.

New System. A system that consists of new technologies and supports data
integration but differs in lower level architecture from that of the legacy system
so interoperability is an issue. This system also supports technologies like XML,
ontologies and Multi-Agent Systems.

5.2 Components

Framework has different components that can be seen in Figure-1 and is de-
scribed below:

– Hard format form: a hard form that is submitted by citizens to government
department. The entry of this information is through digital means like PC.
It is on legacy system.

– E-form: an e-form over a website where the information can be added di-
rectly. This website provides an interface for users and is connected to repos-
itory/database at backend to store data entered. It is on new system.

– Repository/Database: the repository/database is the central repositorywhere
all the information is kept. This information is about the department for which
it is established.

– Knowledgebase: knowledgebase is the repository of current running XML
schemas or ontologies. Whenever a change will be required first the knowl-
edgebase will be updated.
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– XML Schemas: schemas designed for providing platform independency among
different types of information entered and that information related to certain
documents remains same.

– Ontology: ontology here provides consistency for terms used for providing
information to the system.

– Multi-Agent System (MAS): the basic entity in this architecture. Whole
architecture depends upon MAS because MAS provides the actual inter-
operability, data integration, scalability, and information exchange. It con-
sists of mobile agents that can move between different MASs easily.

Fig. 1. Components of Proposed Architecture

5.3 Working Mechanism of Architecture

First of all MASs are deployed on both legacy and new systems. When there
is a change in the XML schema on new system, MAS-1 is alerted from the
knowledgebase of the new system that a change has occurred. MAS-1 takes the
new XML schema, embeds it into an agent and sends the agent to the address
of MAS-2 system. The transport protocols for information exchange are already
defined in [8]. So there is no need to discuss them here. When MAS-2 receives
the agent, it reads the information change from agent header and comes to
know about the new XML schema. It informs the knowledgebase to immediately
stop working on current schema and asks for updation. When knowledgebase at
legacy system updates the DTD (Document Type Definition) it informs MAS-2
that the change has been completed. MAS-2 sends an agent to MAS-1 with the
acknowledgement that the change has been completed. Same procedure will be
used for change in ontologies as well. So whenever there will be a change in data
or document format which will require change in XML schema or ontology, it’ll
immediately be reflected in both systems. This mechanism will not be limited
to only two systems rather it can be overrated to many systems.
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6 Conclusion and Future Work

G2G in E-government is the basic pillar for providing other services like G2B,
G2E and G2C. If government departments are not linked together then exchange
of information becomes onerous and sometimes impossible. But if these depart-
ments are linked having based upon heterogeneous systems and platforms but
not interoperable then issue of data exchange remains same. For that purpose
interoperability mechanisms can help them to work with both old technologies
and new technologies. The proposed architecture works by integrating different
technologies like XML, ontologies, and multi-agent system. Through which in-
formation regarding change in schema or ontologies can be propagated readily.
So that every system can adopt the change and there should be consistency in
all the documents from schema level to data entry level. Also this research will
help developing countries to work with both legacy systems and new systems. Al-
though this architecture is at very abstract level but it is good to understand the
problem and propose a solution by integrating different computer technologies
all to work together.

Future work includes proper implementation and simulation of the architec-
ture over heterogeneous systems with different platforms. Through testing, the
efficiency of the architecture can be inspected as per the number of systems
increases.
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Abstract. Analysis of six optimization techniques grouped under three
categories (hardware, back-end, and front-end) is done to study the
reduction in average user response time for Modular Object Oriented
Dynamic Learning Environment (Moodle), a Learning Management Sys-
tem which is scripted in PHP5, runs on Apache web server and utilizes
MySQL database software. Before the implementation of these tech-
niques, performance analysis of Moodle is performed for varying number
of concurrent users. The results obtained for each optimization tech-
nique are then reported in a tabular format. The maximum reduction
in end user response time was achieved for hardware optimization which
requires Moodle server and database to be installed on solid state disk.

Keywords: Optimization, SSD, HTTP, Moodle, Nginx, caching, DNS.

1 Introduction

The Internet has seen a significant growth of web based applications over the
last few years. These have now become an inseparable part of numerous in-
dustries like airline, banking, business, computer, education, financial services,
healthcare, publishing and telecommunications. They are preferred because of
their zero installation time (as they run on a browser), availability of centralised
data, their global reach, and their availability (24 hours a day, 7 days a week).
According to [1], in June 2011 an average US user spent 74 minutes a day using
web applications as compared to 64 minutes a day in June 2010.

In current scenario, improvement in the user response time is the most im-
portant issue for enhancing the performance of web applications. With reference
to [2], a delay of one second in the performance of web applications can impact
customer satisfaction by up to 16%.

Web applicationsmake use of a wide range of technologies including JavaScript,
Apache,CSS,HTML,MySQL,PHPandprotocols likeHTTPheaders.Optimizing
the way they use these technologies can significantly improve user response time.
Furthermore, the browser and hardware capabilities can be employed to reduce the
user response time.

B. Papasratorn et al. (Eds.): IAIT 2013, CCIS 409, pp. 150–161, 2013.
c© Springer International Publishing Switzerland 2013
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Many research groups and authors have addressed this problem and reported
their solutions. These include teams such as Yahoo Exceptional Performance
Team [3], book authors [4] and research papers [5].

In this contribution, six optimization techniques grouped under three cat-
egories are analysed. Further, implementation of these six techniques is done
for the Modular Object Oriented Distance Learning Environment (Moodle) [6].
The efficiency of these techniques is studied by comparing the original and the
improved average user response time.

2 Performance Analysis of Moodle

Performance Analysis for Varying Number of Concurrent Users

Moodle is a free source Learning Management System (LMS) which is used by
thousands of educational institutions around the world to provide an organized
interface for e-learning. As of June 2013, it has 83059 currently active sites that
have been registered from 236 countries [7]. Moodle LMS is written in PHP and
uses XHTML 1.0 Strict, CSS level 2 and JavaScript for its web user interface[5].

With reference to [8], it has been reported that Moodle can support 50 con-
current users for every 1GB RAM. An experiment was performed to verify this
result.

Experimental Setup
The experiment was perfomed on a machine with the following specifications:

Hardware: Intel R©CoreTMi5-2310 CPU @2.90GHz x 4 processor, 8GB Hard disk
and 1GB RAM.
Operating system: Ubuntu 12.10
Web server: Apache v2.2.22 and PHP v5.4.6 for Moodle v2.5 for Ubuntu 12.10
Database software: MySQL v5.5.31 for Ubuntu 12.10

– The experiment was performed using Apache JMeter 2.9, an open source
load testing tool by the Apache Software Foundation [9].

– The test script was generated by using the JMeter Script Generator plugin
for Moodle by James Brisland [10].

– The bandwidth of the network was set to 1024 kbps (1 Mbps) using JMeter.
– The load testing of Moodle was done for a chat activity.
– The sequence of pages visited on Moodle was :

Login to site -> View Course -> View Chat page -> View Chat window ->
Initialize Chat -> Initialize Initial Update

– After initializing chat the following tasks were performed five times for each
concurrent user : Post Chat Message -> Initialize Update

– To test the performance of Moodle in the worst case scenario the ramp-up
period, that is the amount of time for creating the total number of threads,
was set to zero so as to ensure immediate creation of all the threads by
JMeter.
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Table 1. Average Response Time and Throughput for load testing Moodle on 1GB
RAM and 8GB HARD DISK

No. of Concurrent Users Average Response Time(s) Throughput (per m)

10 3.671 147.6
20 8.874 129
30 15.303 99.6
40 129.786 16.8
49 243.469 11.4
50 364.480 7.8
51 Database Overload Database Overload

While load testing Moodle for 51 concurrent users, it was observed that the
connection to the database was aborted due to database overload and the testing
process was killed by JMeter.

3 Hardware Optimization

Employing Solid State Disk

The performance of the web applications can be highly enhanced by using a
solid state disk drive to reduce the latency of the input and output operations
carried out by the server.

A Solid State Disk, or SSD is a high performance plug and play data storage
device which uses integrated circuit assemblies as memory to store data persis-
tently [11]. An SSD incorporates solid state flash memory and emulates a hard
disk drive to store data [12]. However, unlike the traditional electromechanical
disks like hard disk and floppy disks, an SSD is a flash-based and DRAM-based
storage device which does not contain any moving parts [13].

An experiment was performed by replacing the Hard Disk Drive(HDD) of the
Moodle Server with a 128GB Kingston Solid State Disk Drive.

Experimental Setup
To conform to the experiment performed in section 2 and to compare the per-
formance of Moodle on HDD vs. SSD, the space allocated to Moodle server and
database collectively was 8GB of 128GB SSD and the RAM size was limited to
1GB. The experiment was performed on a machine with following specifications:

Hardware: Intel R©CoreTMi5-2310 CPU @2.90GHz x 4 processor,
8GB Solid State disk and 1GB RAM.
Operating system: Ubuntu 12.10
Web server: Apache v2.2.22 and PHP v5.4.6 for Moodle v2.5 for Ubuntu 12.10
Database software: MySQL v5.5.31 for Ubuntu 12.10
Bandwidth: 1024 Kbps (1 Mbps)

The experiment was performed for the chat activity mentioned in section 2 using
Apache JMeter 2.9.
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Table 2. Average User Response Time on HDD vs SSD(in s)

No. of concurrent
users

Average Response
Time on HDD(s)

Average Response
Time on SSD (s)

Reduction in
Response time %

10 3.671 0.349 90.49

20 8.874 1.048 88.19

30 15.303 1.938 87.34

40 129.786 3.438 97.35

50 364.480 5.274 97.83

60 Database Overload 5.97 -

70 Database Overload 6.492 -

80 Database Overload 8.009 -

90 Database Overload 8.085 -

100 Database Overload 9.797 -

110 Database Overload 13.759 -

120 Database Overload 16.828 -

130 Database Overload 22.991 -

140 Database Overload 30.187 -

150 Database Overload 36.119 -

151 Database Overload 39.141 -

152 Database Overload Database Overload -

Fig. 1. Average user response time (in s) for Moodle on HDD vs. SSD

From Table 2, it is concluded that the number of concurrent users supported
by Moodle installed on SSD for 1 GB RAM is increased to 151 as compared to
50 concurrent users for Moodle installed on HDD with 1 GB RAM. Also, there
is a reduction of 87% to 98% in average user response time after installing
Moodle server and database on SSD.
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4 Back-End Optimization

Switching to LNMP Stack from LAMP Stack

The Moodle web application runs on the LAMP stack which is a software bundle
comprising of Linux based operating system, Apache HTTP server, MySQL
database software and PHP object oriented scripting language. LNMP stack is
almost similar to LAMP, except the change of web server from Apache to Nginx.

Apache is a process-based server, while nginx is an event-based asynchronous
web server and is more scalable than Apache. In Apache, each simultaneous
connection requires a thread which incurs significant overhead whereas nginx is
event-driven and handles requests in a single (or at least, very few) threads [14].

The performance of Moodle or any web application that runs on Apache and
frequently encounters heavy load, can be boosted by replacing Apache by Nginx.
An experiment was performed to compare the performance of Moodle installed
on Apache vs. Nginx web server.

Experimental Setup
Since it was observed in Section 3 that the performance of Moodle is highly
enhanced by installing it on SSD, the experiment was performed on a machine
with Moodle installed on 128 GB Solid State Disk and 4GB RAM.

All the other specifications (Operating system, Database software, Web server
and Bandwidth) of the machine were kept same as in section 3. The experiment
was performed using Apache BenchMark 2.4 [15] for Moodle’s login page.

From Table 3, it is observed that there is a reduction of 24% to 34% in
average user response time after installing Moodle on Nginx v1.4.1 web server.

Table 3. Average User Response Time on Apache vs Nginx(in s) Web Server

No. of concurrent
users

Average Response
Time on
Apache(s)

Average Response
Time on Nginx(s)

Reduction in
Response time %

50 2.209 1.652 25.22

100 4.505 3.359 25.43

150 6.098 4.630 24.07

200 8.192 5.408 33.98

250 10.729 7.156 33.30

5 Front-End Optimization

For any web application, only 10% to 20% of the end user response time is spent
downloading the HTML document from the web server to the client’s browser.
The other 80% to 90% is spent in performing the front end operations, i.e., in
downloading the other components of web page [4].
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A set of specific rules for speeding up the front end operations carried by
a web application is presented in Ref. [4]. Four of the most efficient techniques
which showed significant reduction in user response time for Moodle Learning
Management System are described in this section.

5.1 Browser Caching by Using Far Future Expires Header

Browsers and proxies use cache to reduce the number and size of the HTTP
requests thereby speeding up the web applications. A first-time visitor may have
to make several HTTP requests, but by using a Far Future Expires header the
developer can significantly improve the performance of web applications for re-
turning visitors. A server uses the Expires header in HTTP response to inform
the client that it can use the current copy of a component until the specified
time [4].

Moodle sends requests with an Expires Header which is set in past (20th
Aug 1969 09:23 GMT). An experiment was performed by changing it to fu-
ture date of 16th Apr 2015 20:00 GMT. Also max-age directive was used
in Cache control header so as to set the cache expiration window to 10 years in
future and the pragma header was unset to enable caching.

Given below are the lines which were added to the headers.conf file of Apache2
Web Server:

<FilesMatch".(ico|pdf|flv|jpg|jpeg|png|gif|js|css|swf|php|html)$">

Header set Expires "Thu, 16 Apr 2015 20:00:00 GMT" Header set

Cache-Control " max-age=315360000" Header unset Pragma

</FilesMatch>

The experimental setup is the same as section 3 and the experiment was per-
formed using Apache Jmeter 2.9. From Table 4, it is observed that there is a
reduction of 70% to 80% in average user response time after implementing Far
Future Expires Header Optimization Technique.

Table 4. Average user response time (in s) with and without caching for 10 iterations

No. of concurrent
users

Average Response
Time Without

Expires Header(s)
(no caching)

Average Response
Time with

Expires Header(s)
(caching)

Reduction in
Response time %

10 0.625 0.144 76.96

20 1.839 0.408 77.81

40 5.061 1.210 76.09

60 7.086 1.778 74.91

80 8.124 2.426 70.14

100 9.882 3.071 68.92
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5.2 Reduce DNS Lookups

The Internet uses IP addresses to find webservers. Before establishing a network
connection to a web server, the browser must resolve the hostname of the web
server to an IP address by using Domain Name Systems (DNS). The latency
introduced due to DNS lookups can be minimized if the DNS resolutions are
cached by client’s browser [4]. The response time for Moodle’s login page of
Institutional Moodle websites of 13 universities situated in six continents of the
world was recorded for two cases: With DNS Cache and Without DNS Cache.
The experiment was performed for a client located in IIT Bombay, India with
128GB SSD, 4GB RAM, Intel R©CoreTMi5-2310 CPU @2.90GHz x 4 processor
and 2 Mbps average download speed.

Table 5. Average user response time (in s) With and Without DNS Cache for 1 user

Continent Country University Response
time
With
DNS

Cache(s)

Response
time

Without
DNS

Cache(s)

Reduction
in

Response
time(%)

Asia India IIT, Bombay [16] 2.357 1.426 39.50

Asia India IIT, Madras [17] 2.516 1.612 35.93

Asia Singapore SIM University [18] 1.381 1.055 23.61

Asia Japan Sojo University, Kumamoto
[19]

6.223 3.116 49.93

Europe Spain Graduate School of
Management, Barcelona [20]

3.138 1.813 42.22

Europe UK University of Nottingham [21] 4.174 2.041 51.10

North
America

US UCLA, California [22] 4.600 3.657 20.50

South
America

Argentina Pontifical Catholic University
of Argentina, Buenos Aires

[23]

2.534 1.710 32.52

South
America

Colombia University of Grand
Colombia, Bogot, D.C. [24]

2.341 1.438 38.57

Africa Egypt Oriflame University [25] 5.497 4.288 21.99

Africa South
Africa

Virtual Academy of South
Africa [26]

4.936 2.588 47.57

Australia Australia Australian National
University [27]

4.525 3.559 21.35

Australia Australia Monash University [28] 4.947 4.141 16.29

From Table 5 it is concluded that there is a reduction of 16% to 51% de-
pending on the geographical location of Moodle server, if the resolved
hostname for a web page is found in DNS cache.
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Another experiment was carried out on the same client to compare the per-
formance of Moodle by changing the number of DNS cache entries, DNS cache
expiration period and HTTP keep alive timeout for Mozilla Firefox 21.0 browser.
The following three scenarios were tested for 100 iterations of Moodle’s login page
of Moodle websites of six universities situated in six continents of the world using
iMacros 9.0 Firefox extension [29] and HttpFox addon for Firefox [30].

Scenario 1 (S1):

DNS Cache Entries = 20

DNS Cache Expiration Period = 60 seconds

HTTP Keep Alive Timeout = 115 seconds

Scenario 2 (S2):

DNS Cache Entries = 512

DNS Cache Expiration Period = 3600 seconds

HTTP Keep Alive Timeout = 115 seconds

Scenario 3 (S3):

DNS Cache Entries = 512

DNS Cache Expiration Period = 3600 seconds

HTTP Keep Alive Timeout = 0 second

Table 6. Average user response time (s) for 1 user, 100 iterations for above Scenarios

Continent University Response
time for

S1

Response
time for

S2

Difference
(s) between
S1 & S2

Response
time for

S3

Difference(s)
between S2

& S3

North
America

UCLA, USA
[22]

173.984 169.284 4.7 178.69 9.406

Asia IIT, Madras,
India [17]

108.93 105.677 3.253 110.548 4.871

Australia Australian
National

University [27]

347.361 344.961 2.400 354.336 9.375

Africa Oriflame
University,
Egypt [25]

244.035 240.246 3.789 256.08 15.834

Europe University of
Nottingham,

UK [21]

153.71 150.213 3.497 156.76 6.547

South
America

University of
Grand

Colombia,
Colombia [23]

142.241 135.908 6.333 146.763 10.855
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From Table 6, it is observed that the end user response time is minimum
under Scenario 2. Hence, it can be concluded that the performance of a web
application can be enhanced by reducing DNS Lookups, which was achieved by:

– Increasing the number of DNS cache entries,

– Increasing DNS expiration period, and

– Using a Network that supports HTTP keep-alive mechanism

5.3 Gzip Components

Gzip compression of web pages can significantly minimize the latency introduced
due to transfer of the web page files from web server to client’s browser. Starting
with HTTP/1.1, web clients indicate support for compression with the Accept-
Encoding header in the HTTP request [4].

Accept-Encoding: gzip, deflate

After the web server sees this header, it compresses the response using one of the
methods listed by the client. The web server uses the Content-Encoding header
in the response to inform the client about the compressed response [4].

Content-Encoding: gzip

An experiment was performed on the client mentioned in section 5.2 for Moodle
installed on the machine with specifications as mentioned in section 4 using Web
Developer Extension for Mozilla Firefox 21.0 [31].

It is observed that Gzip compression reduces the response size by 75%-77%.

Table 7. Response Size of Moodle pages with and without compression of components

Moodle Page No. of Files
Requested

Response Size
without

Compression(KB)

Response size
with Com-

pression(KB)

Reduction
in Response
Size (%)

Index 42 926 215 76.78

Login 13 597 138 76.88

View Course 42 804 187 76.74

View Forum
(with 1 post)

41 802 187 76.68

View Blog
(with 10 posts)

35 889 218 75.48

View Calendar 42 861 207 75.96

View Participants
(20 per page)

40 806 188 76.67

1 page quiz with
5 questions

49 847 198 76.62

View Assignments 43 804 187 76.74
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5.4 Optimize AJAX

AJAX (Asynchronous JavaScript and XML) is a collection of technologies, pri-
marily JavaScript, CSS, DOM and asynchronous data retreival which is used to
exchange data with a server, and update parts of a web page - without reload-
ing the whole page. Though AJAX allows the server to provide instantaneous
feedback to the user, it does not guarantee that the user won’t have to wait for
the asynchronous JavaScript and XML responses. The performance of the web
application can be improved by optimizing the AJAX requests. The techniques
mentioned in section 5.1, 5.2 and 5.3 are collectively used to optimize the ajax
components of Moodle.

The AJAX components are made cacheable by modifying the expires header
which is defined in OutputRenderers.php file located in lib directory of main
Moodle directory. An experiment was performed on the client mentioned in
section 5.2 for Moodle installed on the machine with specifications as mentioned
in section 4 using Firebug Extension 1.11.4 for Mozilla Firefox 21.0 [32].

Modifications made to expires header in OutputRenderers.php file

Default:

@header(’Expires: Sun, 28 Dec 1997 09:32:45 GMT’); Line 3345

Modified:

@header(’Expires: Sun, 28 Dec 2020 09:32:45 GMT’); Line 3345

There is a reduction of an average of 23.54% in user response time after
optimizing the AJAX components.

Table 8. Average User Response Time (s) before and after optimizing AJAX

Activity Response Time
before optimizing

AJAX(s)

Response Time
after

optimizing
AJAX(s)

Reduction in
Response
Time(%)

Drag and Drop
Sections

309 227 26.54

Drag and Drop
Activities

2.17 1.62 25.35

Drag and Drop
Files

201 175 12.94

Drag and Drop
Blocks

440 354 19.55

AJAX Chat
Box

36 24 33.33

Average 23.54
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6 Conclusion

In this presented paper, six methods to optimize web applications have been
analysed and tested for Moodle LMS. These methods can be further used to
optimize other essential web applications including webmail, online retail sales,
online auctions, wikis and e-learning. It is observed that Moodle shows faster
response time under heavy traffic, if it is loaded on a solid state disk. This
technique can be used to scale high traffic web applications.

The caching mechanism can be used by the client’s browser to optimize the
front-end operations that can reduce the end-user response time by up to 80%.
This mechanism can be used for content that changes infrequently, that is, ap-
plication’s static assets like graphics, style sheets and scripts. In addition to
application’s static assets, DNS resolutions can be cached by client’s browser
and can reduce the end-user response time by up to 50%.

The six web optimization techniques discussed in this paper were successfully
tested for the Moodle LMS which showed a maximum reduction of 98% in av-
erage user response time by using the hardware optimization technique used in
(Section 3). These best practices can be further applied to a novel or existing
web application to improve its performance by reducing end user response time
and thereby increasing the number of concurrent users and throughput.

Acknowledgement. The author would like to thank the members of Depart-
ment of Computer Science, Indian Institute of Technology, Bombay, India for
their kind support and encouragement.
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Abstract. A single-page application is a web application which is retrieved 
with a single page load, and has become popular recently. In such web applica-
tions, real-time interaction is offered by long polling of HTML requests, typi-
cally the Comet model. However, such communication between a client and a 
server is inefficient because of the TCP handshake and HTTP header overhead. 
In order to improve this kind of inefficiency, WebSocket is proposed as a web 
technology providing full-duplex communications between web browsers and 
servers. In this paper, we design and implement a load balancer suitable for 
Web applications using the WebSocket protocol, which enables us to get im-
proved performance with respect to simultaneous connectability. Usually, load 
balancers handle TCP packets in the transport layer, or L4, of the network. Our 
load balancer is designed as a relay in the application layer, or L7, in order to 
provide a finer distribution of the network load. We implement the load balanc-
er on an event-driven web application framework, Node.js. We evaluate the  
implementation of efficiency of the load balancer. 

1 Introduction 

1.1 Load Balancing in Networking 

Load balancing [2,4] is a computer networking method to distribute workload across 
multiple computing resources, typically, computer servers, in order to maximize 
throughput and minimize response time. Recently, several kinds of load balancers 
have been proposed, and they can be divided into two groups: L4 load balancers and 
L7 load balancers. L4 and L7 means network layers in the OSI model (Table 1). 

Table 1. OSI Model 

Layer Example 
L7 Application layer HTTP, FTP, DHCP 
L6 Presentation layer MIME 
L5 Session layer TLS/SSL, NetBIOS, PPTP 
L4 Transport layer TCP, UDP 
L3 Network layer IP, ARP, ICMP 
L2 Data link layer PPP 
L1 Physical layer IEEE 802.11, USB, Bluetooth 
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1.3 Purpose of This Paper 

In WebSocket communication, a client gets data on a web page, including an HTML 
description and JavaScript codes, and then establishes a connection with a WebSocket 
server in execution of the JavaScript codes. If the HTTP server and the WebSocket 
server are installed on different machines, an L4 load balancer cannot distinguish the 
HTTP request packets from the WebSocket packets, and consequently, the load ba-
lancer cannot distribute the servers' loads appropriately. We therefore deduce that L4 
load balancing is necessary for WebSocket communication. 

Unfortunately, the WebSocket protocol was recently standardized and L7 load ba-
lancing has not yet been well studied. In this paper, we propose L7 load balancing, 
ready for the WebSocket protocol. 

2 Design of Our Load Balance 

The WebSocket protocol keeps a full duplex connection as long as necessary; on  
both the client-side and server-side, the connection should be held. As a result,  
many connections can be simultaneously handled by the L7 load balancer. Its  
performance must be proportionally scaled up with respect to the number of simulta-
neous connections. There are two options for scheduling for simultaneous HTTP 
communication: 

─ Multi-thread based style  
─ Event-driven style. 

It has been a debatable topic which option has better performance when there are a 
large number of simultaneous connections. Ousterhout [7] showed the superiority of 
the event-driven style over the multi-thread style in 1996. In 2003, Rob von Behren et 
al.[1] supported the primacy of the multi-thread style over the event-driven style, 
improving a multi-thread library. In 2007, Pariag [8] argued that the event-driven 
style is superior to the multi-thread style, improving implementations of both the 
styles. According to the research [7,8], we can summarize the feature of the event-
driven style as follows. 

─ Though we should be careful about synchronization and locks in the multi-thread 
based style, such care is not necessary in the event-driven style because a program 
in the event-driven style is executed in a single thread. 

─ We can expect high performance improvement by reducing blocking I/O. 
─ Though each program written in the event-driven style is executed in a single 

thread, multi-processing makes full use of a multi-core CPU's performance. 

Since our purpose is improvement of performance under numerous simultaneous 
connections, we adopt the event-driven style. 
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In 2, the HTTP schedule module chooses an HTTP server from a set of active  
HTTP servers whose validity is verified by the Server Health Checker. The HTTP 
schedule module chooses an HTTP server based on the round-robin scheduling  
algorithm [10]. 

WebSocket Load Balancing. A connection between the load balancer and Web-
Socket servers is established in the following procedure: 

1. The load balancer receives a WebSocket request. 
2. An object called a session object, which controls the connection between the client 

and a WebSocket server, is generated. 
3. The dispatch module, which is explained below, chooses a WebSocket server from 

the server pool. If a WebSocket server is not available, the load balancer refuses 
the request for a WebSocket connection from the client. 

4. The load balancer makes a connection with the selected WebSocket server. If the 
connection is not established successfully, the connection request is refused. 

5. Once the connection is established, it is registered in the session object. The load 
balancer sends back an acknowledgment of the connection request to the client  
and registers the connection between the load balancer and the client to the session 
object. 

The dispatch module selects a group of WebSocket servers from the server pool for 
each WebSocket connection request from the server. Its selection policy is given in 
the two kinds of style: one is based on path names and other on sub-protocols. For 
example, let us assume that there are two groups of servers: Group 1 is assigned to 
“chat” and Group 2 to “file”. If the path name of the connection request is “/chat/3”, 
then the connection request is distributed to Group 1 because the path name contains 
the substring “/chat”. After the dispatch module selects a WebSocket servers' group, a 
WebSocket schedule module chooses a server from the group. The schedule module 
chooses a server from the servers' group based on the minimum connection policy by 
which it selects a server with the minimum number of connections. 

Server Health Checking. Server Health Checking in our system is implemented in 
the following two parts: a server health checker process and a server-health-checker 
controller in the load balancer process (see Fig. 4.). 

The server health checker process communicates with the WebSocket servers and 
checks their condition. The information on the condition of the WebSocket servers is 
passed to the server-health-checker controller. The controller manages the informa-
tion in order to select an appropriate server from the servers' pool. The reasons the 
server health checker process is separated from the load balancer process are: 

─ the load of the load balancer process should be reduced  
─ the servers' condition should be collectively managed if several load balancer 

processes are conducted simultaneously. 
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Relaying WebSocket Packets. The load balancer process relays the WebSocket 
packets from the clients without analyzing the contents of the sockets, except of a 
closing frame. The WebSocket handshake has the closing handshake, which is pro-
vided since the TCP closing handshake (FIN/ACK) is not always reliable end-to-end, 
especially in the presence of intercepting proxies and other intermediaries [11]. 

If the load balancer process receives a closing frame from a client, then the load 
balancer process sends the closing frame to the WebSocket server. If the load balanc-
er process receives a closing frame from the WebSocket server, then it sends a closing 
frame back to the client and disconnects the TCP connections between the WebSocket 
server and the client. 

3 Evaluation 

We conducted an experiment in the machine environment which consisted of four 
machines as servers and load balancers, and one machine for a client. The specifica-
tions of the two kinds of machines were as follows. 

Table 2. Specification of machines used in the evaluation 

Servers and Load Balancers  Clients 
OS Ubuntu 10.04 LTS (32bit) OS Ubuntu 11.10 (32bit) 
CPU Intel Core 2 Duo 2.4 GHz CPU Intel Core i7-3930K 
Memory 4GB Memory 8GB 
HDD 500GB HDD 1TB 
 
Ideally, we should evaluate our load balance based on actual traffic load. However, 

the WebSocket protocol is comparatively new, and accordingly, efficient number of 
experiences is not known yet. Therefore, we evaluate the load balancer in a simple 
communication setting.  

In our experiment, we assumed that the Web server makes an echo: if the server 
receives a string from a client, then it returns the string to the client. 

We conducted an experiment in order to investigate throughput for several confi-
guration of servers in Fig. 7.  

─ Line “s1” in Fig. 7 represents the variation in the number of connections using one 
server. We know that the CPU resources are exhausted at around 5,000 connec-
tions, and around 5,000 requests can be processed per second. 

─  Line “lb-s2” in Fig. 7 is the result for an experiment using two servers. In this 
case, we know that around 10,000 connections are handled. 

─ Line “lb-s3” in Fig. 7 is the result for an experiment using three servers. In this 
case, we know that only 14,000 connections are handled. We know this because 
the capacity of the load balancer exceeds that of the servers. 
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Fig. 4. Establishing Connection between Load Balancer and WebSocket Servers 
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Fig. 7. Response Time Rate for Number of Connections 

Line “lb-s2” (“lb-s3”) is the case in which load is distributed to two servers (three 
servers respectively) using the load balancer. We know that the use of the load ba-
lancer eases the bottleneck. The slope of the line s1 for more than 6000 connections is 
23.7%. The slope of the line lb-s2 for more than 12000 connections is 11.7¥%.  
The latter is half of the former, which is considered the result of load balancing by 
double servers. 

However, if the number of connections is less than 5000, the load balancing is not 
as effective as is the case with more than 6000 connections, which is because the 
handling cost of multiple servers is comparatively higher than the processing load of 
each server. 

4 Conclusion 

In this paper, we designed an L7 load balancer for WebSocket communication, which 
distributes processing loads to back-end servers appropriately based on information of 
WebSocket packets. We implemented the load balancer on an event-driven web ap-
plication framework, Node.js, and evaluated the increase in efficiency of the load 
balancer.  

There are many issues to be solved. One of the most important is further evaluation 
of the design of the load balancer. We experimented with the load balancer using only 
three back-end servers. In practical situations, we should carry out experiments with 
many more back-end servers. We chose event-driven scheduling rather than multi-
threading, which should be compared through experimental performance evaluation.  
Besides the evaluation, we also considered introducing redundancy into our load ba-
lancer, since such redundancy does not exist at present. 
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Abstract. Radio Frequency Identification (RFID) technology can be used in 
different areas such as in occupational safety and health. This article discusses 
the development of the RFID technology and its legal implications in the con-
text of the Italian law. This is one of the most advanced European Union law 
when legal framework for RFID systems is considered. The paper will also face 
the important problem of the workplaces security. When implementing certain 
types of systems the workplaces security can be a critical issue to be addressed. 
In these systems the workplace security laws can affect the RFID legal frame-
work application. Provisions of data protection can be weakened in order to ful-
ly apply workplace security laws. The article will conclude with useful legal 
guidelines that must be followed when implementing an RFID system for appli-
cations with workplaces security issues. 

Keywords: RFID, privacy, security, workplace, data protection. 

1 Introduction  

The term RFID denotes any RF device that is used to identify an object or a person. 
An RFID system consists of as tag, a reader and a computer to which the reader is 
connected. An RFID tag is small wireless device. It is generally connected to an an-
tenna. The appearance is that of a small sticker which can vary in size. An RFID tag 
can communicate data in response to requests from an RFID reader. This usually 
consists of antennae and electronic circuit. There are different versions of RFID read-
ers some with separated antennae and circuit while some have these components inte-
grated. Computers can have very small dimensions and usually is a build-in part of 
RFID reader. 

The use of RFIDs is continuously increasing and today RFID market is $6.37 mil-
lion with a total amount of 2.93 billion tags sold. RFIDs are increasingly used in ap-
plications demanding high security and safety such as transit, healthcare, banking, 
smart houses, smart environment [1], works of art authentication, passports [2]. Thus 
it is very important to understand the use of the RFID technology and its legal impli-
cations in the context of laws after subject. 

This paper investigates the use of RFID systems in the context of the Italian law 
where privacy is ensured by the Data Protection directive, transposed by the Italian 
Code (legislative decree no. 196/2003) while security by the Workers’ Statute (law 
no. 300/1970). Although the use of RFID systems for monitoring, identifying and 
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tracking employees is not permitted exceptions are allowed. For instance when the 
system is shown to be objectively necessary and required for the company strategy 
monitoring of workers can be performed. This requires the agreement between the 
company and various institutional bodies. Monitoring can be also allowed when this 
is necessary for the heath and safety of the workers. 

This papers analyzing the difficult matters of deciding when RFID systems that 
monitor the employee activities are allowed. 

2 Remote Control of Employees’ Activity : Italian Cases 

The first paragraph of the article 4 of the Italian law no. 300/1970 (henceforth the 
Workers’ Statute) prohibits the installation of audio-visual and other equipment that 
can be used in order to remotely control the activities of employees [3]. Although this 
paragraph seems to forbid the use of any monitoring technology, the second para-
graph of the same law allows the monitoring of employees in the following two cases:  

1. The company requires a system that is proven to be necessary for its strategy and 
for production purposes; 

2. The company requires the monitoring for workplaces security. Even if the system 
has a side effect of monitoring the workers this is allowed. 

This law is completed by a ministerial report. This specifies that a company can 
use monitoring technology for organization and production purposes when the “hu-
man dignity” is not affected [4]. The legislative decree no. 196/2003 (hereinafter the 
Privacy Code) must also be considered. It adds to the article 4 the concept of privacy 
protection. Thus when building an RFID system we need to comply with both Work-
ers’ Statute and the Privacy Code.  

When monitoring of employees is legal the second paragraph of the article 4 states 
that the company must reach an agreement with its internal trade unions. In the case 
there is no trade union the company must reach an agreement with the internal com-
mittee of employees. If the agreement with the trade union and committee of workers 
is not achieved or these bodies do not exist the company must request the possibility 
of monitoring the workers to the “Inspettorato del lavoro” (Labour Office of Prov-
ince). The article 4 of the Workers’ Statute tells specifically about worker’s activity. 
For instance, this includes the working time and the pause time that is the time be-
tween entering and leaving the work place. In contrast, to stress the different concept, 
the article 3 talks about employment that is only the working activity. It does not in-
clude activities such as coffee time and lunchtime. 

The article 4 also states that “other equipment” cannot be used in order to monitor 
employees’ activity. The term “other equipment” is so general that can include poten-
tially any kind of technology in order to keep the law up to date with any technologi-
cal advance. Generally speaking “other equipment” could include any systems for 
workstation security. It is therefore necessary that any equipment (that is not exclu-
sively designed to monitor workers’ activity) must perform a careful balancing be-
tween the workers’ dignity and occupational safety and health in the workplaces. 
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With respect to the use of the monitoring technologies there are different doctrines. 
One is in favor of the use of monitoring technology as long as it does not violate the 
article 4, paragraph 2 of Workers’ Statute [5]. A different doctrine is against any use 
of such devices [6] while another perhaps, with a more liberal spirit, states that moni-
toring systems can be always used when they are crucial for the organization needs. 
More precisely, the company should not ask the permission of any committee [7]. For 
instance, nowadays PCs have become essential for the organization needs, thus the 
article 4 should be not applied [8]. 

Currently we are moving into the direction of so-called “defensive controls”. These 
are monitoring controls performed after some events have happened inside the com-
pany. The Italian Supreme Court has established that there are not absolute defensive 
controls. In other words, whether or not there is the need of absolute controls must be 
assessed in each single case depending on the monitoring purposes. The Italian Su-
preme Court mentioned some examples of defensive controls in the Cass. 3 April 
2002, n. 4746: “certainly allowed outside the scope of the application of the rule on 
direct controls to detect illegal conduct (access to restricted areas such as illegal con-
duct) of the employee (so-called defensive controls) such as, for example, access 
control systems to restricted areas or, indeed, the apparatus to detect unwarranted 
calls.”. 

3 Occupational Safety and Health 

The key figures concerned with occupational safety and health are the following ones, 
according to Italian legislative decree no. 81/2008 (hereinafter TUSL). They are listed 
in a top-down way considering also their active role. 

─ Employer: he is the person who signed the employment contract. Otherwise he can 
be the person who has the responsibility of his own organization or each single 
production unit because he can exercise decision-making powers. More precisely, 
he can manage the employees. Furthermore, three sub-definitions of employer can 
be listed. The employer can be: 
• the person who formally signs employment contract, as specified by the article 

2082 of the Italian civil code; 
• the employer’s delegate, who is delegated by the employer for some company 

functions; 
• the employer de facto, who in practice has decision-making powers. 
Therefore is possible that in a company there are more than one employer. For in-
stance if we consider several production units, owned by the same property, we 
will have a different employers (responsible for each single unit) even if, formally, 
there is a sole company chief.  

The employer must prepare the risk assessment and police document that  
identifies the hazards and the control measures to safeguard employees’ security 
and health. Moreover, the employer has to attend to the implementation of this 
document. 
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─ Manager: he is the person who, for his professional and power skills, have to put in 
practice the employer’s directives for organizing and supervising the employees’ 
activity. More precisely, the manager is independently of any delegation (which 
may be or not) and he uses to play an active role in the company management, in-
cluded the management of issues related to occupational safety and health. It is not 
necessary an employment contract (with this position) to qualify a person as a 
manager, but it is sufficient a “simply” situation in which this person puts in prac-
tice crucial decisions for the company. In this way there are similar skills and simi-
lar responsibilities with employer. 

─ Individual in charge: he is a person who has to supervise the work activity and 
ensure the implementation of the directives received. More precisely, he checks the 
correct employment performance by workers and he also exercises some manage-
ment functions for his professional competence and within the limit of his func-
tional hierarchy. Therefore, the individual in charge, according to the definition 
provided by TUSL, has an intermediate function: the junction between managers 
and employees. Indeed, the individual in charge, as the manager, is directly respon-
sible for the failure of risk assessment and police implementation. However, in ab-
sence of any express delegation with full powers and decision-making autonomy, 
the individual in charge can never obtain obligations and responsibilities as the 
employer (or manager). 

─ Employee: he is a person who does a specified type of work, regardless of his em-
ployment contract, in a private or public organization, with or without salary, also 
in order to learn a craft, an art or a profession excluding domestic and family ser-
vices. In this category, regarding occupational safety and health as provided by 
TUSL, we have to list also: 
• worker-members of a cooperative or corporation;  
• associate members;  
• beneficiaries for job training or guidance;  
• students from education institutions and universities;  
• participants in training courses in which they use chemical, physical and biolog-

ical laboratories or equipment. This qualification is limited for all the training 
period;  

• volunteers. 
─ Responsible for occupational safety and health: he is a person, with specific  

professional skills, defined by the article 32 of TUSL. He is nominated by the em-
ployer, from whom depends, to coordinate the entire process of a company for  
occupational safety and health. 

Defined those key figures, we can say that the entire topic of occupational safety 
and health determines not only rights and duties, but also helps to identify a unique 
group where all company key-figures (above-mentioned) are co-responsible in order 
to achieve the highest quality standards. 

Obviously there are also dangerous jobs where the hazards cannot be eliminated 
from the beginning. In this case those hazards can and should be limited, for example, 
minimizing the number of workers involved in specified operations or some preventa-
tive measures can be improved to guarantee hygiene in specific locations using  
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appropriate equipment (a first aid stations or an acoustic system of warning, for in-
stance). It means that there is a reasonableness limit which cannot be exceeded be-
cause, eliminating from the beginning some hazards, we would get the impossibility 
of execution of some job performances.  

This leads us to understand how the worker’s security, in the Italian legal system, 
is not itself an absolute value but it is a preeminent value compared to other constitu-
tional values. The only absolute value, in this case, is that all the people are equal and 
they had to be protected with the same approach. More precisely, the occupational 
safety and health topic must be compared with other constitution principles. For in-
stance, in our Constitutional fundamental charter we find principles of full develop-
ment of the individual, free choice of employment, freedom of movement, freedom of 
information and protection of public order [9].  

In this delicate topic the main tendency, also at supranational level, is to level up 
the best practices necessary to increase occupational safety and health: so it is defi-
nitely acceptable the implementation of quality standards, which are useful to limit 
hazards, through the use of RFID technology. For these reasons, in compliance to the 
balance of above-mentioned principles and to the importance of workers’ safety, it is 
acceptable a “voluntary” standardization upwards (for instance we could find a pre-
cious allied in the international bodies for certification of processes and/or products, 
such as ISO standards). 

4 In Depth with “Defensive Controls” 

The idea of defensive controls has been developed by Italian courts and also positive-
ly appreciated by Italian doctrine. This definition allows to overcome an interpretative 
obstacle and permits the introduction of devices suitable for workers’ monitoring but 
only if these devices are installed to suppress unlawful conducts. Indeed, the idea of 
defensive controls has led to the development of polyvalent protection both for the 
employer and employee when the unlawful conduct must be avoided. Without a 
doubt, the same idea is not oriented to censor or to cancel any workers’ guarantee of 
dignity and privacy. More precisely, it is necessary to speak about a process ruled by 
the “information idea” where the employee takes part to the employer’s decision. In 
this way the contribution of trade unions becomes fundamental: therefore we are com-
ing back to the provision of the article 4 of the Workers’ Statute where the trade un-
ions’ role is active [10]. 

To understand how Italian courts are interpreting the defensive control, it is neces-
sary to quote a recent decision of the Italian Supreme Court. The court has ruled that a 
layoff decided by the control of some employee’s e-mail can be considered legal, 
respecting the article 4 of Workers’ Statue. The same court, based on uncontested 
fact, has however ruled that “the employer has implemented ex post controls, after the 
unlawful conduct of his employee, because he had uncovered evidence to recommend 
the notification of a job complaining. […] In this case the employer has used some 
control activities over ICT network. This conduct is not the direct monitoring of the 
execution of the employment performance […]. The so-called defensive control, in 
other words, was not about the correct fulfillment of the obligations raised from the 
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employment contract, but it was oriented to ascertain the employee’s conduct that put 
in danger the same image of the company.” (Cass. 23 February 2012, n. 2722). 

At this point it is clear how many difficulties are arising from this topic: these un-
certainties, for this part only connected to occupational safety and health, make very 
difficult, if not impossible, to determine when there are crossed the border of defen-
sive controls. The employer’s conduct must be controlled always with the support of 
trade unions and, specifically, in compliance with article 4, paragraph 2, of Workers’ 
Statute. 

5 New Technologies, Privacy and Controls 

The “information idea” and the collaboration between employer and employee are 
becoming the central themes. We have seen how it is important the application of 
Workers’ Statue and, in this paragraph, we are facing how the privacy legal frame-
work can be useful to add defenses for personal data processing of employees. It is 
strictly connected to the paper topic because the development of any system (in this 
papaer is about RFID, but it could be also an NFC system), necessary to improve 
occupational safety and health, has to respect the data protection legal framework. In 
Italy, to adopt both European Union’s directives 95/46/CE and 2002/58/CE, there is 
the legislative decree no. 193/2003 (hereafter Privacy Code). 

Indeed the processing of personal data, also in workplaces, must necessary consid-
er the provisions contained in the Italian Privacy Code. The relations between Privacy 
Code and Workers’ Statute are very closed. More precisely, the Title VIII - Labour 
and Social Security (of Privacy Code), clears the field from any doubts when, both in 
the articles 113 and 114, refers to provisions of the articles 8 and 4 of law no. 
300/1970 (Workers’ Statute) [11]. 

Moreover we have to consider the most important decisions ruled by Italian courts 
and by the Italian privacy guarantor. The evolution of technologies, applied for occu-
pational safety and health, has been constantly increased during last years. For this 
reason it is important to underline some decisions that have been pointed out the at-
tention to RFID systems. It was a step-by-step way towards the RFID technologies, in 
fact the early decision never mentioned this kind of technology. However, these deci-
sions are fundamental to stress the basic principle that must be followed. 

For instance, connected to telephone line monitoring, the Italian Supreme Court 
(Cass. 3 April 2002, n. 4746) analyzed what was really the object of control. Indeed, 
if the object of control is the workers’ activities it will apply the article 4 of the Sta-
tute (so we have the option specified by the article 4, paragraph 2, of Workers’ Sta-
tute). On the other hand if the control is oriented to determine an unlawful use of 
working objects (so the employer is not monitoring the workers’ activity), the article 
4 will not apply and this system can be installed and used without any permission. 
The court specifies that: 

─ the control cannot be extended to the call content; 
─ the last three digits must be obscured; 
─ there must be an adequate privacy policy. 
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In sum, the criteria of proportionality (and adequacy), purpose, necessity and legal-
ity, that are the cornerstones of the entire Italian Privacy Code and European data 
protection legal framework, must always kept in mind. 

The Italian privacy guarantor ruled with several acts (we cannot talk about sen-
tences because the Italian privacy guarantor is an administrative authority but its deci-
sions are anyway binding) about the data treatment combined with the evolution of 
technology related to the topic addressed in this paper. One relevant case was about a 
control system implemented by a roofing cement industry. The company management 
used this system, based on fingerprints detection, in order to calculate salaries. When 
the Italian privacy authority was invested by the case he ruled against the use of this 
system. More precisely, the guarantor stated doubts about the system security (it 
seemed vulnerable by data breaches) and he detected that the privacy policy was total-
ly inadequate (one more time there is the “information idea”). Furthermore the author-
ity ruled that the data treatment was certainly disproportionate and unnecessary in 
respect to the purpose. Indeed, in order to calculate the employees’ salary should have 
been used a “simple” magnetic badge, without processing and archiving biometric 
data such as fingerprints [12]. 

In another case, also connected with biometrics issues, the Italian guarantor ruled 
in favor of using fingerprints accesses system implemented by a milling industry 
(processing of grain). In this circumstance the fingerprints was “detected and con-
verted into a template encrypted smart card” and the card was in the exclusive availa-
bility of the single employee. Moreover the worker had to put the smart card into a 
card reader and his finger on a specific reader: the association of the two codes would 
open the plant doors. The Italian guarantor considered the data treatment technologi-
cally appropriate, proportionate and necessary as well. More precisely, the aim was to 
regulate the access to particular plant areas and only authorized personal could be 
admitted [13].  

Following the same basic principles there is the general act of Italian guarantor en-
titled “Guidelines for the data treatment of private employee”. This is not a case based 
act, but it is a general document that systematically regulate every given topic: indeed, 
the biometric data processing require that all fingerprints, once translated in a mathe-
matical model and putted over a smart card, shall be deleted after 7 days (automatic 
deletion must be provided to avoid oversights by staff). This document confirms what 
the guarantor ruled with above-mentioned pronounces based on explicit cases and he 
adds also a specific prevision about data retention. This is a one more millstone that 
show the importance of personal data processing related to technology evolution. 

In addiction, there is another recent decision of the Italian privacy guarantor (dated 
4 October 2011) regarding vehicle tracking systems implemented by a logistic com-
pany. Also this decision is very important because of its several obiter dicta that are 
able to underline some principles applicable to all types of personal data processing in 
workplaces with the presence of new technologies. Indeed, the Italian guarantor 
makes explicit reference to the balancing of interests (an principles) involved. Talking 
about localization of vehicles with GPS systems, in order to admit this type of moni-
toring system, the Italian authority, in section 2.3, ruled positively about its installa-
tion. He stated that if the employer (both private and public) follows the guarantees 
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provided by the article 4, paragraph 2, law no. 300/1970 (Workers’ Statute), the GPS 
monitoring system can be installed. In this case the management of his company, the 
topic of occupational safety and health and the trade union’s involvement are all well 
balanced to make lawful this personal data processing and the installation of this  
system. Furthermore, specifies the authority, it is not necessary neither the workers’ 
consent. 

In conclusion, even if there are not specific pronounces or law about RFID tech-
nology, we can disclose that also an RFID system can be lawful installed especially in 
relation to improve the occupational safety and health. However the employer has to 
respect the basic principles listed above and the others, more detailed, showed below. 

6 “Smart Labels” (RFID): The Italian Privacy Guarantor 
Established the Warranties for Their Use  

There is a not recent document of the Italian privacy guarantor strictly related  
to RFID technology: it is a guideline useful to improve an efficient management  
of a retail distribution. It seems to be, for these reasons, far from occupational safety 
and health topic, but the Italian authority is also focused on the basic principles of 
personal data processing: in this way, even if there are different aims, we can affirm 
that the results are the same [14]. This document, in sum, states that the use of  
RFID system (but we could say any kind of technology) become relevant according to 
the data protection law when third parties’ personal data are in. In fact, if smart labels 
are connect to some goods there will not be any issues, but when there are some per-
sonal data processes the data controller has to follow all the provisions up to know 
identified [15].  

According to these guidelines, the employer has to start from the cornerstones of 
the data protection law when he needs to install an RFID system useful to process 
personal data of his employees. For this reason it is important also in relation to all the 
RFID systems suitable to improve workplaces security. The Italian authority lists 
these principles: 

─ principle of necessity (article 3 of Italian Privacy Code): RFID systems have be 
configured in order to avoid the use of personal data. These system have not to 
identify people (personal data subjects) unless it is strictly necessary for the pur-
pose; 

─ principle of legality (article 11, paragraph 1, lett. a), of Italian Privacy Code): per-
sonal data processing is permitted only in compliance with privacy law. More pre-
cisely, the data controller always needs the privacy policy and, when required, the 
data subject consent. Furthermore, a specific notification, for very delicate data 
processing, has to be notified to the Italian privacy guarantor; 

─ principle of purpose and quality of personal data (art. 11, paragraph 1, lett. b), c), 
d) e e), of Italian Privacy Code): the controller may process personal data only for 
one or more specified and lawful purposes. Personal data must also be archived on-
ly for the time strictly necessary for these purposes. Moreover, personal data 
should also be relevant, accurate, not excessive and updated as well; 
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─ principle of proportionality (art. 11, paragraph 1, lett. d) of Italian Privacy Code): 
personal data processing have not to be disproportionate according to the specified 
and lawful purpose. 

In relation to the point no. 3 the employees’ consent it is not required. In fact, the 
use of RFID system has to be considered as a measure included into the employment 
contract and for this reason it benefits of the exemption provided by the article 24, 
paragraph 1, lett. b) of the Italian Privacy Code. Furthermore, the employees’ consent 
it is not necessary in according to the exemption of the article 24, paragraph 1, lett. a) 
of the Italian Privacy Code. Indeed, the personal data processing takes place to im-
prove the legal obligation provided by the Legislative Decree no. 81/2008 (TUSL) 
and strictly related to occupational safety and health issues [16]. 

7 Data Retention 

Defined the legal framework that must be followed to install an RFID system, it is 
necessary to face some issues related to data retention.  

RFID systems need the archiving of personal data generated by tags records. For 
this reason the above-mentioned principle of proportionality becomes one more time 
the key point. Indeed, the temporary storage must be proportionate to one or more 
specific and lawful purposes decided by the employer. In fact, the data retention have 
to be limited for twenty-four hours subsequent to record registration. Only in some 
specific cases it can be provide for a longer term: for instance, in case of holidays or if 
personal data are required by police or judicial authorities. Even a longer data reten-
tion period can be established. This happens in some specific cases that are not listed 
by the law: in this way there is a discretionary fringe, but the Italian privacy guarantor 
recommends to not exceed over a period of seven days [17]. 

In all other cases, longer than a week, in which the employer wish to storage per-
sonal data, he has to notify a request to the Italian guarantor that, verified the security 
requirements of the RFID system, can allow an exception in order to authorize this 
long-lasting limit. 

Nevertheless time limits above-mentioned, the RFID system must be configured in 
order to delete personal data automatically. It is necessary to make personal data un-
readable or unusable and it is necessary also to avoid carelessness of staff that can 
forget to cancel data. 

8 Conclusions 

Personal data, occupational safety and health and Information and Communication 
Technology are strictly connect and RFID systems include the sum of these three main 
topics. All of these are contributing to improve the workplaces security but these are 
also oriented to care about the employees privacy as a fundamental principle (also 
provided by the article 8 of the Charter of Fundamental Rights of the European Union). 
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For this reason, to develop lawfully an RFID system in Italy, it is necessary to be in 
compliance with the Workers’ Statute and with the data protection legal framework. 
To do that the employer has to follow the above-mentioned previsions about workers’ 
activity controls (in accordance with its article 4, paragraph 2). Furthermore, the em-
ployer has to follow more delicate provisions regarding personal data processing. 
More precisely, to develop an RFID system lawfully, the employer has to achieve 
these followings points: 

─ Trade Unions involvement: if there is not any trade union, the employer has to 
involve the internal committee or (following the article 4, paragraph 2, of Workers’ 
Statute) he has to notify a request to the “Inspettorato del lavoro” (Labour Office of 
Province);  

─ Adequate privacy policy given to the employees: it is necessary that the employees 
have knowledge about the RFID system. The article 13 of Italian Privacy Code 
states how the privacy policy has to be drafted by the employer; 

─ Identification of data subject: it is necessary that each RFID tag does not contain 
personal information. The most lawful solution is to give impersonal RFID tags 
containing data which are not strictly related to employees. In this case, the identi-
fication (association tag - employee) has to be able only in another phase: for in-
stance, in case of employees’ illegal conducts, judicial authorities requests, hazards 
and any other law provisions which require employees’ personal identification. 
Moreover, all tags and readers have to be clearly visible and they don’t have to be 
hidden. If it is impossible, or very hardly, to make visible these items (because of 
their size), the employer has to use images to disclosure readers with the purpose 
for which the system is established: the CCTV code of practice can be used as well 
because there are not specific provisions provided by law to disclosure an RFID 
system. Finally, the RFID system cannot constantly monitor the employees’ posi-
tion: for instance, to regulate accesses to some specific workplaces can be used 
“proximity readers”, limiting their activity to entrances; 

─ Data retention: even if the maximum retention period can leap over a week, it is 
advisable the retention will not go beyond this limit; 

─ Security measures: the Italian Privacy Code provides some measures about security 
of personal data processing (articles 31, 33, 34, 35 and Appendix B). In order to 
achieve easily this aim, ISO/IEC 27000-series can be used to draft an efficient se-
curity policy; 

─ Persons in charge of processing personal data: three different persons in charge 
have to be listed, for three different processing areas of personal data, by the em-
ployer: a) the person who can access and process personal data relating to the 
RFID system functions. More precisely, he manages access levels for each imper-
sonal tag, determining which tag is allowed in specific working areas; b) the person 
who can access and use the information only to perform the association tag - em-
ployee; c) the person who can access both types of personal data and he is there-
fore potentially able to associate employees to each entrance crossed during their 
activity. 
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Abstract. We developed two social agents (a virtual human and a humanoid 
robot) with various similar functionalities, interaction modalities, intelligence, 
autonomy etc. and integrated them through a common communication platform 
based on a novel control algorithm to assist  each other in a real-world social 
task (searching for a hidden object).We also studied human’s interactions with 
those social agents and with some other allied agents for that task to benchmark 
the interactions. We developed the standards of the performances as well as the 
performance measurement methods for the agents for the task. We also adopted 
several hypotheses regarding the attributes and performances of the agents for 
their interactions for the task.We evaluated the attributes and performances of 
the robot and the virtual human in their interactions for the task, analyzed them 
and compared them with the standards. The results showed that both the robot 
and the virtual human performed satisfactorily in their social interactions 
though the performances varied slightly.We also found a trade-off between the 
attributes and the performances of the agents. The results will help develop 
intelligent social agents of different realities to assist humans in various real-
world social tasks, or to get the real-world social tasks done in cooperation 
between artificial social agents of different realities.  

Keywords: Virtual human, humanoid robot, social robot, social task, human-
computer interaction, human-robot interaction, benchmarking, system integration. 

1 Introduction  

1.1 Virtual Humans and Social Robots 

The virtual humans are the software generated human-like animated characters. They 
can be enriched with many social functions and attributes for their interactions with 
humans such as they can show human-like actions, motions, gestures, emotions, facial 
expressions, intelligence etc.,communicate and interact with humans, memorize the 
facts and retrieve them according to the dynamic context, and show reasoning and 
decision making abilities about what they perceive etc [1]-[2]. 
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On the other hand, ideally,social robots are human-like robots, they take inspiration 
from humans, are enriched with human-like communication capabilities, capable of 
understanding human’s affective states, expressions, intentions, actions etc., can 
interpret them based on contextual information and act based on situations [3]-[4]. 

1.2 Accomplishing Real-World Tasks by Virtual Humans and Social Robots 

The virtual humans (VHs) are presently used to perform many tasks such as serving 
as the virtual tutor, student or trainee, patient, advertiser etc. They have increasing 
contributions towards the anatomy education, psychotherapy and biomedical research 
[5]-[9]. However, the VHs still could not come beyond the virtual environments. 
Their contributions could be augmented if they could perform real-world social tasks 
for humans or could cooperate with humans to peform the social tasks. However, such 
contributions are still not available. On the other hand, the social robots (SRs) are 
proposed for various social activities and interactions with humans such as therapy for 
abnormal social development, autism etc [10]-[13]. However, their applications in 
accomplishing social tasks in cooperation with humans are still limited. In most cases, 
either they do not look like the human [11], [13], or they look like the human, but 
cannot act like the human [14]-[15], which reduces their social acceptance. 

1.3 Cooperation between Virtual Human and Social Robot in Real-World 
Tasks 

We think that the autonomous SRs and VHs have a lot in common in their objectives 
and performances though there is a difference that the SRs exist physically while  
the VHs are software-based visual agents.We also think that the SRs and the  
VHs may separately cooperate with the humans and also with each other to perform 
the real-world tasks. However, such cooperation is usually not seen. It is true that  
a few initiatives have been taken to stage the cooperation between the VHs and  
the SRs [16]-[17]. However, these attempts are still in the concept design phases, and 
no real characters and the cooperation methods have been proposed to justify  
the initiatives.  

1.4 Performances Evaluation of the Social Agents 

We think that there should have well-defined evaluation methods and standards for 
evaluating and benchmarking the performances of the social agents in their various 
social interactions with each other and with the humans, which might help improve 
their performances as well as their social acceptance and impacts. However, such 
suitable evaluation techniques are still not available.Of course, a few researchers are 
addressing the evaluation and bechmarking of the social agents, but their efforts are 
still limited in scope and applications [18]-[19].  
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1.5 Objective of the Paper 

Hence, the objective of the paper was to present social interactions between a virtual 
human and a social robot for a real-world social task (searching for a hidden object). 
Human’s interactions with some allied agents were also studied to benchmark the 
interactions.  

2 Requirements for the Integration between Social Robot  
and Virtual Human   

The effective integration of the social robot with the virtual human for a specific real-
world task needs to satisfy a set of requirements. The robots need to have attributes for 
social interactions such as interactivity, intelligence, autonomy, perception, bilateral 
communication and interactions, social functions etc. [3]-[4], [10]-[15].Similarly, the 
virtual humans should have intelligent decision technologies, autonomy, interaction 
modalities, personality, natural interactivity etc. [20]-[21]. Kapadia et al. identified several 
key limitations in the existing representation, control, locomotion, multimodal perception 
and authoring of the autonomous virtual humans that must be addressed to stage 
successful interactions between the virtual human and the social robot [22]. Other 
requirements for creating interactive virtual humans for interactions with social robots are 
presented in [23]. Emotion, memory, remembering, recognition etc. for the social robots 
and the virtual humans also seem to be important for their integration for multimodal 
social interactions for many cases [24]-[26]. 

The required interaction modes for the selected task might be vision, audition 
(speech), demonstration, recognition, gesture, locomotion etc. It means that, the social 
agents may need to see and recognize each other, the object and the environment, to 
speak and listen the counterpart for verbal instructions by the agents about the search 
path for the hidden object, to show gesture and understand/recognize the counterpart’s 
gesture that may be used by the agents to demonstrate/understand the search path for 
the hidden object. They may also need to show movements to search for the object 
etc. They need to be enriched with the required technologies, control methods and 
algorithms, interfaces, sensors, common communication platform etc. They should 
also be as human-like in appearances and performances as possible. 

3 Development of the Social Agents 

3.1 The Virtual Human 

We developed a realistic autonomous intelligent 3D virtual human (VH) with a 
western woman face. We used Smartbody  (http://smartbody.ict.usc.edu/) for her 
control and animation. We created the model based on the joints and skeleton  
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requirements of Smartbody and exported it to the software Autodesk Maya 3D 
(http://www.autodesk.com/). We determined the anthropomorphic data (walking 
velocity, joint angles, body dimensions etc.) for the VH by being inspired by that for 
the human. We used Ogre (http://www.ogre3d.org/) for graphical rendering. 

The software package included Application Programming Interfaces (APIs) for 
various functions (actions, emotions, expressions etc.). The VH could be displayed in 
a screen as in Fig.1 (a). The VH was enriched with many social functionalities and 
attributes such as speech (from text to speech), locomotion (walk to a position), 
manipulation, gaze, nonverbal behaviours, facial expressions, emotions, actions, 
communications with human, turn head, look at a position, point at something etc. 

    

                                    (a)                         (b) 

Fig. 1. The intelligent autonomous social agents, (a) the virtual human, (b) the social robot 

3.2 The Social Robot  

We used a NAO robot (http://www.aldebaran-robotics.com/en/) as shown in Fig.1 (b) 
as the social robot (SR). We developed various functions and attributes for the robot 
to make it intelligent, autonomous and social such as stand up, sit down, walk, shake 
hand, wave hand, grab and release object, look at a position, point at something, 
speech (text to speech) etc. Like the VH, it could perceive the environment through 
sensors such as video, audio etc. It could make decision based on some adaptive rules 
and stored information and react by moving, talking or showing internal emotions. 
The software package included the APIs for the functions. 

3.3 Development of Common Communication System for the Social Agents  

Animation of each function for each character was commanded from a common command 
script (client), which was networked with the control server through the I2P (Integrated 
Interaction Platform) Thrift interface. The I2P was our in-house platform, which could be 
used to animate both the SR and the VH using the same command script (client) through 
specifying the character. However, each character had its own APIs for the functions 
called in the client script. The similar functions between the VH and the SR generated 
similar behaviours. Architecture of the common communication scheme for the social 
agents through the I2P is illustrated in Fig.2. 
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Fig. 2. Architecture of the common communication system for the social agents through I2P 

4 Experimental Setup 

As shown in Fig.3, we had three rooms. In Room 1, we put the computers to control 
the SR, the VH and other hardwares. In Room 2, we put 10  rectangular boxes of 
identical dimensions and appearance (black). Five boxes were put randomly on a table 
in the left side of the room, while the remaining  five boxes were put randomly on 
sofas in the right side. An object was hidden in any of the 10 boxes by the 
experimenter. One agent needed assistance (called the assisted agent) from another 
agent (called the assistant agent) to search for the hidden object. Usually, the assisted 
agent stood at point P1, and the assistant agent stood at point P2 (the assistant agents 
who existed physically e.g. social robot) or appeared at the screen (the assistant agents 
who were physically non-existed e.g. virtual human, assistance through video etc.). 
There was a sound system near point P2 and the voice of the assistant agent could be 
played through it. Laptop 2 was used for Skype connection with Laptop 1 if any real 
human served as the assistant agent but he/she did not appear physically, instead 
appeared in the screen through Skype. In addition, kinect cameras were put  
in Room 2, and other devices required for gesture, action and speech recognition  
were put. 
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Fig. 3. Layout diagram of the experimental setup 

5 Experiment Design 

5.1 Experiment Protocols 

We considered eight experiment protocols to evaluate the interactions between 
different social agents for searching for the object (Table 1). In the protocols from 1 
to 6, the human was the assisted agent and received assistance from various assistant 
agents such as another human (protocol #1), voice of another human (protocol #2), 
video with voice of another human (protocol #3), a human appeared through Skype 
(protocol #4), the virtual human (protocol #5), the social robot  (protocol #6) etc. for 
searching for the hidden object. In protocols #7 & 8, the VH and the SR assisted each 
other for searching for the hidden object. We considerd the protocols from 1 to 6 to 
benchmark the interactions between the VH and the SR.  

The VH had human-like functionalities, but it was artificial, screen-based and did not 
appear physically in front of the assisted agent. Similarly, the telepresented Skyped-human 
also did not appear physically in front of the assisted agent, it was screen-based, but it was 
natural. We thought the Skyped-human to be the physically non-appeared real human with 
the highest intelligence and autonomy. Hence, we considered the Skyped-human as the 
standard for the VH. On the other hand, the SR was physically embodied and existed like 
the real human, it had human-like appearance, but it was artificial. The human is the 
physically embodied and physically existed natural agent with the highest intelligence and 
autonomy. Hence, we considered the human as the standard for the SR. Human voice was 
non-embodied. Human video with voice did not physically exist. These two agents were  
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Table 1. The social agents and their interactions (as acronyms) 

Protocol# Assistant agent Assisted agent Interactions 
1 Human (H) Human (H) H-H 
2 Human voice only (Hvoice) Human (H) Hvoice-H 
3 Human video with voice (Hvideo) Human (H) Hvideo-H 
4 Skyped human (SkypedH) Human (H) SkypedH-H 
5 Virtual human (VH) Human (H) VH-H 
6 Social robot (SR) Human (H) SR-H 
7 Virtual human (VH) Social robot (SR) VH-SR 
8 Social robot (SR) Virtual human (VH) SR-VH 

used to measure the effects of sound, vision and physical existance on the agent 
performances. The VH and the SR were both artificial, but they differed in physical 
existance. The two protocols (#7 & 8) were used to understand the social interactions 
between the VH and the SR, which was our primary goal. 

5.2 Subjects  

One hundred forty two (142) human subjects were selected to participate in the 
experiments for different protocols (1 assistant human and 20 assisted humans for 
protocol 1, 1 assistant human appeared through Skype and 20 assisted humans for 
protocol 4, 20 assisted humans for each of the protocol 2, 3, 5 and 6, and 20 human 
subjects to evaluate the VH-SR and SR-VH interactions for protocols 7 & 8). 115 
subjects were male, 27 were female and they were aged between 21 and 35 years. All 
the subjects were right-handed and they reported to be physically and mentally 
healthy with sound functionalities of their eyes and ears.  

5.3 Hypotheses  

We adopted few hypotheses (research questions as well) to justify the interactions 
between the agents. The hypotheses were as the following: (i) whether or not the 
performances of the assistant agents were satisfactory for the task (for protocols#1-8), 
(ii) whether or not there were variations in the performances of the assistant agents for 
the same assisted  agent (protocols#1-6), (iii) especially, between the VH and the SR 
in protocols 5 and 6, whose performances were the better in assisting the human, (iv) 
whose performances were the better when the VH and the SR assisted each other for 
searching for the object (protocols#7 & 8), (v) whether or not the agent attributes 
could affect the agent performances, etc. 

6 The Experiments 

Protocol#1: The assistant agent (human) stood at P2 as in Fig.3 keeping the face 
towards point P1.The experimenter kept the object hidden in any of the 10 boxes (say, 
it was hidden inside box B1) in presence of the assistant agent. Then, the assisted 
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agent stood at P1 keeping his/her face towards P2.Then, the assistant agent instructed 
(once only) the assisted agent how to find the object.The instructions included- 

Speech: the assistant agent told “hello! I will help you find the object. The box 
containing the object is lying on the table. It is not on top of another box. Closest to 
the screen”. 

Gesture, facial expressions, emotions and actions: the assistant agent also turned 
towards the box where the object was hidden, looked at the box, pointed at it with the 
hand, made some facial expressions matching the gesture and actions etc. 

Then, the assisted agent identified the correct box based on the instructions he/she 
received from the assistant agent. He/she moved to the box, pointed it, touched it, 
grabbed it, told “the object is here” and released it. The experimenter then opened the 
box and checked whether or not the object was inside the box. Then, the assisted 
agent subjectively evaluated the attributes and performances of the assistant agent in 
his/her assistance for the assisted agent in searching for the object. The evaluation 
was administered by the experimenter, and was done using a rating scale following a 
set of predefined criteria. The evaluation criteria for the agent attributes were (i) 
anthropomorphism- how human-like the assistant agent was in appearance and 
performances, (ii) embodiments-how embodied or physically existed the assistant 
agent was, (iii) gesture and action-match between gesture and action of the assistant 
agent, (iv) stability-how competent the assistant agent was in avoiding any 
disturbance, noise etc. The performance criteria for the assistant agents were (i) 
cooperation- how cooperative the assistant agent was in assisting the assisted agent, 
(ii) clarity of instructions-how clearly the assisted agent could understand the 
instructions of the assistant agent, (iii) effectiveness-how effective the instructions of 
the assistant agent were for the assisted agent in finding the object, (iv) cognitive 
load- how much cognitive load the assisted agent felt for finding the hidden object, 
the least cognitive load was to be the best, and (v) companionship- whether or not the 
assisted agent desired to establish a social companionship with the assistant agent 
based on the assistance. In the rating scale, (+1) was for the worst and (+5) was for 
the best evaluation for the assistant agent.The experimenter also objectively evaluated 
the peformances of the assistant agent based on two criteria: (i) time-time taken by the 
assisted agent to find the correct box. The performance of the assistant agent would be 
the best if the assisted agent could find the correct box within the least possible time, 
(ii) accuracy-whether or not the assisted agent could find the correct box. 

Then, the assisted agent was replaced by another subject, (but, the assistant agent 
was unchanged) and the whole procedures as described above were repeated for the 
second subject (assisted agent). In this way, 20 subjects separately acted as the 
assisted agent. The subjects, who participated in this protocol, did not participate in 
any other protocols. Figure 4 (a) illustrates the procedures for this protocol. 

Protocol#2: the recorded instructions of the assistant agent of protocol#1 were played 
for audio only in the sound system. The recorded voice of the previous assistant agent 
served as the assistant agent for this protocol. Then, the same procedures as employed 
for protocol#1 were employed. 
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Protocol#3: The recorded video with sound of the assistant agent of protocol#1 was 
displayed in the screen. The video with sound served as the assistant agent for this 
protocol. Then, the same procedures as employed for protocol#1 were employed.  

Protocol#4: A real human standing at Room 3 appeared at the screen of Room 2 
through the Skype. The Skyped-human served as the assistant agent. Then, the same 
procedures as employed for protocol#1 were employed as in Fig 4 (b). 

Protocol#5: The VH appeared at the screen and served as the assistant agent. Then, 
the same procedures as employed for protocol#1 were employed as in Fig. 4 (c). 

     

         (a)                   (b)                 (c)               (d)              (e) 

Fig. 4. The human receiving assistance from (a) another human, (b) the Skyped-human, (c) the 
VH, and (d) the SR for searching for the object. In (e), the SR and the VH are assisting each 
other for searching for the object. The object is hidden inside any of the 10 black boxes as seen. 

Protocol#6: The SR stood at P2 and served as the assistant agent. Then, the same 
procedures as employed for protocol#1 were employed as shown in Fig. 4 (d). 

Protocol#7: In this case, 10 relevant instruction methods for 10 locations of the 10 
boxes were set (called) for the VH in the programming script (client). The VH could 
instruct the SR about the correct location of the box where the object was hidden if 
the object was hidden in any of the 10 boxes of 10 locations. However, the VH was 
needed to be taught the correct location of the box through the programming script. 
For example, in an  experiment trial, the object was hidden in a box closest to the 
screen (B1). The program was run and the VH instructed the SR to find the object 
based on the instruction methods set for that location. The instruction methods  for 
B1 location included- 

Speech: same as used in protocol#1 
Gesture, emotions, expressions and actions: the VH also showed emotions, facial 
expressions, gesture and actions matching her speech. For example, the VH turned 
towards the box where the object was hidden, smiled, looked at the box, moved 
towards the box (within the screen), pointed at it with the hand, told “the object is 
there”, then stopped and expressed happiness. 

In the same programming script (client) as used for the VH, the required functions, 
gestures, expressions, emotions, speech, actions etc. for 10 different destinations 
(locations for 10 boxes) were set (called) for the SR. The SR could recognize the 
gesture, actions and speech of the VH and immediately determine the correct location 
of the box where the object was hidden, then  turned towards the location, moved to 
that location, looked at the box, pointed at the box, took an attempt to grab the box 
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(but, it could not grab due to its small fingers), then released the grab, then told “the 
object is inside this box” and then stopped working.Then, the experimenter opened 
the box and checked whether or not the hidden object was found there. This trial was 
repeated for 20 times and each of the 20 subjects evaluated the attributes and 
performances of the assistant agent based on the same criteria and methods employed 
for protocol#1. The experimenter also recorded the time and accuracy data for each 
trial. Figure 4 (e) illustrates the procedures for this protocol. 

Protocol#8: the opposite of protocol#7 happened when the SR assisted the VH in 
searching for the object. The SR was taught the correct location of the hidden object 
through the  programming script. The instruction methods for the SR were same as 
that for the VH. The VH could recognize the gesture, actions and speech of the SR 
and immediately determine the correct location of the box where the object was 
hidden, then turned towards the box, moved towards that location (up to screen limit), 
looked at and pointed at the box, then told “the object is inside that box”. Then, the 
experimenter opened the pointed box and checked whether or not the hidden object 
was found there. This trial was repeated for 20 times and the same evaluation 
procedure as employed in protocol#7 was conducted. 

7 Experiment Results and Analyses 

Figure 5 shows the mean evaluation scores for the performances of the assistant 
agents for interactions between different assistant and assisted agents. The figure 
shows that the human, Skyped-human, human-video, SR, VH, and the human-voice 
secured the 1st, 2nd, 3rd, 4th, 5th and 6th position respectively for their performances 
when serving as the assistant agents for the assisted agents (human).The performances 
of the assistant agents (except human voice) were satisfactory for the task, which  
justifies the hypothesis (i) of section 5.3. However, there are variations in the 
performances of the assistant agents for the same assisted agent, which justifies the 
hypothesis (ii). The Skyped-human performed better than the human-video because 
the assisted agent (human) could communicate with the Skyped-human, which was 
not possible for the human-video. However, both the human-video and the Skyped- 
human performed better than the VH. The reason may be that the VH was artificial, 
but the Skyped-human and the human-video were the agents with natural origin. The 
results  also show that the SR performed better than the VH probably due to the 
reason that the SR had physical existence, but the VH lacked it. This finding justifies 
the hypothesis (iii). Analyses of Variances (ANOVAs) showed, for each criterion in 
each interaction, variations in the evaluation scores due to variation in  assisted 
agents (evaluators) were not significant (p>0.05 at each case). The figure also shows 
that for VH-SR and SR-VH interactions where the VH and the SR assisted each other, 
the SR  performed better than the VH, which justifies the hypothesis (iv). This might 
happen probably due to the reason that the SR had physical existence, but the VH 
lacked it. Again, the performances of the SR and the VH as the assistant agents were 
evaluated for two conditions (protocols 5 & 7 for the VH, and protocols 6 & 8 for the 
SR). ANOVAs showed that the variations in performances for each of the two agents 
between these two conditions were not statistically significant (p>0.05 at each case). 
It indicates that the VH and the SR exhibit similar performances in their assistance for 
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natural (human) and artificial (VH or SR) assisted agents. It proves that the VH and 
the SR may be employed to assist each other in a remote or unmanned environment or 
in any social environment where human is not the performer but the beneficiary.  

Figure 6 shows the mean evaluation scores for the attributes of the agents. The human 
voice lacked most of the attributes except the stability. The stability for the assistant agents 
(except in protocol#1) was also low. The reasons may be that these agents were slightly 
vulnerable to the external disturbances such as sound and noise. The SR was also affected 
by floor properties and obstacles (if any). As Fig.6 shows, the assistant agents i.e. the 
human, Skyped-human, human-video, SR, VH, and the human-voice secured the 1st, 2nd, 
3rd, 4th, 5th and 6th position respectively in terms of their attributes. The order for the 
agent attributes exactly matches that for the agent performancs in Fig.5. In addition, the 
relationships for the attributes among (i)  human-video, Skyped-human, and VH, and (ii) 
VH and SR  for different conditions were exactly same as that for the agent performances 
(Fig.5). These findings indicate that agent attributes affect agent performances [27], 
which justifies the hypothesis (v). 

 
Fig. 5. Mean (n=20) evaluation scores for the performances of the assistant agents for 
interactions between different assistant and assisted agents 

Figure 7(a) shows the mean times required by the assisted agents to find the box 
for interactions between various assistant and assisted agents. As Fig.7(a) shows, the 
assistant agents in the interactions H-H, SR-VH, SkypedH-H, Hvideo-H, SR-H, VH-
H, VH-SR and Hvoice-H secured the 1st, 2nd, 3rd, 4th, 5th, 6th, 7th and 8th position 
respectively for their performance for this criterion. This order (excluding SR-VH) 
matches the orders of the performances and the attributes of the assistant agents in 
figures 5 and 6 respectively. In SR-VH, the VH found the box based on the assistance 
of the SR. However, this interaction was software-controlled for the fixed speed of the 
VH (same speed as the assisted human of protocol#1 as we were inspired by the 
human while developing the VH). This is why, the time required by the VH was 
almost same as that required by the assisted human in protocol#1. Again, we see that 
there is no error bars for the SR-VH interaction, because there was no variation in the 
time required by the VH as it was controlled by the software for fixed speed. In VH-
SR interaction, the input speed of the SR was the same as that of the assisted human 
of protocol#1(as we were also inspired by the human while developing the SR) and 
the interaction was software-controlled. Hence, the time required by the SR was also 
supposed to be the same as that required by the assisted human in protocol#1. 
However, the SR took the time which was longer than that the assisted human took in 
protocol#1, and its time-based performance was ranked as the 7th. We also see that 
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there are some small error bars for the VH-SR interaction. The reason may be that 
eventhough the SR was controlled for the fixed speed, it was affected by the 
disturbance (e.g. floor properties) in the physical environment. This also reflects in 
the lower stability of the SR (Fig.6). The Hvoice-H took the longest time due to its 
low attributes (Fig.6). In general, the required time was related to the agent attributes, 
which justifies the hypothesis (v). ANOVAs show that the variations in time between 
the assisted agents were not significant (p>0.05 at each case). 

Accuracy of the assisted agents is shown in Fig.7(b). The results show that all the 
assisted agents in all interactions (except in Hvoice-H) could accurately find the box. 
This relationship also matches the relationships between the interactions in terms of 
performances, attributes and time in Figures 5, 6 and 7(a) respectively. The failure of 
Hvoice-H is due to the lack of attributes of the assistant agent (Fig.6). 

The VH in VH-H and VH-SR interactions was very close to the Skyped-human in 
SkypedH-H interaction, and the SR in the SR-H and SR-VH interactions was close to the 
human (assistant agent) in the H-H interaction in terms of attributes. Similarly, in terms of 
peformances, the VH was able to achieve about 80%  and 77% performances of  the 
Skyped-human (standard for the VH) in the VH-H and VH-SR interactions respectively, 
and the SR was able to achieve about 76% and 74% performances of the human  
(standard for the SR) in the SR-H and SR-VH interactions respectively. However, the 
human’s performance was better than the Skyped-human’s performance as the assistant 
agent. Hence, the SR performed better than the VH. 

 
Fig. 6. Mean (n=20) evaluation scores for the attributes of the assistant agents for interactions 
between different assistant and assisted agents 

 
                        (a)                                              (b) 

Fig. 7. (a) Mean (n=20) times (with standard deviations) required by the assisted agents to find 
the box, (b) Accuracy (%) in finding the box by the assisted agents for interactions between the 
assistant and the assisted agents 
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8 Conclusions and Future Works 

We developed a social robot and a virtual human to assist each other in a real-world 
social task based on a control algorithm through a common communication 
platform.We evaluated the interactions between them and also benchmarked the 
interactions with some other allied interactions. The results showed that the 
performances of the interactions between the robot and the virtual human were 
satisfactory, which indicates that the integration betweeen the agents were successful. 
Again, their performances varied from each other and were affected by their 
attributes. The integration between social robot and virtual human for real-world task, 
evaluation and benchmarking of social agents of different realities, communication 
for social agents of different realities through a common platform etc. that we 
proposed here are the most novel and have excellent prospects and applications. Thus, 
the findings will help develop  social robots and virtual humans to assist the humans 
in real-world tasks, and also to assist each other in the social environment. In future, 
we will improve the attributes, functionalities and capabilities of the social agents, 
and employ them in the tasks with more complex social interactions. 
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Abstract. The current invigorated wave of E-commerce initiatives, post the 
initial boom and dot com bubble burst is definitely more prudent. Therefore, 
business community is looking to academe for understanding of how usability 
can be increased to reap the numerous benefits of E-commerce. This study has 
been undertaken in context of B2C E-commerce websites and its main 
purpose is to analyze the differential impact of web usability 
dimensions on perceived usefulness. This is done by studying 
customers’ responses regarding B2C E-commerce websites with respect 
to four usability dimensions. A questionnaire survey is used to collect 
data from select respondents (N=415) and analysis is performed using 
structural equation modelling (SEM). Findings suggest that although all four 
dimensions significantly impact perceived usefulness, system quality 
followed by trust are the two most important factors. The study has 
important implications for website designers, developers and 
researchers.  

Keywords: B2C E-commerce, web usability, system quality, trust, content 
quality, support quality, perceived usefulness, technology acceptance 
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1 Introduction  

Accelerated advancements in information technology domain have enabled 
businesses to break traditional barriers and explore new opportunities in the sphere of 
E-commerce. E-commerce encompasses all business activities carried on with the use 
of electronic media, i.e. the computer network. One of the most common models in E-
commerce is Business-To-Consumer (B2C) model in which, businesses sell products 
and services through electronic channels directly to the customer. B2C E-commerce 
has grown both in diversity and transacted money value in recent years and the trend 
is expected to be the same in future. A report released by IAMAI and IMRB 
International in 2013 [15] suggests that the E-commerce market which was valued at 
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Rs 47,349 Cr. in December 2012 is expected to grow by 33 percent to reach Rs 
62,967 Cr. by the end of 2013.  A study by Forrester Research Inc. [8] on Online 
Retail 2011 to 2016 reveals that India’s E-commerce market has shown an explosive 
growth of 400 percent in last five years and is expected to grow more than five-fold 
by 2016. 

Due to phenomenal increase in B2C E-commerce sales and the hyper competitive 
nature of E-commerce market, it is imperative to understand the factors in a B2C 
website that prospective buyers perceive as relatively more useful than others. In B2C 
environment, customers have access to numerous websites offering similar products 
and services, so, if a website is not usable, users would simply access any other site 
that meets their needs in a more efficient and effective manner. As an organization's 
website is a gateway to its information, products and services, it must be usable so 
that customers use and transact through it. Hence website usability is an important 
area for research in order to understand factors customers consider important in a B2C 
E-commerce website. 

Numerous researchers and web development practitioners have proposed various 
factors for measuring usability. However, not much research has been conducted that 
investigates the differential impact of web usability dimensions on visitor’s 
perception of website’s usefulness. In fact, no known literature addresses this issue in 
Indian context. Investigating the relationship between specific usability factors and 
perceived usefulness with B2C E-commerce website will provide developers and 
designers of these sites with a tool for improving the website’s likelihood of success.  

2 Literature Review  

Researchers have suggested many definitions of website usability, for instance, 
Palmer [28] defines usability using download delay, navigability, content, 
interactivity and responsiveness. Nielsen [26] defines usability in terms of 
learnability, efficiency, memorability, error recovery and satisfaction. Shneiderman 
[33] suggests that usability can act as a balancing factor wherein inadequate 
functionality will render the application useless and complexity and clutter can make 
the interface difficult to use. ISO 9241-11 defines usability as, the extent to which a 
product can be used by specified users to achieve specified goals with effectiveness, 
efficiency and satisfaction in a specified context of use. 

Agarwal and Venkatesh [1] highlight five factors viz. content, ease of use, 
promotion, made for the medium and emotion and aver that importance of content is 
highest. Ranganathan and Ganapathy [30] focused their research on website design 
parameters and suggested that security is the best predictor of online purchase intent. 
Tarafdar and Zhang [34] investigated the impact of individual traits such as gender, 
innovativeness, computer anxiety, computer self-efficacy on website usability and 
found significant demographic differences. Further, Palmer [28] identified metrics 
namely frequency of use, likelihood of return, and user satisfaction that could be used 
to identify the elements of successful website design.  
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DeLone and McLean [5] proposed a model for conceptualizing IS success and 
identified six factors viz. System Quality, Information Quality, Use, User Satisfaction, 
Individual Impact and Organizational Impact. Basing their study on above, Molla and 
Licker [25] extended their model by defining a dependent variable called Customer E-
commerce Satisfaction and added two dimensions namely trust and service quality. 
DeLone and McLean [6] updated their model by including service quality and aver 
that their updated model applies to the E-commerce environment [7]. Jahng et al. [16] 
proposed a theory of congruence for E-commerce environments and state that a “fit” 
between E-commerce system, product and user characteristics leads to favorable user 
outcomes. Liu and Arnett [20] ascertained factors critical to website success and 
found quality of information, service, system use, playfulness and design of the 
website to be the key.  

It can be concluded from the discussion above that researchers have examined 
numerous website attributes, and there is no unified model or framework to classify 
them. Therefore this study attempts to fill this gap by linking website usability 
dimensions to perceived usefulness and identifying their relative importance.  

2.1 Review of Constructs Used in the Study 

For the present research five constructs have been studied comprising of four 
independent variables viz. system quality, trust, information quality and support 
quality jointly called as web usability dimensions and one dependent variable i.e. 
perceived usefulness. Web usability dimensions refer to the factors that directly 
impact perceived usefulness with a B2C website and are very briefly described in the 
following paragraphs. 

System quality refers to the desired characteristics of an E-commerce system. 
According to Grover et al. [12], it is concerned with performance characteristics of 
the information system (IS) being studied. System quality research in the E-commerce 
literature has focused mainly on aspects such as navigability [23],[28]; response time 
[6],[18]; availability[7],[23]; reliability[7],[36]; security[18],[36]; consistency[28], 
[30] and customization [18],[28]. The second dimension Trust refers to the level of 
security present in the website to prevent customer details from being accessed 
illegally and securing web transactions. Trust is therefore a critical factor for the 
success of any E-commerce venture as trust determines the level of security user feels 
in divulging personal information over internet. The role of trust in E-commerce has 
received attention from many IS researchers [11], [19], [24], [29].  

In B2C E-commerce scenario, where there is no face to face contact, web vendor’s 
website serves as an interface between vendor and customer [28] hence the 
importance of content on the website becomes significant. Content quality is defined 
as the degree to which content displayed on the B2C E-commerce website is proper in 
terms of is relevance, completeness, timeliness, accuracy, depth and breadth [23], [27] 
The fourth independent variable in this study is Support Quality which can be defined 
as the overall support delivered by the website such as tracking order, comparing 
products, feedback, reviews, search capabilities etc. Zeithaml et al. [38] define e-SQ 
as the extent to which a website facilitates efficient and effective shopping, 
purchasing and delivery of products and services.  
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In B2C E-commerce, the only interface between customer and retailer is the 
website, and it is therefore a primary influence on user perceptions and affects 
customer’s perceived usefulness which is the dependent variable in this study. 
Perceived Usefulness is defined as the degree to which the prospective user believes 
that using a particular system would be free of effort, easy to be understood and used 
thus increasing users’ job performance [4]. If user perceives the website as useful it is 
more likely that user will initiate the act of transacting with it and continue doing so 
in future as well. So in a sense perceived usefulness can be seen as one of the basic 
factors determining the success of a B2C website thereby reflecting its overall 
excellence. Liao et.al. [19], following [4] define perceived usefulness as the degree to 
which a consumer believes that using a particular website will increase performance 
in purchasing and information searching.  

Perceived usefulness of a website is thus a very important part of the store’s overall 
image as it is the usefulness of the website that initially attracts the user and can 
greatly influence online shopping behavior. Nielsen [26] argues that users experience 
usability of a site before they have committed to using it and before they have spent 
any money on potential purchases. So perceived usefulness can be seen as a critical 
success measure of a website as it is only if the users perceive the website to be useful 
will they interact, be satisfied and finally purchase and indulge in re-purchase 
behavior with it. This study patterns the system quality construct used in [5],[18],[28]; 
trust construct using [11],[24]; content quality after [1],[3],[20]; support quality from 
[1],[38] and perceived usefulness from [3],[4],[23] by adapting it to suit the present 
context.  

3 Development of Hypotheses 

In order to ascertain the differential importance of website usability dimensions on 
perceived usefulness, a hypothesis linking each usability dimension to perceived 
usefulness has been formulated in this section. Relating system quality and perceived 
usefulness, Seddon [32] explained that system quality has a positive impact on 
perceived usefulness of a website. According to [21],[26], poor E-commerce system 
quality has been found to have a negative influence on the perceptions of usefulness 
of the website in the mind of customers. Thus, the hypothesis suggested is:   

Hypothesis 1 (H1): System Quality dimension of B2C E-commerce website has a 
positive impact on Perceived Usefulness. 

Pavlou [29] in relating trust to perceived usefulness asserts that trust becomes a 
predictor of perceived usefulness of a website because it enhances shopping comfort 
and reduces the perception that e-vendors’ websites will engage in harmful and 
opportunistic behaviors. McCord and Ratnasingam [22] apply TAM to study the 
impact of trust on perceived usefulness of the website and verify that a consumer that 
trusts a website will perceive it as more useful. Prior empirical evidence introduces 
trust as an antecedent of perceived usefulness [11],[29], it can therefore be 
hypothesized that:  
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Hypothesis 2 (H2): Trust dimension of B2C E-commerce website has a positive 
impact on Perceived Usefulness. 

Content quality deals with attributes relating to the characteristics of content on the 
website. Researchers aver that quality of content and usefulness of a system are 
closely related with each other and that users will perceive a web site to be of greater 
usefulness if it provides higher quality of information [5],[30],[32]. So it can be 
hypothesized that: 

Hypothesis 3 (H3): Content Quality dimension of B2C E-commerce website has a 
positive impact on Perceived Usefulness. 

Ranganathan and Ganpathy [30] relate Support quality and Perceived Usefulness by 
suggesting that provision of features such as product samples; movie clippings, 
demonstrations and product reviews increase the usability of the B2C website. 
According to McKinney et al. [23] and Zeithaml et al. [38], service/support quality 
positively influences perceived usefulness. There is therefore support for the 
following hypothesis:  

Hypothesis 4 (H4): Support Quality dimension of B2C E-commerce website has a 
positive impact on Perceived Usefulness. 

4 Research Methodology 

Data for the present study has been collected from both primary and secondary 
sources. Primary data has been collected from respondents for the purpose of the 
present study using questionnaire survey method. Secondary data from printed and 
online articles and research reports offering statistical information also forms an 
integral part of the study.  

The questionnaire for the present study has been developed after reviewing similar 
studies undertaken by various researchers e.g. [1],[4],[5],[24] and adapting them to 
suit present context. It is aimed at taking responses of people visiting B2C E-
commerce websites regarding website usability dimensions and perceived usefulness 
(No of items = 27) using a 5 point likert scale where 5 indicates a response of strongly 
agree and 1 indicates a response of strongly disagree. A pilot survey with a sample of 
50 respondents was conducted based on which, wordings of three sub-parts of three 
questions were slightly modified to make it clearer. Thereafter, final revised 
questionnaire was designed using googledocs and web link of the survey, was sent to 
prospective respondents. Respondents for the study were selected using judgmental 
sampling on the basis of following criteria; a) more than 20 years of age; b) minimum 
2-5 hours of internet usage per week; and c) purchased some product or service online 
in last six months. The questionnaire was administered to 620 prospective 
respondents and produced 450 returned responses. Of these, 35 questionnaires have 
been eliminated because they either appeared unreliable or were incomplete. Finally a 
total of 415 usable surveys provide the data for analysis. 
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5 Data Analysis and Findings 

This section discusses findings of the analysis done using SPSS and AMOS software. 
After testing the reliability and validity of each construct, hypothesis formulated in 
the previous section are tested and finally the relative importance of website usability 
dimensions in determining perceived usefulness is analyzed. 

5.1 Construct Reliability and Validity  

Reliability is an important property of measurement and can be defined as the ratio of 
true variance to total variance. One of the important measures of reliability is 
Cronbach alpha, which measures how closely related a set of items are as a group.  
A "high" value of alpha i.e. more than 0.7 or above [27] is often used as evidence that 
the items measure an underlying (or latent) construct. The various constructs 
considered in the research study along with their measured variables are shown in 
table 1. Table 1 also depicts the mean, standard deviation and cronbach alpha 
statistics for various constructs. With regard to the measurement of the constructs’ 
reliability and validity, Hair et al. [13] and Fornell and Larcker [9] suggest that 
composite reliability (CR) and average variance extracted (AVE) should be applied. 
Fornell and Larcker, [9] suggest that value of CR greater than 0.7 and value of  
AVE more than 0.5 indicate high reliability of the constructs measured. As shown in 
Table 1, all values of CR, AVE and Cronbach alpha exceed their benchmark thereby 
indicating high level of reliability. 

Table 1. Mean, Standard Deviation, Cronbach alpha, AVE and CR values of constructs used in 
the study 

Construct Included Measured Variables Mean S.D 
Cronbach 

Alpha AVE CR 

System 
Quality 
(SQ) 

SQ1- Availability 4.13 0.82 

0.94 0.71 0.94 

SQ2- Download Delay 3.73 0.88 
SQ3- Progressive Rendering 3.88 0.86 
SQ4- Too Much Information 3.62 0.93 
SQ5- Common Layout 3.74 0.94 
SQ6- No Broken Links 3.83 0.95 
SQ7- Navigation 3.97 0.85 

Trust (T) 

T1- User Authentication 4.05 0.93 

0.91 0.64 0.91 

T2- Customer Well being 3.47 1.01 
T3- Vendor Commitment 4.08 0.86 
T4- Having Security 
Certificate 

3.63 0.86 

T5- Terms & Conditions 3.75 1.00 
T6- Chatting with Expert 3.88 0.93 
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Table 1. (Continued.) 

Construct Included Measured Variables Mean S.D 
Cronbach 

Alpha 
AVE CR 

Content 
Quality 
(CQ) 

CQ1- Relevant Content 3.82 0.85 

0.91 0.67 0.91 

CQ2- Use of Multimedia 3.96 0.85 
CQ3- Content depth breadth 4.01 0.79 
CQ4- Current Information 3.69 0.88 
CQ5- Word Clarity 3.70 0.85 

Support 
Quality 
(SuQ) 

SuQ1- Product Comparison 4.09 0.88 

0.92 0.71 0.92 

SuQ2- Track Order 4.09 0.88 
SuQ3- Free Service 3.89 0.91 
SuQ4- Customer Review 4.14 0.80 
SuQ5- Mobile, SMS, E-mail 

Alert 
4.16 0.84 

Perceived 
Usefulness 
(PU) 

PU1- Easy to use 4.12 0.74 

0.86 0.57 0.85 
PU2- Convenient 4.31 0.69 
PU3- Makes shopping easy 4.16 0.63 
PU4-Increases productivity 4.26 0.70 

5.2 Confirmatory Factor Analysis (CFA) Results for the Proposed Constructs  

After testing individual constructs, it is important to test how well the factor structure 
of measured variables represent the latent constructs hence CFA is performed using 
AMOS software. The output of CFA is shown in figure 1. Correlation Statistics of 
CFA performed on constructs of the study are shown in table 2 which indicate that all 
constructs are valid and explain the related measured variables significantly. CFI of 
the model is 0.943 which is above the threshold value of 0.9[14] and RMSEA of the 
model is 0.06 which is below 0.08[14], indicating a good model fit. 

5.3 Hypotheses Testing  

Hypotheses formulated in previous section have been tested using SEM. Results are 
shown in table 3 along with statistics such as like unstandardized (URC) and 
standardized regression coefficient (SRC),  squared multiple correlation (SMC) and 
critical ratio (CR). Result of hypothesis testing shows that system quality positively 
influences users’ perceived usefulness. In fact it is the most significant predictor 
(0.86, p<0.001) of perceived usefulness and explains 74.3 percent variance in it. An 
explanation for this can be that, the more navigable and available a website is, the 
more the user is likely to find it easy to use and convenient and therefore is more 
likely to perceive it as useful. Findings of [18],[21],[32] concur with above finding.  
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Fig. 1. Confirmatory Factor Analysis of constructs used in study 

Table 2. Correlation Statistics of constructs used in study 

Constructs 
Pearson Correlation 

  SQ T CQ SuQ PU 

System Quality (SQ) 1 
0.61

** 
0.74** 0.56** 0.84** 

Trust (T)  1 0.67** 0.48** 0.81** 

Content Quality (CQ)   1 0.56** 0.76** 

Support Quality (SuQ)    1 0.64** 

Perceived Usefulness (PU)     1 

   ** Significant at p<0.01  
 



206 G. Sahi and S. Madan 

Results of the second hypothesis indicate that trust has a significant (0.70, p<0.001) 
impact on perceived usefulness and explains 69.3 percent variance in it, hence the 
hypothesis is accepted. It can thus be inferred that customers perceive those websites 
as more useful which are more secure as they don’t have to bother about probable 
misuse of their vital personal information. Agreeing with the above, [22],[29] also 
assert that trust becomes a predictor of perceived usefulness of a website as it 
enhances shopping comfort. 

Table 3. Regression Statistics- Impact of Web Usability Dimensions on Perceived Usefulness 

Hypothesis Independent 

Construct 
SRC URC SMC CR Remark 

H1 System Quality 0.86 0. 85 74.3% 22.69* Accepted 

H2 Trust 0.7 0.65 69.3% 15.69* Accepted 

H3 Content Quality 0.74 0.71 71.2% 17.283* Accepted 

H4 Support Quality 0.65 0.56 42.5% 13.31* Accepted 

 * Significant at p<0.001  

As is evident from the results of the third hypothesis, content quality quite 
significantly (0.74, p<0.001) impacts perceived usefulness, hence it is accepted. It can 
be said that the more clear, relevant, timely is the content available on the website the 
more customers are likely to perceive it useful. The above observation is also 
supported by [27],[30]. Further, the results point out that support quality also has a 
significant (0.65, p<0.001) impact on perceived usefulness, hence it can be 
understood presence of support features such as tracking order, customer review, 
mobile alerts etc. have a positive influence on customers’ perceptions of the website, 
a view which is also shared by previous researchers [30],[38]. As indicated by the 
results above, all web usability dimensions have a significant but differential impact 
on perceived usefulness; hence all four hypotheses are accepted. 

6 Assessing Relative Importance of Web Usability Dimensions 
in Determining Perceived Usefulness  

The primary objective of this study is to understand relative importance of website 
usability dimensions in determining perceived usefulness from customers’ perspective 
so that website designers can give due importance to the dimensions highlighted. As 
can be gathered from the previous section that all hypotheses have been accepted, 
therefore the next logical step is to understand their relative importance in 
ascertaining perceived usefulness. To achieve this objective, Structural Equation 
Modelling is applied considering System Quality, Trust, Content Quality and Support 
Quality as exogenous variables and Perceived Usefulness (PU) as endogenous 
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This behaviour can be explained with the help of ‘Moderation Effect’. Baron and 
Kenny [2], state that a moderator is a variable that alters the direction or strength of 
the relation between a predictor and an outcome. Researchers such as [2],[10] posit 
that moderation effects are important to study for understanding the comparative 
importance of independent variables for predicting the dependent variable. As can be 
inferred from the above explanation and figure 2, individual impact of support quality 
construct on perceived usefulness which was high (0.65, p<0.001), has reduced 
significantly (0.19, p<0.001) as a result of dominance of other three constructs. Hence 
it can be said that system quality, trust and content quality moderate the relationship 
between support quality and perceived usefulness. Empirical results also suggest that 
attributes of system quality such as availability, navigability, download delay, could 
play a very important role in developing positive perceptions regarding websites’ 
usability. As it is only if the website is available, navigable and has less download 
time, will it be accessed by the prospective buyers and the question of quality of 
content or the amount of trust that the website can generate comes later. Therefore, 
designers must pay more attention to these attributes while designing B2C websites.  

7 Discussion 

This study investigated the relative importance of four web usability dimensions 
suggested in literature as significantly impacting an individual's perceived usefulness 
of a B2C E-commerce website. The results indicate that these four criteria are 
relatively good predictors of perceived usefulness but have a differential impact on 
the dependent construct. Not surprisingly, system quality emerged as the most 
important criteria, a view shared by [3],[21],[26],[32] who have suggested that factors 
such as availability, navigability etc. increase the likelihood of customer perceiving 
the website as useful.  

Content quality also surfaced as an important feature in determining perceived 
usefulness. Content of the B2C website is extremely important as it forms 
organization’s core business and contains all information about products to be sold. 
The results of the present study are in agreement with [1],[3],[25] who endorse that as 
in E-commerce, customers cannot physically see, touch or feel a product, therefore 
there is a need to provide as much detail as possible to help them make a sound 
purchase decision. As the customers of a B2C website act in real time, it is imperative 
that information content on the website be current, clear, relevant and timely thereby 
helping the users to take correct and efficient decisions.  

Trust plays a very important role in almost any commerce comprising of monetary 
transactions. As endorsed by [11],[17],[22],[29], in the present study as well Trust 
emerged as an important predictor of perceived usefulness. Uncertainty regarding the 
reliability of services, products, or providers is high in an E-commerce environment. 
In such a scenario, the decision regarding who to trust and with whom to do business 
becomes even more difficult and falls on the shoulders of individuals. Therefore, web 
vendors need to create an environment in which a consumer can be confident about 
any online transaction [37].  
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Interestingly, contrary to the findings of [23],[30], the construct support quality 
came out as a significant but a very weak predictor of perceived usefulness. This 
behaviour can be attributed to two reasons, first being the moderation effect of other 
three constructs on perceived usefulness. The second reason can be that the 
importance of support quality can be felt more after the prospective buyer has already 
had an initial feel of the website and therefore support quality is more likely to 
influence satisfaction with the website and the buyer’s intent to purchase online than 
perceived usefulness. 

Findings of the research have important implications for online retailers of India 
that desire to establish a successful web presence as it is necessary for them to ensure 
that their E-commerce website is, first and foremost, perceived as useful. It is only 
after this that the chances of the customer purchasing, returning recommending it 
increase. The usability dimensions and their relative importance in determining 
perceived usefulness can aid website designers and vendors in creating more 
successful and useful websites and help the vendors in providing an enriching online 
shopping experience to the customers. For researchers, the results suggest that each of 
the five constructs used in the study are reliable both in terms of internal consistency, 
convergent validity and construct validity. High amount of variance explained by 
usability dimensions implies that these factors are possibly among the most important 
antecedents of perceived usefulness. Thus the study forms a sound base both for 
researchers and practitioners. 

8 Limitations and Conclusion 

This research attempted to identify the differential impact of web usability dimensions 
on perceived usefulness. Although the findings of the present research provide 
meaningful implications thus advancing the understanding of Website usability, this 
study is not without limitations. Firstly, the present study was limited only to studying 
the functional aspects of the B2C websites. However, non-functional aspects of the 
website such as enjoyment, playfulness, fun and emotional satisfaction may also be 
important and contribute significantly to perceived usefulness as is highlighted 
by[31],[35]. Secondly the present study did not focus on specific type of products as 
proposed by [16] who posit that product type and its characteristics can be one of the 
key drivers of the website design. The study examined website usability in context to 
E-commerce websites only limiting its external validity to same type of websites. In 
addition, this study is limited by the sample set used in the analyses, the method 
employed in acquiring the sample set, and by the source providing the sample.  

In conclusion, this study has advanced research in the area of B2C E-commerce 
website usability by (1) providing evidence of the reliability and validity of constructs 
to determine the usability of B2C E-commerce websites; (2) identifying the relative 
importance of website usability dimensions in determining perceived usefulness thus 
providing practical results that can be used immediately by practitioners in the real 
world, and by researchers in further analysis. 
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Abstract. Deformable Parts Model(DPM) is a facial feature detection approach.  
Though the approach is accurate, robust, and works well for a wide range of fa-
cial profiles, when faced with a side profile, the typical approach produces less 
than satisfactory results.  This paper discusses about issues faced when attempt-
ing to detect facial features on the side profile and proposes modifications to the 
DPM approach so that it works with detection facial features on side profiles. 

Keywords: Deformable Parts Model, Facial Feature Detection, Side Profile Fa-
cial Feature Detection, Image Processing. 

1 Introduction 

Facial Feature Detection is an important image processing task in which important 
facial features are detected and marked for later use.  Systems such as facial recogni-
tion systems [1] and certain face pose estimation systems[14] rely on the facial feature 
system to provide an accurate estimate of key facial features which would provide an 
ideal starting point for later facial analysis.  If the initial facial feature detection 
process has not provided accurate facial feature positions, the accuracy from the later 
processing would be severely degraded or simply would not work. 

There had been many facial feature detection approaches that have been developed 
over the years, and one of the popular approaches is Deformable Parts Model (DPM).  
DPM is not the fastest approach proposed, but the approach provides robust and accurate 
results in facial feature detection over a wide variety of facial profiles.  Though typical 
DPM approach in facial feature detection can detect many profiles accurately, at certain 
side profiles, the detection of features is less than ideal.  This paper will illustrate why 
typical DPM approaches for facial feature is not ideal when detecting features for in a side 
profile, propose suggestions on how to improve the detection rates for side profiles, and 
provide a side by side comparison between the an open-source implementation of DPM 
and the proposed modified approach in detecting facial features in side profile. 

2 Background 

This section explains about the DPM approach in facial feature detection and issues 
that are present when attempting to detect facial features on side profiles. 
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2.1 Facial Feature Detection Approaches 

One of the first approaches in detecting facial feature is to create independently 
trained detectors of each individual facial feature [16].  Detectors are trained for the 
eyes, nose, mouth, face regions, and etc. The AdaBoost based detectors [15] and 
Haar’s Classifier are popular approaches in this area.  Though the independent trained 
detectors can detect facial features, one of the major weakness of this approach is that 
it detects many false positive facial features.  The extreme local nature of the ap-
proach is a contributor to the high false positive rate as illustrated in Figure 1. To deal 
with the high false positive rates, providing a geometric configuration can help lower 
the rates.  The detection is done with the independent individual detectors in which 
are set as candidate features in which would later be scored based on the geometric 
bias of the features to select the most likely positions for the features. 

 

Fig. 1. The detection of the Eye Region with Haar’s Classifier Independently usually returns 
many false positive results 

The DPM approach [2] changes from the two stepped independent detectors and 
geometric configuration into merging both the processes into a single model. The 
DPM is defined where there features and their set of connections between pairs of 
features much like an undirected graph where vertices are the features and the edge 
are the connection between the pairs of features.  The DPM detector then estimates 
the feature positions by using a single scoring function consisting of the local feature 
model and the deformation cost using an optimization function.  Due to the accurate 
results of DPM, the approach has been used in many successful facial feature detec-
tion systems [4,8,10] and one of the results are illustrated in Figure 2. 
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Fig. 2. Left: Underlying Graph of Facial Feature Detected by Flandmark [6], a variation of 
DPM Right: Results of Flandmark on a sample picture from the LFW Database[7] 

2.2 Issues with Side Profiles 

Though the DPM approach allows accurate detection of facial features, when  
used with side profiles, the typical DPM approach is not satisfactory in a number  
of cases. 

One of the first issues faced when using DPM with side profiles is that the feature 
detectors are usually trained on frontal-like poses.  Though individual feature detec-
tors are surprising robust in detection of candidate positions, the features are less sta-
ble in its form when the subject is at a wider angler from the ideal frontal profile.  
Once the features are less stable, the detection process may miss the candidate feature 
or report the position that may be inaccurate.  Features such as the nose and mouth 
region generally have issues due the form change at wider angles [9].   

Another area where the typical DPM approach may not work well is that the under-
lining graph topology of the facial features and their geometric relationship does not 
work well with side profiles.  In side profiles, there is a possibility that certain fea-
tures such as one of the eyes may be hidden due to a wide face angle.  As in the ex-
ample when one of the eyes is hidden, the underlying graph is not suitable as a feature 
is missing and the relationship between should be changed accordingly.  In this case, 
the original approach still attempts to fit the model to the input picture which results 
in a model over fitting case in which the feature detected are generally inaccurate.  
The issues discussed with DPM on side profiles are depicted in Figure 3. 
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Fig. 3. With a side profile, certain features may be obscured or may change in form.  This caus-
es inconsistencies with the default assumptions and causes the model to detect incorrect fea-
tures due to over-fitting.  

3 Proposed System 

This section contains details of the proposed system that is implemented.  The first 
subsection contains details of general DPM approaches [4,13] that are selected and 
utilized in the system, and the second subsection discusses about the variations to 
DPM approach that are implemented. 

3.1 General DPM Approaches 

This section describes some of the general DPM approaches that have been selected 
to use in the proposed system.  Assuming picture inputs that are grayscale and of a 
certain width and height, the system aims to detect the facial features.  For the DPM, 
The configuration of the graph topology is defined by the a graph G = (V,E) where V 
consists of  N features and E is the connection between neighboring features. Each 
feature is assigned a position si in which is the position of the ith feature in the image 
I. The quality of the feature configuration is then defined by the local feature appear-
ance model based on the match of the feature on position s and the input image, and 
the deformation cost evaluating the positions related with the neighboring landmarks 
which is defined by the following equation respectively. 

 F(I,s) = ∑  qi (I,si) + ∑ ,   gij (si,sj) (1) 

The values of qi and gij are the combination of of predefined maps and parameter 
vectors that are learnt from examples which are defined as  

 qi (I,si) = ( ,   I, si  (2) 

 gij (si,sj) = ( ,   si, sj ) (3) 
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The feature descriptor of the local appearance model of the feature  is computed 
using the local binary pattern pyramid structure. The local binary pattern pyramid [11] 
is selected as it provides good performance in texture detection over simpler methods 
as intensity values and histograms. 

For the deformation cost, the quadratic function of the displacement vector is se-
lected [5].  The deformation cost is defined as the following. 

  (si,sj) = (dx,dy,dx2,dy2), (dx,dy) = (xj,yj) – (xi,yi) (4) 

3.2 Side Profile Specific Modifications 

The first step is to define what set of facial features should be detected in the system.  
Based on many existing systems, facial features such as the eyes, nose, and mouth are 
important features to detect.  For side profiles, some of the usual features cannot be 
detected directly.  For the proposed system, the selection of the near-eye canthi, nose 
position, and mouth corner position is selected.  The nose position is a vital feature 
and is important in facial detection.  For the eye position, the canthi or the corner of 
the eyes are important positions.  For the canthi, the far canthi are potentially ob-
scured at higher side angles so the near-eye canthi is selected as the feature to be de-
tected.  For the mouth corner, the far mouth corner can be difficult to detect when the 
mouth is open.  This is because the far mouth corner is hidden, and the lips form two 
possible positions for the corner.  Based on the features that are selected, it is evident 
that the typical geometric model and graph topology of a typical DPM approach has 
to be modified which is displayed in Figure 4. 

 

Fig. 4. Left: An example graph topology used in DPM for frontal facial feature detection 
Middle: A modified topology for side profiles in which subjects are facing to their right  
Right: A modified/symmetric topology for side profiles in which subjects facing to their left 

Another modification is the relaxation of the search space of the feature positions.  
The typical approach utilizes an AABB bounding box to define a constraint on poten-
tial position of the individual features to provide a limited search space and to early 
prune false positives. The search space is usually constrained to the normal y-axis, 
and is symmetric in a vertical nature for corresponding feature sets such as the eye 
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canthi.  However in side profiles and at certain angles, the features may not be aligned 
vertically and the y-axis constraints will not be suitable, and a relaxation of the con-
straint y-axis is permitted to allow a wider range of cascading windows for test in 
which we allow slight x-axis variation in the search space.   

Another modification from the typical approach is the usage of a new face detec-
tion approach.  Typical approaches utilize Haar’s like classifier before enlarging the 
detected face region for usage.  However as commonly available face classifier are 
trained on frontal images, the approach does not work well with side images.  
Our proposed system utilizes a HSV color blob model [12] to detect the face region. 
This works well with a wider range of face region, but has more false positive cases.  
In our experiment, we select only the positive detections. 

     

    

    

    

Fig. 5. Sample Results from the Proposed System 

4 Results and Conclusions 

The test cases are built from the complete list of side profile pictures from the Labeled 
Faces in the Wild (LWF) database [7].  As the number of side profiles in the LFW is 



218 P. Setthawong and V. Vanijja 

small, there has been an additional number of side profile pictures that have been 
downloaded to increase the test case size.  A total of 54 side profiles from the LFW 
database were selected and an additional 46 side profiles used for the test case.  All 
the selected facial feature of the side profile pictures are marked by human experts.   

To compare the results of the proposed system, a popular open source implementa-
tion of DPM called Flandmark [6,13] is used for comparison.  The proposed system 
and Flandmark will be used to detect the same facial features that consist of the can-
thi, nose, and mouth corner. As Flandmark utilizes a frontal haar’s classifier to detect 
the face region which does not detect the side profile well, the face region is manually 
defined when the detector fails to detect the face region. Also due to difference in 
features sets, the selection of the closer canthi would be used when comparing the 
canthi accuracy.  To calculate the accuracy, the displacements between the detected 
and the position have to be calculated.  However the pixel Euclidean distance is de-
pendent on the original image size, the normalized coordinate system based on the 
face region is used instead for both the detected and marked features.   

The first calculation done is the feature average mean normalized deviation 
(FAMND) which is used as an indicator of how accurate each of the feature are which is 
defined by the following equation 

 FAMND = ∑  || Fi – F’i || (5) 

Where F = {F0,…, FM-1} are the normalized position which is manually marked of 
each individual feature, F’ = {F’0,…, F’M-1} are the positions of each individual fea-
ture that are detected by the approach, and M is the total number of test cases. 

The second calculation is the average mean normalized deviation (RAMND) which 
finds the average displacement of all the features in each set.  The mean of the devia-
tion of the number of features detected which is defined by Fno is calculated first be-
fore averaging out the displacement which is defined by the following equation: 

 RAMND = ∑  ( ∑  || Fij – F’ij ||) (6) 

The last calculation is the average maximum normalized deviation (RMAX-AND) in 
which selects the feature with the maximum error from each set to figure out what is 
the potential largest error of each set.  S = {S0,…, SM-1} and S’ = {S’0,…, S’M-1} con-
tains the set of all the features that are detected, and the maximum deviation is se-
lected from each set before being averaged. 

 RMAX-AND =  MAX(|| Si – S’i ||) (7) 

The results are compiled, summarized, and are compared side by side in the tables 
below. 

Table 1. Comparing the RAMND and RMAX-AND between the proposed system and Flandmark  

 RAMND [%] SD RAMND [%] RMAX-AND [%] SD RMAX-AND [%] 
Flandmark 16.6777 10.1151 27.1126 17.2479 
Proposed System   3.9029   1.8461   7.3318   4.6764 
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Table 2. Comparing the FAMND  between the proposed system and Flandmark 

 Flandmark Proposed System 
 FAMND [%] SD FAMND [%] FAMND [%] SD RAMND [%] 
Canthus1 2.6999 1.4053 12.0171 10.8920 
Canthus2 3.8472 2.8434 17.8346 12.5205 
Nose 6.3705 5.1268 22.9311 17.4813 
Mouth Corner 2.6938 1.9636 13.9280 9.4210 

The results of the proposed modified DPM shows improvement in area of the de-
tection of features in side profiles.  There is an improvement in the detection of all the 
facial features when compared with the original system.  The improvements are espe-
cially evident in the area of the nose position as the features deviates highly from 
frontal to side profiles.  Another cause why the nose position may show a high error 
rate is potentially from the marked nose position which may fluctuate between test 
cases which can lead to a higher displacement.  One of the interesting results from the 
system is that the values of Canthus1 and Canthus2, which are the two corners of the 
eyes, are significantly different.  The accuracy of Canthus2 which is the farther eye 
corner from the camera shows a higher error rate. Though the canthi detection is satis-
factory in accuracy, the difference in accuracy points to conclusion that it would be 
better to train a separate near and far canthus detector in the future work to improve 
accuracy.   

Though the results are satisfactory, the approach focuses detects facial feature on a 
side profile, and is not a general purpose facial feature detection approach.  Currently 
the authors are working on a general purpose DPM approach that would work seam-
lessly along a wide range of profiles from frontal to side.  Explorations of utilizing 
techniques such as conditional forest [3] or cascading techniques are currently being 
explored in which could help solve the issue at hand.  Once there is additional 
progress in the research has been validated, an update to the research is planned. 
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Abstract. Nowadays, chronic diseases are one of the most challenging health 
problems in many healthcare organizations. A disease management system was 
designed to improve the treatment for chronic patients by facilitating the pa-
tients to report their condition to the care specialists at the hospital. However, 
achieving this goal demands the study of introducing the disease management 
system to the CHF patients. 

A disease management system called EasyCare was developed to match 
with the requirements from the care specialists at Advanced Heart Failure Clin-
ic at King Chulalongkorn Memorial Hospital. The EasyCare system consists of 
three parts; short message service (SMS), web portal, and interactive voice  
response (IVR). A significant amount of time and effort had been used in the 
system design phase to make sure that majority of the CHF patients can use the 
EasyCare system with at least only one single telephone device. 

This study aims to obtain knowledge from evaluating performance and tech-
nology acceptance of the EasyCare system. A group of thirteen CHF patients 
and one care specialist had participated in the study. A survey was performed to 
the participants to get feedbacks and suggestions. However, this EasyCare sys-
tem doesn’t intend to support large group of patients. It only developed for 
study purpose to show the possibility of using the disease management system 
to support health care in the future. 

Keywords: eHealth,, health informatics, telemedicine, home monitoring, dis-
ease management, chronic disease, heart failure, elderly, aging society, treat-
ment compliance. 

1 Introduction 

In 2005, chronic diseases had represented around 60 % of all deaths worldwide [1]. 
Cardiovascular diseases owned the largest group (30 %), following by cancer (13 %), 
chronic respiratory diseases (7 %), and diabetes (2 %). The most common cause of 
mortality is Ischemic heart disease (reduced oxygen supply to the heart) which caused 
as many deaths as all types of cancer together [2]. In USA and Canada, chronic dis-
eases accounted for 88 % of all deaths; CVD 38 %, cancer 23 %, respiratory diseases 
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8 %, and diabetes 3 % [2]. In European region, chronic diseases accounted for 86 % 
of all deaths; CVD 51 %, cancer 19 %, respiratory diseases 4 %, and diabetes 1 % [2]. 
In fact, these patterns are similar to most regions of the world, except for poverty 
where communicable diseases, maternal and perinatal conditions, and nutritional defi-
ciencies are the major cause of death instead [1]. 

Elderly people were highly affected by the chronic diseases. As 77 % of all  
deaths from chronic diseases worldwide occurred in the age group 60 year old and 
older [1]. In USA in 2007, 80 % of their population over 65 years old had one or more 
chronic diseases [3]. More than 60 % had two or more [4]. In Thailand, chronic  
diseases are one of the primary causes of death for the elderly, and also trending  
to become more vital in the future. In 2009, Ministry of Public Health had reported 
that 39 million people of the total population in Thailand were currently at risk to 
chronic diseases [5]. 

Chronic diseases are associated with high expenditure on health care. People  
with chronic diseases represent five times higher expense than normal [6]. In USA  
in 2005, about 80 % of total health care costs were related to the chronic diseases  
[4] [6]. A total cost due to morbidity and mortality for CVD alone was $394 billion 
[6], cancer was $210 billion, and diabetes was $132 billion [6]. In Europe, a total cost 
for CVD in EU was e169 billion. In Germany and UK was e54 billion and e37 billion 
respectively [7]. In Sweden had estimated e5 billion in the total costs on CVD,  
almost e3 billion were health care costs, representing 11.6 % of the total health care 
expenditures [7]. 

2 Related Concepts 

According to the World Health Organization (WHO), a cardiovascular disease (CVD) 
is the number one cause of mortality in the world [2]. Chronic heart failure (CHF), or 
congestive heart failure or heart failure, is considered as a paradigm of CVD. In 2006, 
five million people in the USA (estimated 2% of total population) [8] suffered from 
CHF [9]. The recent studies showed that the treatment compliance of the CHF pa-
tients was very low [10-12]. This brings the opportunity to improve the treatment 
compliance with the disease management system. 

2.1 Physiology and Pathology of CHF 

The heart and its circulatory system are responsible for distributing blood to flow 
throughout the body. A deoxygenized blood flows into a right ventricle by passing a 
superior vena cava and a right atrium. The right ventricle then pushed the blood through 
a pulmonary artery into the lungs. From the lungs, where oxygen is collected, the oxy-
genized blood enters to a left ventricle through a pulmonary veins and a left atrium. The 
left ventricle then finally pushes the blood to flow throughout the human body. 

There are two types of CHF, diastolic and systolic dysfunctions. In diastolic dys-
function refers to a compliance reduction of the ventricles, so it needs a higher filling 
pressure to be able to meet body’s metabolic needs. In the severe case, this process 
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can lower a stroke volume and a cardiac output which result in less blood being 
pumped out into the body at each stroke. In systolic dysfunction refers to an impair-
ment of ventricular contractibility of the heart due to a damage of cells or muscle 
weakening. In this case, the heart is unable to pump all the blood from a ventricle 
which results in lowered stroke volume and cardiac output as well. 

As described above, both diastolic and systolic dysfunctions result in lowered 
stroke volume.  The body tries to compensate this condition by increasing heart rate, 
blood pressure, and swelling (edema). The edema that affected from the right side of 
the heart will occur in a peripheral system; leading to swelling of limbs e.g. legs and 
feet. While the edema that affected from the left side of the heart will occur in a pul-
monary system; leading to accumulate water in lungs. Therefore, CHF will force the 
heart to work harder and could lead to a completely loss of cardiac function. 

The CHF patients can be classified into one of the four classes of New York Heart 
Association (NYHA) where class I is the least severe case and NYHA class IV is the 
most severe case respectively, see Table 1. 

Table 1. A classification of heart failure according to the New York Heart Association [13] 

Class Symptoms 

I No symptoms and no limitation in ordinary physical activity. 
II Mild symptoms and slight limitation during ordinary activity. Com-

fortable at rest. 
III Marked limitation in activity due to symptoms, even during less-

than-ordinary activity. Comfortable only at rest. 
IV Severe limitations. Experiences symptoms even while at rest. 

The most common symptoms of heart failure are breathlessness at rest or on exer-
cise, fatigue, tiredness, and ankle swelling. The common signs of heart failure are 
tachycardia, tachypnea, pulmonary rales, pleural effusion, raised jugular venous pres-
sure, peripheral edema, and hepatomegaly.  

2.2 Treatment of CHF 

More than 80% of the CHF patients are treated from the underlying causes with non-
pharmacological and pharmacological treatments. A non-pharmacological treatment 
will monitor changes in the physical signs and heart failure symptoms. For example, 
sudden weight gain could lead to a fluid retention or body fluid buildup, while sudden 
weight loss could lead to a reduction in total body fat and lean body mass. The non-
pharmacological techniques will only effective only if the patients are on diet, regu-
larly exercise, reducing alcohol intake, and stop smoking. For many worsen cases will 
require a pharmacological treatment, which has several drugs involved. The diuretics, 
angiotensin-converting enzyme (ACE) inhibitors, angiotensin receptor blockers, beta-
blockers, aldosterone antagonists and cardiac glycosides. A care specialist must close-
ly monitor patient physical signs and heart failure symptoms to administrate new drug 
or changing its dose.  
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About 10% of CHF patients will require surgical treatment. This includes mitral 
valve surgery and implantable devices such as pacemakers and defibrillators (ICD). 
And less than 5 % of CHF patients will require heart transplantation. The heart re-
placement surgery can increase quality of life greatly. However, it will only apply to 
the patient at the end stage of CHF due to the risks of procedure like organ rejection 
and infection. The lack of donor hearts is also a major issue. 

3 System Description 

The important issue for developing the disease management system for chronic pa-
tients is the introduction and the technology acceptance among users. This section 
described the design rationale and the system overview of the EasyCare system that 
was used in this study in Thai public health care sector. 

3.1 System Design Rationale 

A close study with heart failure clinic brought an opportunity to obtain the knowledge 
from the real clinical environment. This study can get the constructive feedbacks from 
the real care specialists and accessed to the real CHF patients. In this study, we in-
volved all participates from Advanced Heart Failure Clinic at King Chulalongkorn 
Memorial Hospital. A disease management system called EasyCare was developed to 
use among them. A significant amount of time and effort had been put into the system 
design to make sure that the majority of the CHF patients can use it. 

At the beginning, a prototype of the EasyCare system was developed from the most 
desirable features among the care specialists. The prototype started from a few fea-
tures and continuously added a new one once the current version had been reviewed 
by the care specialists. The design phase of an EasyCare system opened up a chance 
to remove the features or concepts that were non-beneficial. 

3.2 System Overview 

An EasyCare system used in this study consisted of three parts which are short mes-
sage service (SMS), web portal, and interactive voice response (IVR), see Fig. 1.  
A single telephony device e.g. telephone, mobile phone or computer with internet 
access is required to use with the EasyCare system. 

Patient can use Short Message Service (SMS) via mobile phone. The design was 
taken to those whose have a moderate level of mobile experience, familiar with the 
numeric pad, and have ability to send and receive text message. There are about 30 
percent of Thai elderly has been using mobile phone (both feature phone and smart 
phone) [14] since 2009, so patients who had a mobile phone should be able to use the 
service.  

 
 



 Design of

Fig. 1. A schematic ill

Patient can use Interacti
The design was taken to pat
elderly. These patients are 
Therefore, the concept of IV
make a phone call e.g. tele
call is costly but it is simp
EasyCare system from anyo

Patients and care special
access or smart phone. The 
ist parts. A patient part of t
conditions to heart failure 
portal provided a managem
es, and communicating with

4 System Evaluati

To evaluate the EasyCare 
for serving three proposes; 
in the real environment, sec
healthiness of the CHF pati
maintain patient self-caring
into one of the following gr
mainly done at early stage
knowledge for larger studi
trolled, and longer duration

f Disease Management System for Chronic Heart Failure 

 

lustration of disease management system called EasyCare 

ive Voice Response (IVR) via telephone or mobile pho
tients with low experience on technology especially for 
hardly to accept an EasyCare system from the beginni

VR is simple and easy to understand. Any devices that 
ephone, mobile phone, can be used with the IVR. A ph
le and straightforward to guarantee the reachability of 
one, anytime and anywhere. 
lists can use the web portal via any computer with inter
web portal consisted of two parts; patient and care spec
the web portal provided a form for patients to report th
clinic over the internet. A care specialist part of the w

ment tool for viewing the patient’s conditions, giving adv
h CHF patients over SMS or email.  

ion 

system, a field trial was begun in February-April of 20
first is to see if the EasyCare system is usable among us
cond is to see if the EasyCare system can help to impr
ients, and third is to see if the EasyCare system can help
g at home. A healthiness of each patient will be evalua
roups; worse, stable, or better, see Table 2. This study w
e as an introduction of the EasyCare system to prov
ies in the future with more patient involved, more c
. 

225 

one. 
the 

ing. 
can 

hone 
the 

rnet 
cial-
heir 
web 
vic-

013 
sers 
rove 
p to 
ated 
was 
vide 
con-



226 C. Sookpalng and V. Vanijja 

Table 2. A group for classifying the CHF patients in the field trial 

Group Criteria 
Worse - Body weight increases more than 2kg over a day 

- More amount of Lasix consumption 
- Interval visit less than or equal to 2 weeks 

Stable - Body weight increases more than 2kg over a month
- Same amount of Lasix consumption 
- Interval visit higher than 1 month 

Better - Maintain body weight 
- Reduce the amount of Lasix consumption 
- Interval visit higher than 1 month 

The field trial was started by forming a group of thirteen CHF patients and one 
care specialist at Advanced Heart Failure Clinic. Patients were randomly chosen 
among group of NYHA class I and II. The care specialist was responsible for taking 
care of the thirteen patients by monitoring patients’ health via web portal and giving 
the daily advises. The EasyCare system was demonstrated to the CHF patients at an 
initial meeting. The instruction of the system was presented in both oral and giveaway 
pamphlet. During the presentation, patients were free to ask questions regarding to 
technical or functional issues about the EasyCare system. At the end, thirteen patients 
were ready to use the EasyCare system from their mobile phone with a great intention 
to use. 

4.1 Result from Field Trial 

Over three months of the field trial, the result showed that CHF patients, especially 
the elderly, had hard time to change their behavior towards the new solution. At the 
end, only three out of thirteen patients was using the EasyCare system and another ten 
had neglected. This result was due to the difficulties from using SMS and IVR. Many 
elderly couldn’t use the IVR because they owned the bad mobile phone. By letting 
patients use their own mobile phone, which mostly cheap, we’re facing problems such 
as the keypad was too small, the IVR voice was hard to hear, the automated process 
was hard to follow when switching back and forth to listen and answer. The elderly 
couldn’t use the SMS because the syntax was too complicated. They also complained 
about the cost from using both SMS and IVR services. From this reason, patients 
agreed that both IVR and SMS were too difficult to use and handle well in practice. 
The IVR service should be simpler, take no cost and take less time to complete the 
task and the SMS service will need more time to learn and understand.  

Beside from the ineffective result, three patients had been regularly using the web 
portal of the EasyCare system for over three months with no difficulties. Therefore, 
we can evaluate the EasyCare system from those patients. Starting from their back-
grounds, see Table 3. They are over 60 years of age (P1=64, P2=67 and P3=62). Pa-
tient P1 and Patient P2 have children who can help with the technical issues. Patient 
P1 has no children but he can use the computer and internet. 
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Table 3. A summary of patient’s who participated in the study 

Patient Sex Age Living with family Currently Using Intend to use 

P1 Female 64 Yes Mobile Phone Yes 
P2 Female 67 Yes Mobile Phone Yes 
P3 Male 62 No Email, Mobile, Phone Yes 

Three patients agreed that using the web portal was easy and understandable.  
A common error such as missing parameters or entering an incorrect value will  
be handled by an error message and the instruction to correct the mistake. For this  
reason, the body weight, blood pressure, and vital signs of heart failure were conti-
nuously received from patients during the trial period. This was due to the advantages 
from using the web portal. However, the web portal faced a problem once due to the 
absent of internet connection. While the web portal was closed for maintenance,  
patients were asked to use SMS and IVR instead for a short period of time. The  
solution had minimized an impact of the failure. 

Table 4. A comparison between an average usage of an EasyCare system and the frequency of 
Lasix’s dose adjustment in one month 

Patient System Usage (times/month) Dose Adjusted (times/month) 

P1 16 11 
P2 9 0 (Disused) 
P3 19 0 (Disused) 

When compare an average usage of the EasyCare system and the frequency of  
Lasix’s dose adjustment in one month, see Table 4. The result showed that patients 
had used the EasyCare system regardless to the condition of their health. Patient P1 
used the EasyCare system for 16 times in one month, and 11 times were for adjusting 
Lasix’s dose. Patient P2 and Patient P3 have used the EasyCare system for 9 times 
and 19 times respectively while they already disused the Lasix consumption. So, the 
EasyCare system can be used to maintain the present of CHF patients with no addi-
tional cost. It can help care specialist to monitor patient’s health and increase a chance 
to detect the early signs and symptoms of heart failure. On the one hand, if no Easy-
Care system, CHF patients will neglect to the traditional heart failure treatment when 
they have a good health. They will stay absent from heart failure clinic until the case 
start getting worse. And by that time, care specialist will have a hard time to diagnose 
the early signs and symptoms of heart failure. 

A summary of each patient was analyzed by the care specialist after the field trial 
has ended, see Table 5. Three participants were classified in a “better” group because 
they can maintain the body weight while continuing to reduce the amount of Lasix 
consumption during the field trial. Patient P1 and Patient P2 had improved the NYHA 
score to class I (the least severe case). All patients can lengthen their interval visit 
while using the EasyCare system to maintain self-caring at home.  
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Table 5. A summary of each patient over three months 

Patient Period of 
use 

NYHA 
(class) 

Body Weight 
(kg) 

Diuretic 
Dose (mg) 

Interval Visit 

(times per month) 

Heart Fail-
ure Group 

P1 Pre II 48.4±0.86 300±90 2 Stable 
 Post I 47.3±1.16 190±75 4 Better 
P2 Pre II 52.3±0.62 20 2 Stable 
 Post I 51.7±0.5 Disused 4 Better 
P3 Pre I 74.7±0.48 20 3 Stable 
 Post I 72.3±0.67 Disused 5 Better 

The graphs below show the summary of body weights and the amount of Lasix 
consumptions of patient P1 during the trial period. The blue line represents the values 
before patients have used the EasyCare system, following by the red line which 
represents the values after the patient have used the EasyCare system. 

While Patient P1 was using the EasyCare system, she can maintain her body 
weight over three months, see Fig. 2. 

 

Fig. 2. A summary of weights of Patient P1 over three months (in kilogram) 

While Patient P1 was using the EasyCare system, she can reduce the amount of 
Lasix consumption from 500 mg per day to 100 mg per day over three months, see 
Fig. 3. 
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Fig. 3. A summary Lasix consumption of Patient P1 over three months (in milligram) 

Therefore, Patient P1 was classified in a “better” group because she can maintain 
her body weight while continuing to reduce the amount of Lasix consumption. 

5 Discussion and Conclusion 

5.1 Discussion 

In this study, the result from field trial showed that technology acceptance  
among CHF patients was very low since only three out of thirteen patients were using 
the EasyCare system on their daily basis. The ease of use had failed after one week of 
the field trial when ten patients faced the difficulties and an inability to use SMS and 
IVR at home. The frequent of use had failed when patients cannot use the EasyCare 
system at least three times a week - It was inconvenient for them since they usually 
contact their care specialist only once a month or less. The cost of use had failed when 
the elderly had to pay for making a phone call or sending an SMS for themselves. 
Most elderly considered to save this cost and neglected to the EasyCare system  
instead. 

On the other hand, a web portal part of the EasyCare system gained the technology 
acceptance among CHF patients during the field trial. Three patients had been regu-
larly using the EasyCare system with the web portal and the result showed that they 
were healthier over three months. They gained confident living with the disease while 
maintained self-caring at home with the EasyCare system. Therefore, there is a sign 
that the disease management system can improve the quality of life of CHF patients if 
the adequate supports were provided. 
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5.2 Conclusion 

All these arguments point towards a good possibility to develop a web-based disease 
management system to support chronic patients in the future. The result from system 
evaluation showed that the care specialist and the CHF patients had a positive attitude 
towards the web technology in the future. A general idea of the web solution is very 
easy to understand and easy to use. The cost of web technology is also lesser than 
others. Therefore, the web-based disease management system has the most potential 
to become the health care solution for CHF patients in the future. The SMS and IVR 
approaches will need a future study on ease of use, frequent of use, and cost of use. 

6 Future Work 

In this thesis, the field trial was conducted to evaluate the EasyCare system in the 
home environment. However, the work was considerably too small to draw a conclu-
sion on the technology acceptance. Future study can follow the User Acceptance of 
Information Technology: Toward a Unified View (UTAUT) [15] for deeper analysis 
about the user acceptance model. The UTAUT model requires at least 30 participants 
in one study to get the statistically result. Therefore, there is a good opportunity to 
conduct new study with various chronic conditions e.g. diabetes, high blood pressure, 
lupus, multiple sclerosis and sleep apnea. For suggestion, the first step to achieve this 
goal is to find the large amount of participants. The study must plan to easily collect 
the conditions from all patients. This can be done by developing the embedded  
toolkits, the system that let patients enter bunches of conditions at once, the social 
network apps, or smart phone apps. 
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Abstract. Nowadays, VoIP has become the core communications on the inter-
net. One of the crucial applications on VoIP is the automated IVR system that 
interacts with the user automatically. Speech recognition plays an important 
role behind this kind of system. This paper studies the effect of codec bit rate 
and network packet loss on Thai speech recognition systems over an IP net-
work. We encoded the speech samples of male, female and artificial voice with 
various bit rates of Speex codec. The speech sample was sent by RTP through 
the IP network with packet loss simulation. The speech quality was measured 
by PESQ and compared to word error rate of speech recognition.  The results 
show that the codec bit rate and level of packet loss have a significant impact on 
the performance of speech recognition over IP. 

Keywords: VoIP, QoS, PESQ, Thai language, speech recognition. 

1 Introduction 

Today, speech and speaker recognition gain more popularity in a wide variety of 
technologies. Speech recognition systems can be found in many mobile devices. In 
various kinds of recognition system, speech signals have to travel through a different 
type of network before processed by a recognition engine at the end point. VoIP or 
IP-Telephony is one of the popular methods for voice communication in next genera-
tion network. It decreases the communication cost from the PSTN operator. One of 
the crucial applications on VoIP are the automated IVR systems. This kind of IVR 
interacts with the user through speech communication automatically. Speech recogni-
tion over IP plays an important role in this kind of system. However, IP is an unrelia-
ble and best effort network. The speech quality of VoIP can be affected by many  
parameters such as delays, packet loss and low bit rate coding [1]. Static delay does 
not affect a speech quality directly but affects the conversational quality. Low bit rate 
coding may result in lower bandwidth consumption but a speech signals will lose 
some spectral characteristics. Packet loss on an IP network can be the cause of voice 
clipping which directly affects speech listening quality [2]. Recent studies show  
that speech quality in VoIP correlates significantly to the performance of speech rec-
ognition [3-4]. However, most of the evaluation has been based on English or other 
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Western languages (e.g. French). In linguistic theory, tone can be used to distinguish 
language into two main categories, tonal languages and non-tonal languages [5]. Most 
of the western languages are non-tonal languages while many East Asian languages 
are tonal such as, the Chinese language, Vietnamese and the Tai-Kadai family of  
languages in South-East Asia. Our previous work shows that the speech quality of 
tonal language was different between a tone in Thai and Chinese [6]. However, there 
is very little research between the correlation between a speech quality and a perfor-
mance of tonal speech recognition over IP.  

The objective of this research is to study the effect of bit rate and packet loss in the 
performance of tonal speech recognition over IP. The speech quality degradations were 
objectively measured using the Perceptual Evaluation of Speech Quality method (PESQ) 
[7]. The results show the relation between PESQ MOS and word error rate of speech 
recognition. Moreover, it also indicated that MOS from objective speech quality mea-
surement could be used as a prediction for speech recognition performance. 

2 Background 

2.1 Thai Language 

Thai language is one of the tonal languages in Asia. It  is used as an official language by 
over 60 million people in Thailand [8]. The Thai language is one of the subsections in the 
Tai-Kadai group of languages. Tai-Kadai is a language family of highly tonal languages 
found mostly in southern China and Southeast Asia [9]. They include Thai, Lao and some 
parts of Vietnam. Unlike the Chinese Mandarin language which has four contrastive lexi-
cal tones [10], The Thai language has five contrastive lexical tones on syllables which can 
be distinguish into mid, low, falling, high and rising tone [11]. 

A Tonal language, pitch is used as a part of speech, in order to change the meaning 
of a word. Previous research on the fundamental frequency (F0) contour using Fujisa-
ki’s model shows that the F0 and other characteristics of Thai female voices are sig-
nificantly higher than male voices [12]. Figure 1 shows the pitch track and narrow 
band spectrogram of the following Thai in words, khaa (mid) to be stuck, khaa (low) a 
kind of spice, khaa (falling) to kill, khaa (high) to engage in trade, khaa (rising) a leg. 

 

Fig. 1. Pitch track and narrow band spectrogram of Thai word khaa from a man speech 
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2.2 Speech Quality Evaluation 

Perceptual Evaluation of Speech Quality (PESQ) is the objective speech quality eval-
uation method as described in the ITU-T recommendation P.862 [7]. PESQ can be 
used to measure speech quality in narrow band and wide band communication net-
works. It works by comparing the original signal X(t), with the degraded signal Y(t). 
When Y(t) is the result of the passing signal X(t) through a communication network. 
PESQ generated perceptual of signal Y(t) as evaluated by subjective testing. 

Speech quality is rated by a Mean Opinion Score (MOS) [13]. The MOS from PESQ 
ranges from -0.5-4.5, with the higher scores indicating better speech quality. PESQ was 
later complemented with ITU-T recommendation P.862.1 which is used for mapping 
PESQ scores to a subjective MOS scale (Table 1) [14]. MOS obtained from this mapping 
results in the Listening Objective Mean Opinion Scores (MOS-LQO). 

Table 1. MOS scale 

MOS Quality 

5 Excellent 

4 Good 

3 Fair 

2 Poor 

1 Bad 

2.3 Speech Recognition Performance Evaluation 

Word Error Rate (WER) is a common evaluation method for speech recognition sys-
tems. WER is derived from the Levenshtein distance, or edit distance. The edit dis-
tance between two strings is the minimum number (or weighted sum) of insertions, 
deletions and substitutions required to transform one string into the other [15]. 
%WER is defined as 

 % 100
S D I

WER
N

+ += ×  (1) 

Where 

• S  is the number of substitutions 
• D  is the number of deletions 
• I  is the number of Insertions 
• N  is the number of words in the reference 

When reporting the performance of speech recognition system, sometimes the Word 
Recognition Rate (WRR) is used instead. 
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 % (1 ) 100WRR WER= − ×  (2) 

Where, WRR shows the rate of correctly recognized words. 

3 Experimental Description 

3.1 Speech Samples 

In order to study the performance of speech recognition on artificial voice, speech 
samples were prepared into two sets. The first set of speech samples was recorded by 
four males and females in a soundproof environment. All of the speakers were Thai 
native speakers with standard Thai pronunciation. The second sets of samples are 
generated from the text-to-speech software Vaja 6.0. Vaja is able to synthesize all 
Thai words since it has a text analysis module which can generate the pronunciation 
of every word even the ones not found in a dictionary [16]. All of the speech samples 
are recorded with a 8 kHz sampling rate and 16 bits PCM format. 

3.2 Thai Speech Recognition 

The speech recognition software is iSpeech-W 1.5. It works by extracting Mel-
frequency cepstrum (MFCC) features from a speech and uses the Viterbi algorithm to 
compare with reference to the Hidden Markov Model (HMM) recognition network 
[17]. The acoustic model of iSpeech-W is trained from a LOTUS speech corpus 
which contains 70 hours of speech from 48 speakers (24 males/24females) in a clean 
and office environment [18]. 

3.3 Impairment Parameter 

Bit Rate 
In digital multimedia, the bit rate often refers to the number of bits used per unit of 
playback time to represent a continuous medium such as audio or video after source 
coding (data compression). In real time applications such as VoIP, the codec with a 
higher bit rate mode refers to higher in a speech quality. However, the higher bit rate 
codec may lead to high bandwidth consumption. According to VoIP traffic’s beha-
vior, the low bit rate codec is more suitable for VoIP applications [19]. The Speex 
codec that used in the experiment is set to 8 kHz sampling (Narrowband). In Speex 
CBR mode, there are 7 different narrowband bit-rates defined, ranging from 2.15 kbps 
to 24.6 kbps as shown in Table 2. However, the modes below 5.9 kbps should not be 
used for speech [20]. 
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Table 2. Speex quality mode versus bit rate 

Mode Quality Mode Bit Rate (bps) 

1 0 2,150 

8 1 3,950 

2 2 5,950 

3 3-4 8,000 

4 5-6 11,000 

5 7-8 15,000 

6 9 18,200 

7 10 24,600 

Packet Loss 
The cause of packet loss in IP network transmission may come from a bad quality 
link, the excessive delay in a network, or saturation of a network device buffer. The 
Gilbert model, shows that the probability of packet loss may depend on the previous 
packet (dependent loss) or not depend on the previous packet (independent loss) [4].  
In this experiment, an independent loss characteristic is used in the network simula-
tion. The loss rate is adjusted using the following values 0%, 1%, 2%, 4%, 6%, 8%, 
and 10%. The packetization time of the RTP is set to 20 ms (default value). 

3.4 Evaluation Framework 

 

Fig. 2. Evaluation test-bed 

The speech quality test-bed with speech recognition and PESQ method used in our ex-
periment framework is shown in Figure 2. The reference speech samples are input to the 
RTP module 1 which, is operated using RTP ToolBox software [21]. The RTP ToolBox 
can manually create and terminate RTP sessions independent of call-signaling protocols 
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like SIP. After the RTP sessions, the reference speech samples are coded using a Speex 
codec with various bit rates. The voice packets are streamed from RTP module 1 through 
network simulator. IPNetSIM works as a network simulator in this experiment [22]. The 
delay in the network is set to a 50 ms static delay and packet loss is varies from 0-10%. 
The network bandwidth is set to full Ethernet with no background traffic flow in the net-
work. The RTP ToolBox in RTP module 2 works as a speech decoder. The degraded 
speech measures quality by PESQ methods (compared with reference speech) and recog-
nized with speech recognition. The speech quality MOS is calculated using the PESQ 
method and compared with the %WER from speech recognition performance. 

4 Results 

4.1 Effect of Bit Rate Results 

Figure 3, 4 and 5 shows the results for the performance of speech recognition com-
pared to speech quality. It is clear that the lower bit rate mode of the Speex codec 
results in lower speech quality and performance of word recognition rate. However, in 
case of human speech, the female word recognition performance is better than male in 
the first three bit rate modes as show in Figure 3 and 4. PESQ scores do not show any 
significant difference between male and female speech at the same bit rate. WRR is 
converged to a stable state performance when the bit rate starts at 11.0 kbps which is 
the default bit rate of the Speex codec (quality mode 5). In case of artificial speech, 
the WRR shows better performance than human speech even in the case of lowest bit 
rate mode (Figure 5). With Speex quality mode 2, the bit rate of codec is only 5.95 
kbps but yields WRR performance at 67%. However, PESQ shows the speech quality 
of artificial voice is lower than human speech. At the best speech quality bit rate, the 
WRR of artificial speech shows a correct recognition rate of almost 90% which is 
better than human speech at 15%. 

 

Fig. 3. The effect of bit rate on the average PESQ and WRR for Thai male speech 



238 T. Triyason and P. Kanthamanon 

 

Fig. 4. The effect of bit rate on the average PESQ and WRR for Thai female speech 

 

Fig. 5. The effect of bit rate on the average PESQ and WRR for Thai artificial speech 

4.2 Effect of Packet Loss Results 

Figure 6, 7, and 8 shows the results of packet loss effect over the average PESQ and 
WRR of male, female, and artificial speech samples. The three graphs show a good 
correlation between packet loss rate, PESQ and WRR. In case of human speech, fe-
male speech shows the better WRR when compared to male speech as observed in bit 
rate effect. The PESQ scores between male and female speech are not significantly 
different. In case of artificial speech, PESQ shows a lower quality when compared to 
human speech. However, in case of the packet loss rate between 0-2%, the three types 
of speech still have a WRR performance over 50%.  
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Fig. 6. The effect of packet loss on the average PESQ and WRR for Thai male speech 

 
Fig. 7. The effect of packet loss on the average PESQ and WRR for Thai female speech 

 
Fig. 8. The effect of packet loss on the average PESQ and WRR for Thai artificial speech 
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To find the correlation between PESQ and WRR, the scatter diagram of two para-
meters is created as shown in Figure 9. The Pearson correlation coefficient of  the 
two parameters is 0.70. The correlation coefficient shows a good correspondence 
among PESQ and WRR for Thai language. 

 
Fig. 9. PESQ scores versus Word Recognition Rate 

5 Conclusion 

In this paper, we evaluated the performance of Thai speech recognition over variation of 
codec bit rate and packet loss. Word recognition rate has also been compared with the 
PESQ score. The results show that Thai female speech has a better WRR when compared 
to Thai male speech. However, the variation of WRR may come from the difference in 
talking style and speed of the talker. In the case of artificial speech, it shows a better WRR 
when compared to human speech. Moreover, PESQ also shows that artificial speech quali-
ty is less than human speech quality in every case. It can be explained that PESQ has not 
been created for testing with artificial speech. However, the more study about PESQ and 
artificial speech should be performed. The Pearson correlation coefficient also shows a 
good correlation between PESQ and WRR. The results may lead us to use PESQ scores as 
the prediction of speech recognition performance. It shows the approach to lower the costs 
of speech recognition evaluations for the end user. Further work should be studied on 
comparison between tonal and non-tonal language under different network environments 
and more complex speech recognition’s acoustic model. 
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Abstract. This paper presents the study of VoIP quality measurements from 
two popular codecs, G.711 and G.729, using the methods of Perceptual 
Evaluation of Speech Quality (PESQ) and Thai speech. In this study, from four 
lists of Thai speech, it has been found that G.711 provides better voice quality 
than G.729 in every condition of packet loss. Also, it has been found that 
Objective Listening Quality - Mean Opinion Score (MOS-LQO) of male speech 
is slightly higher than MOS-LQO of female speech, whereas MOS of child 
speech is the lowest. Then, MOS-LQO values from four Thai speech lists have 
been compared. Next, MOS-LQO from PESQ of male and female speech at the 
best condition have been compared with the Subjective Listening Quality Mean 
Opinion Score (MOS-LQS) from ACR listening tests in another laboratory. 
Lastly, referring to packet loss effects, objective MOS from PESQ have been 
compared with subjective MOS from conversation tests. It has been found that 
there is no significant difference among MOS-LQO from the four Thai speech 
lists, but it has been found that there is a significant difference between 
subjective MOS and objective MOS from each codec in each condition. 
Therefore, one can say that this is evidence that PESQ requires intensive study 
with Thai speech to modify PESQ for VoIP quality measurement in Thai 
environments confidently. 

1 Introduction 

VoIP quality measurement is one of the interesting issues referring to VoIP 
technology. Particularly, research on VoIP quality measurement based on Thai speech 
is very interesting because Thai is a tonal language, which is unique. At this moment, 
it still requires deep investigation, although some issues with the Thai language have 
been studied already, for example, subjective MOS studies with G-family codecs 
using subjective tests and Speex using PESQ [1-2].  

Therefore, this study has been conducted in order to investigate VoIP quality 
measurement using PESQ with Thai speech, which has been applied to the Thai 
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Speech Set for Telephonometry (TSST) [3], with unofficial collaboration between 
Faculty of Information Technology, KMUTNB, and School of Information 
Technology, KMUTT. 

2 Background 

VoIP quality measurement methods have been mainly classified into subjective 
methods and objective methods [4] [5]. Some of those are presented as follows:  

2.1 Subjective Methods   

Subjective result of voice quality is an important issue because it is necessary to be 
benchmarked for objective measurement tool calibration. It has been stated in [2] that, 
in general, it is agreed that subjective result of voice quality evaluation gives better 
reliability that the result from objective measurement.        

Conceptually, subjective testing seems a very simple idea to obtain Mean Opinion 
Score (MOS), which is a key quality indicator for speech communication that is 
standardized by ITU-T [6]. MOS is the average of scores, using a 5-point scale 
(5=Excellent, 4=Good, 3=fair, 2=poor, 1=bad) from individual scores. However, for 
reliability of MOS, it requires 16 subjects or more, requiring controlled conditions 
(e.g., packet loss effects) in a quiet environment, such as a soundproof room [7].  

Absolute Category Rating (ACR) testing is one of the better known subjective 
methods. This method has been issued by ITU-T; its result is a MOS of listening 
quality, which refers to how subjects rate what they hear during a call or speech 
sample [6-7]. It is used to obtain the absolute quality of the voice sample, through the 
direct hearing of the speech sample, without a reference speech sample [7].  Of 
course, ACR testing requires standard speech files; otherwise, variability in scores 
might be high. That means the MOS result might suffer from unreliability. 
Nevertheless, for its limitation, some effects such as delay effects cannot be tested 
using this method. 

Therefore, conversation testing can be an alternative, particularly to evaluate 
conversational quality, which refers to how subjects rate the overall quality of a call 
impacted by, for example, echo and/or delay effects, thus it is the most realistic 
atmosphere recommended by ITU-T because this method can reach the same standard 
of realism [5] [7] [8]. Moreover, this method does not require speech files, while each 
round of testing can provide two scores. Therefore, with the same numbers of 
subjects, it should be able to decrease time of 50% to gather scores.  

2.2 Objective Methods 

Even though there is no objective measurement method that can replace subjective 
measurement method perfectly, objective measurement method has several 
advantages, such as, shorter time consumption, no collaboration with a lot of subjects 
and fewer endeavors [2, 9]. 
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There are several objective measurement methods for speech communications, 
However, the major methods are PESQ for intrusive methods and E-model for non-
intrusive methods, which have been confirmed by the search results from 
IEEEXplore®, as shown in Table 1 [10] [11]. In that table, it can be seen from the 
search that the results of PESQ are higher than results of the E-model. 

Table 1. Research directions using PESQ and E-model in last five years 

Objective Method Result Remark 

PESQ 41 
Jan 2009 – Aug 2013 

E-model 37 

For PESQ, which has been used in this study, it has been surveyed from [5] [12] 
[13] [14] [15] [16] and summarized in [17] as follows: 

- PESQ is state-of-the-art in terms of objective voice quality measurement and has 
been claimed to have very high correlation with the subjective voice quality 
measurement methods 

- it is the most common and popular method of intrusive measurement methods, 
including the original version, P.862 that supports narrow-band telephone networks 
and speech codecs, and P.862.2 which supports wideband telephone networks and 
speech codecs 

- the original ITU-T P.862 PESQ supports only narrow-band telephone networks, 
whereas its new version was extended to support wideband telephone networks   

- it uses the strength of both Perceptual Speech Quality Measurement (PSQM) and 
Perceptual Analysis Measurement System (PAMS), which are psycho-acoustic and 
cognitive models, and a time alignment algorithm respectively 

- it is recommended to evaluate the impact of a codec to voice quality and to test 
the networks before operation 

- it can be applied to evaluate several factors, such as transmission errors, codec 
errors, noise in the system, packet loss and time clipping 

- it works as the model that compares the degraded signals to the original signals, 
instead of subjective evaluation   

- this model permits the discovery of time jitter and identification of frames 
involved and which frames are affected by the delay and erased in order to prevent a 
bad score  

- the average correlation between PESQ scores and the subjective scores was 
0.935, reported in [14], whereas, it is claimed in [16] that the correlation is up to 0.95. 

2.3 Thai Language and Thai Sound System 

The Thai language is a tonal language used as the official language in Thailand  
that has population of over 65 million people. There are 44 Thai consonants that  
are classified into three groups known as High, Middle and Low class consonants. 
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The phoneme of Thai consists of 21 initial consonants, 11 cluster consonants, 9 final 
consonants, 21 vowels (consisting of short vowel, long vowel and diphthong) [18]. 
Particularly, there is a tonal feature that is very important for the Thai sound system, 
due to different tones of Thai speech which change the meaning of Thai words [18]. 
There are five tones shown in Table 2. 

Moreover, from the research on neuroscience, it has been reported in [20] that from 
the study using Electroencephalogram technique and Low-Resolution Brain 
Electromagnetic Tomography (LORETA) with the Mismatch Negativity (MMN), 
with 9 Thai native listeners who do not have Chinese knowledge, that only the left 
hemisphere (LH) of Thai native speakers were activated significantly when listening 
to the condition with Thai speech which is their mother language, whereas, their right 
hemisphere (RH) were activated when listening to the condition with Chinese speech. 
Besides, it has been reported in [21] that the part of LH was predominant in the 
perception of the prosody of Thai speech sound, while the prosody of Chinese speech 
sound was dominated by part of the RH. That means only the left hemisphere can 
significantly respond to native speech sounds. 

For speech samples that are necessary for the listening tests and different kinds of 
objective voice quality tests, ITU-T recommended that the speech samples must be 
meaningful and easy to understand [5], therefore, the ‘Harvard sentences’ that have 
been used widely cannot be used for voice or speech quality measurement in 
Thailand, due to those sentences are only in English [22].  

Instead of using a set of Thai speech from the ‘Multi-lingual speech database for 
telephonometry 1994’ that’s provided by NTT-AT with expensive costs [22], local 
Thai speech sets have been considered. However, instead of following [2] using the 
well-known Thai speech corpus ‘LOTUS’, which has been noted that many sentences 
are not simple when compared with the Thai Speech Set for Telephonometry (TSST) 
[3] [4]. TSST has therefore been considered for application, following [23] for further 
investigation. Some parts of speech sentences of TSST are shown in Table 3. 

2.4 Related Works 

In 2002, it was reported that results from the study with English and Dutch speech 
with loss effects using PESQ in [24] that the voice quality from male speech is higher 
than the voice quality from female speech.   

Table 2. An example of Thai words with five tones 

 Thai Tone 

 Mid Low Falling High Rising 

Word   /    

Phonetic 
Symbol      

Meaning noun classifier 
of a flute 

set or 
group to tell/alcohol a (pig or  

duck) pen 
to sharpen 
(a pencil) 
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Several years later in 2008, there was one research work from the same laboratory 
that is consistent with [24]. It presented voice quality with the GSM codec, English 
speech and six conditions [12]. It has been found that the voice quality from male 
speech using PESQ is higher than the voice quality from female speech. While it is 
inconsistent with [24], when using 3SQM, it was found that the voice quality from 
female speech is higher than the voice quality from male speech. 

Similar to [25], the study with G.711 and G.729 using PESQ, it has been observed 
that the results from the experiment with delay effects of the voice quality from 
English female speech is slightly higher than the voice quality from English male 
speech. However, it has been observed from the same article that it is inconsistent 
with Chinese speech because the voice quality of Chinese male speech is slightly 
higher than the voice quality of Chinese female speech. Nevertheless, with loss 
effects, it has not been observed clearly from the experiment with G.711 about the 
differences of the voice quality from English male speech and English female speech, 
while the result of Chinese speech is consistent with the result of the experiment with 
delay effects. 

For the study with Thai, both male and female speech, with Speex codec using 
PESQ [2], the result from the experiment with Thai speech is consistent with [24], 
and [12] that used PESQ tests. It has been observed that the voice quality from Thai 
male speech is higher than the voice quality from Thai female speech. 

However, all above were mainly from objective tests using PESQ, the results are 
inconsistent with the result from the subjective tests, because it has been shown in 
[26] from interview tests, the voice quality from the female interviewer is slightly 
higher than the voice quality from the male interviewer. Besides, it has been 
compared between G.711 and G.729 referring to loss effects in [8] using conversation 
tests but it did not analyze type or gender of speech.  

Therefore, it is still necessary to investigate and analyze Thai speech, both male 
and female.  

3 Methodology 

From Table 3, the speech lists have been adopted from [23], which follows [27] that 
recommended to have the length of each speech sample around 8-30 s, as shown in 
Table 4, as follows: 

1) List2: there are three forms of speech samples (A, B and C). Each speech 
sample, with the length of 8 s, consists of two speech sentences. For each form, there 
are 2 child speech samples (a boy and a girl), 4 female speech samples and 4 male 
speech samples; therefore, totally there are 30 speech samples for this speech list. 

2) List3: there are three forms of speech samples (A, B and C). Each speech 
sample, with the length of 8 s, consists of three speech sentences. Similar to List2, for 
each form, there are 2 child speech samples (a boy and a girl), 4 female speech 
samples and 4 male speech samples; therefore, totally there are 30 speech samples for 
this speech list. 
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3) List4: there are three forms of speech samples (A, B and C). Each speech 
sample, with the length of 10-12 s, consists of four speech sentences. Similar to List2, 
for each form, there are 2 child speech samples (a boy and a girl), 4 female speech 
samples and 4 male speech samples; therefore, totally there are 30 speech samples for 
this speech list. 

Table 3. Selected Speech Samples for creating Subgroups of TSST as a Small Size Approach 

Speech Group No. Thai Sentences (or Phrases) with English Meaning 

G1-1 สวัสดีครับ/คะ (Hello.) 

G2-1 หมายเลขที่ทานเรียกไมสามารถติดตอไดในขณะนี ้(The number you've tried to reach cannot be connected.) 

G2-2 คิดถึงนะ (Miss you.) 

G4-1 สอบถามขอมลูอืน่เพิม่เติมอีกไหมครบั/คะ (Would you like to ask for more information?  )  

G5-1  ตอไปเปนขาวในพระราชสํานัก (Next, it is the royal news.) 

G5-2 Where have you been? (ไปไหนมาเหรอ ) 
G6-1 กรุณาถือสายรอสักครูครับ/คะ (Please hold on one moment.) 

G6-2 ยินดีตอนรับครับ/คะ (Welcome.) 

G7-1 วันนีจ้ะไปเที่ยวที่ไหนดี (Where are we going today?) 

G7-2 ไมไดเจอกนัต้ังนาน (Long time no see.) 

G8-1 กําลังจะไปไหน (Where are you going?) 

G8-2 ขอรบกวนเวลาสักครูนะครับ/คะ (Please give me sometime.) 

G9-1 วันนีไ้ปกนิขาวที่ไหนกนัด ี(Where will we go to eat today?) 

G9-2 จะกลับเมือ่ไหร (When will you come back?) 

G11-1 ดูแลรักษาสุขภาพดวยนะ (Take care of your health.) 

G11-2 ตกลงนะครับ/คะ (Are you ok?) 

G12-1 กรุณาติดตอกลับมาใหม (Please contact again.) 

G12-2 กลับถงึบานหรอืยัง (Have you reached home?) 

G13-1 วันนีเ้รียนวิชาอะไร (What subject are you going to study today? or What subject have you studied today?) 

G13-2 จะกลับถึงบานกี่โมง (When will you reach home?) 

G14-1 กําลังทําอะไรอยูเหรอ (What are you doing now?) 

G14-2 วันนีร้ถติดมากเลย (Traffic is/was bad today.) 

G15-1 ขณะนี้เวลาแปดนาฬิกา (Now, the time is eight a.m.) 

G15-2 ขอโทษนะครบั/คะ (I’m sorry.) 

G17-2 ยุงอยูหรือเปลา (Are you busy now?) 

G18-2 ต่ืนนอนหรอืยัง (Have you woken up yet?) 

G20-1 วันนีอ้ากาศรอนมาก (Today is very hot.) 

G22-2 กินขาวหรอืยัง (Have you eaten food?) 

G23-1 ขอบคุณมากครับ/คะ (Thank you very much.) 

G24-1 นอนหลับหรอืยัง (Have you slept yet?) 

G25-2 แคนี้กอนนะครับ/คะ (Ok, I have to hang-up now.) 
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Table 4. Lists of TSST that were created and selected for this study 

Subset of TSST Item Length (s) Speech group no. 

List2 

A 8 
G12-2 
G20-1 

B 8 
G6-1 

Subset of TSST 

C 8 
G4-1 
G8-2 

List3 

A 8 
G2-2 

G10-2 
G22-2 

B 8 
G13-2 
G15-2 
G18-2 

C 8 
G14-2 
G17-2 
G24-1 

List4 

A 10 

G2-2 
G14-2 
G22-2 
G23-1 

B 10 

G8-1 
G10-2 

G15-2 
G25-2 

C 12 

G1-1 
G2-1 

G8-2 
G6-1 

List10 

A 30 

G5-1 
G5-2 
G6-1 
G6-2 
G7-1 
G7-2 
G8-1 
G8-2 
G9-1 
G9-2 

B 30 

G11-1 
G11-2 
G12-1 
G12-2 
G13-1 
G13-2 
G14-1 
G14-2 
G15-1 
G15-2 
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4) List10: there are two forms of speech samples (A and B). Each speech 
sample, with the length of 30 s, consists of ten speech sentences. Also, for each form, 
there are 2 child speech samples (a boy and a girl), 4 female speech samples and 4 
male speech samples; therefore, totally there are 20 speech samples for this speech 
list. 

Then, all speech lists, which consist of 110 speech samples, were tested using the 
PESQ tool and the network simulator in VoIP Lab, KMUTT with G.711 (A-law) and 
G.729, referring to packet loss effects (0%, 2%, 6% and 10%). Totally, there are 8 
under test conditions (2 codecs x 4 loss conditions). Each speech sample was repeated 
10 times per condition; therefore, the gathered data from this study are 8,800 records 
totally. 

4 Results and Discussion 

After obtaining the data and MOS-LQO [2], only comparison between MOS-LQO 
provided by G.711 and G.729 but also three issues have been considered, type of 
speech (child, female and male) and comparison between the results from G.711 and 
G.729, and the comparison among the results from four lists of speech samples. 
Moreover, the trends of results from PESQ tests were compared with the subjective 
results from the other study in another laboratory. The results are shown below:  

4.1 Comparison of MOS from Thai Speech of Child, Female and Male    

For overall, as shown in Fig. 1 – Fig. 4, referring to packet loss effects, MOS- LQO 
from G.711 is higher than G.729. It is consistent with the subjective result as reported 
in [8]. Then the type of speech has been compared, as shown in Fig. 1 – Fig. 4, it can 
be seen that: 

1) At the best condition of packet loss (0%), the MOS-LQO from G.711 no 
significant difference among child speech, female speech and male speech was found. 
Whereas, it has been discovered that there is a slight difference among three of them 
from G.729, for male speech over female speech over child speech. 

2) For overall, it can be seen that MOS-LQO from G.711 is better than MOS-
LQO from G.729 in each condition under testing. 

3) At the packet loss of 2%, 6% and 10%, the MOS-LQO from both G.711 and 
G.729, differences among three of them from G.729, for male speech over female 
speech over child speech were discovered. 

4) The results from all speech lists tend to be in the same manner that MOS-
LQO from male speech is higher than female speech, whereas MOS-LQO from child 
speech is the worst. This might be one of the reasons that ITU-T does not provide 
child speech samples in [28]. For overall, the result from this study is consistent with 
the results from PESQ tests in [24] [12], whereas, it is inconsistent with the observed 
results from 3SQM tests in [12] and PESQ tests in [25]. 
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Fig. 1. Comparison of MOS among child speech, female speech and male speech from List2 

 
 

Fig. 2. Comparison of MOS among child speech, female speech and male speech from List3 

Moreover, it is inconsistent with the result from [26]. It has been reported that 
interviewees prefer female interviewer over male interviewer, which might stem from 
the gender of speech. 

Therefore, from the results, it can be summarized that PESQ tool responds to low 
speech frequency over high speech frequency because fundamental frequency of male 
speech is lower than female speech and child speech, as presented in [9]. This is 
evidence which can be used to improve objective tools when working with male and 
female speech. Of course, at present, child speech samples should not be used when 
studying objective methods (e.g. PESQ).  
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Fig. 3. Comparison of MOS among child speech, female speech and male speech from List4 

 
 

Fig. 4. Comparison of MOS among child speech, female speech and male speech from List10 

4.2 Comparison of MOS from Four Speech Lists  

As shown in Table 5, the results without MOS-LQO from child speech, one can see 
no difference of MOS-LOQ provided by G.711 from four speech lists, the maximum 
difference is 0.02 at packet loss of 2%, whereas MOS-LQO is exactly the same, 2.59, 
at packet loss rate of 10%. While, the standard deviation tends to be higher when the 
packet loss rate is increased.  

For the results from G.729, as shown in Table 6, although there is no significant 
difference among the four speech lists, it can be observed that MOS-LQO values from 
List10 in all conditions are higher than List2 –List4, whereas, the standard deviation 
values from List10 are lower than the others.  

Therefore, it can be summarized that each Thai speech list from TSST can be used 
with PESQ tool with confidence. 
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Table 5. Comparison of MOS-LQS values among four speech lists with G.711 

Loss 
(%) 

MOS Standard Deviation 

List2 List3 List4 List10 List2 List3 List4 List10 
0 4.42 4.41 4.42 4.42 0.06 0.06 0.05 0.05 
2 3.66 3.66 3.64 3.64 0.30 0.30 0.27 0.27 
6 2.96 2.95 2.95 2.95 0.33 0.33 0.35 0.35 

10 2.59 2.59 2.59 2.59 0.31 0.32 0.34 0.34 

Table 6. Comparison of MOS-LQS values among four speech lists with G.729 

Loss 
(%) 

MOS Standard Deviation 

List2 List3 List4 List10 List2 List3 List4 List10 
0 3.76 3.82 3.77 3.85 0.19 0.15 0.15 0.14 
2 3.17 3.21 3.21 3.29 0.31 0.26 0.28 0.19 
6 2.56 2.60 2.57 2.70 0.28 0.26 0.26 0.18 

10 2.22 2.25 2.24 2.37 0.25 0.25 0.25 0.17 

4.3 Comparison of Objective MOS and Subjective MOS  

Similar to Section 4.2, MOS-LQO values from child speech were discarded, MOS-
LQO from PESQ of male and female speech at the best condition have been 
compared with MOS-LQS from ACR listening tests in another laboratory [9], it has 
been found that MOS-LQO of 4.41-4.42, as in Table 5, is slightly higher than  
MOS-LQS of 4.23 for G.711, whereas MOS-LQS of 4.18 is higher than MOS-LQO 
of 3.76-3.85, as in Table 6, for G.729. 

Without available subjective MOS from listening tests referring to packet loss 
effects, the result of objective MOS, MOS-LQO, from G.711 and G.729 in this study 
with Thai speech has been compared with the result of subjective MOS, MOS-CQS 
[1], from conversation tests that are available in [8].  

As shown in Fig. 5, G.711, MOS-CQS is lower than MOS-LQO at the best 
condition of packet loss. However, MOS-CQS is higher than MOS-LQO at the other 
conditions, particularly packet loss of 6% and 10%. 
 

 
 

Fig. 5. Comparison of MOS-LQO and MOS-CQS from G.711 
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Fig. 6. Comparison of MOS-LQO and MOS-CQS from G.729 

For G.729, as shown in Fig. 6, it can be seen that MOS-CQS at each condition it is 
higher than MOS-LQO significantly, particularly at packet loss of 2%, 6% and 10%. 

However, this issue should be re-investigated and compared to MOS-LQS and 
MOS-LQO using Thai speech. Then, the localization-mapping factor based on Thai 
users should be found for PESQ calibration.   

5 Conclusion and Future Work 

This paper presents the comparative study of VoIP quality measurement from 
G.711(A-law) at 64 Kbps and G.729 at 8 Kbps using PESQ and Thai speech, referring 
to packet loss effects.  

From this study with Thai speech, firstly, it has been found referring to packet loss 
that MOS-LQO from G.711 is slightly higher than MOS-LQO from G.729 in each 
condition. Also, it has been found that MOS-LQO from Thai male speech is higher 
than MOS-LQO from Thai female speech. Whereas, MOS-LQO from Thai child 
speech is the lowest, compared to the others. Therefore, it can be summarized that 
PESQ tends to give higher values of MOS-LQO for speech sample that have low 
fundamental frequency like male speech, due to the fundamental frequency of male 
speech is lower than female and child speech. Thus, PESQ should be improved to 
include this issue as future work. 

Secondly, it has been found that there is no significant difference from this study 
that MOS-LQO from four speech lists (List2, List3, List4 and List10), although MOS-
LQO from List10 seems slightly higher that MOS-LQO from others. Therefore, each 
of them can be used with confidence. 

Lastly, it has been found that there are significant differences between objective 
MOS from PESQ and subjective MOS from conversation tests. Therefore, the MOS-
LQS should be conducted using the four speech lists in this paper and then compared 
with MOS-LQO from this study as future work, in order to modify PESQ for Thai 
speech especially.  
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Abstract. To extend some multi-target trackers to a multi-sensor scenario for 
improving their accuracy and dependable, an efficient track association and  
fusion algorithm is necessary. This paper proposes a new track association ap-
proach which imports the intuitionistic fuzzy set into track association. The 
proposed method firstly transforms the extracted target states into intuitionistic 
fuzzy sets, then makes use of the clustering intuitionistic fuzzy sets to obtain an 
equivalent association matrix, and finally associates and fuses the states from 
different sensors with the equivalent matrix. The numerical simulation results 
show that this method can significantly control the time cost and performs  
better compared with the association algorithm with fuzzy clustering. 

Keywords: multi-target tracking, multi-sensor, track association, intuitionistic 
fuzzy sets. 

1 Introduction 

The probability hypothesis density (PHD) filter [1,2] and the cardinalized PHD 
(CPHD) filter [3] can handle with a time-varying and unknown number of target 
tracking problem and become practical in the field of multi-target tracking. But when 
these filters are extended to a multi-sensor system, some additional means have to be 
used to distinguish which target these tracks from multiple sensors belong to. In this 
case, a multi-sensor track association and fusion algorithm is essential. 

Multi-sensor track association is to combine tracks obtained from the filters of di-
verse sensors, sensing multiple objects to yield improved accuracy and more inferences 
than in a single sensor system. Up to now, different methods have been introduced into 
multi-sensor track association, including fuzzy clustering [4,5], NN algorithm [6], neur-
al network [7], equivalent innovations [8], K-Medoids clustering [9] and particle cloud 
[10], etc. These methods improved the accuracy and efficiency of multi-sensor fusion to 
some extent.  Nevertheless, they do not consider the uncertain correlative ingredient 
which exists among tracks in the process of track association.  

Thankfully, the uncertainty can be dealt with by Intuitionistic fuzzy sets (IFS)[11]. 
IFS was proposed by Atanassov, as a generalization of Zadeh’s fuzzy set, characte-
rized by a membership function and a non-membership function. In comparison  
with fuzzy sets, IFS show better suitability for expressing a degree of hesitation of a 
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decision process. Relying on the unique advantage of IFS in performance of uncer-
tainty or hesitation of associated information among tracks, this paper takes the con-
cept of IFS into account and proposes a computationally efficient and cost effective 
multi-sensor track association method combined with intuitionistic fuzzy clustering 
algorithm, Results from Monte Carlo simulations show that the proposed method 
performs track association and fusion better compared with the method employing 
fuzzy clustering. 

The remainder of this paper is organized as follows. A brief problem description is 
addressed in section 2. In section 3, we review the definition of IFS and introduce the 
steps of transformation from target states to IFSs. The multi-sensor track association 
approach based on intuitionistic fuzzy clustering is presented in section 4. The results 
of simulation are provided in section 5 while the conclusion is in section 6. 

2 Track Association in Multi-sensor Multi-target Systems 

2.1 Track Association Description 

In this section, the problems of track association and fusion in a multi-sensor  
multi-target situation are formulated using the following tracking example. 

Assume there are M  sensors in an overlapping coverage scenario, represented by 

1 2
, , ,

M
S S S… , each of which observes a set of targets whose number is unknown time-

varying. In general track association problem, most researchers focus on the correlation 
among whole tracks, but here we only talk about associating and fusing the tracks from 
one frame at time k , then the track association shrinks to state association. Suppose 

that 
1

N  target states are estimated from 
1

S , 
2

N  target states from 
2

S , … , and 
M

N  

target states from 
M

S , these target states are sequentially denoted by 

1 1 2 1 2 3 11, , , , , , , ,
MN N N N N N N Nx x x x x+ + + + +                    (1) 

where each target state is composed of L attributes 

( )1, , , , Li ij iix x x x=                                (2) 

where scalar ijx  represents the j th attribute of target state ix , 1 j L≤ ≤ . 

The goal is to divide the 
1 2 M

N N N+ + … +  states into several groups and ensure 

that states in one group come from a same target. In general, states with similar 
attribute values are more probably from one target, so we only select those with simi-
lar attribute values to compose a group. What’s more, when clustering a track group, 
no more than one state of a sensor can be selected because of the assumption that one 
sensor receives at most one observation from a target.   

2.2 Intuitionistic Fuzzy Set and Clustering 

Intuitionistic fuzzy set(IFS) is a generalization of fuzzy set proposed by Zadeh. Besides 
membership degree and non-membership degree, it extends fuzzy set with uncertainty  
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(or hesitation) degree to describe the uncertainty or hesitation to certain statement and is 
defined as follows: 

{ , }( ), ( ) |A AA x x x x Xμ ν= < >∈                          (3) 

Where X is a universe of discourse, ( )A xμ is a membership degree while ( )A xν is a 
non-membership degree. They satisfy the following conditions: 

 ( ) [0,1]A xμ ∈ , ( ) [0,1]A xν ∈ , ( ) ( ) [0,1]A Ax xμ ν+ ∈                  (4) 

The degree of uncertainty (or hesitation) of x to A is defined as: 

( ) 1 ( ) ( )A A Ax x xπ μ ν= − −                               (5) 

Obviously, ( ) [0,1]A xπ ∈ and when ( ) 0A xπ = , that means uncertainty does not ex-
ist, then the IFS A is equivalent to a FS. Since IFS has more capacity to deal with va-
gueness and uncertainty than fuzzy set, it’s a natural choice to replace FS with IFS to 
solve the track association problem. 

3 Transformation from Target States to IFSs  

We present a new track association and fusion algorithm based on IFS, the framework 
of which is shown as figure 1. This algorithm composes of two main stages: transfor-
mation from Target States to IFSs, and track association and fusion. 

 
Fig. 1. The framework of track association and fusion algorithm 
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As mentioned above, attributes of target states suggest the possibility of state asso-
ciation, so we can cluster the states according to the relationships between values of 
their attributes. This section proposes a method to transforms the target states into IFS 
to express uncertainty of state relationships based on their attributes. 

For simplicity, the 
1 2 M

N N N+ + … +  states in (1) are expressed by the following 

state matrix 

1 1 1

1 1 1

1 1 1

11 12 1

1 2

( 1)1 ( 1)2 ( 1)

( )1 ( )2 ( )M M M

L

N N N L

S
N N N L

N N N N N N L

x x x

x x x
X

x x x

x x x

+ + +

+ + + + + +

 
 
 
 
 =
 
 
 
    



   





   



 

where each row represents one target and the first 
1

N  rows belong to sensor 
1

S , the 

next 
2

N  rows belong to sensor 
2

S , … , the last 
M

N   rows belong to sensor 
M

S . 

There may be negative elements in 
S

X , which can not be dealt with by IFS. So we 

need to make them positive using mapping which must satisfy the following properties 

1) If ij ikx x≤ , ( ) ( )ij ikf fx x≤ ; 

2) For any ijx , ( ) 0ijf x ≥ . 

A variety of mapping strategies may be practical options, such as linear mapping and 
exponential mapping. For convenience, this paper selects linear mapping for an example. 

We can use the following linear mapping for each element in each column of 
S

X  

minij ij jx x x′ = −                               (6) 

where 

1min 1 2 ( )min( , , , )
Mj j j N N jx x x x + +=                 (7) 

then (3) is transformed into the following matrix 
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 ′ ′ ′   



   





   



 

Now the IFS of each attribute in SX ′  can be calculated in the following way: 

1) For each element ijx′  in each column, select two thresholds 1λ  and 2λ , 

1 2λ λ< ; 
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2) If 
11 1, 2, ,,

Mij kj k N Nx x λ = + +′ ′− ≤   , kjx′  can be regarded as a membership 

of ijx′ . Let 
kjsupport xx ′= , then the membership degree of ijx′  can be calculated by: 

( )
1 2

1

support

ij m m

njn

x
x

x
μ +

=

′ =
′

                             (8) 

3) If 2ij ljx x λ≥′ ′− ,
1

, , ,1 2
M

l N N= + +  , then ljx′ is treated as a non-

membership of ijx′ . Let objection ljxx ′= , the non-membership degree of ijx′  can 

be calculated by: 

( )
1 2

1 nj

objection
ij m m

n

x
x

x
v +

=

′ =
′

                              (9) 

After these steps, SX ′  is converted into the following matrix 

( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )
1 1 1 1 1 1

11 11 12 12 1 1

21 21 22 22 2 2
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IFS
X  is the IFS matrix transformed from SX ′  and each row is still related to a target. 

Note that the selection of 1λ  and 2λ  should be reasonable to distinguish the 

membership, non-membership and uncertainty degree of each attribute in the trans-
formation. In this paper, we let 

for ijx′ ,  
1

, 1, 2, ,
M

k

ij ij kj N Nd x x k + +′ ′= − =                (10) 

sort 
1

, 1, 2, ,
M

k

ij N Nd k + +=   in ascending order 

( ) ( ) 11 31 13 2, , , ,, ,
M MM N NN NN Nd d d d+ + + ++ +    

                 (11) 

then we define 1λ  and 2λ  as follows: 

( )

( )1

1
1

2 3

3

2 M
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N N

N N
d

d

λ

λ + +

+ +  

  

′=
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4 Association and Fusion Algorithm 

Here we describe the state association and fusion steps based on intuitionistic fuzzy 
clustering, including calculation of association coefficients of IFSs, how to obtain an  
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equivalent association matrix from a similar association matrix and how to use the 
equivalent association matrix to associate and fuse tracks. 

4.1 Calculations of Association Coefficients of IFSs 

Many methods have been proposed to calculate the association coefficients of IFSs 
[12-13]. We only consider the situation of discrete universe of discourse in this paper 
and select the following formula to calculate the association coefficients of two IFSs 
A  and B  

( )
( ) ( ) ( ) ( ) ( ) ( )( )

( ) ( ) ( )( ) ( ) ( ) ( )( )( )
1

2 2 2 2 2 2

1 1

,
,max

j A j B j A j B j A j B jj

n

j A j A j A j j B j B j B jj j

n

n

w x x v x v x x x
A B

w x v x x w x v x x
c

μ μ π π

μ π μ π

=

= =

⋅ + ⋅ + ⋅
=

+ + + +


 

   (13) 

where ( )1 2
, , ,

n
w w w w= …  is the weight vector of ( )1, 2, ,

i
x i n= …  with 0iw ≥  

and 
1

1
n

ii
w

=
= . 

According to (13), we can get the association coefficient of two different rows 

(corresponding to two targets) in 
IFS

X . In this way, 2

1 2
( )

M
N N N+ + … +  associa-

tion coefficients can be obtained easily. 

4.2 Construction of Equivalent Association Matrix 

Construct a matrix for the 2

1 2
( )

M
N N N+ + … +  association coefficients. The matrix 

includes 
1 2

( )
M

N N N+ + … +  rows and 
1 2

( )
M

N N N+ + … +  columns. 
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where 
ij

c  represents the association coefficient of the i th target and the j th target. 

C  is only a similar association matrix which does not satisfy transitivity. One me-
thod is to seek for the transitive closure by composition operation to get the equiva-
lent association matrix. we can calculate the transitive closure of C  according to the 
clustering process proposed in [14]. Suppose that the required equivalent matrix is the 
following matrix 
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4.3 Track Association 

C  can be represented as the following form: 
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where 
ij

S  represents the equivalent association matrix between 
i

S  and 
j

S , 
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j
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i i i j

N
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                             (17) 

Next, we introduce the track association rules between two sensors taking the case 
of 

12
S . we assume that the targets omitted by sensor 1 and the targets omitted by 

sensor 2 represent same targets. The association steps are introduced below: 

1) Seek for the largest element ijc λ
 in 

12
S , 11 i N≤ ≤  and 21 j N≤ ≤ ; 

2) Associate the i th target from sensor 1 and the j th target from sensor 2, then 
let all elements in the i th row or the j th column be zero; 

3) Repeat step 1~2 until all element values in 
12

S  are zero. 

The above steps resemble greedy algorithm, and after those, ( )
1 2

min ,N N  pairs 

of states can be displayed. 

4.4 Track Fusion 

Since we have little prior knowledge about the sensors, the equal-weighted fusion 
method is only considered in the fusion step. 

Assume that the states estimated from two sensors are all true target states, then the 
pairs of tracks obtained from the association step are fused as follows: 

1 2 1 21 20.5 0.5 ,1 ,1 ,1 min( , )k i j i N j N k N Nx x x∗ ∗= + ≤ ≤ ≤ ≤ ≤ ≤            (18) 

where 
1i

x  represents the i th target state from sensor 1, 
2 j

x  the j th target state 

from sensor 2 and 
k

x  the new target state after fusion. 

However, there does not always exist the condition of N1=N2, which means  
there may be some states from sensor 1 or sensor 2 which are not associated in the 
association step. In this situation, we keep these target states without any change. 
Therefore, the number of the new target states is ( )

1 2
max ,N N  after fusion.  
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5 Simulations 

Here we verify the effectiveness of the method this paper proposed in the situation of 
two sensors. Assume that the positions of the two sensors are 

( ) ( )( ) ( )1 1
, 200, 200x y = − −  and ( ) ( )( ) ( )2 2

, 200, 200x y = . Targets move in the region 

[ ] [ ]200, 200 200, 200− × −  and its number is time-varying. 
The state equation is 
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and the measure equation is 
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where ( ), , ,
T

k k k k kX x x y y=    with the weight vector in the process of calculating the 

coefficients of IFSs being [ ]0.3, 0.2, 0.3, 0.2w = , kv  is a 2-D zero-mean Gaussian 

white noise with the covariance matrix [1, 0.01]diag . ( )
,

j

i k
n ( )1, 2,i j =  are the inde-

pendent zero-mean Gaussian white noise with standard deviation 2.5. 1T = is  
the sampling period. Assume six targets appear and disappear randomly and their 

initial positions follow the intensity function ( ),,k N Qxp ⋅=  where ( )0, 3, 0, 3
T

x −=  

and [10,1,10,1]Q diag= . The clutter number follows a Poisson distribution with the 
parameter r while the clutter points follow a uniform distribution in the surveillance 
region. We set the detection probability 0.99

D
P =  and the frame number is 50.  

We denote the track associating and fusion approach based on fuzzy clustering 
proposed in [4] by FS-FUSION and our method by IFS-FUSION. The four  
Wasserstein miss-distances displayed in the following figures show the results of 
sensor 1 and sensor 2 without track fusion, FS-FUSION and IFS-FUSION when 
r=0, r=10, and r=50, where r is the parameter of Poisson distribution clutter follows. 
Here we choose different r in order to evaluate the performance of the proposed 
algorithm in different clutter density cases, including no clutter, sparse clutter and 
dense clutter.  
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Table 1. Average results over 50 Monte Carlo runs 

 Wasserstein Miss-distance  
Run time(s) 

Mean Variance 

r=0 

IFS-FUSION 6.579 0.844 0.037 

FS-FUSION 7.431 1.413 0.020 

Sensor 1 7.369 1.618 / 

Sensor 2 7.950 1.309 / 

r=10 

IFS-FUSION 6.601 0.575 0.035 

FS-FUSION 7.514 0.893 0.016 

Sensor 1 7.628 3.141 / 

Sensor 2 8.395 1.226 / 

r=50 

IFS-FUSION 6.604 0.838 0.030 

-FUSION 7.608 0.976 0.014 

Sensor 1 7.903 2.566 / 

Sensor 2 8.298 1.804 / 

6 Conclusions 

In this paper, we propose a new track association method based on intuitionistic fuzzy 
clustering for multi-sensor multi-target tracking. The proposed method takes the  
uncertainty in track association into account by IFS and obtains the correlation coeffi-
cients of tracks by IFS clustering, then finds out the pairs of tracks using these coeffi-
cients and fuses them by weighted average fusion. The simulation results show that 
regardless of a little extra time consuming, IFS-FUSION has higher accuracy and 
efficiency after fusion compared with FS-FUSION.  
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