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Preface

This LNCS volume contains the papers presented at the 4th International
Conference on Swarm, Evolutionary and Memetic Computing (SEMCCO 2013)
held during December 19–21, 2013, at SRM University, Chennai, India. SEM-
CCO is regarded as one of the prestigious international conference series that
aims at bringing together researchers from academia and industry to report and
review the latest progresses in the cutting-edge research on swarm, evolutionary,
memetic and other computing techniques such as neural and fuzzy computing,
to explore new application areas, to design new nature-inspired algorithms for
solving hard problems, and finally to create awareness about these domains to
a wider audience of practitioners.

SEMCCO 2013 received 350 paper submissions from 20 countries across the
globe. After a rigorous peer-review process involving 1,100 reviews, 126 full-
length articles were accepted for oral presentation at the conference. This cor-
responds to an acceptance rate of 36% and is intended to maintain the high
standards of the conference proceedings. The papers included in this LNCS vol-
ume cover a wide range of topics in swarm, evolutionary, memetic, fuzzy, and
neural computing algorithms and their real-world applications in problems from
diverse domains of science and engineering.

The conference featured distinguished keynote speakers: Prof. Marios M.
Polycarpou, President, IEEE Computational Intelligence Society and Director,
KIOS Research Center for Intelligent Systems and Networks Department of Elec-
trical and Computer Engineering, University of Cyprus; Prof. Ferrante Neri, Pro-
fessor of Computational Intelligence Optimization, De Montfort University, UK;
Dr. M. Fatih Tasgetiren, Associate Professor of Industrial Engineering, Yasar
University, Turkey; Dr. Dipti Srinivasan, Associate Professor, Department of
Electrical and Computer Engineering, National University of Singapore. The
other prominent speakers were Dr. P.N. Suganthan, NTU, Singapore; Dr. Adel
Nasiri, Department of Electrical Engineering and Computer Science, University
of Wisconsin-Milwaukee, USA; Dr. Ravipudi Venkata Rao, NIT, Surat, India;
and Dr. Swagatam Das, ISI, Kolkata, India.

We take this opportunity to thank the authors of the submitted papers for
their hard work, adherence to the deadlines, and patience with the review pro-
cess. The quality of a referred volume depends mainly on the expertise and ded-
ication of the reviewers. We are indebted to the Program Committee/Technical
Committee members, who produced excellent reviews in short time frames.

We would also like to thank our sponsors for providing all the logistical sup-
port and financial assistance. First, we are indebted to SRM University Man-
agement and Administration for supporting our cause and encouraging us to
organize the conference at SRM University, Chennai, India. In particular, we
would like to express our heartfelt thanks for providing us with the necessary



VI Preface

financial support and infrastructural assistance to hold the conference. Our sin-
cere thanks to Thiru T.R. Pachamuthu, Chancellor, Shri P. Sathyanarayanan,
President, Dr. M. Ponnavaikko, Vice-Chancellor, Dr. N. Sethuraman, Registrar,
and Dr. C. Muthamizhchelvan, Director (E&T) of SRM University, for their en-
couragement and continuous support. We thank Prof. Carlos A. Coello Coello,
Prof. Nikhil R. Pal, and Prof. Rajkumar Roy for providing valuable guidelines
and inspiration to overcome various difficulties in the process of organizing this
conference.

We would also like to thank the participants of this conference. Finally, we
would like to thank all the volunteers who made great efforts in meeting the
deadlines and arranging every detail to make sure that the conference could run
smoothly. We hope the readers of these proceedings find the papers inspiring
and enjoyable.

December 2013 Bijaya Ketan Panigrahi
Swagatam Das
P.N. Suganthan

S.S. Dash
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Abstract. In many optimization domains the solution of the problem
can be made more efficient by the construction of a surrogate fitness
model. Estimation of distribution algorithms (EDAs) are a class of evo-
lutionary algorithms particularly suitable for the conception of model-
based surrogate techniques. Since EDAs generate probabilistic models, it
is natural to use these models as surrogates. However, there exist many
types of models and methods to learn them. The issues involved in the
conception of model-based surrogates for EDAs are various and some of
them have received scarce attention in the literature. In this position pa-
per, we propose a unified view for model-based surrogates in EDAs and
identify a number of critical issues that should be dealt with in order to
advance the research in this area.

Keywords: estimation of distribution algorithms, surrogate functions,
function approximation, probabilistic modeling, most probable configu-
ration, abductive inference.

1 Introduction

Surrogate functions are approximations of objective or fitness functions that usu-
ally allow a more efficient search for optimal solutions in evolutionary algorithms
(EAs). There is a variety of techniques used to construct surrogate functions in
EAs [17,44]. They include instance-based learning methods, machine learning
methods, and statistical learning methods [44]. In this position paper we focus
on methods that are based on the use of probabilistic models for estimation of
distribution algorithms (EDAs) [22,24]. These methods combine machine learn-
ing techniques and statistical procedures to learn and exploit the models.

The characteristic feature of EDAs with respect to other EAs is the use of
probabilistic modeling to capture the most relevant features of the selected so-
lutions. EDAs have been praised for their capacity to capture and exploit the
interactions between the problem variables, limiting to a large extent the disrup-
tion of partial solutions [21,43]. In many cases, the probabilistic model learned
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by EDAs is able to explicitly represent the problem structure which amounts to
produce in each generation a candidate model for problem decomposition.

Since probabilistic models are a by-product of EDAs, a natural question is to
what extent can these models be used as surrogates and which are the tasks that
can be accomplished with this type of surrogates. These questions have been sel-
dom addressed in the literature from a general perspective. When considering
probabilistic models as surrogates, the focus has been on a particular type of
EDAs, those based on Markov networks [5,6]. Furthermore, while the main ap-
plication of surrogates are in the replacement of the original fitness value by its
approximation, there are several scenarios in which they can be used in an in-
direct way (e.g., comparing and ranking solutions, partial evaluation, etc.). One
of our contributions in this paper is addressing all these issues from a common
perspective, pointing to the links with other relevant aspects of probabilistic
modeling in EDAs. We also expand our analysis to cover uses of model-based
surrogates for multi-objective problems (MOP) [11].

The paper is organized as follows. In the next section, we introduce EDAs
and discuss the role of probabilistic modeling in these algorithms. Section 3
proposes a classification for model-based fitness-surrogates. Section 4 analyzes
alternatives for learning model-based surrogates, and different criteria to assess
their quality are reviewed in Section 5. Model-based fitness surrogates of multi-
objective functions are discussed in Section 6. The conclusions of our paper and
some lines for future work are presented in Section 7.

2 Estimation of Distribution Algorithms

In this paper, the joint generalized probability distribution of x is represented
as p(X = x) or p(x). p(xS) will denote the marginal generalized probability
distribution for XS . We use p(Xi = xi | Xj = xj) or, in a simplified form,
p(xi | xj), to denote the conditional generalized probability distribution of Xi

given Xj = xj .
In EDAs, the new population of solutions is sampled from a probability dis-

tribution, which is estimated from a database that contains the selected solu-
tions from the current generation. Thus, the interactions between the different
variables that represent the solutions are explicitly expressed through the joint
probability distribution associated with the solutions selected at each generation.
A pseudo-code of EDAs is described in Algorithm 1.

The termination criteria of an EDA can be a maximum number of genera-
tions, a homogeneous population or no improvement after a specified number
of generations. The probabilistic model learned at step 5 has a significant in-
fluence on the behavior of the EDA from the point of view of complexity and
performance.
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Algorithm 1. Estimation of distribution algorithm

1 Set t ⇐ 0. Generate M solutions randomly.

2 do {
3 Evaluate the solutions using the fitness function.

4 Select a set DS
t of N ≤ M solutions according to a selection method.

5 Calculate a probabilistic model of DS
t .

6 Generate M new solutions sampling from the distribution represented
in the model.

7 t ⇐ t+ 1

8 } until Termination criteria are met.

2.1 Probabilistic Modeling in EDAs

The main role of probabilistic modeling in EDAs is to capture an accurate rep-
resentation of the regularities of the selected solutions. Frequently, these regu-
larities correspond to the most common configurations of subsets of variables
and patterns of interactions between the variables. Probabilistic models learned
by EDAs can be classified according to the type of learning they use into two
groups: 1) Models that apply parametrical learning; 2) Models that apply struc-
tural and parametric learning. In the first case, the structure of the model is
known a priori and only the parameters are learned from data. In the second
case, the structure and the parameters are learned from data. The original, an
still primary application of a probabilistic model in EDAs is to generate new
solutions. However, probabilistic models of fitness functions can be applied in
different situations:

– To create surrogate functions that help to diminish the number of evaluations
for costly functions [30,41,42].

– To obtain models of black box optimization problems for which an analytical
expression of the fitness function is not available.

– To unveil and extract problem information that is hidden in the original
formulation of the function or optimization problem [6,37].

– To design improved (local) optimization procedures based on the model
structure [7,32,34,41].

2.2 MOEDAs

In MOPs, two or more, often conflicting, objectives have to be simultaneously
optimized. Different variants of MOEDAs have been applied to these prob-
lems [21,25,48]. Particularly relevant for our analysis is the recently introduced
MOEDA based on the joint probabilistic modeling of variables and objectives
[20]. In this approach, a variable Yi, i ∈ {1 . . . k} is associated to the objective fi
in such a way that Yi takes values in the image of fi, i.e. yi = fi.

A probability distribution p̂(x1, . . . , xn, y1, . . . , yk) is defined as the joint prob-
ability distribution of variables and objectives. The selected solutions from which
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p̂ is learned should correspond to good candidate sets for Pareto set approx-
imations [20]. The probabilistic model p̂(x1, . . . , xn, y1, . . . , yk) will eventually
capture conditional probabilistic relationships between objectives and variables.
This model will capture the variable-objective mapping.

The key issue here is that the dependencies represented in the model could
serve as a characterization of the relationships in the Pareto set approximations,
possibly revealing characteristic patterns in this set of solutions.

3 Types of Model-Based Fitness Surrogates

In this section we propose a general classification of model-based fitness surro-
gates according to their use and the type of models they are based on. We start
by identifying two situations in which surrogate functions may be needed:

1. λ-error surrogate: Approximating the fitness function to a desired level of
accuracy λ.

2. α-ranking surrogate: Using surrogate values to rank solutions with a level of
accuracy α.

Let f̂(x) be a surrogate function of f(x). f̂(x) is a λ-error surrogate if |f(x)−
f̂(x)| < λ, ∀x. The λ-error surrogate defines a family of parametric functions
that depend on λ.

f̂(x) is an α-ranking surrogate if:

q
(
sign(f(x)− f(y)) = sign(f̂(x)− f̂(y))

)
≥ α (1)

sign(x) =

⎧⎨
⎩

−1 for x < 0
0 for x = 0
1 for x > 0

(2)

where q gives the proportion of pairs of solutions x,y, out of all possible pairs,
that satisfy that the ordering relationship between x and y, defined by f is re-
spected by the surrogate function. If α = 1, then the surrogate function produces
the same ranking that the original fitness function for any set of solutions.

Examples of models that can be respectively analyzed as a λ-error surrogate
and an α-ranking surrogate are the Markov fitness model (MFM) model [5] and
the Boltzmann distribution used in the context of of EDAs [28].

The MFM is based on a Markov network formed by a set of maximal cliques
K = {K1, . . . ,Km}. Then, for any solution x, the model of the fitness function
is given by:

−ln(f(x)) =
∑
i

αiVKi(x) (3)

where Vk are the characteristic functions of a Walsh decomposition of the fitness
function, and αi are the model coefficients [5]. Given a sufficiently-sized set of
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solutions and their fitness, the MFM can be found solving a system of equations
in the parameters.

The Boltzmann probability distribution p̂(x) is defined as

p̂(x) =
e

f(x)
T∑

x′ e
f(x′)

T

, (4)

where
∑

x′ e
f(x′)

T is the so-called partition function, and T is the temperature of
the system that can be used as a parameter to smooth the probabilities.

By definition, the MFM provides a λ-error surrogate model where λ can be
estimated as the greatest difference, among all the solutions, between the original
fitness value and its approximation. The Boltzmann distribution guarantees that
sign(p̂(xi)−p̂(xj)) = sign(f(xi)−f(xj)). Therefore, the Boltzmann distribution
is an 1-ranking surrogate model of f(x).

4 Learning of Model-Based Surrogates of Single-Objective
Problems

The question of how to learn a model-based surrogate is a fundamental one.
Particularly, in optimization domains for which we intend to extract as much
knowledge as possible from the fitness function with the minimal number of
function evaluations. In this section we analyze probabilistic modeling in EDAs
from the perspective of fitness surrogates.

When a sufficiently large set of evaluated solutions is available, and the struc-
ture of the problem is known, i.e., the cliques of the Markov network, a MFM
can be learned in a straightforward way from the data. If the structure is not
available, then it has to be recovered from the data and this is accomplished
using statistical methods for learning probabilistic graphical models (PGMs)
from data [40]. Computing the Boltzmann distribution requires the computa-
tion of the partition function which is infeasible when the dimension space of
the solutions grows. Therefore, instead of computing the Boltzmann distribution,
usually a PGM is learned from the data. We call this approximation PGM-based
approach.

The MFM and PGM-based approaches coincide in that both need to learn a
structural representation from data when it is not available a priori. However,
they differ in the way parameters are computed, and the way they are applied
in EDAs.

4.1 Fitness-Blind versus Fitness-Aware Model Computation

In most commonly used EDAs, the probabilistic model is learned from the set of
selected solutions. Marginal probabilities are computed based on the frequencies
of the solutions in the selected set. No information about the fitness of the
solutions is directly encoded in the model. The rationale is that since solutions
have been selected according to their fitness, and the goal of the algorithm is to
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“model the best solutions”, all relevant information has been already considered
at the time of selection.

However, disregarding the fitness information of the selected solutions, at the
time of learning the model, or even not using the fitness information of the non
selected solutions means that valuable information obtained from searching the
space of solutions is wasted. This is particularly remarkable if we intend to use
the PGM as fitness surrogate.

In [36], the idea of learning the marginal probabilities of the PGM from the
fitness values of all the evaluated solutions was proposed and applied to different
EDAs. Similar ideas have been shown to improve the efficiency of EDAs that
learn multivariate models [29,46]. Other methods [27] follow an intermediate
approach in which solutions are first classified according to their fitness into two
or more groups, and then one or more models are learned using the class labels
associated to the solutions. These methods are able to incorporate, to a greater
extent, the information contained in the fitness values.

In this paper we introduce the terms of fitness-blind and fitness-aware model-
based fitness surrogates to refer to methods that respectively use non or extensive
information about the fitness during learning of the probabilistic model. We state
that the design of fitness-aware model learning methods is a critical issue for
model-based surrogates. Results confirming the benefits of fitness-aware learning
for diminishing the number of function evaluations [29,36,46] are an example of
the potential of these methods for learning more accurate surrogates.

5 Evaluation of the Models as Surrogates

Once a model has been learned, one important question is how to evaluate the
quality of the model as a surrogate. In this section we review the methods used
for evaluating model-based surrogates. Evaluation of the models is mostly ap-
proached comparing the original fitness values and the approximations produced
by the model on a set of solutions. Two different elements of this process can be
identified:

1. The method for generating the solutions that are later used to evaluate the
models.

2. The measures for evaluating the models from the solutions and their associ-
ated objective evaluations.

The way the sample of solutions is selected is usually a question overlooked
in the literature. However, we emphasize this is a very important question.

Let us suppose the number of solutions to be generated is k. We identify as
relevant the following procedures to generate them:

– The k solutions are randomly generated [6].
– The k solutions correspond to the best known values (for a single objective)

of the function or they are the selected solutions [6,15,35].
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– Solutions correspond to the k most probable configurations (MPC) of the
model [14,16].

The way solutions are sampled is very related to the criteria taken into con-
sideration and the measures used to evaluate the model. Among the measures
that can serve to evaluate different facets of the models are:

– Correlation between the probabilities assigned by the models to the solutions
and their fitness values [6].

– Distance between the ranking of solutions induced by the fitness functions
and their models.

– Expected fitness value of the model, i.e.
∑

x p̂(x)f(x).
– Entropy of the model.
– Sum of the probabilities assigned to the solutions [35].

Some methods used for generating solutions better fit with some particular
approaches to measure the quality of the model. For random solutions, we can
compare different models in terms of the correlations or the expected fitness
values. In [6], the analysis of the correlation has been successfully employed to
analyze the fitness modeling capabilities of EDAs based on Markov networks.
The entropy of the model can also be used. A model that assigns the same or
very similar probability to all the solutions is of scarce interest.

If the k best known solutions are used to evaluate the models, all the previous
criteria can be used but, in addition, we can evaluate the capacity of the model
to generate solutions different to those that have been previously evaluated (ex-
ploration, or generalization capability of the model). The exploration capability
can be estimated by computing first the total probability assigned to the best
solutions [35]. If the sum of the probabilities given by the model to the k best
solutions is very high (e.g.

∑
x p(x) = 0.9) then we can assume its capacity of

exploration is very limited. The k most probable configurations can be computed
using algorithms that employ abductive inference and dynamic programming as
those used in [26] to generate better solutions at an earlier step of the evolution.

Few available implementations of EDAs incorporate methods for construct-
ing and using model-based fitness surrogates and evaluate their quality. Some
of the methods described above for generating the solutions and some mea-
sures to evaluate the quality of the models have been implemented as part of
the MATEDA-2.0 software [38]. A critical issue for extending the application
of model-based fitness surrogates is their implementation as part of available
software.

The main aspect to be emphasized from the analysis presented in this sec-
tion is that while models can serve as surrogate to approximate the fitness of
solutions, carefully selected solutions can be also very important to obtain an
accurate evaluation of the models as fitness surrogates.
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6 Model-Based Fitness Surrogates of Multi-objective
Problems

Extending model-based surrogates to MOPs is a critical issue for the applica-
bility of these algorithm. The problem of fitness surrogates for MOPs is more
complex than in the single-objective case because different classes of surrogates
can be designed for different types of possible approximations. Among the ap-
proximation tasks that can be approached using model-based surrogates are:

1. Learning a single model of each objective function.
2. Learning a joint model of all the objectives.
3. Learning a model of the Pareto set.

The first task can be approached with the same methods analyzed for the
single-objective case. However, notice that probabilistic models of a single ob-
jective could incorporate, as input variables, the information about the other
objectives. This type of information should be particularly useful when there is
some degree of redundancy or statistical dependency between the objectives.

Several objectives can be simultaneously estimated by using multi-dimensional
classifiers [1,12]. Nevertheless, learning this type of classifiers is not, in general,
an easy task.

Models of the Pareto set can output the probability that a given solution, its
objective vector, or a combination of both, belongs to the Pareto set. This type
of model could not be used as a surrogate of the individual objective functions
but can serve to estimate the “global” fitness of a solution, understanding this
fitness value as the capacity of the solution to belong to the Pareto set.

Understanding the differences between these three approximation tasks is an
important question for the conception of model-based surrogates for MOPs.
We briefly review some of the statistical methods used in multi-objective opti-
mization to represent the relationships between variables and objectives. These
methods can be instrumental in the conception of strategies for model-based
fitness surrogates in MOEDAs.

1. Analysis of the objectives correlation matrix [13,23]: In [13], PCA is used for
detecting conflicting objectives. A method based on a different, unsupervised,
feature selection is proposed in [23].

2. Explicit modeling of variable dependencies [3,25,31,47]: This is the main goal
of several variants of multi-objective EDAs.

3. Joint clustering of variables and objectives [45]. Similar solutions are grouped
by finding so-called modules of the decision space [45]. Biclustering and
dendrogram visualization are used with this purpose.

4. Objective-based mixture modeling of variables’ dependencies [2]: Solutions
are first clustered based on their objective similarity, and then a model of
the variables relationships is learned in each cluster.

5. Gaussian joint modeling of objectives and variables [19,20]: In [19], a Gaus-
sian Bayesian network is used to represent dependencies between objec-
tives, between variables, and between objectives and variables. In [18,20],
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multi-dimensional Bayesian networks, used for multi-label classification tasks
[1,12], serve to model the dependencies between variables and objectives.

6. Gaussian process (GP) models to predict objective values [8,49]: The idea
is to predict the Pareto-optimal set by evaluating as few designs as possible
and using Gaussian processes.

Some of the methods included above are natural candidates to be applied
as fitness surrogates in MOPs. They have been mainly used for generation of
solutions during the sampling step and for understanding the types of relation-
ships between the variables and objectives of the problem. Statistical methods
from other areas such as quantitative genetics have also application to design
model-based fitness surrogates in MOEDAs [39].

7 Conclusions

In this paper we have analyzed a number of critical issues related with the de-
sign and application of fitness surrogates constructed from probabilistic graphical
models. A classification of model-based fitness surrogates according to the type
of approximation problem they can be used for has been proposed. We have
also emphasized the importance that fitness-aware learning of the probabilistic
models has for taking advantage of the information available about the fitness
function. We have analyzed the commonly applied methods for evaluating the
quality of the model-based surrogates and discussed the usually overlooked prob-
lem of how to select a sample of solutions for evaluating the models. Finally, we
have analyzed the different approaches to model-based surrogates for MOPs and
identified the available methods for variable-objective mapping.

There are several areas where further work is required:

– We have focused our analysis on the use of model-based surrogates in the
context of EDA applications. However, surrogate models constructed from
probabilistic models can be used within other EAs like genetic algorithms
[4]. The conception of methods that extend the use of probabilistic models
to other EAs is a topic worth to research.

– The application of probabilistic modeling has been mainly constrained to
problems with binary and continuous representation. Recent results in other
domains like permutations [9,10] show that PGMs can be also applied in
these domains with important gains in efficiency. Some authors have pro-
posed the use of this type of models also as fitness surrogates [33] and more
work is needed in this direction.

– Theoretical work is needed to obtain effective learning methods for model-
based fitness surrogates for MOPs and for providing a taxonomy of the
different approximation problems that arise in this domain.
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Abstract. Multi-robot systems are becoming more and more significant in 
industrial, commercial and scientific applications. The current attempts made by 
the researchers concentrate only on minimizing the distance between the robots 
and the targets, and not much importance is given to the balancing of workloads 
among robots. Auction based mechanism are popularly used to allocate tasks to 
multiple robots. This paper attempts to develop mechanisms to address the 
above two issues with objective of minimizing the distance travel by ‘m’ robots 
and  balancing the work load of ‘N’ targets between ‘m’ robots equally. The 
proposed approach has three stages, stage I bundles  the ‘N’ targets into ‘n’ 
clusters of targets using commonly adopted K-means clustering technique with 
the objective of minimizing the distance between the ‘n’ targets and its cluster 
centroids, this gives the legal bundles and also reduces the  search space. Stage 
II calculates the biding distance based of the shortest path from the current 
robot position to bundle or bundle combinations.  In stage III   bundles are 
allocated to the each robot using Sandholm algorithm. The performance of the 
proposed method is tested with small and large size bench mark problem 
instances. 

1 Introduction 

Robot teams are increasingly becoming a popular alternative to single robots for a 
variety of difficult robotic tasks, such as planetary exploration or flexible automation. 
Robot teams offer many advantages over single robots: robustness (due to 
redundancy), efficiency (due to parallelism), and flexibility (due to reconfigurability). 
However, an important factor for the success of a robot team is the ability to 
coordinate the team members in an effective way. Coordination involves the 
allocation and execution of individual tasks through an efficient (preferably 
decentralized) mechanism for sharing the workload in a cost effective manner. 
Current scenario does not concentrate on sharing the load. Chandran et al [1] pointed 
out that in multiple traveling salesman problems the less addressed criterion is the 
balancing of workloads amongst salespersons. Bektas [2] points out that multiple 
traveling salesman problems is a generalization of the well known traveling salesman 
problem and although there exists a wide body of the literature for the TSP and the 
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VRP, the MTSP has not received the same amount of attention. Simmons et al [3] 
reckons that individual robots construct “bids,” which describe their estimates of the 
expected information gain and costs of traveling to various locations. Diaz and Stenz 
[4] points out that multi robot coordination, if made efficient and robust, promises 
high impact on automation. Vries and Vohra [5] conclude that because of substitution 
effects between the different assets, bidders have preferences not just for particular 
items but for sets of items. For this reason, economic efficiency is enhanced if bidders 
are allowed to bid on bundles or combinations of different assets. Elmaghraby and 
Keskinocak [6] accept that combinatorial  auctions  are  a  powerful  tool  for  auctioning  
off  multiple  non-identical  units  with complementarities  or  synergies and they allow  a  
bidder  to  submit  a  bid  for  a group of items, or package bids, and the bidder wins either 
all, or none of the items in a package. Mataric et al [7] believes that multiple cooperating 
robots hold the promise of improved performance and increased fault tolerance for 
large-scale problems such as planetary survey and habitat construction and also states 
that multi-robot coordination is a complex problem 

Most of the researchers concentrate only on minimizing the distance between the 
robots and the targets, and some of the researches focus on balancing the work load 
among the robots but very few papers was addressed taking the distance minimization 
and work load balancing as an objective. When there is more than one robot it 
resembles a Multiple Traveling Salesman Problem wherein all the robots would be 
used to visit all the targets by making proper utilization of the resources (available 
robots).Thus the aim of this paper is to bring out a mechanism which works on both 
the objective. As the number of robots and targets increase the solution field also gets 
increased thus it becomes an NP (Non deterministic time polynomial) Hard Problem. 
Since Multi-Robot task allocation  like mTSP is  NP hard  number of  solution 
methods for minimizing the distance objective were reported in literature are  for  
mTSP -Branch and bound algorithm, Crossbar hopefield neural network, Genetic 
algorithm, For mTSPMD - Integer linear programming, mTSPTW- Decomposition 
heuristic, Genetic algorithm, Graph theory – precedence graphs. Also with only the 
work load balancing objective the solution methods reported in the literature is 
Heuristic approach, clustering approach,   From the above the cluster based solution 
for mTSP is addressed in Chandran et al. [1] most recently only for balancing of work 
load objective. Thus there exists a wide gap in finding the solution under clustering 
based approach for Multi-Robot task allocation with two objectives under 
consideration. Few heuristics proposed for mTSP routing and scheduling problems 
are heuristic approach, branch and bound algorithm, constraint relaxation approach, 
Tabu search, decomposition heuristic, genetic algorithm based approach, and Graph 
theory based methodology.  

From literature survey it was found that during the allocation of robots to targets 
distance between the targets and the robots were given paramount importance. Not 
much attention was given to the sharing of work load between the robots which led to 
improper utilization of the resources and created an imbalance in the workload shared.  
 



16 M. Elango, G. Kanagaraj, and S.G. Ponnambalam 

 

This paper attempts to develop mechanisms to address the above two issues with 
objective of minimize the travel distance and to balance the distance traveled by each 
robot for the better utilization of ‘m’ robots with ‘N’ targets. The proposed approach 
has three stages, stage I bundles  the ‘N’ targets into ‘n’ clusters of targets using 
commonly adopted K-means clustering technique with the objective of minimizing 
the distance between the ‘n’ targets and its cluster centroids, this gives the legal 
bundles and also reduces the  search space. Stage II calculates the biding distance 
based of the shortest path from the current robot position to bundle or bundle 
combinations.  In stage III   bundles are allocated to the each robot using Sandholm 
algorithm [8-9]. 

2 Problem Description 

Multi-robot routing is a class problem where a team of mobile robots must visit a set 
of locations for some purpose (e.g., delivery or acquisition) with routes that optimize 
certain criteria (e.g., minimization of consumed energy, completion time, or average 
latency). Such routing problems, including Vehicle Routing Problems (VRP) and 
several variants of the Multiple Traveling Salesman Problem (mTSP), have been 
studied from a centralized point of view in operations research, and recently in 
robotics with a focus on decentralized approaches. The cost per unit distance of 
idleness is assumed to be unit cost. The different possible combinations for a given 
number of robots and targets is given by the formula mN 

, Where ‘m’ is the total 
number of robots and N is the total number of targets. If the search is made for all 
combination it become a time consuming process, and NP hard so in the present work 
the targets are bundled into ‘k’ no clusters  the robots are allow to bid on the bundle 
and bundle combination and the optimal allocation of bundle is determined by 
sandholm algorithm.  

Initially k is equal to m, the clustering is done based on minimizing the sum of 
targets-to-cluster centroids distance  (SDk), summed over all ‘k’ clusters, Then, for 
each robot the biding cost on each bundle  is calculated based on the shortest path 
possible using standard TSP procedure.   Finally the robot are allocated to the bundle 
based on the generalized vickery auction to achieve balanced allocation between 
robots . 

Indices h = centroid index, i = target index, k = bundle index, ki= bundle cluster 
target index,  a,b= cluster distance matrix index  
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Variables SDk is the sum of distance for k th cluster from its robot to its cluster 
points, N =  Total number of target,  kn = Total Number of target in k th cluster,  Yi = 
decision variable 0-1 continuous variable that allot the target, PLk  is the minimum 
Path length connecting the city in the data set SSk, , xa,b = decision variable, xa,b =1 if 
the da,b is used in solution , otherwise xa,b =0,  

2.1 Allocation of Target to Bundle ‘k” with Minimum SDk  

For the given target coordinates as cluster centroid C1; C2…. ,Ck minimizing  the sum 
of the distance  between each point Si and to its nearest cluster centroid Ch using  
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2.2 Finding the Biding Distance for All Robot and Bundle Combination   
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For all proper point subsets se in ssk, [se]>=3 for all a; b>a 

2.3 Allocation of Robot to the Bundle of Targets in a Balanced Manner Using 
the Following Steps 

Step 1: Generate Biding table based on all robot-bundle combination  
Step 2: Construct the Sandholm allocation tree [8-9] based on the minimum bid 
distance. The higher bid distance is not considered for allocation tree since the 
objective is to minimization  
Step 3: Identify the optimal path in the tree which gives minimum total distance. Then 
allocate the bundle in the optimal path to the respective robot.   
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Fig. 1. The proposed Sandholm algorithm with K-means Clustering procedure for Multi-Robot 
Task Allocation 

3 Numerical Illustrations 

For the purpose of illustrating Sandhom algorithm with K-means clustering, we 
consider the following Data set. The program is coded in Matlab Version 7.0 and run 
on PC Pentium-D 2.80 GHz processor 

Table 1. Data-set for Si 

Robot R1 Robot R2 Target TA TB TC 
20 80 x 10 22 66 
20 20 y 10 44 55 

 

Minimizing the Distance  
If (Iteration no = iteration max)   

Bundling the target: Grouping the target with respect to centroids, 
such that the it will minimize the SDk using equation (1) 

Distance matrix for all robot – bundle combination
Find the SSk using the equation (2) and the corresponding distance 
matrix (da,b) for each bundle from each robot location is generated 

Biding distance for all Robot - bundle combination is 
tabulated  using  the PLk  equation  given in (3) 

Updating the centroids: Change the centroids of each cluster to a 
new  location,  Iteration no=iteration no+1 

Apply Sandholm algorithm and construct 
the allocation tree  

Identify the optimal path in the allocation tree 
for Total minimum distance and allocate the 

respective bundles to the robot   

INPUT:k= no of Bundle , N , Si Data set , Iteration no,  iteration 
max, initialize the centroids for each cluster
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The target is bundled into B1 and B2 using K-mean clustering method. The bundle 
B1 has TC target alone and the bundle B2 has TA and TB targets. Now the Distance 
matrix for all robot and bundle combination is generated ie the R1 B1, R1 B2, R2 B1, 
R2 B2. These entire symmetric distance matrix is solved for shortest path length PLk 
using equation (3). This path length calculated is tabulated as the biding   cost of the 
robot to the corresponding bundle  

Table 2. Bids placed by robots 

Bidder Bundle bids 
B1 B2 

Robot R1 115.6 74.3 
Robot R2 75.4 169.54 

 
The bid place by the robot on the R1 B1B2 and R2 B1B2 combination is not 

considered since our objective is to allocate the target to each robot in a balanced 
manner ie each robot must be utilized properly. Since for the same bundle there exit 
two bids we select the lowest bid alone. Now the Sandholm algorithm is used to 
generate the allocation tree as given below. 

 
 
 
 
 
 
 
 
 
 

Fig. 2. Allocation tree for Table 2 

 
From the above tree, we find the minimum distance traveled by each robot will 

occur if the following bids are selected (R1, B2, 74.3) (R2, B1, 75.4) the optimal 
allocation vector is X* = (0110), the total distance traveled by the R1 and R2 robot is 
74.3+75.4 = 149.7. To find the contribution of each robot on the solution first remove 
the R1 from bidding scenario and now obtain the optimal allocation of the bids 
X*=(0011), The total distance traveled by the R2 is 244.94. The marginal contribution 
of R1 to the problem is  – (149.7-244.94) = 95.24. Similarly remove R2 from the 
biding scenario then the optimal allocation vector is X*= (1100). The total distance 
traveled by the R1 is 189.9. The marginal contribution of R2 on the solution is – 
(149.7-189.9) = -40.2.    

B2 

B1 
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4 Results and Discussions 

To evaluate the proposed procedure data set given in Chandran et al [3] is taken and 
the corresponding bundle bids placed by two robots are given in Table.3.  

Table 3. Bids placed by robots 

Bidder Bundle bids 
B1 B2 B3 B1&B2 B2&B3 B1&B3 

Robot R1 245.8 213.4 171.1 337.9 290.9 265.5 
Robot R2 239.7 139.4 245.4 274 266 324.1 

 

Fig. 3. Bundling of targets into 3 Bundles (B1-◊, B2-□ B3-○) Robot < I  Centroides + 

The present robot position and R1 and R2 is added as first node to the each bundle 
combination and the distance matrix is generated and the shortest path length PLk is 
computed using equation (3) and the bidding cost for all combination is tabulated in the 
Table 3.  

 

Fig. 4. Allocation Tree for the Table 3 
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The allocation tree shows that minimum travel distance is achieved when the 
following bids are selected ( R1, B3&B1, 265.5) and (R2, B2, 139.4). The optimal 
allocation vector is X*=(000001010000). The total distance traveled by R1 and R2 is 
404.9. If the R1 is removed from the biding scene then the optimal allocation vector is 
X*=(000000010001).  Yielding a minimum total distance traveled by for R2 is 463.5. 
Therefore the marginal contribution of R1 to the solution is -(404.9 - 463.5)= 58.5.  
If R2 is removed from the biding scene the optimal allocation vector is  
X*=( 010001000000) which yield a minimum total distance traveled by the R1 as 
478.9. The marginal contribution of R2 to the solution is –(404.9 -478.9)= 73.9. The 
proposed method is further validated for its performance with a bench mark vrp data 
set  Eil22.Vrp   and compared with the results with angular method and saving matrix 
method and Z saving  method quoted in [10-11]. The comparison results along with 
the optimal value obtained from linear programming method are presented in Table 4.  

Table 4. Result Comparison with other methods 

Bidder Proposed 
method  

Angular 
method  

Saving matrix 
method   

z-savings Optimal  

R1 159.52 158.706 288.99 136.28 265.58 
R2 139.26 156.749 295.58 171.305 22.31 
Total  298.78 315.455 584.57 307.59 287.89 

 
Osman et al (2007) modeled the same problem as vehicle routing problem and uses 

the Z-saving method to obtain the solution.  From Table 4, it is clear that the 
Sandholm Algorithm with K-means Clustering Approach for Multi-Robot Task 
Allocation provides the best solution among three existing methods and also the 
solution is very near to the optimal solution. 

5 Conclusions 

The proposed Sandholm algorithm with K-means Clustering approach for Multi-
Robot Task Allocation mechanism is designed to meet both the minimizing the 
distance traveled by each robot and to share the  distance between the robots such that 
the robot is utilized in a better way. This was achieved by bundling the targets into 
B1, B2, …etc., .the biding is placed in a balance manner with the all robot - bundle 
combination. The Sandholm Algorithm used for bundle allocation  and the  K-means 
Clustering for producing the legal bundle together can be used effectively for solving 
small and large size multi-robot task allocation problems.  

In the present work all bundles will not be allotted to a single robot. This work is 
general outline of implementing the Sandholm algorithm and clustering method for 
mutirobot task allocation problem, the detail study would improve the solution quality 
in a better way.        
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Abstract. Manufacturers seek to improve efficiency of vibratory finishing 
process while meeting increasingly stringent cost and product requirements. To 
serve this purpose, mathematical models have been formulated using soft 
computing methods such as artificial neural network and genetic programming 
(GP). Among these methods, GP evolves model structure and its coefficients 
automatically. There is extensive literature on ways to improve the performance 
of GP but less attention has been paid to the selection of appropriate 
experimental designs and fitness functions. The evolution of fitter models 
depends on the experimental design used to sample the problem (system) 
domain, as well as on the appropriate fitness function used for improving the 
evolutionary search. This paper presents quantitative analysis of two 
experimental designs and four fitness functions used in GP for the modeling of 
vibratory finishing process. The results conclude that fitness function SRM and 
PRESS evolves GP models of higher generalization ability, which may then be 
deployed by experts for optimization of the finishing process. 

Keywords: vibratory finishing; fitness function, vibratory modeling, GPTIPS, 
experimental designs, finishing modeling. 

1 Introduction 

Despite availability of empirical and industrial information on vibratory finishing 
process, its fundamentals are still mostly developed through trial-and-error approach 
[1]. Very few models exist that explain the mechanism of vibratory finishing process 
[2-5]. Hashimoto [6] formulated empirical relationship between the output process 
parameters (surface roughness, stock removal rate and optimum polishing time) and 
input parameters (time and initial surface roughness) based on the fundamentals on 
vibratory process. Sofronas and Taraman [7] used response surface methodology 
(RSM) to formulate the polynomial model that explicitly describe relationship 
between five input parameters (Brinell hardness, projection width, processing time, 
media size and frequency of bowl) and three output parameters (surface roughness 
reduction, projection height reduction, edge radiusing). In another application of 
RSM, relationship between four input parameters (burnishing speed, feed, ball force, 
frequency and amplitude of vibration) and two output parameters (surface roughness 
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and micro hardness) was established [8]. Recently, Garg and Tai [9] proposed hybrid 
genetic programming-neural network method (GP-ANN) to model the vibratory 
finishing process, and found that hybrid method outperforms the standardized GP 
method. From the literature, it is obvious that focus of researchers have shifted 
towards the practice of advanced soft computing methods such as GP, ANN, fuzzy 
logic (FL), etc., since these methods are void of statistical assumptions and possesses 
the ability to capture the dynamics of the process.  

Among these methods, GP has the ability to automate and evolve the model 
structure and its coefficients [10-18, 34]. The mathematical model developed using 
GP relates the input process parameters to the output process parameters. In context 
of symbolic regression problems, extensive literature has been published, that point 
improvement in performance of functioning of GP, but less focus has been paid to 
choice of experimental design and fitness function.  

In GP, the mathematical models are built from the symbolic regression of the data 
points obtained from the systems/processes. This implies that the nature of data set 
obtained i.e. sampling of data points plays a key role in efficient learning/training of 
GP model. Data points obtained from the system comprise of input process 
parameters and output process parameters. The output process parameter values could 
change drastically with change in input parameter values. In other words, dynamics of 
the system is stored in the values of input and output process parameters. Therefore, 
sampling of data points should be done carefully so that the model formed from it is 
able to respond to the system dynamics. The data collection process is itself 
computationally expensive, and therefore the sampling of data points should focus 
towards collecting as minimum number of samples that represents system 
characteristics. Methods used to sample data points are known as Design of 
Experiment (DOE) methods [13]. DOE methods such as full factorial (FF), latin 
hypercube sampling (LHS) and response surface (RS) design sample data points from 
the system by adopting different mechanism. The choice of appropriate design 
method is essential in efficient training of GP models [13, 19]. 

In addition to experimental design methods, fitness function is highly responsible 
for the evolution of generalised models. This is because in GP, solutions are searched 
globally throughout the model space with direction of search guided by fitness 
function. Model selection criteria such as Akaike’s information criteria (AIC), 
predicted residual error sum of squares (PRESS), Bayesian information criteria (BIC), 
final prediction error (FPE) and structural risk minimization (SRM) [21-27], that 
takes into account the number of data samples (sample size) and size of the model can 
be deployed as fitness function in GP for efficiently guiding the evolutionary search 
towards an optimum solution. However, the choice of an appropriate fitness function 
is unclear, which means an improper deployment of fitness function could results in 
over-fitting of the GP model on testing samples. Given the set of fitness functions, it 
is therefore important to understand, how each of them have impact on the 
performance of the GP model.   

In the present work, a quantitative analysis is conducted for studying the effect of 
fitness functions across two experimental designs, on the performance of GP in 
modeling of vibratory finishing process. Surface finish reduction model is obtained 
from the study conducted by Sofronas and Taraman [7]. Two set of twenty-seven data 
points are generated from the model [7] using two experimental designs such as FF 
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and LHS respectively. Each data set is fed into GP for training of models. Five fitness 
functions used are PRESS, SRM, AIC, FPE and BIC. The performance of GP is 
evaluated for each fitness function across two experimental designs. The objective of 
the paper is to find out the best fitness function and experimental design that evolves 
GP models of higher generalization ability. 

The remainder of the paper is organized as follows. In Section 2, problem of 
vibratory finishing process is discussed. Section 3 provides brief introduction on GP. 
Section 4 provides results and discussion. Finally, Section 5 concludes with 
recommendations for future work. 

2 Experimental Database of Vibratory Finishing Process 

Vibratory finishing process is widely used because of its versatility, consistency and 
efficiency. This process gained its popularity in 1960 in the metal working sector. In 
present work, the RSM model developed by Sofronas and Taraman [7] for prediction 
of surface finish reduction of vibratory machine processed work piece is used. The 
model initially contains five input process parameters but it was further reduced to 
three using statistical method of analysis of variance. Three process input parameters 
considered are processing time (x1), media size (x2) and vibratory frequencies (x3), and 
the output parameter considered is surface finish reduction (y). 

Two data sets, each of twenty-seven points are generated by using two experimental 
designs methods such as FF and LHS respectively. In FF design, the sample size of data 
points generated is of order nm, where m is number of decision variables and n is the 
number of levels (low, medium, high, etc). In this study, value of m and n is three and 
default settings in MATLAB are used for implementing FF method. LHS is a hypercube 
design consisting of a matrix of j rows (number of level of decision variables) and l 
columns (number of decision variables). The columns are the random permutations of 
combinations of decision variables. More details about these two experimental designs 
methods can be found in [20, 28-29]. Nature of the data sets generated using two 
experimental design methods is shown in Table 1 and Table 2.   

Table 1. Descriptive statistics of the data set generated using FF experimental design 

Parameter x1 x2 x3 y 
Mean 70 0.875 1743.3 22.88 

Standard 
error 

7.33 0.04 40.07 1.77 

Median 60 0.875 1730 21.57 

Standard 
deviation 

38.12 0.20 208.23 9.23 

Kurtosis -1.56 -1.56 -1.50 -0.33 

Skewness 0.404 0 0.103 0.66 

Minimum 30 0.625 1500 9.94 
Maximum 120 1.125 2000 44.20 
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Table 2. Descriptive statistics of the data set generated using LHS experimental design 

Parameter x1 x2 x3 y 
Mean 77.56 0.88 1759.10 22.91 

Standard 
error 

5.38 0.030 29.50 1.56 

Median 77.80 0.88 1759.3 22.11 
Standard 

deviation 
27.99 0.15 153.29 8.124 

Kurtosis -1.227 -1.173 -1.190 -0.431 

Skewness 
-

2.14E-5 
-0.012 -0.017 0.370 

Minimum 32.69 0.62 1509.71 9.946 

Maximum 122.6 1.145 2009.7 40.57 

 
Each of the data set generated using experimental design method is further fed into 

GP algorithm. Five fitness functions: PRESS, SRM, AIC, FPE and BIC are used. The 
mathematical formula of each fitness function is shown in Table 3, where b is the 
number of nodes of GP tree (size of model), SSE is the sum of square of error of GP 
model on the training data and N is the number of training samples. 

Table 3. Fitness function and mathematical formulae 

Fitness 
function 

Mathematical formulae 

PRESS SSE/N (1+2b/N) 

SRM SSE/N (1- ((b/N –( b/N log (b/N)) + (Log (b/N)/2N))1/2)-1 

AIC N log(SSE/N)+ b 

FPE SSE/N (N+b/N-b) 

BIC SSE/N + log (N) (b/N)(SSE/N-b) 

3 Genetic Programming  

Widely used soft computing method, genetic programming, is based on Darwinian 
theory of “Survival of the fittest”. GP algorithm has been extensively applied in 
solving symbolic regression problems of various processes. GP algorithm works on 
the principle of GA but there exists difference between them [30]. GP evolves models 
represented by tree structures of varying sizes, while GA gives solutions in crisp 
values of binary or real form. GP algorithm starts with initialization of population. 
The population represents the number of models. The model is formed by randomly 
combining the elements from the functional and terminal set.   

The elements of the function set can be chosen from basic mathematical operators (+, 
- , ×, /) and also Boolean algebraic operators (eg. AND and OR) or any other user defined 
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expressions. The elements of the terminal set comprises of input process parameters and 
constants. The performance of the models is evaluated using fitness function as specified 
by the user. Based on performance, models from the initial population are selected for 
genetic operation such as crossover, reproduction and mutation. The performance of new 
population formed is again evaluated. This phenomenon of generating new 
population/generation continues till the termination criterion is satisfied. The termination 
criterion is specified by the user. It is the threshold error of the model or maximum 
number of generations, whichever is achieved earlier.  

The present work uses popular variant of GP, namely, multi-gene genetic 
programming (MGGP), developed by Hinchliffe et al., [31] and Hiden [32]. The main 
difference between the traditional GP and multigene GP is that in multigene GP, 
number of trees makes a model. All of the genes are combined by weights (different 
for each gene) and a constant term added to it gives the final formulae (mathematical 
model). MGGP is implemented using the software GPTIPS [33]. 

GPTIPS is implemented using the parameter settings as shown in Table 4 for each 
fitness function across two experimental designs. Trial-and-error method is used to 
select the parameter settings (see Table 2). The function set consists of broader set of 
elements so as to evolve variety of non-linear forms of mathematical models. The 
values of population size and number of generations fairly depend on the complexity 
of the data. Based on literature review by Garg and Tai (2012), the population size 
and number of generations should be fairly large for data of higher complexity, so as 
to find the models with minimum error. Maximum number of genes and maximum 
depth of the gene influences the size and the number of models to be searched in the 
global space. The maximum number of genes and maximum depth of gene is chosen 
at 4 and 4 respectively. For each data set, first thirteen data samples are used for 
training, while remaining for testing the generalization ability of the model. The best 
model is selected based on minimum error on training data.   

In this way, we have 5 best models for each data set, corresponding to five fitness 
functions. The performance of the models is discussed and compared in Section 4.  

Table 4. Parameter settings for GP 

Parameters Values assigned 
Training data 13 
Testing data 14 

Runs  35 
Population size 300 

Generations 100 
Tournament size 2 

Termination 
criteria 

0.25 

Max depth of tree 4 
Max genes 4 

Functional set 
(multiply, plus, 

minus, square, sin, 
divide, cos, power) 

Terminal set (x1,x2,x3, [-10 10]) 
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4 Results and Discussion 

The performance of the best GP models formed from five fitness functions for two 
data sets is compared. The performance is evaluated using root mean square error 
(RMSE). Table 5 and Table 6 shows the RMSE on the testing data and size of the best 
GP model evolved, when the five fitness functions are used in GP for two designs 
data set.  

Comparison of performance of fitness functions on GP for FF designed data set 

From Table 5, it is obvious that SRM fitness function when used in GP, gives better 
generalization ability of GP model when compared to other fitness functions. SRM 
fitness function not only gives better generalisation ability but also evolved model of 
lower complexity. Among fitness functions, PRESS, AIC, FPE and BIC, PRESS 
fitness function gives better generalisation ability of the GP model. Among, AIC, FPE 
and BIC, all three have shown comparable performance of GP model. Fitness 
function, namely, AIC, FPE and BIC shows signs of over-fitting of GP model, since 
model has high values of RMSE on testing data.  

Table 5. RMSE on testing data and size of the best GP model evolved when GP is applied on 
FF designed data set 

Fitness 
function 

PRESS SRM AIC FPE BIC 

 
RMSE 

4.62 1.30 31.94 33.92 35.30 

 
Size (b) 

20 19 11 10 10 

 

Comparison of performance of fitness functions on GP for LHS designed data set  

From Table 6, it is obvious that PRESS and SRM fitness function when used in GP, 
gives better generalization ability of model when compared to other fitness functions. 
Though, SRM and PRESS fitness function gives models of similar generalisation 
ability but SRM based GP model has lower complexity. Among, AIC, FPE and BIC, 
all three have shown comparable performance of GP model. The GP model evolved 
using fitness function, AIC, FPE and BIC shows signs of over-fitting, since it has high 
values of RMSE on testing data.  

From Table 5 and 6, LHS designed data set gives lower values of RMSE of GP 
model on testing data for five fitness functions. This indicates that LHS designed 
data set is able to evolve the GP model that captures dynamics of the process quite 
well.  
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Table 6. RMSE on testing data and size of the best GP model evolved when GP is applied on 
LHS designed data set 

Fitness 
function 

PRESS SRM AIC FPE BIC 

RMSE 0.11 0.20 21.85 21.34 23.99 
 

Size (b) 
65 16 12 11 11 

5 Conclusion and Future Work 

An application of GP in modeling of vibratory finishing process is introduced to study 
the effect of the fitness functions on the performance of GP for two designed data 
sets. The results conclude that for both the generated data sets, the fitness functions, 
namely, SRM and PRESS have shown better performance of GP models than those of 
the other fitness functions such as AIC, BIC and FPE. Between PRESS and SRM, 
both have shown comparable performance. In terms of complexity of the models, 
SRM fitness function evolved GP model of lower complexity when compared to 
PRESS. Thus, the model formed from the fitness function SRM, can be deployed in 
practice due to its higher generalization ability. Between FF and LHS designs, LHS 
designed data set results in better performance of GP models on all five fitness 
functions. Thus, we can conclude that LHS designed data set is able to train GP 
effectively to evolve model, which captures the dynamics of the process satisfactorily.  
    For highly dynamic and chaotic systems such as those of stock market data, the 
performance of GP models need to be studied across different fitness functions. 
Future work will include studying the effects of various fitness functions on the 
performance of GP in modeling of stock market data.  
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Abstract. This paper discusses the application of Co-variance Matrix 
Evolutionary Strategy (CMA-ES) in the design of non-fragile robust PI 
controller. The desired maximum sensitivity of the closed loop system is 
considered as an objective and success rate of stability under probabilistic 
controller uncertainty is taken as a constraint for non-fragile robust PI controller 
design problem. Success rate of stability is calculated using Monte Carlo 
simulation (MCS) under probabilistic controller perturbation. CMA-ES finds 
the optimal controller parameter based on robustness objective and non-
fragileness    constraint. The Single Input Single Output (SISO) first order sugar 
cane raw juice neutralization process and second order Irrigation canal systems 
are considered as a test systems. The performance of the CMA-ES designed 
non-fragile robust PI controller is compared with the flat phase concept based 
PI controller and Astrom suggested PI controller for both test systems. 
Simulation  results demonstrated that CMA-ES based non-fragile robust PI 
controller has better performance in robustness as well as non-fragileness. 

Keywords: CMA-ES, non-fragile robust PI controller, maximum sensitivity, 
probabilistic parametric perturbation. 

1 Introduction 

Robustness is the ability of the controller which makes the closed loop system to be 
stable even under the effect of uncertainties. Many of the robust controller design 
methods considered only the plant side uncertainty and doesn’t consider controller 
side uncertainty. Because, it is assumed that there are no uncertain parameters 
occurred in the controller side [1]. But in reality, there are some unavoidable amount 
of uncertainty exists in the controller due to the dynamics of analogue controller and 
the effect of quantization error in digital controllers [2, 3].  

L. H. Keel and Bhattacharya proposed the importance of considering controller 
uncertainty in robust controller design based on the results of various robust 
controllers’ instability due to controller uncertainty. If the uncertainties in the 
controller parameters make the closed loop system unstable then the controller is said 
to be a fragile controller [1, 3]. Whidbhone et al [2] proposed a method for the 
reduction of controller’s fragility by minimizing closed loop pole sensitivity without 
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considering the performance of the closed loop system. Zhisheng et al designed the 
non-fragile H∞ robust controller considering both controller and plant perturbations 
[4]. L. H. Keel, Bhattacharya, Whidbhone and Zhisheng are analyzed the fragility 
characteristic in higher order robust controllers.  

Most of the industries have implemented PI and PID type controllers because of its 
simplicity, easy implementation and good performance [5]. Thus, it is imperative to 
analyze the fragility of PID controllers. Datta et al., Ho , designed the less fragile PID 
controllers based on the maximum l2 norm parametric stability margin without 
considering the performance characteristics of the closed loop system [6, 7]. Irinel-
Constantin et al suggested a geometric approach to find the stability region of the PID 
controller, based on stability crossing boundaries for SISO systems and they found the 
maximum deviation of the controller parameters within the closed loop stability 
boundary [15].Alfaro suggested a Fragility Index (FI) for classifying the various PID 
controllers based on the Maximum sensitivity (Ms) of the closed loop system. Also, 
Alfaro classified the PID controllers in to three categories namely i) fragile controller 
ii) Non-fragile controller and iii) Resilient controller, based on Fragility Index (FI) 
[3].  

Based on the literature survey, it is found that the design of Non-fragile robust PID 
controller that can tolerate plant uncertainty as well as controller uncertainty is of 
immediate necessity. Many researchers analyzed the fragility of the designed PID 
controller [6, 7, 15], but they are not including the controller’s fragility criterion in the 
robust PID controller design. By considering the efficiency of evolutionary algorithms 
in controller design, non-fragile robust PI controller design is formulated as an 
optimization problem. Recently, CMA-ES algorithm is successfully applied as an 
efficient optimization tool for optimizing nonlinear, multi-modal real world 
optimization problems.  

In this paper, Co-variance Matrix Adaptation Evolutionary Strategy is used for the 
design of non-fragile robust PI controller. The desired maximum sensitivity (Ms=1.4) 
is considered as an objective and the success rate of stability under probabilistic 
controller perturbation is taken as a constraint for non-fragile robust PI controller 
design problem. The Single Input Single Output first order sugar cane raw juice 
neutralization process and second order Irrigation canal system[8] are chosen as a test 
systems for the design of CMA-ES based non-fragile robust PI controller. 
Consideration of robustness as well as non-fragileness in a controller design which 
gives the better robust controller.  

The rest of the paper is organized as follows, Section 2 discusses the problem 
formulation; Section 3 describes the implementation of CMA-ES in non-fragile robust 
PI controller design; Simulation results are given in Section 4; Conclusion is on 
Section 5. 
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2 Problem Formulation 

In this paper, an ideal PI controller structure given in equation (1) is chosen for the 
design of non-fragile robust PI controller. The maximum sensitivity (MS) of the closed 
loop system given in equation (1) is considered as a design parameter for the design 
of non-fragile robust PI controller [4, 7]. MS has a good geometrical   interpretation 

with Nyquist diagram and the inverse of MS (i.e ) is the shortest  distance from the 

critical point -1+j0 to the Nyquist curve of the open loop transfer function(L=GK) as 
shown in figure 1.  

 

Fig. 1. Nyquist curve Loop transfer function ( ) = 1 + ;  ( ) = max ( ) ( )    (1) 

 
where, G(s) is the plant to be controlled, x is controller parameter vector (i.e = ,  ). Maximum sensitivity (MS) of the closed loop system gives the 

information about the closed loop system’s sensitivity under the effect of parameter 
variations in closed loop system. The maximum sensitivity as (MS =1.4) which gives 
the good phase and gain margin for maximum robustness [3, 5]. Hence, desired MS 

value is chosen as 1.4 for robustness objective in non-fragile robust PI controller 
design. 

2.1 Controller Uncertainty Modeling  

The controller parameters (kp and Ti) are perturbed as shown in equation (2). 

          = (1 + ) ; = (1 + )                              (2) 

where,  and  are the perturbed controller parameters and δ is the parametric 
perturbation. If the perturbed controller parameter vector arranged as = ,  
then, the perturbed controller and the maximum sensitivity( ( )) are given in 
equation (3). 

 

 

 
L(s) plane 
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 ( ) = (1 + ) ; ( ) = max ( ) ( )   (3)

  

Usually, perturbation as in the equation (3) is considered as a step change in the 
plant or controller parameters i.e δ is a single scalar [3]. But this type of uncertain 
behavior doesn’t mean the actual real time perturbations. Hence, probabilistic 
perturbation is used in this paper to mimic the real time uncertain behaviors of 
controller parameters [11]. 

2.2 Probabilistic Approach  

The maximum sensitivity bound in the range of 1.2 to 2 which gives the guaranteed 
robustness to the closed loop system [3, 5]. If the MS value is in between the above 
specified range (i.e. MS =1.2 to 2) then the closed loop system is stable. Lower MS≈1.2 
gives better robustness and Larger MS≈2 gives aggressive and less acceptable 
robustness [7]. By using this maximum sensitivity bound, success rate of stability 
under probabilistic controller perturbation is evaluated using Monte Carlo Simulation 
(MCS). 

2.3 Evaluation of Non-fragileness Constraint  

MCS is a method for iteratively evaluating a deterministic model using sets of random 
numbers as inputs [9, 10]. In this paper, q×n number of random samples are generated 
by using normal distribution with zero mean and 0.1 standard deviation as N (0, 0.1) 
for uncertain parameters. where, 0.1 represent the 10% of uncertain parameters. The 
generated random samples are added to the controller parameters as per the equation 
(2). Under random variation of controller parameters, the stability of the closed loop 
system is represented using a discrete limit state function based on the maximum 
sensitivity bound and given in the equation 4 [9,10]. 

 ( ) 1   1.2 ( ) 20        (4) 

 
By using MCS, the probability of success rate ( ( )) for stability is calculated using 
the q number of binary data from the limit state function as in the equation (5). 

 ( ) = ∑ ( )( ( ), ( , ))      (5) 

 
where, q is the total number of samples , ( ) limit state function at the ith 

sample, n is the number of controller parameters . This probability of success rate for 
stability is used as a constraint in the design of non-fragile robust PI controller. 
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2.4 Objective Function 

An error function J(x) is used as an objective to achieve the desired maximum 
sensitivity in non-fragile robust PI controller design and it is given in equation (6). 

  ( ) = | ( ) |       (6) 
 

where, Ms(x) is the actual maximum sensitivity and Msd is the desired maximum 
sensitivity value (Msd =1.4). CMA-ES finds the optimal controller parameter vector 
x= [kc, Ti] by minimizing the error function J(x) while satisfying the non-fragileness 
constraint as follows. 

 
                 Minimize ( )       

            Subject to                            ∑ ( )( ( ), ( , )) 0.8 (7) 

In equation (7), non-fragileness constraint is set as 0.8 for achieving at least 80% of 
success rate in closed loop stability under probabilistic controller perturbation.  

2.5 Test Systems  

The dynamic model of the sugar cane raw juice neutralization process [8] is given in 
equation (8). 

                          ( ) = .
                                            (8) 

The second order irrigation canal system [8] model ( )is shown in equation (9). 
 

 ( ) = .( )( )     (9) 

3 CMA-ES in Non-fragile Robust PI Controller Design 

CMA-ES was proposed by Hansen and Ostermeier in 2001. The basic idea in this 
stragety is moving the population in the form of multivariate normal distribution. The 
distribution takes the form of hyper ellipsoid and search history of the population is 
used for moving the population to optimum one [11, 12]. CMA-ES algorithm code is 
downloaded from [11] and the CMA-ES code is customized for handling constraints 
for the design of non-fragile robust PI controller.  

3.1 Constraint Relaxation and Fitness Function 

By using εc constraint relaxation method, the constraint violation was relaxed up to 
the generation control limit. The εc level is set to zero up to the generation control 
limit gc, to obtain the solutions with no constraint violation.  
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                         (0) = ( )            (10) 
 
After the generation control limit gc, constraint is violated as follows. 

  (g) = (0) 1  , 0 g g0  ,              g g        (11) 

 
Where  is the top ith individual and i= (0.05* λ).The recommended parameter 

ranges are [13] :g ∈ 0.1g , 0.8g   ∈ 2,10 . Due to this constraint 
relaxation, the individual with best objective are considered for next generation even 
it has high constraint violation. After constraint relaxation, penalty parameter less 
constraint handling scheme is employed to find the fitness function. The fitness 
function for any solution x is given as follows:       

  ( ) = ( )    + (g)                                     (12)    

where,  
F(x)   - Fitness function, 
J(x)   - Objective function 
Jmax    - objective function value of the worst feasible solution in the population 

3.2 Initialization 

The initial CMA-ES parameters are set as population size(λ)=10; max_Feval=1000, 

m=0, σ=0, ( ) = ( ) = 0.25( x ),  ( ) = , = . where, x ,  are upper 

and lower bounds of controller parameters respectively. 

3.3 Controller Parameter Setting  

The solution vector for SISO system is arranged as x= [kc, Ti].  

The lower and upper bounds of the solution vector are set as follows. 

  Sugar cane raw juice neutralization process x = [0, 0]; = [5, 10].  

  Irrigation canal system                  x = [0, 0]; = [1, 500]; 

The dimension for SISO non-fragile robust PI controller: n=2. 

3.4 Co-variance Matrix Adaptation Evolutionary Strategy  

Step 1: Generate  λ×n random controller parameter matrix of x as follows. 

  x( ) = ( ) + σ( )N 0, CM( )  where 1     (13) 

Step 2: Stop if the termination criteria is met as in the section 3.5. 
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Step 3: Calculate the fitness value (F) based on objective and constraint violation as 
in equation (12). 
Step 4: Sort the solutions based on fitness value and Select the best µ number of 
individuals ( ) from the λ population. 

Step 6: Update the mean m(g+1) using ( ) = ∑ :( )   (14) 

 where, w = ( ) ( )( ) ∑  ( )µ       = 1   ;      (15)

  

This weighted average gives the new mean to move the population towards optimal 
solution. The variance of effective selection mass [12] is calculated from the equation  = ∑  
Step7: Adaptation of global step size using evolution path 
 (g+1) = (1 ). (g) + (2 ) g ( )(g) (g+1) g       (16)    

 σ( ) = σ( )exp PGE( ( ,I) ) 1                            (17)  

Step 8: Update Co-variance matrix using the evolution path ( )  
 

     p = (1 C )P( ) + C (2 C ). μ
σ( ) ( μ

( )
μ)     (18) 

         
Then the covariance matrix CM(g) is extended from the evolution path  
 

CM(g+1)= 1- .C g+ Pc
(g+1) Pc

(g+1) T
+(1-

1 )
σ(g)2

∑ (xi
g+1-<x>μ

g)μ
i=1 (xi

g+1-<x>μ
g)

T
)

 (19) 

Step 9: The updated CMA-ES parameters ( ) , σ( ), CM(g+1) are used to 
generate λ×n  random controller parameter matrix of x using the equation (13) for the 
next generation (g+1), set g=g+1, return to step 3. This procedure is repeated until the 
stopping criteria met.  

3.5 Stopping Criteria 

The recommendations of stopping criteria in the design of non-fragile robust PI 
controller are given as below. 
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• max_Feval: stop if maximum function evaluation is reached. 
• TolFun: Tolerance value for objectives is assumed to 10-5. Stop if all the fitness 

function (F) values of the last 20 generation are below TolFun.  
• TolX: Tolerance value for co-ordinates is assumed to 10-5[12]. 

4 Simulation Results  

All the simulations are done in MATLAB R2009b software on a 32 bit core2duo 
processor PC operating at 2.93 GHz with 3GB RAM. Initialization and controller 
parameter settings are done as in the section 3. 

4.1 Controllers 

The CMA-ES designed non-fragile robust PI controller for both sugar cane raw juice 
neutralization process and irrigation canal system are given in Table 1. Table 1 shows 
the controller parameters and their corresponding maximum sensitivity, probability of 
success rate under 20% probabilistic perturbations. 

 

Table 1. Controller parameters and maximum sensitivity for both systems 

 Sugar cane raw juice 
neutralization process 

Irrigation canal system 

Controller 
parameters 

Ms Ps(x) Controller 
parameters 

Ms Ps(x) 

CMAES-PI kp=4.3365,
ki=46.3593 

1.4 1 kp=0.1920, 
ki=410.09. 

1.4 1 

C.A.Monje-PI 
[8] 

kp=1.2749,
ki=24.51. 

1.36 0.9 kp=0.5511, 
ki=0.0008, 
kd=80.13. 

1.83 0.6 

Astrom-PI [14] kp=1.76, 
ki=29.32. 

1.32 0.7 kp=0.00262, 
ki=5.86. 

1.58 0.9 

 
From Table 1, it is clear that CMA-ES based PI controller has more success rate of 

stability under probabilistic perturbation for both systems.  

4.2 Time Domain Analysis 

Figure 2 and Figure 3 shows the closed loop step response of three controllers’ for 
sugar cane raw juice neutralization process and Irrigation canal system respectively. 
From the Figures 2 and 3, CMA-ES based non-fragile robust PI controller has less 
over shoot and quick response than other PI controllers for both systems.  

 



40 K.M. Abdul Kadhar and S. Baskar 

 

Fig. 2. Closed loop step response of three controllers for sugar cane neutralization process 

 

Fig. 3. Closed loop step response of three controllers for Irrigation canal system 

4.3 Robustness Analysis 

Figure 4 and 5 shows the response of the load disturbance rejection of the three 
controllers for sugar cane raw juice neutralization process and Irrigation canal system 
respectively. From figure 4 and 5, it is clear that CMA-ES designed Non-fragile 
robust PI controller reject the input load disturbance quickly than other controllers for 
both systems. 
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Fig. 4. Load disturbance rejections of the controllers for sugar cane neutralization process 

 

Fig. 5. Load disturbance rejections of the controllers for Irrigation canal system 

4.4 Fragility Analysis 

To check the fragile characteristic of the controller’s, the mean of random number is 
increased from 0.1 to 0.5 and the corresponding probability of success rate for 
stability is plotted against the mean of the perturbation level. Figure 5 and 6 shows the 
comparison results of three controller’s success rate against the increasing 
perturbation in controllers for sugar cane raw juice neutralization process and 
Irrigation canal system respectively. From figure 5 and 6 CMA-ES designed non-
fragile robust PI controller has near 80% success rate of closed loop stability up to 0.5 
mean of random perturbations. Astrom based PI controller and flat phase concept 
based PI controller are not able to withstand its closed loop stability whenever the 
perturbations increased. 
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Fig. 6. Fragility analysis of different controllers for neutralization process 

 

Fig. 7. Fragility analysis of different controllers for Irrigation canal system 

5 Conclusion 

In this paper, non-fragile robust PI controller is designed using Co-variance Matrix 
Adaptation Evolutionary Strategy (CMA-ES) for sugar cane raw juice neutralization 
process and Irrigation canal system. Parametric probabilistic controller perturbation is 
used to check the robustness and fragileness of the designed controller. CMA-ES 
based non-fragile robust PI controller has better command tracking and load 
disturbance rejection characteristic than Astrom based PI controller and flat phase 
concept based PI controller for both systems. In controller fragility, CMA-ES based 
PI controller has maximum success rate of stability under the probabilistic controller 
perturbation for both systems. CMA-ES based non-fragile robust PI controller is 
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better in robustness as well as non-fragileness. Hence, CMA-ES based non-fragile 
robust PI controller is suitable for real time applications where there is a fragility 
problem. 
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Abstract. This paper discusses the circular open dimension problem (CODP), 
where set of circles of different radii has to be packed into a rectangular strip of 
predetermined width and variable length. The circle packing problem is one of 
the variant of cutting and packing problems. We propose four different nature 
inspired Meta heuristic algorithms for solving this problem. These algorithms 
are proved to be the best in finding local solutions. The algorithms are based on 
food foraging process and breeding behavior of some biological species such as 
bat, bee, firefly and cuckoo. Circle packing problem is one of the NP hard 
problems. It is very difficult to solve NP hard problems exactly, so the proposed 
approaches tries to give approximate solution within the stipulated time. The 
standard benchmark instances are used for comparison, and it is proved that 
firefly is giving the best solution. 

Keywords: CODP, CPP, Meta heuristic, local search. 

1 Introduction 

Circle packing problem comes under optimization problems. As it is very difficult to 
solve exactly, we use different approximation algorithms. In real time the cutting and 
packing problems are encountered in paper cutting, wireless sensor node deployment 
and food industry. The application areas mentioned are mainly concerned about 
minimizing wasted portion, storage space. The approaches specified in this paper give 
approximate solutions within reasonable computation time. 

Circle packing problem has two categories: uniform sized circle packing and 
arbitrary sized circle packing. In uniform sized circle packing, set of circles with same 
radius have to be packed into solution space. Many researchers have found efficient 
solutions for uniform sized circle packing problem. In arbitrary sized circle packing 
problem set of circles with different radii will be packed without any overlapping. 
Circular open dimension problem comes under ACP family. This paper provides 
different approaches for CODP problem. 

More precisely, set of N circles (1, 2, …., n) with different radii ( = 1, 2, … . , ) 
should be packed into a rectangular strip of predetermined width W and unrestricted 
length L without overlapping. By overlapping, it is meant that the circles should not 
exceed the boundary of the solution space and also that the circles should not collide 
with one another. The objective is to minimize L with less penalty (overlapping). 
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Initially the circles are placed randomly into the strip. The circle configuration 
( , , , , … . , , ) can be ensured right, if it satisfies the following constraints: 

 | | + | |   X + L    1 .                  (1) 

 | | - | |   X           1 .               (2) 

 | | + | |   Y + W    1 .                (3) 

 | | - | |   Y           1 .               (4) 

 | | + | |   (  ) + (  )        1 .        (5) 

Where, (X, Y) represents the starting coordinate of the strip. 
If the equations (1), (2), (3), (4), (5) are satisfied, the configuration is further 

subjected to length reduction. 
Penalty function (P) is defined based on the constraints to calculate penalty of an 

arrangement. Overlapping in this kind of packing can occur in two ways as 
mentioned. 

 = ( +  r )   (X +  L)       1 .             (6)  

 =  (( )  +  ( ))      1 .         (7) 

            = ( + r )   (Y +  W)      1 .            (8) 

 =  (( )  +  ( ))       1 .        (9) 

     = (  +   )   (  ) +  (  )         1 .   (10) 

 P = ( ) + ( ) + ( ) + ( ) +  ( )           (11) 

The value of P gives the overall penalty of the configuration. If each of the value of , ,   is less than or equal to 0, then it denotes that there is no penalty or 
overlapping in the present configuration. The equations (6) & (7), (8) & (9) give the 
penalty of the circles extending the vertical and horizontal boundaries respectively. 
The equation (10) gives the penalty of overlapping circles.   

2 Literature Review 

To solve circle packing problem several methods have been proposed. The two main 
classifications of circle packing problems are construction based approach and 
perturbation based approach. In construction based approach, circles are packed one 
by one until all the circles are successfully packed whereas perturbation based 
approach starts with initial configuration which may contain overlapping which is 
then iteratively improved. 

Most of the algorithms used for solving ACP follows construction based approach. 
Hakim Akeb. Mhand Hifi (2008) proposed an approach which combines beam search 
and look ahead strategy for solving ACP. On subsequent research Hakim Akeb (2010) 
proposed an algorithm which solves the ACP using greedy procedures, beam 
strategies, and a look-ahead search. In his later release (2011) he proposed an 
augmented beam search algorithm which combines binary search, beam search and 
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multi start strategy. A mathematical model has been proposed for CPP by Yu. G. 
Stoyan (2004). Yaohua He·Yong Wu (2012) has proposed an approach for arbitrary 
sized circle packing using genetic algorithm. Huang (2005) proposed two greedy 
algorithms. One is B1.0 which tries to pack the circles using maximum-hole degree 
rule. Another algorithm is B1.5 which improves B1.0 by adding self-look-ahead 
search technique.  

Some of the existing approaches which come under perturbation are listed. An 
Iterated tabu search proposed by Zhanghua Fu, Wenqi Huang, Zhipeng L (2012) 
which starts with randomly generated initial solution and then tries to pack circles 
without overlapping using tabu search procedure. A simulated annealing approach 
proposed by Mhand Hifi , Vangelis Th. Paschos, Vassilis Zissimopoulos (2004) 
defines an energy function which concentrates on placing circles on the left corner of 
the rectangle. A mathematical model have been constructed by Stoyan, Y.G., Yaskov, 
G.N (1998) solves the problem by a method which uses branch and bound algorithm 
and the gradient method. An adaptive Tabu Search (ATS) by Zhipeng Lu (2010) is 
also one among them. 

Meanwhile UCP have been solved by many efficient algorithms. Non linear 
programming approach proposed by Maranas (1995). Huang and Ye (2010) proposed 
a physically inspired model and new heuristic to solve this problem. In 2011 he 
introduced another method called the quasi-physical global optimization. We know 
that the CPP problems are NP hard problems. As it is very difficult to solve NP hard 
problems exactly, the proposed heuristic approaches give approximate solution.   

3 Proposed Approach 

In this paper four nature inspired Meta heuristic approaches are used to solve CODP. 
These algorithms follow breeding behavior and food foraging process of some 
biological species such as Bat, Bee, Cuckoo and Firefly. These algorithms come 
under perturbation based approaches. Additionally it uses optimization technique for 
smoothening the result. It starts with randomly generated coordinates which is then 
iteratively improved to best configuration. In each iteration, if all the circles are 
successfully configured then the length of the rectangle is monotonously decreased. 

3.1 Bat Algorithm 

Bat algorithm is based on echolocation behavior of bats [13]. With the help of 
echolocation bats can identify the distance and type of prey. It also detects the moving 
speed of small insects. Even in the complete darkness the bat could able to find its 
prey. Each bat has its own velocity (V) and the pulse emitted by bats lasts for few 
thousandths of a second. When the bat hunts for prey it increases the rate of pulse 
emission per second [12].When the bat is more close to the prey, it decreases its 
loudness (A). The loudness and rate are updated only if the bat moves towards 
optimal solution [12]. For simplicity, three rules are used:  
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1. Bats use echolocation to find distance and type of prey 
2. Each bat flies randomly with a fixed frequency , varying wavelength λ , 

loudness  and varying velocity at position   to search for prey. It automatically 
changes its rate of pulse emission and loudness when it is close to the prey.  

3. The loudness varies in the range  to   .  

Steps:  
1. Initialize the velocity  , loudness   , rate of pulse emission   and 

frequency   of the bat population   (i=1, 2,….,n).  
2. For specified period of generation, new solution is generated by adjusting 

frequency.  
3. If the new solution of particular bat is found to be best, then that particular 

solution is considered to be best in that generation. The best solution is carried over to 
next generation.  

3.1.1   Bat Algorithm in CODP 
Each bat is considered as one configuration in circular open dimension problem. The 
objective function is considered to be penalty function. Initially the bats are assigned 
with random coordinates (x, y), velocity (v), loudness (A) and rate of pulse emission 
(r). 

 
ALGORITHM 
Objective function f(x) 
Set length L to maximum 
While limited time has not been elapsed do 
Initialize the bat population  (i = 1, 2, ..., n) and  
Initialize frequency   at  
Initialize rate of pulse   and the loudness  for each bat 
While (t <Max Generation) 
     Generate new solution randomly from equation (1) 

 Optimization ( ) 
Evaluate the penalty f( ) 
If (random no > ) then 
  Select the best solution 

Generate local solution for the best solution from equation (2) 
End if 
If (random no <  & f ( ) < f ( )) then 

Accept the generated new solution 
Update   and  using equation (3) & (4) 

End if 
     Rank the bats and find current best configuration  
End while 
If ( ( ) == 0) 

L=L-(L/10000) 
End if 
End while 
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The new solution(  ,  ) is given by, 

  = +rand, = +rand               (1) 

The local solution is generated as follows, 

    = +ε ,  = +ε              (2) 

Where ε random number ∈ [-1, 1], = > is average loudness of all bats in 
that generation. 

Loudness and rate of pulse emission of bat is updated as, 

    = α ,                             (3)      

  =  [1-exp (γt)]                        (4) 

Where α, γ are constant and is set to 0.1. The initial loudness is in the range [0, 1] 
and rate of pulse is in the range [0, 1]. 

3.2 Bee Colony Optimization Algorithm 

This algorithm is based on food searching behavior of honey bees [14]. This 
technique generates neighborhood solutions, so it is used for optimization problems. 

In nature, the colony of bees moves in multiple directions simultaneously in search 
of food. Usually scout bees are sent out for searching flowers which has more nectar. 
Those bees that found a patch which is rated above certain threshold quantity of 
honey goes to the dance floor to perform “waggle dance” [14]. Through this waggle 
dance honey bees communicates with each other. It conveys three pieces of 
information about a flower: the direction in which the flower with more nectar is 
found, distance between hive and flower, the quality (amount of honey). Based on the 
information given by scout bees more bees are sent to best site i.e. the site which has 
more nectar.  

3.2.1 Bee Colony Optimization in CODP 
Each bee is considered to be one configuration of circles with x and y coordinates. 
Initially the bees are assigned with random x and y coordinates. The neighborhood 
search is carried as mentioned in BCO algorithm, and then the solution is iteratively 
improved to give globally best solution.  

ALGORITHM 
Objective function f(x) 
Set length L to maximum 
While limited time has not been elapsed do 
Initialize the bee population  (i = 1, 2, ..., n)  with random coordinates 
Evaluate penalty for each bee ( ) 
While (t< Maximum generation) 
 Select best configurations (s) for neighborhood search 
  More number of neighborhood search for best (b) site 
  Optimization ( ) 

Evaluate the penalty f( ) 
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 Generate neighborhood for (s-b) configurations 
  Optimization ( ) 

Evaluate the penalty f( ) 
 Rank and find best configuration  
End while  
If ( ( ) == 0) 

L=L-(L/10000) 
End if 
End while 
 
The neighborhood search for the best site is generated as follows,  = +random,  = +random                   (1) 
random number is in the range [0,1]. 

3.3 CUCKOO Search 

This algorithm slightly differs from other algorithms in a way that it is based on the 
breeding nature of cuckoo [15]. Cuckoos generally don’t build its own nest and lay 
their eggs on some other birds nest. If the host bird discovers that the eggs are not 
their own, then it will either throw the cuckoos egg or ditch its nest. This kind of 
cuckoo search follows some rules. They are 

1. Each cuckoo will lay only one egg at a time and place it in a randomly 
chosen nest. 

2. The number of host nests remains constant. 
The quality of the solution or the fitness of an egg in a particular nest is 

measured from the objective function. 
 
CUCKOO Procedure in CODP 

1. Fix the number of host nests. 
2. Each nest represents a solution. 
3. Generate initial coordinates for each nest and calculate its penalty. 
4. For the first iteration generate new coordinates for a nest from (1). 
5. Update the coordinates using the equation (1) for the rest of the iteration 

and calculate the penalty at last. 
6. Select a nest randomly. 
7. If the penalty calculated in step 5 is less than the penalty of the 

randomly chosen nest then update its coordinates with the coordinates as 
given in step 5. 

8. Find the nest with the least penalty value. 
9. If this value equals zero then reduce the length of the strip and move on 

to the next iteration until the time doesn’t exceeds the specified one. 
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ALGORITHM 
Objective function f(x) 
Set length L to maximum 
While limited time has not been elapsed do 

Initialize n host nests  (i = 1, 2, ..., n) with random coordinates 
While (t <Max Generation)  

Generate a solution for cuckoo randomly using equation (1) 
  Optimization ( ) 

Evaluate the penalty f ( ) 
 

Evaluate its penalty f ( ) 
Choose a nest (j) from n host nests randomly 

If ( (  )> (  )), 
Replace j with new solution 

End if 
Rank and find best configuration  

If ( (  ) ==0) 
L=L-(L/10000) 

End if 
End while 
  New solution ( , , , … … , , ) for a cuckoo  is generated using the 

following equation 

 =  +  (1/ ),      =  +  (1/ )               (1) 

Where, t represents the current iteration number 
α represents a value between 0 and 1. 

3.4 Firefly Algorithm 

This technique is based on food foraging behavior of fireflies [16]. Firefly produces a 
flashing light. The brightness of this light is responsible for attracting the prey or 
some other firefly towards the one considered. For simplicity following rules are 
considered. They are 

1. Attractiveness is proportional to the brightness of firefly; less bright firefly 
will be attracted towards the brighter firefly. 

2. Brightness decreases as the distance between the firefly increases. 
3. Brightness is calculated based on the objective function. The objective 

function here gives the penalty of the configuration. 
 
Firefly Algorithm in CODP 

1. Generate initial coordinates for the fireflies   and calculate its penalty (  ) using the penalty function. 
2. Each firefly represents a solution. 
3. Find the firefly which has the minimum penalty value and consider it as the 

best for that particular iteration. 
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4. Compare the penalty of each firefly with every other firefly and the distance 
between them is calculated using the equation (1). 

5. The coordinates of the firefly which has the maximum penalty value will be 
changed in accordance with the coordinates of the best among the two, as 
represented by the equations (2) & (3). 

6. This is followed by the optimization of the firefly. 
7. The firefly which has the least penalty value will be considered the best 

firefly. 
8. If this value equals to zero then the length of the strip will be reduced and the 

next iteration follows. 
9. The algorithm goes on with the iteration until it reaches the specified amount 

of time. 
 
ALGORITHM 
Objective function f(x) 
Set length L to maximum 
While limited time has not been elapsed do 

Initialize the population of fireflies   (i = 1, 2, ..., n) with random 
coordinates 

Light intensity   at   is determined by f(   ) 
Initialize absorption coefficient γ 

While (t <Maximum Generation) 
For i = 1: n all n fireflies 
For j = 1: n all n fireflies 
If ( ( )   < ( )   ) 

Move firefly i towards j  
             Optimization ( ) 

Evaluate the penalty ( )    
End If 

Evaluate the new solution penalty and update light intensity 
End for j 
End for i 

Rank the fireflies and find the current best configuration  
End While 
If ( (  ) ==0) 

L=L-(L/10000) 
End If 
End while 

The main feature of firefly is that each firefly tries to learn from the best firefly at 
that instance. That is it generates O( ) number of local solution in each 
generation. The distance (r) between any two fireflies (i, j) is obtained by the 
formula 

 =  ( ) +  ( )                     (1) 

Where ( , ) represents the coordinates of the  firefly in a solution. 
A firefly i, move towards a brighter firefly j with the movement given by 
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  = 

  = 

Where the second term 
randomization where α is 

coordinates of the  firefl

3.5 Optimization Techn

The optimization technique
without any overlapping. 
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ALGORITHM 
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End If 
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             Increment i
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4 Comparison 

The algorithms proposed in this paper are implemented in Java language.These 
algorithms has been run on the Linux cluster with 15 nodes. Specifications of the 
server is Operating System:RedHat enterprises Linux 4,Processor :Intel Pentium 4 
XEON 4,Clock Speed :1.9Ghz,RAM:2GB,SCSI Hard disks:108 GB,Network 
car:Fiber Optics Gigabit Ethernet,Tape Drive :40 GB DLT tape drive.Node 
specification is Processor :Intel Pentium 4,Clock Speed :1.7 GHz,,RAM :256 MB,IDE 
Hard disks :40 GB,Network Card:10/100 Mbps.Standard benchmark instances [17] 
are taken and the result obtained from each algorithm is tabulated in Table 1. Some of 
the KBG instances are considered and the time limit is set to 24 hours for all such 
instances. Number of circles in each instance is 25 and the maximum limit is set to 
75.Our experimentation results shown that FIREFLY algorithms showing better 
performance .ALL the four algorithms are executed for the same amount of time but 
still firefly shows improvement, because  each Firefly is learning from all other 
Fireflies.  

Table 1. Comparison table 

INSTANCE TIME-
hours 

BAT BEE CUCKOO FIREFLY 

    KBG1 24 47.4615 57.2246 48.0153 45.8519 
   KBG2 24 29.5769 36.2814 29.1162 28.6225 
   KBG4 24 19.1647 23.1729 19.1226 18.4778 
   KBG5 24  11.6090 36.9330 9.0987 8.9722 
  KBG6 24  35.7591 49.2979 36.3068 34.2985 
  KBG7 24  8.7980  9.4068   11.0939 6.9193 
   KBG8 24  6.1209 6.2897   5.9829 5.7165 
  KBG21 24  6.9007  8.4632 6.7559 6.7001 
  KBG32 24 2.3756  2.3861 1.9732 1.9614 

5 Conclusion 

As mentioned earlier Cutting and packing problems are NP-hard problems, the 
proposed approaches give approximate solutions. Nature inspired algorithms such as 
(Bat, Bee, cuckoo, Firefly) are used for solving CODP because they are proved to 
give best local solution. As finding local solution is one of the major functions in 
CODP these algorithms are used.  

Standard instances are taken and all the above specified algorithms are executed 
for 24 hours. For all the sample KBG instances, it is proved that firefly is giving best 
approximate solution when compared to other algorithms in specified time. Firefly 
gives best result because it generates O( ) number of local solution in each 
generation. The proposed approach can be extended in these areas: different 
optimization function for different scenarios, use of different solution space for 
packing circles, nature inspired algorithms can be extended with some functions.  
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Abstract. The center of attention of the research in bioinformatics has been 
towards understanding the biological mechanisms and protein functions. 
Recently high throughput experimental methods have provided many protein-
protein interaction networks which need to be analyzed to provide an insight 
into the functional role of proteins in living organism. One of the important 
problems of post-genomic era is to predict the functions of unannotated 
proteins. In this paper we propose a novel approach for protein function 
prediction by utilizing the fact that most of the proteins which are connected in 
protein-protein interaction network, tend to have similar functions. The method 
randomly associates unannotated protein with functions from the possible set of 
functions. Our approach, Artificial Bee Colony with Temporal Difference Q-
Learning (ABC-TDQL), then optimizes the score function which incorporates 
the extent of similarity between the set of functions of unannotated protein and 
annotated protein, to associate a function to an unannotated protein. The 
approach was utilized to predict protein function of Saccharomyces Cerevisiae 
and the experimental results reveal that our proposed method outperforms other 
algorithms in terms of precession, recall and F-value. 

Keywords: Bioinformatics, protein function prediction, Protein – protein 
interaction network, annotated protein, Artificial Bee Colony algorithm, 
Temporal Difference Q- Learning. 

1 Introduction 

The presence of growing amount of data generated from the application of high 
throughput technologies in various genome projects has encouraged the need for 
computational techniques to provide understanding of such data. The recent initiation 
of proteomics technologies such as yeast two-hybrid or mass spectrometry [1] has 
allowed the construction of networks representing physical interactions among 
proteins which is known as protein-protein interaction networks (PPI). The 
introduction of high-throughput techniques have resulted in an amazing number of 
new proteins been identified. However, the function of a large number of these 
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proteins still remains unknown. For example, even the most-studied species, 
Saccharomyces Cerevisiae, is reported to have more than 26 percent of its proteome` 
with unknown molecular functions [2]. Discovering the functions of an 
uncharacterized protein can facilitate understanding the protein itself, which in turn 
can support the implementation of medical, diagnostic, or pharmacogenomic studies. 

Several algorithms have been developed to predict protein functions, on the basic 
assumption that proteins with similar functions are more likely to interact. Among 
them, Deng proposed the Markov random field (MRF) model, which predicts protein 
functions based on the annotated proteins and the structure of the PPI network [3], 
[4]. Schwikowski proposed neighbor counting approach to predict the function of an 
unannotated protein based on the frequencies of the functions among its neighbors 
[5]. Hishigaki used a chi-square statistics [6] to calculate the significance of the 
functions of neighbors considering both directly and indirectly connected proteins. 
These two methods are based on the local graph and limit the annotations of an 
unknown protein by its interacting neighbors. 

A number of computational approaches for protein function prediction have been 
developed over the years. These methods utilize different information to predict 
protein function. Earlier methodologies focus on estimating the function based on 
genomic sequence analysis, for example, analyzing sequence similarity between 
proteins listed in the databases [7] using programs[8], [9], using the gene fusion 
method or ‘Rosetta stone’ to infer yet unknown functions for protein[10], exploring 
the principle on similarity of phylogenetic trees for protein function prediction. With 
the development of high-throughput experimental techniques, various high-
throughput biological data, such as microarray gene expression profiles and mutant 
phenotype, have also been used to assign functions to novel proteins [11], [12].  

In recent years, more and more research turned to predicting protein functions 
semantically by combining the inter-relationships of function annotation terms in a 
scheme such as GO with the topological structure information in the PPI network.. 
The inter-relationships are usually represented as functional similarities between 
annotation terms in the annotation scheme. To predict protein functions semantically, 
various methods were proposed to calculate functional similarities between annotation 
terms [13]. For instance, Resink [14] used the concept of information content to 
calculate the semantic similarity between two GO terms. Jiang et al. [15] and Lin [16] 
improved Resink’s method by scaling the similarity to a fixed range. 

In this paper, we aim to predict the function of an unannotated protein by using the 
topographical information of PPI network and function of annotated protein. We have 
tried to analyze the effect of annotated proteins which are either directly or indirectly 
connected to unannotated protein. Though semantic similarity could have been used 
in the paper we have used GO based method for its simplicity to represent functional 
similarity. For this task we have employed the use of Artificial Bee Colony with 
Temporal Difference Q-Learning (ABC-TDQL) [22]. An adaptive memetic algorithm 
incorporates an adaptive selection of memes (units of cultural transmission) from a 
meme-pool to improve the cultural characteristics of the individual member of a 
population-based meta-heuristic search algorithm.  ABC-TDQL provides a novel 
approach to design an adaptive memetic algorithm by utilizing the composite benefits 
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of ABC for global search and TDQL for local refinement [17]. It is shown that ABC-
TDQL with a modification of solution representation scheme can give very promising 
results if applied to the optimization problem.   

The rest of this paper is organized as follows: Section 2 give a brief idea about the 
definition and formulation of the problem as well as the scheme for solution 
representation. Section 3 provides an overview of the Artificial Bee Colony with 
Temporal Difference Q-learning. Experiments and results are provided in Section 4. 
Section 5 concludes the paper.  

2 Background of the Problem 

2.1 Problem Definition  

Let us consider a PPI network with N proteins. The PPI network is modeled as an 
undirected graph. The nodes in the graph characterize unique proteins and the 
interactions between them are represented by the edges. The PPI network can also be 
represented by a binary data matrix ZN×N where zij=zji=1 indicates an interaction 
between proteins pi and pj while zij=zji=0 denotes absence of interaction among them. 
A diagrammatic representation of a PPI network is exemplified in Fig. 1(a) with ‘p’ as 
unannotated protein. The same network with six proteins is represented in the form of 
matrix Z of dimension 6×6 in Fig. 1(b). 

However, there are evidences where functions of all proteins in the PPI network 
are not known and hence proteins remain functionally unannotated. Given the PPI 
data matrix ZN×N, a protein function prediction algorithm attempts to find a set of 
possible functions F(p) of an unannotated protein p based on the functions F(p/) of all 
annotated proteins p/ in the PPI network. In other words, both the topological 
structure of the PPI network and the functional information of the annotated proteins 
are used to predict the functions of unannotated ones. It is noteworthy that the protein 
function prediction should be in accordance to the principle that proteins interacting 
with each other are more likely to possess same functions.  

In order to assign functions to unannotated protein p, first the function set F(p/) of 
each annotated protein p/ is considered. The set of all possible functions in the 
network, excluding the unannotated protein p, is defined as F= 
F(p1)UF(p2)U…UF(pN) with |F|=D. A small illustration of the fact is given as follows. 
Let F(p1)={f1, f3}, F(p2)={f1, f5}, F(p3)={f1, f4}, F(p4)={f1, f2, f5} and F(p5)={f1, f3, f4}. 
Hence F=F(p1)UF(p2)UF(p3)UF(p4)UF(p5)={f1, f2, f3, f4, f5}. The objective is now to 
predict F(p) from F given matrix Z in Fig. 1(b).  

Since the functions can be assigned to the unannotated protein p in a number of 
ways satisfying the aforementioned condition, a fitness function (measuring the 
accuracy of the function prediction) must be defined. The problem now turns out to be 
an optimization problem of finding a set of functions F(p) of optimal adequacy as 
compared to all other feasible sets of functions for unannotated protein p. 
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Fig. 1. (a). PPI network with ten proteins and ‘p’ as unannotated protein 

  p1 p2 p3 p4 p5 p 
Z= p1 0 0 0 0 0 1 

p2 0 0 1 1 0 1 
p3 0 1 0 0 0 0 
p4 0 1 0 0 0 0 
p5 0 0 0 0 0 1 
p 1 1 0 0 1 0  

Fig. 1. (b). Matrix representation of PPI network of Fig. 1(a) 

2.2 Formulation of the Problem  

The efficacy of protein function prediction can be improved by taking the composite 
benefit of the topological configuration of the PPI network and the functional 
categories of annotated proteins through Gene Ontology (GO). Here, the protein 
functions are annotated using GO terms. Any function f here is represented as a vector 

f


of dimension K, with K as the number of GO terms in the network. The j-th 
element of the function vector fj∈{0, 1} indicates the occurrence of the GO notation 
term to annotate f. However, GO is basically represented as a directed acyclic 
hierarchical structure in which a GO term may have multiple parents/ancestor GO 
terms. Hence, if a function f is annotated by a GO term g, then f is also annotated with 
ancestor GO terms of g. Let us consider an example with five GO terms in the 
network and consider any function f being annotated by the fourth GO term with its 
ancestors being the second and third GO terms. There can be three possible 
arrangements of GO terms annotating function f (2, 3, 4) satisfying the stated 
condition. In Fig. 2 the three cases are shown. For each of the three circumstances, 

function f is represented by a vector f


of dimension 5 as shown in Fig. 3.  
With this representation scheme of protein functions, the similarity between a 

predicted function f∈F(p) of unannotated protein p and a real function f/∈F of the 
PPI network can be computed as follows. 

ff

f.f
)f,f(sim 



′
′

=′                                                     (1) 
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                          Case-1:                        Case-2:                               Case-3: 
                    GO: 3 is a GO: 2         GO: 2 is a GO: 3              GO: 4 is a GO: 2 
                    GO: 4 is a GO: 3         GO: 4 is a GO: 2              GO: 4 is a GO: 3 

 

Fig. 2. Example of hierarchical arrangement of GO terms annotating a protein function 

0 1 1 1 0 

Fig. 3. Protein function encoding scheme in the proposed method 

It is evident from (1) that sim(f, f’/)=1 if f=f’/. On the contrary, if there is no 
common GO term between f and f’/, sim(f, f’/)=0. The adequacy of assigning a 
function f to unannotated protein p is evaluated by measuring a grade, denoted as 
score(p, f). Three important facts are taken care for designing score(p, f). 

1. It assigns function f to protein p based on the similarity between f and all other 
protein functions available in the given network. This conforms to the fact that the 
proteins with similar functions interact more frequently to construct the PPI 
network. By way of explanation, let us consider (1) with predicted function 
f∈F(p) and existing real function f/∈F. A high value of sim(f, f/) indicates a high 
functional correlation between the predicted and the real network function with 
most of the GO terms in common. It in turn signifies a high degree of certainty in 
assigning the function to unannotated protein p. Let us consider only one real 
function of the PPI network, represented by f/= {1, 0, 1, 1, 1}, for simple 
illustration and two alternatives of f, given as f1= {0, 1, 1, 1, 0} and f2= {0, 1, 0, 1, 
0} respectively. From (1), we have sim(f1, f

/)= 2/(√3×√4)=0.577 and sim(f2, f
/)= 

1/(√2×√4)=0.3535. If the same scenario follows for all other functions of the same 
PPI network, it implies a relatively higher confidence in inferring f1 as a function 
of p than f2. Consequently, considering the cumulative effects of all functions f/∈F 


∈′∀

′∝
Ff

)f,f(sim)f,p(score                                   (2) 

2. The contribution of the function f/∈F to annotate the protein p is not only 
dependent on the similarity measure with respect to the predicted function f. 
Instead, it will be more relevant to assign different weights for all f/∈F depending 
upon the distance of protein p/ from p, provided f/∈F(p/). Let this distance be 
symbolized by dist(p, p/). To improve the reliability on sim(f, f/), it is weighted by 
1/dist(p, p/), ∀ p/ such that f/∈F(p/). The underlying premise is that proteins far 
away from p contribute less functional information than those having direct 
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interaction with p. This is accomplished by assigning less weight with the proteins 
far away from p than its close neighbors. For example, let us refer to Fig. 1. From 
the function sets of all proteins (already mentioned in section 2.1) we have 
f3∈{F(p1)∩F(p5)} and f4∈{F(p3)∩F(p5)}. Hence for any predicted function f, 
sim(f, f3) is weighted by (1/dist(p, p1)+1/dist(p, p5)) while the weight for sim(f, f4) 
is given as (1/dist(p, p3)+1/dist(p, p5)). Now it is evident that dist(p, p1) < dist(p, 
p3) (since dist(p, p1)=1 and dist(p, p3)=2). Thus sim(f, f3) is given more priority 
than sim(f, f4). Symbolically, it needs to hold: 
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3. Intuitively, if a function f/ is common to almost all proteins, i.e. almost all proteins 
in the dataset have the function f/, we are more likely to believe that the 
unannotated protein also has the same function. Referring to section 2.1 and Fig. 
1, we can infer that the possibility of assigning f1 as a function of unannotated p is 
high. In order to accomplish this concept, the number of proteins having function 
f/ is calculated and is denoted as nf/. Then the function f/∈F with high nf/ is given 
more preference to annotate p. This is achieved by incorporating a term, nf//N, in 
the weight of sim(f, f/).  

Considering the aforementioned points, the score of the unannotated protein being 
annotated by the predicted function f is evaluated by (4). 
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2.3 Solution Representation and Cost Function Evaluation  

In the proposed method for maximum D functions in the PPI network, consisting of N 

proteins, a solution iX


is a vector of dimension D. The entries of iX


belong to {0, 1}. 

The j-th parameter of iX


 is interpreted as follows: 

If xi,j=1, then the j-th function fj is predicted as a function of protein p.     (5.a) 
If xi,j=0, then fj is not predicted as a function of protein p.                          (5.b) 

As an example, consider the solution encoding scheme in Fig. 4. Let there are D=8 
functions available in the network among which, the second, third, fifth and seventh 
have been predicted as assigned functions of unannotated protein p. 

 
0 1 1 0 1 0 1 0 

Fig. 4. Solution encoding scheme in the proposed method 
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In order to judge the quality of the function prediction yielded by such a 

solution iX


, the entire contribution by the set of predicted functions (denoted by set 

F(p)= {fj| xi,j=1 for j= [1, D]}) to annotate protein p is used for fitness function 
evaluation. Symbolically, 

=
∈∀ )p(Ff

i )f,p(score)X(fit


                                      (6) 

3 An Overview of Artificial Bee Colony with Temporal 
Difference Q-Learning 

The Artificial Bee Colony with Temporal Difference Q-Learning (ABC-TDQL) [22] 
includes an ABC (with NP employed and NP onlooker bees) for global exploration and 
a TDQL for adaptive selection of scale factors for the individual members of the ABC 
by accessing the Q-table. The row indices of the Q-table represent states S1, S2, …, SNP 
of the population (based on fitness measure) obtained from the last update of the Q-
table. The column indices correspond to uniformly quantized values of the scale factors 
F1, F2, …, F10 to be used in ABC. The steps of ABC-TDQL are given below. 

1. Initialization: ABC-TDQL starts with a population of NP, D-dimensional food 

sources (solutions) )]G(),...,G(),G([)G(X xxx D,i2,i1,ii =


for i= [1, NP] at generation G=0 

within the prescribed minimum and maximum 
bounds }x,...,x,x{X Dmin2min1minmin −−−=


and }x,...,x,x{X Dmax2max1maxmax −−−=


.Each food source 

)G(Xi


is assigned a fitness value (nectar amount) ))G(X(fit i


. The entries for the Q-

table are initialized as small values.  

2. Adaptive Selection of Parameters of the ABC for Employed Bee Phase: The  
scale factor F= Fj is randomly selected for individual food source from the meme pool 
{F1, F2, …, F10} satisfying (6) with r as a random number between (0, 1).  
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3. Employed Bee Phase of Artificial Bee Colony: An employed bee produces a 

modification [ ])G(x),...,G(x),....,G(x),G(x)G(X D,ij,i2,i1,ii ′=′
→

on the position in her memory 

[ ])G(),...,G(),....,G(),G()G( xxxxX D,ij,i2,i1,ii =
→

 and tests ))G(X(fit i′


. The value of x/
i,j(G) 

parameter in  )G(Xi′


solution is computed using the following expression: 

))G(x)G(x()5.0F(2)G(x)G(x j,kj,ij,ij,i −×−×+=′                   (8) 

Here F is the scale factor in [0, 1] adaptively selected from the meme pool in step-2, j 
and k are randomly selected such that j∈ [1, D], k∈ [1, NP], k≠i. The bee replaces 

)G(Xi


by )G(Xi′


if ))G(X(fit i′


> ))G(X(fit i


.  

4. Ranking of the Members and State Assignment: The food sources are sorted in 
descending order of probability of selection by onlooker bee as in (9). 
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i,))G(X(fit))G(X(fit)i(prob
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5. Reward/Penalty Based Q-table Updating: Let a member at state Si on selection of 
Fj moves to a new state Sk. Then Q(Si, 10Fj) will be updated following (11) with 
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k
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Here, the learning rate  α determines to the extent the newly acquired information 
will override the old information and the discount factor γ determines the importance 
of future rewards. 

6. Onlooker Bee Phase: Every onlooker bee probabilistically selects a food source 
from the population of the G-th iteration depending on the probability value associated 
with that food source, as calculated in (9). Next steps 2 to 5 are repeated. 

7. Scout Bee Phase: The abandoned food source is reinitialized randomly by the scout. 

8. Convergence: After each evolution, we repeat from step 2 until the termination 
condition is satisfied. 

4 Experiments and Results 

Protein-protein interaction data of Saccharomyces Cerevisiae were obtained from 
BIOGRID [19] database (http://thebiogrid.org/). To reduce the effect of noise, the 
duplicated interactions and self interactions were removed. The final dataset consists 
of 69,331 interaction protein pairs involving 5386 annotated proteins. The GO terms 
[20] and GO annotation dataset [21] used in the experiments were downloaded from 
Saccharomyces Genome Database (SGD). The GO consortium provides a structured 
standard vocabulary for describing the function of gene products. It is divided into 
three categories: biological process, molecular function and cellular component, 
represented by directed acyclic graphs in which nodes correspond to GO terms and 
edges to their relationships. For each protein, GO terms were extracted from SGD. 
We filtered out all regulatory relationships, and maintain only the is_a relationships 
resulting in 15 main functional categories for Saccharomyces Cerevisiae. The 
functional categories of Saccharomyces Cerevisiae are provided in Table 1. 

Let {fr1, fr2, …, frn} be the set of n real functions of protein p and {fp1, fp2, …, fpm} 
denotes the set of m functions predicted by protein function assignment scheme. It is 
obvious that 1≤m, n≤ D. To evaluate the effectiveness of our proposed method in 
inferring protein functions, as well as to compare the relative performance of our 
proposed technique with respect to other methods, three performance metrics are 
defined in (12) to (14). 
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Table 1. Gene Ontology classes used for annotating Saccharomyces Cerevisiae proteins 

Serial Number GO Term Function Name 
1 GO:0008150 Biological process 
2 GO:0003674 Molecular function 
3 GO:0005575 Cellular component 
4 GO:0051169 Nuclear transport 
5 GO:0003723 RNA binding 
6 GO:0005198 Structural molecule activity 
7 GO:0016020 Membrane 
8 GO:0006974 Response to DNA damage stimulus 
9 GO:0006520 Cellular amino acid metabolic process 

10 GO:0005975 Carbohydrate metabolic process 
11 GO:0006811 Ion transport 
12 GO:0006325 Chromatin organization 
13 GO:0007005 Mitochondrion organization 
14 GO:0070925 Organelle assembly 
15 GO:0006091 Generation of precursor metabolites and  energy 

 

 
A high value of each of these three metrics indicates superiority of an algorithm 

over others. The evaluation of theses metrics were conducted on test datasets with 
number of proteins in the network N= [20, 200] for a particular unannotated protein. 
Here, we have tested efficacy of our proposed method by predicting functions of 
some proteins with known functions and evaluating their results. The raw data set 
consists of 118,363 interactions involving 6593 Sacharomyces Cerevisea proteins, of 
which 75,748 interactions are unique. The dataset is pruned by removing unannotated 
protein, self-interactions and repeated interactions to obtain the final dataset which 
consists of 69,331 interaction pairs involving 5386 annotated proteins. So we have 
considered approximately 82% of proteins in Saccharomyces Cerevisiae. We have 
used only biological process for our experiment. Using the proposed method it was 
observed that 80% of functions were predicted accurately. 
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In our study, we have compared the relative performance of the proposed scheme 
with Differential Evolution with Temporal Difference Q-Learning (DE-TDQL) [17], 
ABC [18], and Differential Evolution (DE) [23]-based strategies with same fitness 
measure and also with the existing Neighbor Counting (NC) approach [24] in Table-3 
and Fig. 6-8 for predicting functions of protein YKL181W. We employ the best 
parametric set-up for all these algorithms as prescribed in their respective sources and 
are represented in Table-2. 

We report here results for only the above mentioned protein in order to save space. It 
is to be noted that the omitted results for different proteins follow a similar trend as 
those reported in Table-3 and Fig. 5-8. For all the evolutionary algorithm-based 
prediction schemes, the population size is kept at 50 and the maximum function 
evaluations (FEs) is set as 300000. We employ the best parametric set-up for NC as 
prescribed in [24]. The GO tree of the function for which result is being predicted is 
shown in Fig 5 where the leaf nodes represent the real function. It can be observed 
from Table 3 and Fig 5 that our proposed algorithm is able to predict comparatively 
more number of functions as well as more specific functions than other algorithms 
taken into consideration. It is evident from Table-3 and Fig. 5-8 that our algorithm 
outperforms others with respect to the aforementioned performance metrics 
irrespective of number of proteins in the network. 

Table 2. Parameter tuning of different competitor algorithms 

  
Parameters 

Algorithms 

DE ABC DE-TDQL ABC-TDQL

Population Size 50 50 50 50 

Crossover Ratio 0.9 × 0.9 × 

Scale Factor (0,2] (0,1] adaptive adaptive 

Limit Cycle × 50 × 50 

 Learning Rate α × × 0.25 0.25 

Discount Factor β × × 0.8 0.8 

Table 3. Comparative analysis for predicting functions of YKL181W by various methods with 
N=80 

Protein 
Real 

Function 
Real Functions Predicted by Different Algorithms 

ABC-TDQL DE-TDQL ABC DE NC 

YKL181W 

GO:0006015       x x 
GO:0009156   x x x x 
GO:0009165   x       
GO:0016310     x   x 
GO:0031505       x x 
GO:0044249 x   x     
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GO: 0008150 

GO: 0071840 GO: 0008152 

GO: 0009058 GO: 0044237 GO: 0071554 

GO: 0044249 
GO: 0071555 

GO: 00031505 

GO: 0006793 

GO: 0006796 

GO: 0006753 

GO: 0019693 
GO: 0016310 

GO: 1901293 

GO: 0009156 

GO: 0009165 

GO: 00046390 

GO: 0006015 

GO: 0009123 

GO: 0009124 

Root Node 

 

Fig. 5. GO tree of function used in result prediction 
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Fig. 6. Comparative analysis of precision plot 
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Fig. 7. Comparative analysis of recall plot 
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Fig. 8. Comparative analysis of F-value plot 

5 Conclusion 

PPI network are valuable resource for the functional characterization of protein. In 
this paper we proposed a novel technique to predict the function of the unannotated 
protein based on the topological information as well as the functions of annotated 
proteins of the PPI network of Saccharomyces Cerevisiae. Our approach uses a set of 
functions belonging to set of total functions of the annotated protein and predicts the 
set of all potential functions for each unknown protein. Unlike most of previous 
methods for predicting function from a protein-protein interaction network, our 
approach does not entirely depend on the assumption that two interacting proteins are 
likely to have the same function or share functions. Our algorithm achieves superior 
performances when compared with other state-of-the-art approaches. Recent advances 
in bioinformatics have generated an explosive amount of biological data, so one of the 
future directions of research may be to integrate the heterogeneous data sources to 
generate more reliable resources for function prediction. 
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Abstract. In a supply chain, forecasting method directly influences the 
bullwhip effect (BWE) and net-stock amplification (NSAmp) which adversely 
impact on performance of supply chain. However, such adverse effects can be 
moderated through use of realistic and accurate demand forecasting models. In 
the present study, an integrated approach of discrete wavelet transforms (DWT) 
analysis and least-square support vector machine (LSSVM) is proposed for 
demand forecasting. Initially, the proposed DWT-LSSVM model is tested and 
validated using a data set from open literature. A comparative study between 
Autoregressive Integrated Moving Average (ARIMA) and proposed model has 
been made. Further, the model is tested with demand data collected from two 
different manufacturing firms. It is observed that proposed model outperforms 
ARIMA model in respect to accurate estimation of demand and reduce BWE.  

Keywords: Supply chain unscertainty, Bullwhip effect, ARIMA, Discrete 
wavelets, Least-square support vector machine. 

1 Introduction 

Identification of sources of uncertainties within a supply chain and finding remedial 
measures after a thorough analysis is considered as a crucial activity for the 
improvement of supply chain performance [1, 2].  One of the major adverse effects of 
uncertainty is the amplification of order in the upward stream of a supply chain 
termed as bullwhip effect (BWE) [3, 4, 5]. Five major causes can be assigned to 
bullwhip effect. They are demand forecasting, order batching, price fluctuations, 
supply shortages and non-zero lead-time and BWE can be reduced through 
controlling these causes [6, 7]. Among the five causes, accurate demand forecasting is 
one of the most challenging tasks for the researchers as well as the practitioners. 
Generally, demand follows a time series pattern and various time series models can be 
explored to mitigate the BWE. Wright et al. [8] have analysed the impact of ordering 
policy and forecasting method (Holt and Brown’s models) on BWE through 
simulating a four stage supply chain. Luong [9] has examined the effect of 
autoregressive coefficient and lead time on BWE for a two stage supply chain 
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employing base-stock inventory control policy using first order autoregressive model 
AR(1). Further, the model is modified for higher order autoregressive model AR (p) 
[10]. Chen et al. [11] have employed the exponential smoothing forecasting method to 
quantify BWE for a two stage supply chain.  Hong et al. [12] have compared the AR 
(1) stationary demand process with moving average (MA), exponentially weighted 
moving average (EWMA) and mean square error-optimal (MSE-optimal) for two 
stage supply chain employed with order-up-to-level policy to analyse the influence of 
three forecasting techniques on BWE. Zhang [13] have studied the effect of 
autoregressive moving average (ARMA) parameters on BWE. Bandyopadhyay et al. 
[14] have formulated generalized expression to evaluate BWE for five different 

replenishment policies like, (R,
^
D ), (R, Oγ ), (R, S), (R, IPβ ) and (R, IP,O βγ ) using 

autoregressive moving average ARMA (p, d) with fixed lead time. Duc et al. [15] 
have further improved this model to autoregressive integrated moving average 
ARIMA (1, 1) process and investigated the influence of autoregressive coefficients, 
moving average parameters and lead time on BWE. It is concluded that BWE exists 
only when the autoregressive coefficient is higher than the moving average parameter. 
Gilbert [16] has proposed generalized expression for quantifying the BWE 
representing the demand with ARIMA time series process for a multistage supply 
chain. It is proved that BWE is high when lead time is long and demand is 
autocorrelated. It has also been reported that BWE depends only on the total of lead 
times not on number of stages in a multistage supply chains. Boute et al.[17] tested 
different demand forecasting methods like MA, exponential smoothing (ES), 
minimum mean square error MMSE for order-up-to-level policy in a two stage supply 
chain and reported that reduction in BWE (dampening the order variability) may lead 
to adverse effect on the inventory holding cost and customer service level. ARIMA 
time series model is mainly suitable for linear time series behaviour. In real time 
series, data is generally followed with a non-linear pattern. Support vector machine 
(SVM) is a self-learning technique which possesses the capability to recognise the 
pattern of a given data series and ability for non-linear prediction. The technique is 
proposed by Vapnik [18] and further adopted in various area of research for 
prediction [19, 20, 21, 22, 23, 24, 25, 26, 27]. SVM is based on the unique theory of 
the structural risk minimization principle to estimate a function by minimizing an 
upper bound of the generalization error. It is hardly affected from the over-fitting 
problem and finally produces a high generalized performance. Another major 
property of SVM is that training SVM is equivalent to solving a linearly constrained 
quadratic programming problem so that the solution of SVM is always unique and 
globally optimal. A proficient forecasting model should have the ability to recognise 
the pattern i.e. can capture the variation based on time domain. Wavelet transform 
theory is a mathematical tool which provides information about a given data series 
based on time domain and frequency domain. Hence, recently wavelet theory is 
adopted as a special tool along with the forecasting model to capture the variation in 
data series in a better manner [28, 29, 30, 31, 32]. 

This research proposes an integrated approach of discrete wavelet theory (DWT) 
and least square-support vector machine (LSSVM) to enhance the accuracy of the 
forecasting model so that performance of supply chain can be improved by reducing 
the BWE. The proposed integrated approach denoted as DWT-LSSVM model can be 
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used for demand forecasting when data series is non-stationary and non-linear. In 
order to validate the proposed model, a comparative study has been performed 
between ARIMA and proposed model considering an example data set from open 
literature. Three case studies from manufacturing firms dealing with different 
products and operating under different environmental conditions are considered. The 
forecasting performance of the DWT-LSSVM model is compared with ARIMA 
model through estimating the mean square error (MSE) value. It is observed that MSE 
value is comparatively less in case of DWT-LSSVM model. A better forecasting 
model leads to reduction in BWE and net stock amplification (NSAmp). To prove this 
further, order quantities are determined by implementing the base-stock policy for the 
considered cases and BWE and NSAmp values are estimated.  

2 The Time Series Model  

In a time series model, times varying past values are taken into account to develop  
the model for prediction. The time series model can be mathematically represented by 
Eq. (1). 

( )1Nt1tt1t x...xxfx +−−θ+ +++=                                 (1) 

where, xt+1 is the unknown value to be predicted from the current and past value of 
the variable x.   

There are many time series forecasting models are available for predicting demand. 
The autoregressive process (AR) of order p denoted as AR (p) is presented in Eq. (2) 
where Yt is the forecasted demand for period t and 1tY − , 2tY − ,…, ptY −   are the time 

lagged values of the demand variable (Y). The moving average (MA) model of order 
q can be represented by the Eq. (3). The combination of AR and MA process is 
known as ARMA (p, q). A typical ARMA (p, q) model can be mathematically 
represented by Eq.(4). However, ARMA model has the limitation that it can be 
applied to predict stationary data series. In order to make prediction from non-
stationary data series, the ARMA model is extended by allowing differencing to 
convert the data series into stationary form and called ARIMA model [33]. A data 
series may contain seasonal effect. Thus the non-seasonal ARIMA process can be 
denoted as ARIMA (p, d, q) whereas seasonal one is represented as ARIMA (p, d, q) 
(P, D, Q)s. The ARIMA(1,1,1) process can be represented through Eq.(5) and  
ARIMA(1,1,1)(1,1,1) can be given by Eq.(6) [34]. 

 

tptp2t21t1t eY...YYcY +φ++φ+φ+= −−−                           (2) 

tqtp2t21t1t ee...eecY +θ−−θ−θ−= −−−                            (3) 

tqtq2t21t1ptp2t21t1t ee...eeY...YYcY +θ−−θ−θ−φ++φ+φ+= −−−−−−     (4) 

1t1t2t11t1t eeYY)1(cY −−− θ−+φ−φ++=                        (5) 
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13t1112t11t1t26t1125t11124t114t

11113t111112t12t11t1t

eeeeYY)(YY       

)( Y)1(Y)1(YY)1(cY

−−−−−−−

−−−−

Θθ+Θ−θ−+Φφ−Φφ+Φ+Φ−
Φφ+φ+Φφ+Φ+φ+−Φ++φ−φ++=

                        (6) 
where, 
p = non-seasonal order of the autoregressive part 
d = non-seasonal degree of differencing involved 
q = non-seasonal order of moving average part 
P = seasonal order of the autoregressive part 
D = seasonal degree of differencing involved 
Q = seasonal order of moving average part 
s = number of period per season  
c = constant term ϕj = non-seasonal jth autoregressive parameter 
θj = non-seasonal jth moving average parameter  
et-q = error term at t-q 
et = error term at time t  
Φj = seasonal jth autoregressive parameter  
Θj = seasonal jth moving average parameter 

3 Proposed Model 

Generally, forecasting models are based on the past data pattern. For improving the 
forecasting accuracy, the model should have the ability to capture the past data 
pattern.  Wavelet transform (WT) analysis is a powerful mathematical tool has the 
capability to provide the data information based on time and frequency domain. 
Wavelets are the small waves located in different time domain and frequency. The 
mathematical representation of wavelet is shown in Eq. (7).  

( ) 0dt t =ψ
∞

∞
                                           (7) 

 
While WT analysis deals with continuous sample of data, it is known as 

continuous wavelet transforms (CWT).  The wavelet analysis is efficient and capable 
of retaining accuracy when the scaling factor a and shifting factor τ of the basic 
wavelet function (also called mother wavelet designated as ψa,τ) is limited to only 
discrete values. This process is known as discrete wavelet transformation (DWT). In 
case of DWT, wavelets are discretely sampled. Recently, WT has been widely used as 
an efficient computational technique for extracting information about non-stationary 
signals [35, 36].  

If Zm , ... ,3 ,2 ,1 ,0k,j,R,0a,ka,aa 000
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        (8) 
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Therefore, DWT can be expressed through Eq. (9) 

( ) ( ) ( )dt kta tfak,jW 0
j

0
2/j

0f τ−×ψ= −
+∞

∞−

−                        (9) 

The most efficient and simple way of choosing position and scale value is power 
of two form logarithm called dyadic scale and position i.e. a0=2, τ0=1. Then DWT 
becomes change to binary form and it can be defined by Eq. (10). 

( ) ( ) ( )dt kt2 tf2k,jW j2/j
f −×ψ= −

+∞

∞−

−                  (10) 

where, Wf (a,τ) and Wf (j,k)  reflects the characteristics of original time series in 
frequency (a or j) and time domain (τ or k). While a or j is small, the frequency 
resolution is very low but the time domain is very high. When a or j become large, the 
frequency resolution is high but time domain is low. In a discrete time series f (t) in 
which f (t) occurs at the discrete integer time steps t, the dyadic discrete wavelet 
transformation can be written as Eq. (11). 

( ) ( ) ( )
∈

−− −ψ=
zk,j

j2/j
f kt2 2 tk,jW f                    (11) 

The original input signal can be reconstructed using Eq. (12). 
 

( ) ( ) ( )
∉

ψ=
z  k ,j

k,jf t k,jWtf                         (12) 

The wavelet coefficients Wf(j,k) are decomposed into two parts-an approximation 
(or low frequency) coefficient (cAn) at level-n through a low pass-filter l(ψi k (t)), and 
detail (or high frequency) coefficients (cD1,cD2,cD3,…,cDn) at different levels of 
1,2,…,n through the high-pass filter h(ψi,k(t)) as given in Eq.(13). (cAn) at level-n 
provides background information on the original data through low pass filter and 
detail coefficients (cD1,cD2,cD3,…,cDn) at different levels of 1,2,…,n contains the 
detail information such as period, break and jump using high pass filter.  The original 
signal can be expressed through Eq. (13). 

 

( ) ( )( ) ( )( )
=

ψ+ψ=
1n

k,ink,in thcDtlcAtf                           (13) 

 
The Eq. (13) can be represented in simplified way through Eq. (14).  
 

                                          ( ) ( ) ( )+= tcDtcAtf nn                                (14)                       

Daubechies wavelet family is usually written as ‘dbN’ where, db is the ‘surname’, 
and N is the order of wavelet [26]. For example db5 represents decomposition of 
original data into five levels using Daubechies wavelet family, it provide 
approximation coefficient as cA5 and detail coefficient of cD1,cD2,…,cD5.  For DWT 
analysis Daubechies wavelet family has been used here. The subseries of 
approximations and details so obtained are used as inputs to LSSVM model for 
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prediction. The support vector machine (SVM) is a learning machine based on 
statistical theory. It has the ability to predict both linear and non-linear data series by 
mapping. The formulation of LS-SVM for prediction can be presented as follows 
[37]: 

Consider a given training data set {xi, yi}, i=1, 2… N, where, xi ϵ R is the input 
data series and yi ϵ R is the output data set. The following regression model can be 
constructed by using non-linear mapping function ϕ(x) Eq. (15). 

b)x(wy T +φ=                                            (15) 

The quadratic loss function is used for LSSVM goal optimization, while inequality 
constraints into equality constraints. Therefore, the optimization problem becomes as 
follows: 


=

γ+=
N

1i

2
i

T e
2

1
ww

2

1
)e,w(Cmin                               (16) 

where, w-weight vector and b-the bias term, γ - penalty factor and ei-loss 

function(regression error).  
subject to equality constraints  

ii
T eb)x(wy ++φ=       i=1, 2… N                       (17) 

SVM minimizes the cost function C containing a penalized regression error. The 
first part of the cost function (Eq. 16) is a weight decay which is used to regularize 
weight sizes and penalize large weights. Due to regularization, the weights converge 
to fixed values. Large weights fail the generalization ability of the LSSVM because 
they can have excessive variance. The second part of Eq. (16) is the regression error 
for all training data and the regularization parameter γ , which has to be optimized by 

the user, gives the relative weight of this part as compared to the first part. The 
constraint shown by Eq. (17) gives the definition of regression error. To solve this 
optimization problem, Lagrange function is constructed as (Eq. (18)):   

{ }iii
T

1i
i

N

1i

2
i

2
yeb)x(w-ew

2

1
),e,b,w(L −++φαγ+=α 

==
    (18) 

where, iα  are the Lagrange multipliers, 0>γ , iα ,b can be calculated based on 

Karush-Kuhn-Tucker(KKT) conditions. So LSSVM model for nonlinear system 
becomes: 

( ) ( )
=

+α=+φ=
k

1i
ii bx,xkbx.wy

i                           (19) 

where, ( ) ( )i
T

i xx)x,x(k φφ=
 
is the kernel function  
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There are different types of kernel functions like linear kernel, polynomial kernel, 
radial basis function kernel (RBF_kernel) and multilayer perceptron kernel in 
LSSVM analysis to map train data into kernel space. In this research work the 
RBF_kernel has been used, this can be mathematically represented as Eq. (20): 

















σ

−
−=

2
sv

2
ji

ji
xx

exp)x,x(K                                 (20) 

where,
2
svσ  is the squared variance of the Gaussian function. To obtained support 

vector it should be optimized by user. In order to achieve good generalized model it is 

very important to make a careful selection for the tuning parameters like α and γ . 
Throughout the LSSVM analysis radial basis kernel function has been used as 

kernel function, to find the minimum cost value in space the optimization function 
‘grid-search’ has been used and for estimating the model parameters ‘crossvalidate 
function’ has been used.  

4 Model Validation 

To validate and assess the performance of proposed DWT-LSSVM model, an 
example data set (monthly sales data for printing and writing paper between the year 
1963 and 1972) is considered [34]. A time series plot is shown in Figure 1. From 
Figure 1, it can be observed that data series is non-stationary in nature as the data 
points are not horizontally scattered around a constant mean. Then ACF and PACF 
plot are analysed. It is found that data series is non-stationary and possesses seasonal 
effect. To convert the data series into stationary form, first it is seasonally 
differentiated by lag-12. To test the existence of non-stationary/stationary time series 
plot is plotted for the resultant data series and found resultant data series is still non-
stationary. Therefore, to make stationary the resultant data series is non-seasonally 
differenced with lag-1, the resultant time series plot is shown in Figure 2. From the 
Figure 2, it is identified that resultant data series is stationary. Next, ACF and PACF 
plots are plotted to identify the order of autoregressive (AR) and moving average 
(MA) terms from Figure 3 and Figure 4 respectively.  From the plots, it can be 
concluded that large number of spikes seems to be significant. Hence, the model 
identified is ARIMA (p, 1, q) (P, 1, Q) 12, and the parameters p, q, P and Q are yet to 
be determined. Therefore, randomly fourteen different model settings are selected for 
analysis purpose. In Table.1, fourteen models are listed by varying the value of p, q, P 
and Q with forecasted mean square error (MSE) for twenty-four months ahead.  
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Fig. 1. Time series plot of sales data for 
example dataset 

 

   Fig. 2. ACF plot of differenced sales data for 
example dataset 

Fig. 3. ACF plot of differenced sales data for
example dataset 

 

    Fig. 4. PACF plot of differenced sales data 
for example dataset 

Further, the original dataset is applied to DWT and decomposed into five levels using 
the wavelet family db4. The resulting approximation data subseries (cA5) and five detail 
data subseries (cD1, cD2… cD5) are shown pictorially in Figure 5. The whole data 
contained in these subseries are divided into training and testing part. Training part 
contained 96-month of data i.e. 80% of whole data set and testing part is contained with 
24-months (20%). Initially, the training data is used to train the LSSVM model and 
obtained the optimal model parameters setting as described in the Table 1. Then, the 
testing data is applied to LSSVM model to predict the 24-months of data with model 
parameter setting as described in Table.1and MSE value is estimated. From Table 1, it 
can be observed that the MSE value estimated for the predicted data set using DWT-
LSSVM model is much less than all the selected fourteen ARIMA models. This 
signifies DWT-LSSVM is a better forecasting model than the ARIMA. To test the 
performance of DWT-LSSVM model suitable for any type of data series, two demand 
patterns from two different firms has been considered as case studies.  
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Fig. 5. Decomposed data series of sales data for example dataset 

Table 1. ARIMA models and DWT-LSSVM model for example dataset 

MODELS MSE MODELS MSE 

ARIMA(0,1,1)(0,1,1)12 5248.200 ARIMA(0,1,1)(1,1,0)12 9587.796 
ARIMA(1,1,1)(0,1,1)12 5477.935 ARIMA(1,0,1)(0,1,2)12 5792.225 
ARIMA(0,1,2)(0,1,1)12 5490.433 ARIMA(1,1,1)(1,1,0)12 9979.237 
ARIMA(0,1,1)(0,1,2)12 5262.050 ARIMA(1,1,0)(0,1,1)12 7963.264 
ARIMA(0,1,1)(1,1,1)12 5272.198 ARIMA(0,1,1)(0,1,0)12 13884.479 
ARIMA(0,1,3)(0,1,1)12 5416.394 ARIMA(1,1,0)(1,1,0)12 15529.235 
ARIMA(1,1,1)(1,1,1)12 5505.864 ARIMA(1,1,0)(0,1,1)12 25091.383 

DWT-LSSVM 
Training data set = 80% (96 months), Testing data set = 20% (24 months), 

DWT (Db4, 5 layer decomposition ), γ =576676.98, 086.63731542 =σ  

7.267 
 
 

5 Case Studies 

Case I: ABC Pvt. Ltd.  
ABC Pvt. Ltd. is situated in the Eastern part of India dealing with automotive parts 
and accessories and supplies to majors automobile companies in India. Its annual 
turnover is 871000 USD. One of its major products is fan shroud and its demand is 
difficult to predict. The demand data of fan shroud for 96-months (April 2005-March 
2013, 8 years) is collected and to plotted in Figure 6 to identify the demand pattern.  
Next, to examine the existence of seasonality and non-stationary in data series ACF 
and PACF graphs are plotted. From the plot, it is identified that data series is  
non-stationary and possesses no seasonal effect.  To make the data series stationary, it 
is differenced with lag-1 as shown in Figure 7. From Figure 7, it can be observed that 
it is stationary in nature. Further, ACF and PACF plots are plotted as shown in Figure 
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8 and Figure 9 respectively. From ACF plot, it is identified that there are two 
significant spikes. Similarly, it can be observed that there are two spikes are 
significant from the PACF plot. Hence, the model identified is ARIMA (2, 1, 2). 
Based on this model setting 12-months demand is forecasted.  

The original demand data series is decomposed into 4-level through DWT using 
wavelet family of db4 as depicted in Figure 10.  The resultant decomposed signal 
approximation (cA4) and 4-detailed signal (cD1, cD2, cD3 and cD4) are divided into 
two parts training (88%) and testing data set (12%). The training data set is used to 
train the LSSVM. After successful training, the testing data is applied to LSSVM and 
12-month demand data are predicted. The tuning parameters values are

.383.265043  67.3778865 2 =σ=γ  
  

Fig. 6. Time series plot for ABC Pvt. Ltd 

 

Fig. 7. Differenced time series plot for ABC 
Pvt. Ltd 

Case II: MNO Pvt. Ltd. 
MNO Pvt. Ltd. is a well-known steel processing industry of India and its plants are 
located in different parts of the country. The annual turnover of the company is 335 
million dollars. The demand data from January 2009 to February 2013 collected from 
a plant located in southern part of India in metric ton per month. A similar procedure 
discussed in above case studies is followed to identify the model from this data series. 
The time series plot is shown in Figure 11 this signifies non-stationary nature of data. 
Next, ACF and PACF plots are plotted for the original data series and found that there 
is no seasonal effect and it is non-stationary in nature. From the time series plot, it can 
be observed that the resultant differenced series is non-stationary so again it is 
differenced with lag-1. The time series plot for the double differenced data series is 
shown in Figure-12.  Further, ACF and PACF plots are plotted for the resultant data 
series as shown in Figures 13 and Figure14 respectively. From the ACF plot, it can be 
observed that there is significant lag at lag-1. From PACF, most significant lag is 
observed at lag-1 and lag-2. Therefore, the ARIMA model identified is ARIMA (2, 2, 
1). Using this parameters setting, 12-months demand is forecasted.  
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Fig. 8. ACF plot of data series differenced by
lag-1 for ABC Pvt. Ltd 

 

   Fig. 9. PACF plot of data series differenced 
by lag-1 for ABC Pvt. Ltd  

 

Fig. 10. Decomposed data series for ABC Pvt. Ltd 

The original demand data series is decomposed into 3-level through DWT using 
wavelet family of db4 as depicted in Figure 15.  Similar to case-I the resultant 
decomposed signal approximation (cA3) and 3-detailed signal (cD1, cD2, and cD3) 
are divided into two parts training (76%) and testing data set (24%). The training data 
set is used to train the LSSVM. After successful training, the testing data is applied to 
LSSVM and 12-month demand data are predicted. The tuning parameters values are

115.7145220  32.1286899 2 =σ=γ . 
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Fig. 11. Time series plot for MNO Pvt. Ltd. Fig. 12. Double differenced time series data
of MNO Pvt. Ltd 

 
 

Fig. 13. PACF plot of double differenced time 
series data of MNO Pvt. Ltd 

 
   Fig. 14. PACF plot of double differenced 

time series data of MNO Pvt. Ltd 
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Fig. 15. Decomposed series of data of MNO Pvt. Ltd 

6 Results and Discussions 

Using Eq. (21), the forecast errors are estimated from the forecasted demand value 
estimated from both ARIMA and DWT-LSSVM as described in Table 2. From the 
Table 2, it can be observed that the MSE values for DWT-LSSVM model are 
comparatively very less than that of ARIMA model. Hence, it can be agreed that the 
proposed model DWT-LSSVM has high forecasting accuracy. From previous 
literature, it has been proved that a better forecasting model always moderate the 
BWE [6].  To validate this further, the order quantities (or production quantities) are 
estimated using the Eq. (22) applying base-stock-policy [9, 10, 13] in which lead time 

(L) and review period (R) is taken as one period. 
L
tD̂ is the forecasted demand during 

the lead time L at time period t, 
L

1tD̂ −  is the demand during the lead time L at t-1 and 

L
1tD̂ −  represents the actual demand at time period t-1. Using the estimated order 

quantity qt, the BWE is estimated for all the considered cases using Eq. (23). The 
estimated BWE are given in Table 2 for the two cases.  

 

( )
 period forecasted of number

demand forecasted-demand actual
MSE

2
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order of  iancevar
BWE=                            (23) 



82 S. Jaipuria and S.S. Mahapatra 

 

demand of iancevar

stocknet  of  variance
NSAmp=                                (24) 

Bout et al., [17] has proved that if order variance equals to demand variance i.e. 
BWE=1 then it implies that there is no BWE. While the value BWE > 1 indicates the 
existence of BWE whereas BWE<1 value specifies the  “smoothing” or “dampening” 
scenario meaning that the orders are less vary than the demand. From the Table 2, it 
can be observed that BWE value is comparatively high in case of the ARIMA while 
the proposed model DWT-LSSVM is approximately one. This signifies there is no 
BWE while the demand is predicted through DWT-LSSVM. Reducing the BWE 
(smoothing order) does not necessarily lead to reduction in inventory cost.  

To satisfy the customer demand, the variation in inventory is compensated by 
maintaining high safety stock and this incurs high holding cost to the organisation. 
Therefore, measuring the variation in inventory level with respect to demand called 
net-stock amplification (NSAmp) is also an important issue to judge a forecasting 
model. Hence, NSAmp values are estimated for both proposed model and ARIMA 
model using Eq. (24) as described in Table 2. From the Table 2, it can be identified 
that NSAmp value is comparatively less in case of DWT-LSSVM than ARIMA. From 
the above analysis, it can be confirmed that forecasting accuracy of the DWT-LSSVM 
is high as compared to the ARIMA.  

Table 2. Estimated performance parameters 

Cases  
ARIMA DWT-LSSVM 

MSE BWE NSAmp MSE BWE NSAmp 

Case I: ABC  
Pvt. Ltd.  

178544.011 1.27 1.02 0.0007 0.9998 0.0004 

Case II: 
MNO Pvt. 
Ltd. 

12046.7679 1.18240 0.87025 0.0031 0.9998 0.0066 

7 Conclusions 

In this research, an integrated approach of discrete wavelet theory and least square 
support vector machine (DWT-LSSVM model) is proposed to make improvement is 
forecasting accuracy and to improve the inventory performance so as supply chain 
performance can be improved.  Hence, to validate the model, an example data set is 
tested from the open source. The proposed model is applied to demand data from two 
different industries representing different production process and operating 
environment. A comparative study between the time series ARIMA model and the 
proposed model is made on two datasets based on forecasting error in terms of mean 
square error (MSE). The analysis shows that DWT-LSSVM model invariably gives 
less forecasting error in comparison to ARIMA model. Using a base-stock policy, 
bullwhip effect for both two cases is quantified as ratio of order variance to demand 
variance (BWE). It is observed that reduced forecasting error leads to diminish the 
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bullwhip effect. If the demands are estimated by DWT-LSSVM model, BWE 
approaches approximately equal to unity indicating no bullwhip effect.  Also, the 
NSAmp value in case of DWT-LSSVM model is less as compared to ARIMA model. 
From the analysis it can be conclude that the proposed model is a better forecasting 
model as compared to the ARIMA time series model as it not only help in controlling 
the order variation but also help in controlling the inventory variation so that 
operations can be smoothened and total supply chain cost can be reduced.  
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Abstract. Given a connected edge-weighted undirected graph, the min-degree
constrained minimum spanning tree (MDCMST) problem seeks on this graph a
spanning tree of least cost in which every non-leaf node have a degree of at least
d in the spanning tree. This problem is NP-Hard for 3 ≤ d ≤ �n

2
� where n is

the number of nodes in the graph. In this paper, we have proposed an ant colony
optimization based approach to this problem. The proposed approach has been
tested on Euclidean and random instances both. Computational results show the
effectiveness of the proposed approach.

Keywords: Ant Colony Optimization Algorithm, Combinatorial Optimization,
Min-Degree Constrained Minimum Spanning Tree Problem, Swarm Intelligence.

1 Introduction

Given a connected edge-weighted undirected graph G = (V,E), where V denotes
the set of nodes and E denotes the set of edges, the Min-Degree Constrained Minimum
Spanning Tree (MDCMST) Problem consists in finding a spanning tree of G with mini-
mum cost such that every internal node, i.e., non-leaf node must have a degree of at least
d in the spanning tree. Almeida et al.[1] introduced MDCMST problem and proved its
NP-Hardness for 4 ≤ d ≤ �n

2 �, where n is the number of nodes in the graph. The case
d = 3 was shown NP-Hard later in [2]. It is pertinent to mention here that MDCMST
problem reduces to well known minimum spanning tree problem in case of d = 2.

MDCMST problem finds practical application in the domain of telecommunication
network while designing the access points that route traffic between a main network
and a large number of end-users. Only in case a certain minimum number of end-users
are connected to each of these access points, the cost of installing expensive routing
equipments at these access points can be justified [3]. It also finds application in facility
location where in order to justify the existence of a facility, it has to service a certain
minimum number of clients [3].

While introducing MDCMST, Almeida et al. [1] also provided integer programming
formulations based on single and multi-commodity flows and solved these formulations
using branch-and-bound algorithms. A new formulation for MDCMST problem using
Miller-Tucker-Zemlin constraints [4] was proposed by Akgün and Tansel [3]. This new
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formulation was also solved using a branch-and-bound algorithm. This new branch-
and-bound algorithm was faster in comparison to branch-and-bound algorithms of [1].

A problem specific heuristic based on modified Prim’s algorithm and an artificial
bee colony (ABC) algorithm for the MDCMST problem have been proposed in [5].
For both employed and onlooker bee phase, this ABC algorithm generates neighboring
solutions by deleting an edge from the solution under consideration and inserting in
its place another edge that can connect the two resulting components. This edge is
selected from another solution that is chosen randomly. If there are more than one edge
that can connect the two components in the randomly chosen solution, then one such
edge is chosen randomly. If min-degree constraint gets violated in this process for some
internal nodes then ABC algorithm tries to satisfy the min-degree constraint of these
nodes by moving enough leaf nodes from internal nodes having excess leaf nodes to
these nodes. However, it is not always possible to satisfy the min-degree constraints
and further processing in case of failure depends on the phase. If failure happens in
employed bee phase then employed bee solution is replaced with a randomly generated
solution. In case failure happens in onlooker bee phase, simply the worst possible fitness
is assigned to the corresponding infeasible onlooker bee solution. The best solution
obtained through ABC algorithm is improved further through a local search. The ABC
algorithm and heuristic were tested on Euclidean as well as random graph instances. On
both types of graph instances, the heuristic and ABC approach performed quite similar
for small values of d. However, for larger values of d, ABC algorithm outperformed the
heuristic by a large margin.

In this paper, we have proposed an ant-colony optimization (ACO) approach to
the MDCMST problem. The performance of the proposed ACO approach has been
compared with ABC approach of [5] on same instances as used in [5]. Our ACO ap-
proach clearly outperformed the ABC approach on random instances, whereas the per-
formances of the two approaches are comparable on Euclidean instances.

The remainder of this paper is structured as follows: Section 2 provides a brief in-
troduction to ACO algorithm. Section 3 describes our proposed ACO approach to MD-
CMST problem. Computational results are presented in Section 4, whereas Section 5
presents some concluding remarks and directions for future research.

2 Ant Colony Optimization Algorithm

Ant colony optimization algorithms belong to the class of swarm intelligence based
algorithms, i.e., class of algorithms inspired by the collective intelligent behavior of
swarm or group of organisms. Ant colony optimization algorithms are inspired by the
cooperative foraging behavior of natural ant colonies. While walking, ants deposit on
the ground a substance called pheromone, forming in this way a pheromone trails.
Ants can smell pheromone, and its presence influences the choice of their paths, i.e.,
ants choose probabilistically the paths marked by high pheromone concentrations. The
pheromone trail allows the ants to find their way back to the food source (or to the
nest). While searching for a path from nest to food source and back, ants tracing the
shortest path will return sooner, and, therefore, immediately after their return, concen-
tration of pheromone will be more on this path. This influences other ants to follow
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this path thereby facilitating even higher pheromone concentration on this path. As a
result, after some time, almost whole colony of ants starts following this path. Thus
pheromone trail allows a colony of ants to find the shortest paths between their nest
and food source. This feature of real ant colonies is exploited in artificial ant colony
optimization algorithms to solve optimization problems.

Since Dorigo et al. [6,7] developed first ACO algorithm called Ant System, several
variants have been reported in the literature. The basic idea behind ACO is to model the
problem as some kind of search on a graph. The ACO algorithm iteratively distributes
a set of artificial ants (ants for short) on this graph to perform randomized walks on
the graph in search of good solutions. Individual ants do not, in general, find good
solutions on their own. Good solutions emerge from cooperative interaction among
ants. This cooperative interaction is achieved through the use of two rules. The first is
the probabilistic state-transition rule that is used when an ant chooses the next node
to visit. The other is pheromone-update rule that changes the preference degree of a
node/edge based on the quality of solutions containing that node/edge. Variations in
these two rules lead to different ACO algorithms. Interested readers may refer to [8] for
an excellent introduction to ant colony optimization and a detailed survey of different
variants of ACO algorithms and their applications. Some recent applications of ACO
can be found in [9,10,11].

3 ACO Approach for MDCMST Problem

In our ACO approach, each solution is constructed by following a three stage procedure.
In first stage, � n

ψ×d� nodes are selected to become internal nodes using state-transition
rule where ψ > 1.0 is a parameter to be determined empirically. In the second stage,
Prim’s algorithm is applied to construct a minimum spanning tree over the graph in-
duced by the set of selected internal nodes. In the third stage, remaining nodes are
connected to these internal nodes in such a manner that min-degree constraint is satis-
fied for each internal node. To achieve this, each internal node is considered one-by-one
in some random order and nodes not in the tree are attached one-by-one to this internal
node in increasing order of the cost of their edge to this internal node till the degree con-
straint of this internal node is satisfied. This process is repeated for each internal node.
If still some unconnected nodes remain then each of them is connected to the tree via the
least cost edge connecting that node to some internal node. The solution thus obtained
is improved further through a local search which is described at the end of this section.
This improved solution is considered to be the final solution generated by an ant. Other
salient features of our ACO algorithm is described in subsequent subsections. It is to
be noted here that the idea of first selecting internal nodes and constructing a minimum
spanning tree on them has been used in [12,13,14] in the context of leaf-constrained
minimum spanning tree problem.

3.1 Definition of Pheromonal Components

Pheromone is associated with the nodes of the underlying graph and denotes the learned
desirability of a node to be an interior node. The pheromone associated with a node vi
is denoted by τi.
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3.2 State-Transition Rule

While determining the set of interior nodes, at each step our ACO algorithm selects a
node vi from the set of nodes not yet included in the set of interior nodes with probabil-
ity p(vi). This probability is proportional to pheromone concentration on the node vi,
i.e.,

p(vi) =
τi∑

vj∈V−I

τj

where I is the set of nodes already selected to act as one of interior node. Clearly, the
probability of selection of a node depends only on the concentration of pheromone on
it. This deviates from most standard ACO algorithms, where this probability is also
influenced by a heuristic term measuring the static desirability of a vertex. Another
difference with most other ACO algorithms is the absence of exponentα in determining
this probability. A similar approach was used in [13,15].

Probability values associated with different nodes can be computed efficiently in
the following manner. Initially, I = ∅ and the denominator is the sum of pheromone
concentration on all the nodes of the graph. After each step, we add the node selected
to I and denominator is updated simply by subtracting from it the pheromone value of
the node selected.

3.3 Pheromone Update Rule

After the end of each iteration, i.e., when every ant has build its solution, pheromones on
the nodes are updated according to the best solution found during that iteration. First, to
simulate the effect of pheromone evaporation, pheromone concentration on each node is
reduced by multiplying it with a persistence factor ρ(0 ≤ ρ ≤ 1). Then the pheromone
concentration on the interior nodes of the best solution of that iteration is augmented
by 1

10+C(Sitbest)−C(Sbest)
, where Sitbest is the best solution of that iteration and Sbest

is the best solution found since the beginning, and C(Sitbest) and C(Sbest) are their
costs. Clearly, maximum pheromone augmentation of 0.1 takes place when C(Sitbest)
= C(Sbest). In all other cases, pheromone is augmented by an amount which is less than
0.1.

3.4 Local Search

The solution constructed using three step procedure is improved further through the
application of a local search. This local search consists of repeatedly swapping the leaf
nodes between two internal node if such a swap can reduce the cost of the spanning
tree.

Algorithm 1 provides the pseudo-code for our ACO approach for MDCMST problem
where Na is the number of ants, f (MT ) is the cost of the min degree constrained
spanning tree MT and Local Search(MT ) is a function that applies the local search
described in section 3.4 on MT .
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Algorithm 1. Pseudo-code of our ACO Approach for MDCMST Problem
Input: Set of parameters for our ACO Approach and an instance for MDCMST Problem
Output: Best solution found

Initialize pheromone values on each node;
cost best ← ∞;
best ← ∅;
while termination condition is not satisfied do

cost iter best ← ∞;
iter best ← ∅;
for i ← 1 to Na do

Select the set S of � n
ψ×d� internal nodes using state transition rule;

Compute the minimum spanning tree T on subgraph induced by S;
MT ← T ;
forall the vj ∈ S in some random order do

while min-degree constraint of vj is not satisfied do
add the least-cost edge connecting vj to an unconnected node to MT ;

end
end
while an unconnected node u remain do

add the least-cost edge connecting u to one of the internal node to MT ;
end
MT ← Local Search(MT );
if f (MT ) < cost iter best then

cost iter best ← f (MT ) ;
iter best ← MT ;

end
end
if cost iter best < cost best then

cost best ← cost iter best ;
best ← iter best;

end
Update pheromones using iter best through pheromone update rule;

end
return best;

4 Computational Results

We have implemented our ACO approach in C and executed it on a Linux based 3.0 GHz
Core 2 Duo system with 2GB of RAM. We have taken 15 ants (Na = 15) in each iter-
ation and allowed our approach to execute for 1000 iteration. We have used ρ = 0.985
and ψ = 1.3 in our ACO approach. All the pheromone values have been initialized to
10. All these parameter values are chosen empirically. Clearly, the maximum pheromone
concentration that can be sustained with the chosen value of persistence factor ρ = 0.985
and maximum pheromone augmentation of 0.1 is about 6.667. Such a pheromone initial-
ization aids in wider exploration of the search space at the beginning of ACO algorithm.
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Table 1. Comparison of ABC and ACO approaches for Euclidean instances of size 50 with dif-
ferent min degree constraints

Name d
ABC ACO

Best Average SD Time(s) Best Average SD Time(s)

E50.1 3 6.61 6.71 0.08 4.97 6.54 6.58 0.03 3.72
E50.2 3 6.41 6.66 0.12 5.04 6.58 6.61 0.03 3.77
E50.3 3 6.28 6.48 0.12 4.65 6.40 6.46 0.04 4.09
E50.4 3 5.90 6.12 0.09 4.83 6.12 6.15 0.03 4.11
E50.5 3 6.52 6.60 0.04 5.05 6.46 6.52 0.03 3.83

E50.1 5 7.68 7.91 0.12 5.07 7.91 8.00 0.06 2.82
E50.2 5 7.57 8.01 0.17 5.39 8.00 8.04 0.04 2.74
E50.3 5 7.55 7.73 0.12 5.62 7.71 7.72 0.02 3.00
E50.4 5 6.94 7.06 0.12 5.15 7.12 7.16 0.03 3.26
E50.5 5 7.66 7.81 0.11 4.95 7.78 7.79 0.01 3.00

E50.1 10 10.33 10.70 0.26 5.47 11.45 11.46 0.02 2.18
E50.2 10 10.08 10.24 0.12 4.55 10.81 10.81 0.00 2.17
E50.3 10 9.41 9.65 0.15 5.71 10.32 10.32 0.00 2.18
E50.4 10 8.81 9.03 0.16 5.70 9.57 9.57 0.00 2.17
E50.5 10 9.59 9.81 0.15 5.25 9.96 9.96 0.00 1.99

Table 2. Comparison of ABC and ACO approaches for Euclidean instances of size 100 with
different min degree constraints

Name d
ABC ACO

Best Average SD Time(s) Best Average SD Time(s)

E100.1 3 9.06 9.29 0.14 15.59 9.02 9.10 0.05 21.57
E100.2 3 9.08 9.42 0.15 13.56 8.99 9.06 0.05 21.05
E100.3 3 9.54 9.62 0.06 16.30 9.21 9.32 0.07 21.96
E100.4 3 9.53 9.67 0.09 16.23 9.36 9.53 0.08 23.36
E100.5 3 9.61 9.80 0.12 16.62 9.55 9.63 0.06 20.81

E100.1 5 10.99 11.22 0.13 18.20 10.73 10.91 0.12 15.99
E100.2 5 10.69 11.10 0.26 16.81 10.76 10.90 0.07 15.78
E100.3 5 10.98 11.29 0.17 16.71 10.99 11.17 0.13 15.23
E100.4 5 11.23 11.44 0.14 17.40 11.34 11.40 0.06 16.07
E100.5 5 11.25 11.61 0.22 16.74 11.40 11.55 0.10 15.62

E100.1 10 14.54 14.88 0.23 19.28 14.54 14.67 0.12 9.98
E100.2 10 14.00 14.24 0.22 18.57 14.11 14.24 0.09 11.56
E100.3 10 14.80 15.02 0.11 18.47 14.80 14.97 0.13 10.75
E100.4 10 14.26 14.58 0.22 17.70 14.59 14.69 0.07 10.32
E100.5 10 14.66 15.23 0.29 18.68 15.29 15.38 0.07 10.49

To test the performance of our approach, we have used the same 25 test instances
as used in [5]. These instances comprise 15 Euclidean and 10 random instances. The
Euclidean instances are originally the instances of Euclidean Steiner tree problem and
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Table 3. Comparison of ABC and ACO approaches for Euclidean instances of size 250 with
different min degree constraints

Name d
ABC ACO

Best Average SD Time(s) Best Average SD Time(s)

E250.1 3 15.92 16.08 0.10 96.81 15.59 15.70 0.12 273.51
E250.2 3 15.65 15.85 0.12 89.05 15.35 15.57 0.13 296.32
E250.3 3 15.56 15.72 0.10 89.52 15.39 15.48 0.07 284.62
E250.4 3 15.95 16.09 0.11 96.59 15.72 15.91 0.11 286.20
E250.5 3 15.82 15.95 0.08 103.74 15.49 15.64 0.08 272.22

E250.1 5 19.22 19.59 0.15 98.34 18.54 19.05 0.20 195.69
E250.2 5 19.05 19.29 0.22 106.52 18.69 19.03 0.21 203.36
E250.3 5 18.29 19.10 0.33 95.35 18.54 18.74 0.17 191.98
E250.4 5 19.20 19.73 0.21 99.53 19.10 19.37 0.18 172.76
E250.5 5 18.77 19.23 0.26 89.88 18.81 19.03 0.17 170.54

E250.1 10 24.05 25.23 0.49 96.16 24.11 24.66 0.28 108.78
E250.2 10 24.81 25.49 0.33 105.29 24.91 25.16 0.17 107.14
E250.3 10 24.13 24.88 0.30 108.72 23.87 24.20 0.20 106.63
E250.4 10 25.08 25.69 0.30 104.29 24.36 25.11 0.43 102.73
E250.5 10 24.14 25.06 0.54 104.99 24.57 25.02 0.22 101.73

consist of randomly distributed points in a unit square. These points can be consid-
ered as the nodes of a complete graph, whose edge weights are the Euclidean distances
among them. These instances are available fromhttp://people.brunel.ac.uk/
˜mastjjb/jeb/info.html There are 15 Euclidean instances for each of 50, 100
and 250 nodes and the first 5 instances of each size are used for MDCMST problem.
Random instances are due to Julstrom [16] who created and used them for minimum
routing cost spanning tree problem. There are 7 random instances for each of 100 and
300 nodes and the first 5 instance of each size are used here. For these random instances,
edge-weights are uniformly distributed in [0.01, 0.99]. Each Euclidean instance has the
name of the form En.i, where n is the number of nodes in the instance and i is its
number. Similarly, each random instance has the name of the form Rn.i. Each of these
25 instances is subjected to three different min degree constraints, i.e., d ∈ {3, 5, 10}.
This created a total of 75 test cases. Like ABC approach of [5], for each of these 75 test
cases, we have executed our ACO approach 10 independent times.

Tables 1–5 report the results of our ACO approach and compare it with ABC ap-
proach of [5]. For each test case, these tables report the best and average solution qual-
ity obtained by ABC & ACO approaches along with the standard deviation of solution
values and average execution time in seconds. Tables 1–3 are devoted to Euclidean in-
stances whereas last two tables are for random instances. On 30 test cases involving ran-
dom instances, our proposed ACO approach completely dominates the ABC approach
as its best as well as average solution quality are better than those of ABC approach in
all the cases. On 45 test cases involving Euclidean instances, the best solution obtained
by ACO approach is better than ABC approach on 18 test cases, same as ABC on 2
test cases and worse than ABC on 25 test cases whereas the average solution quality of

http://people.brunel.ac.uk/~{}mastjjb/jeb/info.html
http://people.brunel.ac.uk/~{}mastjjb/jeb/info.html
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Table 4. Comparison of ABC and ACO approaches for random instances of size 100 with differ-
ent min degree constraints

Name d
ABC ACO

Best Average SD Time(s) Best Average SD Time(s)

R100.1 3 3.49 3.60 0.07 16.82 3.05 3.11 0.05 21.48
R100.2 3 3.51 3.62 0.06 16.99 2.80 2.87 0.04 22.88
R100.3 3 3.81 3.98 0.08 15.04 3.21 3.29 0.04 22.62
R100.4 3 3.38 3.54 0.07 16.95 2.88 2.91 0.02 21.83
R100.5 3 3.78 3.86 0.06 17.03 3.22 3.25 0.02 24.34

R100.1 5 4.52 4.93 0.18 17.49 4.09 4.12 0.02 15.39
R100.2 5 4.80 5.00 0.10 16.79 4.04 4.07 0.02 16.28
R100.3 5 5.00 5.24 0.12 18.18 4.25 4.32 0.04 15.81
R100.4 5 4.66 4.85 0.12 17.39 3.89 3.93 0.04 15.90
R100.5 5 4.93 5.17 0.13 17.40 4.31 4.40 0.05 16.89

R100.1 10 7.75 7.96 0.17 18.25 7.45 7.54 0.08 10.57
R100.2 10 7.73 8.12 0.27 17.67 6.96 7.14 0.11 10.03
R100.3 10 7.72 8.10 0.28 19.78 7.37 7.39 0.03 11.04
R100.4 10 7.60 7.85 0.15 18.99 6.89 7.18 0.13 11.00
R100.5 10 7.94 8.53 0.32 19.07 7.34 7.35 0.02 10.58

Table 5. Comparison of ABC and ACO approaches for random instances of size 300 with differ-
ent min degree constraints

Name d
ABC ACO

Best Average SD Time(s) Best Average SD Time(s)

R300.1 3 6.29 6.33 0.02 137.93 5.56 5.61 0.04 489.50
R300.2 3 6.25 6.39 0.06 136.20 5.77 5.83 0.03 456.29
R300.3 3 6.21 6.26 0.03 143.01 5.61 5.66 0.03 431.84
R300.4 3 6.49 6.58 0.05 136.56 5.93 5.96 0.03 462.16
R300.5 3 6.17 6.24 0.04 137.00 5.49 5.61 0.07 443.40

R300.1 5 8.05 8.17 0.08 140.84 6.87 6.98 0.06 286.43
R300.2 5 8.14 8.23 0.06 123.97 7.21 7.27 0.04 300.52
R300.3 5 7.91 8.07 0.08 140.88 7.14 7.19 0.04 301.25
R300.4 5 8.26 8.41 0.10 141.34 7.25 7.46 0.11 327.46
R300.5 5 7.97 8.12 0.10 130.14 7.00 7.11 0.06 299.93

R300.1 10 11.97 12.39 0.21 141.28 10.42 10.63 0.15 172.55
R300.2 10 12.07 12.41 0.24 132.44 10.85 11.03 0.12 180.45
R300.3 10 12.17 12.35 0.14 137.34 10.81 11.00 0.13 167.23
R300.4 10 12.67 12.80 0.09 148.80 10.99 11.20 0.18 194.25
R300.5 10 12.16 12.36 0.18 155.13 10.93 11.06 0.09 183.56

ACO is better than ABC on 33 test cases, same as ABC on 1 test case and worse than
ABC on 11 test cases. On Euclidean instances, in comparison to ABC approach, the
solution quality of ACO improves with increase in number of nodes as can be seen in
table 3.
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Considering all the instances together, on a total of 75 test cases, best solution ob-
tained by ACO approach is better than, equal to and worse than ABC on 48, 2 and
25 cases respectively. As far as average solution quality is concerned, ACO approach
is better than, equal to and worse than ABC on 63, 1 and 11 test cases respectively.
It can also be seen from tables 1–5 that on smaller instances ACO takes less time in
comparison to ABC, whereas the situation is reversed on larger instances. This is due to
the usual computational overhead associated with ACO as it builds each solution from
scratch. Another interesting observation that can be drawn from these tables is that ACO
takes more time for smaller values of d on test cases involving same number of nodes.
This is due to the fact that for smaller values of d, there are more interior nodes to select
through ACO.

5 Conclusions

In this paper, we have proposed an ant colony optimization (ACO) approach to the
min-degree constrained minimum spanning tree problem and compared its performance
with a previously proposed artificial bee colony (ABC) algorithm on Euclidean as well
as random graph instances. Our ACO approach completely outperformed the ABC ap-
proach on random instances as its best as well as average solution quality is better than
ABC approach in all the cases. However, in case of Euclidean instances though our
ACO approach is better than ABC approach in terms of average solution quality in
most cases, its performance is inferior in terms of best solution quality on slightly more
than half of the cases.

As a future work, we intend to extend our ACO approach to a version of the problem
where different nodes have different min-degree constraints.
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Abstract. In this paper, we define the view selection process for mate-
rializing in data warehouse as a multiobjective optimization problem. We
have implemented multiobjective Differential Evolution (DE) algorithm
for binary encoded data to solve this problem. In our approach, to control
population in intermediate generations of the differential evolution pro-
cess by maintaining diversity in solution space with necessary elitism,
the solutions of intermediate generations are first ranked according to
their pareto dominance levels and then the diversity among solution vec-
tors in solution space is measured. The algorithm is found to be suitable
in selecting significant representitive solutions from a large number of
nondominating solutions of the view selection problem.

Keywords: Data warehouse, View materialization, Differential evolu-
tion algorithm, Multiobjective optimization.

1 Introduction

View materialization for reducing query processing costs in data warehouse ap-
plications requires a large amount of space. Materialized views are updated or
maintained in response to changes in the base data. Therefore, it is necessary to
select an appropriate set of views to materialize in order to increase performance,
with optimized query processing and view maintenance costs. This is known as
the materialized view selection problem [1–3]. Thus, the materialized view selec-
tion problem entails the following: Given a set of data warehouse queries, select
a set of views to materialize so that the total query processing cost and view
maintenance cost is minimized. Research on this problem started in the early
90s when several heuristic greedy algorithms were proposed [1–5].

It has been observed that when the dimension of the data warehouse grows,
the solution space grows exponentially and therefore it becomes very difficult to
find an optimal solution to this problem. In fact, the problem is NP-hard [6, 1–
3, 7]. Therefore various stochastic or evolutionary algorithms, data mining and
clustering based approaches etc. have been proposed using different data struc-
tures and notations [8–12]. Looking at the similarity of complex computational
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and optimization problems with biological evolution, different evolutionary al-
gorithms have been developed to tackle such problems [13, 14]. In this paper we
define the view selection process for materializing in data warehouse as a multi-
objective optimization problem. In recent literature on application of evolution-
ary computing techniques, we find that diversed types of complex multiobjective
problems have been addressed by multiobjective evolutionary algorithms [15, 16].
We have implemented multiobjective Differential Evolution (DE) algorithm for
binary encoded data to solve the problem of view selection for materializing in
data warehouse.

2 The Problem of Selecting Views for Materializing in
Data Warehouse

In data warehouses, a view consists of the result of an aggregation function on
some other views or base tables of the warehouse produced while generating
responses to queries. Thus, views are dependent on the contents of other views
and base tables. To make query response faster, optimization is critical in se-
lecting some or all of these views for materializing in the data warehouse. The
view selection for materializing problem is to select some or all of the views
those are generated frequently while processing queries on a data warehouse,
such that, the space requirement to materialize the selected views is less than or
equal to the space reserved for that, and if the selected views are materialized,
the total query processing cost and materialized view maintenance cost becomes
minimum.

The view selection process for materializing in data warehouse may be defined
by a Query Processing Plan represented by a Directed Acyclic Graph (DAG) [17].
This DAG representation considers a set of frequent OLAP queries on a data
warehouse on a specific period. It is assumed that the overall query processing
efficiency will be maintained if the intermediate views generated in the middle
of processing these queries are considered for materializing. The Query Process-
ing Plan DAG framework to represent the view selection problem was originally
defined by Yang et al. in [17] as Multiple View Processing Plan (MVPP) frame-
work. The DAG in this framework represents a query processing strategy on a
data warehouse. The leaf nodes of the DAG correspond to the base relations and
the root nodes represent the responses of queries.

Definition 1. Query processing tree for a query q is a DAG, Tq = (V,A), where,

– V is the set of vertices representing intermediate select, join and project
sub-expressions of the query q,

– A is the set of arcs {a1, a2, · · · , an}, such that each arc ai ∈ A, either
• connects a vertex ui ∈ V to vi ∈ V , directing ui to vi, if vi returns
a number of rows of a database relation by processing rows of database
relation at ui,

• or connects a leaf node or base relation bj ∈ Bq to vi ∈ V , directing bj
to vi, where Bq are the base tables used by q such that the processing at
vi needs the data in bj,
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• or it is connecting a vertex vi ∈ V to the root node representing the final
response of the query q.

Definition 2. An MVPP Directed Acyclic Graph (DAG) G is a graph gener-
ated by merging query processing trees Tqi , i = 1, · · · , n, for a set of queries
Q ={q1, q2, · · · , qn} on a data warehouse considered, whenever sub-graphs of the
query processing trees are shared.

To generate the MVPP DAG framework, all the considered frequent queries are
analyzed and all the independent selection, projection, join and base relations
are identified to represent as vertices of the DAG as defined in Definition 1
and 2. An MVPP DAG may be constructed as depicted in Fig. 1. The view
selection problem using MVPP DAG framework is to select a set of nodes from
the MVPP DAG excluding the leaf and root nodes to materialize, considering
the space constraint, such that the total query processing cost and materialized
view updating cost is minimum.

2.1 The Cost Model

The query processing cost QG(M) for a set of materialized views M , of an
MVPP DAG G is expressed as Equation 1, where, V is the set of vertices of G
and M ⊆ V , R is the set of root nodes of G, fq is the access frequency of query
q ∈ R, and Cq

a(v) is the query processing cost of query q by accessing vertices
v ∈ V when M is materialized.

QG(M) =
∑
q∈R

fq(C
q
a(v)). (1)

The materialized view maintenance cost of an MVPP DAG G may be expressed
as:

UG(M) =
∑
m∈M

fm(Cm
u (r)) (2)

where, V is the set of vertices of G representing views, M ⊆ V is the set of views
materialized, fm is the maintenance frequency of materialized view m ∈ M ,
Cm

u (r) is the cost of updating materialized view m ∈ M by accessing the vertices
r, r ⊂ V .

2.2 The View Selection Problem as Multiobjective Optimization
Problem Representation

By using Equation 1 and 2, if V is the set of vertices of MVPP DAG G, and M
is the set of views that are materialized, i.e. M ⊆ V , then under the constraint∑

v∈M Av ≤ A, where Av denotes the space required for materializing the view v
and A is the total space available for materializing the views; the view selection
problem is to find M to minimize:

y = f(M) ≡ (QG(M), UG(M)). (3)
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If S0 and S1 are two solutions of the Equation 3 under the constraint∑
v∈M Av ≤ A, then S0 dominates S1, expressed as S0 ≺ S1, iff both the follow-

ing logical conditions 4 and 5 are satisfied.

(QG(S0) ≤ QG(S1))and(UG(S0) ≤ UG(S1)) (4)

(QG(S0) < QG(S1))or(UG(S0) < UG(S1)). (5)

If S0 �≺ S1 and S1 �≺ S0, then S0 and S1 are said to be non-dominating solutions.
The view selection for materializing in data warehouse is the problem of finding
out a set of non-dominating solutions, which is an approximation to the true
Pareto front of the problem defined by Equation 3.

2.3 Solution Representation

To represent solutions of MVPP DAG framework as suggested by Yang et al.
in [17], all views represented as vertices in an MVPP DAG are labelled and
indexed. The solutions are represented as a string of 1s and 0s such that if
a particular view is selected for materialization, then the corresponding bit in
the solution string is represented as 1 and else 0. For m number of views of an
MVPP DAG considered for selection, the views are indexed from 0 to m−1. The
solution strings of length m are represented such that if ith view vi is selected
for materialization then the ith bit of the solution string is set to 1 and else it is
set to 0.

3 Multiobjective Differential Evolution Algorithm in
Selecting Views to Materialize in Data Warehouse

The Differential Evolution (DE) algorithm is a stochastic parallel direct search
method for global optimization problems over continuous space using NP D-
dimensional parameter vectors xi,g, i = 1, 2, · · · ,NP, representing NP as the
population size for generation g of an evolutionary system [18]. For mutation,
in one variant of DE, known as DE/rand/1/bin, new population vectors are
generated by finding the weighted difference between two random population and
then by adding it to a third random population vectors of the NP population.
The DE introduced by Storn and Price in [18] was originally designed for global
optimization problem over continuous spaces using solution population of real
vectors. Gong et al. in [19] used forma analysis [20, 21] to derive discrete DE
operators for discrete otimization problem where formae basis [21] based DE
mutation operator template Mde is defined as Equation 6 below.

Mde(x1, x2, x3, F, Ψi) = {m ∈ S|DΨi(x1,m) = k ∧ k = F ×DΨi(x2, x3)}. (6)

Here, x1 represents the base vector selected from the population, x2 and x3

are the vectors of the population to produce the difference, m representing the
mutant vector and Ψi represents the basis constructed for the ith dimension.
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3.1 Adapting Multiobjective DE with Binary Encoded Data in
View Selection

For using binary encoded data in multiobjective DE, to generate the mutant vec-
tor, the forma basis may be used as discussed in sub-section 3. In our solution
representation of the problem of data warehouse view selection for materializing,
we have defined each solution as a string of bits. To adapt our solution represen-
tation with multiobjective DE, each population vector of the evolutionary system
is considered as the solution string of bits where each bit represents a decision
variable of a population vector. Thus a set ofNP initial solutions x1, x2, · · · , xNP

that satisfy the space constraint are generated for a given MVPP DAG G. Us-
ing this population of size NP , in each generation of a evolutionary process g,
against each solution vector xi, i = 1, 2, · · · , NP , a mutant vector vi,g+1 is to
be generated. In our solution representation, each bit is in single dimension that
may take either 1 or 0 as value representing whether a particular view is selected
or not. Therefore, restricted-change mutation operation [19] may be applied for
this solution representation. Thus the mutant vector vi,g+1 is generated as stated
in line number 7 of Algorithm 1. The trial vector ui,g+1 is formed by crossover
as stated in line 11 of Algorithm 1.

To adapt the problem of view selection to materialize in Data Warehouse,
the query processing cost and materialized view maintenance cost of the given
MVPP DAG G, QG(xi,g), QG(ui,g+1) and UG(xi,g), UG(ui,g+1) are computed
using Equation 1 and Equation 2. If ui,g+1 ≺ xi,g then xi,g+1 is set as ui,g+1,
else if xi,g ≺ ui,g+1, then ui,g+1 is discarded. Otherwise, in case ui,g+1 �≺ xi,g

and xi,g �≺ ui,g+1, ui,g+1 is appended to the population for next generation g+1.
Thus the population may go on increasing. To control the population growth in
each generation of DE, when the population size touches a limit, a technique is
used to filter out NP elite solution population that maintains diversity in the
solution population (see Algorithm 2). This evolutionary process is continued till
it reaches a maximum number of generation specified, say gmax. The dominated
solutions in the final population are then deleted to return the non-dominated
solutions of the problem.

Promoting Diversity in Solution Population. In our approach, to promote
diversity in solution space with necessary elitism in the population of intermedi-
ate generations of the DE process, the solutions of intermediate generations are
ranked according to their pareto dominance levels as it is done in Nondominated
Sorting Genetic Algorithm II (NSGA-II) by Deb et al. [13]. For each solution of
the population, the maximum distance to other solution vectors in the popula-
tion is measured by Simple Matching Co-efficient (SMC) distance measure [22].
The solution population is then first sorted in ascending order of their pareto
fronts and then on descending order of their maximum distances to other so-
lutions in the population. From the doubly sorted solution population, the top
NP solutions are selected as next generation population.

The runtime complexity of our algorithm is found to be O(gmax.N
2). In the

problem discussed here, the solution space of the problem increases exponentially
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Algorithm 1. Multiobjective Differential Evolution using Binary Encoded Data for

selecting view to materialize in data warehouse
Require: NP , gmax, F , CR, D, MVPP DAG G, constraints;

Ensure: A set of nondominated solutions;

1. Generate NP random vectors x1, x2, · · · , xNP of dimension D that satisfy the specified constraints;

2. N ← NP ; g ← 1;

3. repeat

4. for i = 1 to N do

5. select xi and xr1 , xr2 , xr3 , such that xi �= xr1 �= xr2 �= xr3 ;

6. for j = 1 to D do

7. vj,i ← DΨj
(xr1 , round(F.DΨj

(xr2 , xr3 )))

where round(F.DΨj
(xr2,g , xr3,g)) =

⎧
⎨

⎩

1, if random[0, 1] < F ∧ (DΨj
(xr2,g , xr3,g) = 1)

0, otherwise

DΨj
(xr2 , xr3 ) =

{
0, ifxj,r2 = xj,r3
1, otherwise

8. end for

9. randi = random[1,D];

10. for j = 1 to D do

11. uj,i ←
{
vj,i, if(random[0, 1] ≤ CR)orj = randi

xj,i, otherwise

12. end for

13. if ui satisfies the constraints then

14. Evaluate query processing cost and materialized view maintenance cost of G for ui, xi ;

15. if ui ≺ xi then

16. xi ← ui

17. else

18. if xi �≺ ui then

19. NP ← NP + 1; Append ui to the population;

20. end if

21. end if

22. end if

23. end for

24. if NP > N then

25. Keep elite N members from NP population in the list and discard rest;

26. NP ← N; g ← g + 1;

27. end if

28. until g < gmax

29. return Nondominated solutions from the final population list ;

Algorithm 2. Selecting elite N solutions by NSGA-II based nondominated sorting

and SMC based diversity in solution space

Require: NP , Solution population x1, x2, · · ·xNP , N (N < NP ) ;
Ensure: Elite N solution population ;
1. Do nondominated sorting of the population x1, x2, · · ·xNP and assign each solution

population vector with corresponding pareto-front;
2. For each xi, i = 1, 2, · · · , NP compute maximum SMC distance to other solutions

in the solution population Maxi and assign it to xi;
3. Sort the NP solution population in ascending order of their pareto-front and de-

scending order of Maxi;
4. return The top N solution population from the sorted list.



Multiobjective DE in Data Warehouse View Selection 101

with the dimension of the problem. Threfore the space complexity increases with
the size of the problem. However, the space complexity of DE is relatively low
compared to some other similar optimization techniques.

3.2 Filtering Representative Solutions from Nondominated
Solutions Obtained

From large number of nondominated solutions yielded by multiobjective opti-
mization, finding significant representation set is useful for decision makers [23].
Therefore, for filtering significant solutions from the obtained solutions, we se-
lect solutions that are relatively distant from others. For doing this, first the
SMC based maximum distance with other solution vectors in the solution set,
say Maxi, i = 1, 2, · · · , n, of every solution vector Si of n number of non dom-
inated solutions is computed. Then the mean μMax and standard deviation
σMax of Maxi, i = 1, 2, · · · , n, are computed. A solution Si is discarded if it’s
Maxi < (μMax + C.σMax), where C is a real constant that may be specified
as positive, negative or zero, depending on number of solutions we want to filter
out from the population.

4 Experimentation and Discussion

The effectiveness of multiobjective DE using binary encoded data in handling the
problem of view selection for materializing in data warehouses, is studied using
TPC-H [24] benchmark data warehouse. The TPC-H schema is built and loaded
in Oracle10g RDBMS for experimentation. The TPC-H benchmark queries are
generated using qgen utility of TPC-H framework and three queries are selected
and reconstructed with minor changes for constructing a test MVPP DAG which
goes well with our application. The test MVPP DAG is constructed as depicted
in Fig. 1. The candidate views for selection are labelled as v1, v2, · · · , v16 in
Fig. 1. The sizes of candidate views for selecting are computed using EXPLAIN
PLAN utility of Oracle10g. Though there are differences in space requirement
for different rows of different relations, yet the diferences are comparatively very
small considering the space availability for materializing the views in a data
warehouse. In our experimentation, to make the cost computation process sim-
pler, it is assumed that the space requirement of each row of the candidate views
are equal. In our experimentation it is observed that when NP is chosen to be
in between 100 to 250 the results are found better for analysis. The results pre-
sented in this paper are based on 242 initial solution population. In [18], Storn
and Price suggest effective range of F between 0.4 and 1. The crossover control
parameter CR controls how many parameters are expected to change in a so-
lution vector. In our experimentation, significant results are found when CR is
chosen as 0.6 and F is chosen to be 0.5. The number of iterations gmax in DE is
fixed depending upon the complexity of the objective functions. In an instance
of experimentation, result of which is discussed here, the gmax value is set as 40.

In one of our experimentation using the MVPP DAG presented in Fig. 1,
we put a space constraint for materializing as maximum 80000 rows. Initially



102 R. Goswami, D.K. Bhattacharyya, and M. Dutta

Part Partsupp Supplier Nation Region
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v13

v14

v15

v16

(26.26M) (112.8M) (1.43M) (2.6K)
(0.475K)

(26.26K)

(0.051K)

(0.005K)

(0.688M)

(1.005K)

(0.095K)

(4.977K)

(10.92K)

(8.25M)

(65.985K)

(0.106K)

(90.624K)

(0.26M)

(54.71M)

(34K)

q1 q2 q3

frequency=25

(34.02K)

frequency=20
frequency=10

Fig. 1. An example MVPP graph using TPC-H benchmark data warehouse

Fig. 2. Distribution of randomly generated 242 solutions in objective function space
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Fig. 3. Distribution of nondominated solutions after 40 iterations

Fig. 4. Distribution of significant representetive solutions in objective space
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Fig. 5. Objective function values of nondominating solutions

242 non-duplicate solutions were generated which satisfy the space constraint.
It has been observed in Fig. 3 that the solutions yielded by both NSGA-II [13]
and multiobjective DE algorithms are distributed in same curve in the objective
function space, i.e., in same pareto front. Also, it has been observed that the
solutions yielded by multiobjective DE are equally well distributed over the
objective function space like NSGA-II.

When the value of the constant C, as discussed in Sub-section 3.2, is set
as 0, approximately half of the total nondominated solutions were filtered out.
Another observation is that there are large number of solutions in high crowding
density region of objective function space but are distributed distantly in their
vector space (Fig. 5). Thus if only crowding density in objective function space is
used for filtering out representetive solutions, some otherwise significant solutions
in selecting views for materializing in data warehouse may be lost.

5 Conclusion and Future work

This paper has reported an approach for selecting views for materializing in
data warehouse using multioblective DE algorithm using binary encodede rep-
resentation of solutions. The approach suggested by Michael Lawrence in [25]
presented a multiobjective evolutionary algorithm for view selection problem
where the basic Genetic algorithm was used extensively. We have implemented
forma analysis based multiobjective DE for selecting views to materialize in data
warehouse for efficient OLAP query processing. Though the approach presented
here is a scalable one, yet analysis of solutions with very high dimensional vectors
often becomes too complex and at present the input multiple query processing
plan used in our experimentation are generated offline by a seperate procedure,
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and therefore a very simple MVPP DAG based experimentation is presented in
this paper. Moreover, it is expected that Transaction Processing council (TPC)
will come-up with voluminous benchmark test dataset for this kind of experi-
mentation on data warehouse that may be used for our future research.
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Abstract. In real power system, the system may be subjected to operate in 
different network topologies due to single line outage contingencies, network 
reconfiguration and maintenance. These changes in the network would lead to 
operational inconsistency of directional overcurrent relays.  To overcome this 
problem, a set of new coordination constraints corresponding to each network 
topology needs to be formulated. Directional Overcurrent Relays (ODCRs) 
problem can be formulated as a nonlinear optimization problem and also in 
addition to nonlinearity, the optimization problem encounter a large number of 
coordination constraints.   This paper presents a modified Differential 
Evolution (DE) algorithm to handle such type of Optimal Directional 
Overcurrent Relays problem. Modified DE computes the optimal time dial 
setting and pickup current setting in terms of discrete values which collectively 
minimize the total operating time of the relays. To verify the performance of the 
proposed method, similar evolutionary computation methods such as the 
Genetic Algorithm (GA) approaches are also implemented using the same 
database. The proposed method has been verified on 8-bus test system. The 
results indicate that the proposed method can obtain better results than the 
method compared in terms of total operating time and convergence 
performance for both fixed and changed network topologies. 

Keywords: Differential Evolution Algorithm, Directional overcurrent relays, Relay 
coordination, Pickup current settings, Time dial settings, Time multiplier settings. 

1 Introduction 

One of the fundamental tasks in a power system protection is to disconnect the faulty 
section from the network at a minimum time when any type of fault occurs. 
Directional Overcurrent Relays is commonly used for the protection of interconnected 
networks and looped distribution network [1]-[3]. Selecting suitable settings (TDS & 
Ip) ensures the effective coordination between primary relays and backup relays even 
in case of different fault conditions [1].  
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Several optimization algorithms have been proposed and applied for the 
coordination of DOCRs. The coordination problem can be formulated as Linear 
Programming Problem (LPP), in which pickup current settings are assumed to be 
known and operating time of relay is a linear function of TDS. After the problem 
formulation as LPP, it can be solved by linear programming techniques such simplex 
[1], [4], [5] two-phase simplex [6] and dual simplex methods [7]. The use of 
conventional techniques leads to the introduction of slack or surplus variables for 
each inequality constraint which would result in undesirable increase in the number of 
variables handled. Hence, only fewer constraints can be considered in conventional 
techniques. In [8]-[10], Genetic Algorithm (GA), Particle Swarm Optimization (PSO) 
and Modified PSO are proposed to determine the optimal settings of the relay. 

A network topology may change due to system contingencies, maintenance 
activities and network reconfiguration. The change in the network topology could 
cause the variation in the fault current which lead to incoordination of directional 
overcurrent because the parameters set for each relay was for fixed network. A new 
coordination constraint is formed by considering the coordination constraints for each 
topology to the main coordination problem of the fixed network [11].  In [11], a 
hybrid GA is proposed to solve the coordination problem considering the effects of 
the different network topologies and also at the same it improves the convergence of 
the conventional GA.  In this method, the pickup current settings are coded into 
genetic strings as discrete variables and to determine the optimal TDS as continuous 
variables for each genetic string, LP is used. In [12], the DOCR problem is formulated 
as an interval linear programming (ILP) problem. The obtained ILP problem, which 
has no equality constraints corresponding to each relay pair, is converted to standard 
linear programming (IP) thereby, reducing the number constraints in new formulation.  

In this paper, a modified Differential Evolution is developed to determine the 
optimal discrete value of TDS and Ip, satisfying the set of inequality coordination 
constraints which are related to different network topologies. Modified DE also 
improves the convergence performance. In conventional DE the scaling factor may 
get stuck to local optimum as the parameters are tuned constant value and not tailored 
for handling discrete variables. The proposed method is applied to 8 bus test system 
and the results show robust coordination against topological uncertainty. 

The paper is organized as follows. In Section 2, the coordination problem in fixed 
network topology and different network topologies is presented. In Section 3, 
describes about the modified differential evolutionary algorithm which has been 
applied to solve the problem. In Section 4, the proposed method is tested on 8 bus 
model test systems and the results are discussed by comparing with the existing 
techniques. Finally, conclusions are summarized in Section 5.  

2 Overcurrent Relay Coordination Problem  

In the coordination problem of directional overcurrent relays (DOCRs), the target is 
determine the optimal TDS and Ip for each relay so that the overall operating times of 
primary relays are minimized without violating any coordination constraints.  The 
relay coordination problem for both fixed and different network topologies are 
presented in this section. The transient network during partial fault clearance can be 
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ignored in this study since the relays operate based on the local current measurements 
available to them and the transient currents decay very soon for large networks 
considered in such studies.   

2.1 Problem Formulation for Main Network Topology 

Mathematically, for a fixed network topology the DOCRs problem can be formulated 
as non-linear optimization problem as follows: 
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i
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_                     (1) 

where n is the number of relays and i
NearpriT _

 is the operating time of the ith relay 

for near end fault.   

2.1.1   Relay Characteristics 
The operating time of ith overcurrent relay is a function of Time Dial Setting (TDSi), 
Pickup Current Setting (

ipI ) and the fault current passing through the relay (
if

I ). 

The relay characteristics are given by constants a and b. 
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2.1.2   Limits on the Relay Settings 
The bounds on the relay settings can be represented as 
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Overcurrent relay coordination involves the appropriate settings of TDSi (discrete) 

and 
ipI  (discrete). The lower limit of 

ipI  is the minimum tap available. The upper 

limit of 
ipI  is the maximum tap available. Similarly TDSi has also lower and upper 

limit values based on the relay current-time characteristic. 

2.1.3   Coordination Criteria 
Coordination constraint between the primary and backup relays is illustrated as, 
 

CTITT primarybackup ≥−                     (5) 
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where, Tbackup is the operating time of backup relay and Tprimary is the operating time 
of the primary relay. The Coordination Time Interval (CTI) ensures that the operating 
time of the backup relay must be greater than the corresponding primary relay for all 
the faults considered (all fault types, normal and single-contingency conditions).  The 
value of CTI is normally selected between 0.2 to 0.5 s. 

2.2 Problem Formulation of Changed Network Topologies 

The fault current passing through the relays changes when the network topology is 
changed.  Owing to the changed fault current, the operating time of primary and 
backup relays will also change and this change in the operating time leads to the 
incoordination.  To overcome this problem, a new set of coordination constraints is 
added to the coordination constraints of main topology. Considering the different 
network topologies due to single line outage contingencies, the coordination constraint 
is reformulated as follows: 

CTITT primary
s

backup
s ≥− , s ∈  S               (6) 

 

where backup
sT  and primary

sT  are the operating time of backup and primary relays 

for the sth network topology. S is the set of all topologies which have been obtained 
under single line outages contingencies of the main topology. 

3 Modified Differential Evolution (DE) 

The differential evolution (DE) algorithm inspired evolutionary computing, proposed 
by Storn and Price [13], is a stochastic, population based optimization method. DE 
has been successfully applied in many engineering fields such as power systems [14], 
mechanical engineering [14], pattern recognition [14] etc. due to its simplicity in 
implementation, robustness and fast convergence. The modified algorithm customized 
for the problem at hand is as follows. 

3.1 Initialization  

It begins with randomly initiated population of N D–dimensional parameter vectors, 
which represents the potential solutions of the global optimum. The total number of 
iterations or generations is represented by G. Each ith vector at gth iteration is 
produced using corresponding minimum and maximum limits, using a uniformly 
distributed random variable. This causes the initial solutions to be spread over the 

search space without any bias. For all equations of the algorithm, integers [ ]Ni ,1∈ , 
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Each element in the candidate vector has lower and upper numerical bounds, which 
are characteristic of the system being optimized.   
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It is notable that the optimization here contains physically dissimilar variables; the 
candidate vector is represented as a concatenation of those variables. 
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3.2 Mutation  

This step modifies the potential vectors to be tested against the rest of the current 
vectors, going through a sorting process to ensure that only the best is transferred to 
the next iteration. It can be done through one of the many ways shown using mutually 
exclusive random indices a, b, c, d, e and index of the best vector. 
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Obtaining the modified vector g
iM  is dependent on the control parameters λ and γ, 

which can be intelligently modified to handle discrete variables. Instead of using them 
as just multipliers, in this algorithm they are treated as operators on the differential 
vectors which can multiply adaptive weights and also discretize the differential 
vectors operated upon. 
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( ) ( ){ }δΛ ΛΛθ θλ +=×= 0                             (17) 

 

( ) ( ){ }δΩ ΩΩθ θγ +=×= 0                            (18) 

 
The double-bar operator represents discretization of the variable to the nearest 
possible state as allowed for TDS or Ip values. θ represents a generic multi-
dimensional matrix of real numbers. Λ and Ω are multipliers which start with Λ0 and 
Ω0 values respectively, but are modified by a Gaussian random variable δ, which has 
standard deviation of unity over a mean value (μg) given by the normalized mean of 
the current population’s objective values. If the mean of objective values are 
relatively small, larger is the perturbation, leading to higher explorative capabilities. 
As the iteration progresses, the mean value becomes relatively higher and the 
probability of smaller perturbations becomes high, leading to more exploitative 
capabilities of the population. 
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where Fg is the column vector containing the objective values of the current 
population. The values of μg are reasonable for mutation operation only if all values in 
Fg are non-negative. Since the objective of the problem studied is total operating time, 
this criterion is satisfied automatically.   

3.3 Crossover  

It determines the intermixing of the mutant population with the original population. 
Depending on Cr, either mutant element or the original population is selected to a 
crossed population as shown below. 
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where g
jic ),(  is the jth element of the vector g

iC , g
jim ),(  is the jth element of the 

vector g
iM  and g

jix ),(  is the jth element of the vector g
iX . The value jrand is a 

random integer generated such that ]1[ ,Djrand ∈ . The value of ( )1,0∈Cr is 

generally taken high such that the crossed population would have higher probability 
of having larger percentage of mutated portions.  

3.4 Selection 

From the crossed population and the current population, candidate vectors are 
selected for the next generation, purely based on merit (or objective function value). N 
vectors giving the best objective values when both populations combined are selected. 
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The procedure is repeated till specific criteria for termination is reached. 

4 Case Study  

In order to assess the proposed method, the developed modified DE is applied to 8-
bus test-system shown in Fig.1.  The system data is given in [9]. : The overcurrent 
relays having IEC standard inverse-type characteristics is considered for research 
work. The network consists of 14 relays shown in Fig 1. The TDS can vary from 0.05 
to 1.1 with a step of 0.01 and the Ip can vary from 0.5 to 2.5 with a step of 0.25.  The 
ratios of the CTs are shown in Table 1. CTI is assumed to be 0.3, a=0.14 and b=0.02. 
The primary/backup relay pairs and the corresponding fault current are shown in 
Table 2. 

The proposed modified DE is capable of solving discrete non-linear optimization 
problems. The DOCRs coordination is solved for fixed network topology using the 
GA and modified DE and was coded in MATLAB with total number of variables 28 
and population size of 20 individuals. The maximum number of generation count used 
is 1000. The modified DE performs best with the last strategy in DE. The scaling 
factor Λ0 and Ω0 are taken to be as 0.5 and 0.3 respectively after many trials. The 
crossover rate used is 0.8.  In GA, its own individual best performance for this 
problem is found empirically when the probability of selection, crossover and 
mutation are taken as 0.6, 0.5 and 0.02 respectively. The optimal time dial setting and 
pick up current setting of each overcurrent relay are computed for two cases. 
  
Case 1) Coordination problem considering fixed network topology 
Case 2) Coordination problem considering changed network topology 
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Table 1. CT ratio for 8 bus system 

Relay no CT ratio Relay no CT ratio 
1 1200/5 8 1200/5 
2 1200/5 9 800/5 
3 800/5 10 1200/5 
4 1200/5 11 1200/5 
5 1200/5 12 1200/5 
6 1200/5 13 1200/5 
7 800/5 14 800/5 

 

 

Fig. 1. 8-bus test-system, 14 relay pairs (Nodes, branches and relays are labelled. Node labels 
are in bold and branch labels are circled. Line outage numbers and branch labels are the same.) 

The optimal values are shown in Table 3. From the results obtained by developing 
GA and modified DE, it shows the latter gave better optimal solution than GA for 
both the cases. Table 4 shows the coordination constraints number, number of 
incoordination and percentage of incoordination for fixed network and changed in the 
network topology due to single line outages contingencies. The parameters already set 
for fixed network topology would no longer make the system operate without any 
incoordination when there is a changed in the network topology because of the fault 
current variations. Table 5 shows the obtained optimal settings for fixed network and 
after consideration of different network topologies. 
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Table 2. Primary/Backup Relay Pairs and Fault Currents in Fixed Network Topology 

Primary/Backup pairs Near-End Fault Current 

Primary Relay No Backup Relay No 
Primary Relay 

(KA) 
Backup Relay 

(KA) 
1 6 2.6671 2.6671 
2 1 5.2841 1.5791 
2 7 5.698 2.0258 
3 2 3.6274 3.6274 
4 3 2.4216 2.4216 
5 4 1.3651 1.3651 
6 5 4.5068 0.7049 
6 14 5.2354 1.4855 
7 5 4.0438 0.2404 
7 13 4.188 0.3959 
8 7 5.1201 1.402 
8 9 4.4388 0.6668 
9 10 1.43 1.43 
10 11 2.5382 2.5382 
11 12 3.789 3.789 
12 13 5.3675 1.6259 
12 14 5.7953 2.086 
13 8 2.4943 2.4943 
14 1 4.188 0.3959 
14 9 3.8957 2.0271 

 
To verify the robustness of the modified DE, the results of the cases 1 and 2 are 

compared for an arbitrary relay pair.  The operating time of primary and backup 
pairs are shown in Table 6 for every single line outage contingency. 

Table 3. Optimal Settings of Relays for 8-Bus Test-System for Fixed Network Topology 

Relay Number 
Genetic Algorithm, 

GA 
Proposed DE Algorithm 

TDS Ip TDS Ip 
1 0.23 1.25 0.36 0.5 
2 0.58 1 0.26 2.5 
3 0.52 0.5 0.2 2 
4 0.35 0.5 0.14 1.75 
5 0.18 0.5 0.18 0.5 
6 0.49 0.5 0.35 1.25 
7 0.59 0.75 0.23 2.25 
8 0.51 0.75 0.26 2 
9 0.13 1 0.25 0.5 

10 0.13 1.7 0.21 1.25 
11 0.41 0.5 0.46 0.5 
12 0.59 0.5 0.42 1.5 
13 0.41 0.5 0.29 0.75 
14 0.55 0.75 0.37 1.5 

Objective Function Value (s) 11.9424 10.2864 
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Table 4. Number of incoordination Constraints due to Single line Outage 

Line Outage No 
Coordination 

Constraints No. 
Incoordination 

Constraints No. 
Percentage of 

Incoordination 
1 12 3 25 
2 12 4 33 
3 10 1 10 
4 11 4 36.4 
5 11 2 18.2 
6 10 2 20 
7 12 3 25 

Table 5. Optimal Settings of Relays for 8-Bus Test-System 

Relay Number 
 DE, Case 1 DE, Case 2 

TDS Ip TDS Ip 
1 0.36 0.5 0.55 0.75 
2 0.26 2.5 0.6 1.25 
3 0.2 2 0.4 1.75 
4 0.14 1.75 0.3 1.75 
5 0.18 0.5 0.45 0.5 
6 0.35 1.25 0.5 1.5 
7 0.23 2.25 0.5 1.75 
8 0.26 2 0.5 2 
9 0.25 0.5 0.7 0.75 

10 0.21 1.25 0.45 1.75 
11 0.46 0.5 0.45 2.5 
12 0.42 1.5 0.55 2.5 
13 0.29 0.75 0.65 0.75 
14 0.37 1.5 0.5 2.25 

Objective Function Value 
(s) 

10.2864 20.4 

 
Column 1 of Table 6 shows the line outage number and zero indicates the fixed 

network topology i.e. without any line outage. Columns 2 and 3 represents the 
operating time for backup and primary relays for case 1 and the incoordination 
constraint value is shown in column 4 for case 1. Columns 5, 6 and 7 show the 
operating time for backup relays, primary relays and incoordination constraint value 
for case 2. Near-end fault is created in line no. 3 (Relay 2 will act as primary and relay 
7 as back for relay 2). 

By employing the setting obtained from the case 1, the violation of four 
coordination constraints is caused by single line outage. It is seen from the Table 6, 
that setting obtained from case 2 removed all the violation constraints, thereby 
making solution robust against the single line outage even though the values of TDS 
and Ip are increased in multiple network topology. The objective function value 
shown in the Table 7 shows the advantage of proposed method over the GA. 
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Table 6. Operating Time of Primary/Backup Relay (2, 7) due to Single Line Outage 
Contingencies (for near-end faults) 

Line 
Outag
e No. 

Case 1 Case 2 
Primary 

Operating 
Time 

Backup 
Operating 

Time 

Incoordinat
ion 

(CTI= 0.3) 

Primary 
Operating 

Time 

Backup 
Operating 

Time 

Incoordina
tion 

(CTI=0.3) 
0 0.7766 0.3416 0.34 1.3662 0.6939 0.69 
1 0.7908 0.9167 0.1259 1.3854 0.3497 0.3 
2 - - - - - - 
3 - - - - - - 
4 0.7362 0.9133 0.1771 1.3106 0.419 0.42 
5 0.7362 1.1182 0.38 1.3106 0.7495 0.75 
6 0.7362 0.9133 0.1771 1.3106 0.419 0.4 
7 0.7905 0.9159 0.1254 1.385 1.7339 0.3 

Table 7. Optimal Settings of Relays for 8-Bus Test-System after Considering the Different 
Network Topologies 

Relay Number 
Genetic Algorithm, GA Proposed DE Algorithm 

TDS Ip TDS Ip 
1 0.490 1 0.55 0.75 
2 0.62 1.5 0.6 1.25 
3 0.62 0.75 0.4 1.75 
4 0.39 1 0.3 1.75 
5 0.44 0.5 0.45 0.5 
6 0.48 1.5 0.5 1.5 
7 0.74 1 0.5 1.75 
8 0.69 1.25 0.5 2 
9 0.96 0.5 0.7 0.75 
10 0.52 1.75 0.45 1.75 
11 0.91 0.75 0.45 2.5 
12 0.67 2.5 0.55 2.5 
13 0.67 1 0.65 0.75 
14 0.65 1.75 0.5 2.25 

Objective Function Value (s) 22.71 20.08 
No. of Function Evaluation 12000 9000 

5 Conclusion 

This paper presents the reformulation of DOCRs coordination problem considering 
different network topologies.  DOCRs can be formulated as a complex non-linear 
optimization problem .The proposed modified DE is applied to find the optimal 
settings of the DOCR without violating any of the coordination constraints. The 
algorithm is tailored for handling discrete variables and exhibit adaptive mutation as 
the state of the population changes. The proposed method provides the system 
robustness against network uncertainties caused through line outages. 
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Abstract. This paper focuses on the application of real-coded genetic algorithm 
(RGA) to determine the optimal controller parameters of an autonomous power 
system model for its load tracking performance analysis. To determine the real-
time parameters of the studied model, Sugeno fuzzy logic (SFL) is used. RGA 
is applied to obtain the controller parameters for transient response analysis 
under various operating conditions and fuzzy logic is applied to develop the 
rule base of the SFL model. The developed fuzzy system gives the on-line 
controller parameters for different operating conditions. Time-domain 
simulation of the investigated power system model reveals that the proposed 
RGA-SFL yields on-line, off-nominal controller parameters, resulting in on-line 
terminal voltage response. To show the efficiency and effectiveness of RGA, 
binary coded genetic algorithm is taken for the sake of comparison. 

Keywords: Automatic voltage regulator, load-tracking performance, 
optimization, real-coded genetic algorithm, Sugeno fuzzy logic. 

1 Introduction 

Independent power producers (IPPs) are participating in the power market to supply 
reliable power to the consumers [1]. The main requirement of the distributed 
generation (DG) is focused due to the restructuring of the electric power 
industry and the increase of electric power demand. So, in modern power 
system, the use of the DG becomes more important because of the stringent present-
day energy crisis. Generally, a DG system consists of small-scale power generators 
that are located close to the load centre. The main advantages of the employment of 
the DG systems are that consumers can generate electric power with or without grid 
backup and the surplus power generation can be sold back to the grid under low load-
demand conditions. For example, a hybrid fuel cell-diesel engine generator (DEG) 
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system promises a lot of opportunities in remote areas which are far from the utility 
grid and DEGs may be employed to generate power for the connected loads [2]. 

The main function of the automatic voltage regulator (AVR) is to control the 
terminal voltage by adjusting the generator excitation under any load condition. 
Despite significant studies in the development of advanced control strategies, the 
classical proportional-integral-derivative (PID) controllers [3] remain the controllers 
of choice to control the AVR because of its simple structure and robustness to 
variations of the system parameters. Proper selection of the PID controller parameters 
is necessary for the satisfactory operation of the AVR.  

Recently, evolutionary computation techniques such as genetic algorithm (GA) [4] 
and particle swarm optimization [5] have been applied to obtain the optimal PID 
controller parameters. Traditional, binary coded GA suffers from few drawbacks 
when applied to multi-dimensional and high-precision numerical problems [6]. The 
situation may be improved if GA is used with real number data, called as real-coded 
genetic algorithm (RGA) [7]. Sugeno fuzzy model for on-line tuning of the PID 
controller has been adopted in [5, 8]. 

 Off-line conditions are sets of nominal system operating conditions, which is 
given in the SFL table and in real-time environment these input operating conditions 
vary dynamically and become off-nominal. This necessitates the use of very fast 
acting SFL to determine the off-nominal controller parameters for off-nominal input 
operating conditions occurring in real-time.  

The objectives of this paper are (a) to determine the off-line, nominal controller 
parameters by employing either RGA or GA, (b) to explore the suitability of the SFL-
based controller for on-line real-time environment, (c) to critically examine the 
performance of the proposed controller of the autonomous power system for practical 
implementation under any sort of input disturbances and (d) to establish the suitability 
of the RGA-SFL over the GA-SFL for the present application. 

The rest of the paper is documented in the following headings. The next section 
describes the proposed autonomous power system model. In Section 3, the 
mathematical modeling of the present problem is formulated. A brief description of 
the RGA is given in Section 4. In Section 5, a short review of the SFL is done. 
Section 6 highlights on the input parameters of the studied autonomous power system 
model and those of the adopted algorithms. Simulation-based results of the present 
work are presented and discussed in Section 7. Finally, concluding remarks are 
focused in Section 8. 

2 Autonomous Power System Model 

An autonomous power system model of a typical DEG consisting of a speed governor 
and an AVR with a PID controller [5] is considered in the present work and is 
presented in Fig. 1.  The upper half blocks of Fig. 1 represent the standard mechanical 
model of a DEG with a speed governor and the lower half blocks represent the 
electrical model of a DEG with an AVR [5]. Parameters of the speed governor are the 
droop R and a tunable integral controller gain iiK . The objective of this integral 

controller is to eliminate the steady-state frequency error of the studied model.  
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The parameters H and D shown in Fig. 1 are p.u. inertia constant and the p.u. damping 
constant of the DEG, respectively.

         
 

Table 1 depicts the transfer function [9] and the parameter limits of the different 
components of the studied model.   

 

 

Fig. 1. Block diagram of the studied autonomous power system model 

Table 1. Transfer functions and parameter limits of different components of the studied 
autonomous power system model 

Component Transfer function Parameter limits 

PID controller 
dsK

s
iK

pKsPIDG ++=)(  
0.1,,0001.0 ≤≤ dKiKpK  

I controller 
s
iiK

sIG =)(  
0.10001.0 ≤≤ iiK  

Amplifier 

as
aK

samplifierG
τ+

=
1

)(  
4010 ≤≤ aK  ; sas 0.102.0 ≤≤τ  

Exciter 

es
eK

sexciterG
τ+

=
1

)(  
101 ≤≤ eK  ; ses 0.14.0 ≤≤τ  

Generator 

gs

gK
sgeneratorG

τ+
=

1
)(  gK depends on load (0.7-1.0); 

sgs 0.20.1 ≤≤τ  

Sensor 

ss
sK

ssensorG
τ+

=
1

)(  
sss 06.0001.0 ≤≤τ  

DEG 

deg1

1
)(deg τs

sG
+

=  
s31.2deg =τ  

Valve actuator 

(VA) vas
sVAG

τ+
=

1

1
)(  

sva 82.0=τ  
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3 Mathematical Problem Formulation  

3.1 Eigenvalue Analysis 

In the studied autonomous power system model the tunable parameters ( pK , iK , dK , 

and iiK ) are so tuned that some degree of relative stability and the damping of 

electromechanical modes of oscillations are obtained [10,11]. To satisfy these 
requirements, a multi-objective objective function is formulated and is presented 
in (1).  

 4321 1010 JJJJJMin ++×+×=                                          (1) 

The weighting factors involved in (1) are chosen to impart more weights to 1J   

and 2J  , and thereby, making them mutually competitive with the other two 

components (like 3J   and 4J ) during the process of optimization. The different 

components of (1) are stated below. 

( ) −= i iJ 2
01 σσ  if iσσ >0 , iσ  is the real part of the ith eigenvalue. The 

relative stability is determined by 0σ− .  The value of 0σ  is taken as -1.0 for the best 

relative stability and the optimal transient performance. 

( ) −= i iJ 2
02 ξξ , if ( iβ , imaginary part of the ith eigenvalue) > 0.0, iξ   is   the 

damping ratio of the ith eigenvalue and  0ξξ <i . Minimization of this objective 

function will minimize the maximum overshoot. 
2

3 )(= i iJ β , if  0σσ −≥i . High value of iβ to the right of the vertical line at 

0σ−  is to be prevented. Zeroing of 3J  will increase the damping further. 

=4J  an arbitrarily chosen very high fixed value (say, 106), which will indicate 

some iσ  values ≥  0.0. This means unstable oscillation occurs for that particular set 

of parameters. This set of particular parameters will be rejected during the process of 
optimization. 

It is to be noted here that by minimizing J , closed loop system poles are, 
consistently, pushed further left of ωj  axis with reduction in imaginary part also.  

Thus, enhancing the relative stability and increasing the damping ratio above 0ξ . 

3.2 Design of Misfitness Function 

The prime requirements of the minimization of (1) are to obtain higher relative 
stability and to achieve better damping of the electromechanical modes of 
oscillations. These ensure minimal incremental change in terminal voltage 
( tVΔ (p.u.)) response. This may be achieved when minimized overshoot )( sho , 

minimized undershoot )( shu , lesser settling time )( stt , and lesser time derivative of 

incremental change in terminal voltage ( )( tV
dt

d Δ ) of the small-signal/ transient 
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response are achieved. To assess the performance of the eigenvalue analysis based 
minimization approach, modal analysis [10] is adopted. Based on the results of these, 
a misfitness function ( MF ) is designed in (2) [11]. 

 

2622626 )10)(()()10()10( ×Δ++×+×= tstshsh V
dt

d
tuoMF               (2) 

 

These are determined by modal analysis subsequent to 5=Δδ  = 0.0857 rad, state     
perturbation [10]. 

3.3 Constraints of the Problem  

The constrained optimization problem for the tuning of parameters of the studied 
autonomous power system is subject to the minimum and maximum limits of the 
tunable parameters ( iidip KKKK ,,, ) as given in (3). 
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(3) 

From the above discussions, the optimal values of the tunable parameters of the 
studied model are obtained by minimizing the J value (i.e. eigenvalue analysis) with 
the help of any of the optimizing techniques (RGA/GA). And, by adopting the modal 
analysis [10], the value of the MF  is obtained.  

4 Review of RGA and Its Application to Load-Tracking 
Problem 

For effective genetic operation, the crossover and mutation operators which can deal 
directly with the floating point numbers are used in RGA. The different steps of RGA 
are [7] real coded initialization of each chromosome, selection operation based on 
computation of the fitness function and merit ordering, crossover and mutation 
operation, sorting of the fitness values in increasing order among the parents and the 
off-springs, selection of the better chromosomes as parents for the next generation, 
and updating of genetic cycle and fulfilling the stopping criterion. 

5 Review of SFL for On-Line Tuning of Controller Parameters 

The whole process of SFL can be categorized into three steps viz. fuzzification, 
Sugeno fuzzy inference, and Sugeno defuzzification. The details of the steps may be 
found in [5, 8]. 
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6 Input Parameters  

A comprehensive list of the parameter limits of the studied power system model are 
given in Table 1. For the simulation work, the other chosen values of the model are  

10=aK , 1.0=aτ s, 0.1=eK , 4.0=eτ s, 0.1=rK
 

05.0=rτ s, 31.2deg =τ s, 

82.0=vaτ s, 5.11 =K , 2.02 =K , 5.13 =K , 9.1=H , 8.0=D , 074.0=R . The 

value of gK  is load dependent [9]. Number of parameters to be optimized is four. 

The minimum and the maximum limits of the tunable parameters are presented in 
Table I. For GA [5, 8], number of bits = (number of parameters) × 8 (for binary coded 
GA, as considered in the present work), population size = 60, number of iterations = 
100, runtime = 30, crossover rate = 80%. and mutation probability = 0.001 are 
chosen. For RGA [7, 12], population size = 60, number of iterations = 100, runtime = 
30, crossover rate = 80%., mutation probability = 0.001, crossover = single point 
crossover, mutation = Gaussian mutation, selection = Roulette wheel and selection 
probability = 1/3. 

The software has been written in MATLAB-7.3 language and executed on a 3.0-
GHz Pentium IV personal computer with 512-MB RAM. 

7 Simulation Results and Discussions 

For the present work, gK is varied from 0.7 to 1.0 in steps of 0.1 and gτ is varied 

from 1.0 to 2.0 in steps of 0.2. Thus, total 24 different sets of nominal input 
conditions are obtained. The algorithms employed for the present work are RGA, and 
GA. The results of interest including modal analysis based small-signal response 
characteristics are bold faced in the respective tables. For time-domain plots of the 

tVΔ  (p.u.), input step perturbation of 1% is applied either in reference voltage 

( refVΔ ) or in load demand ( dPΔ ). The major observations are documented below. 

7.1 Eigenvalue-Based System Performance and Misfitness Function Analysis    

Table 2 includes 8 different selected sets of input conditions and establishes 
optimization performance of RGA-based approach is better than GA-based approach. 
The modal analysis-based small-signal response profiles of the incremental changes 
of terminal voltages of studied model are also presented in Table II. It shows, RGA-
based technique yields optimal controller gains and offers lesser value of the MF. 
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Table 2. Sugeno fuzzy rule base table, optimized controller gains, optimum J values and modal 
analysis based transient response profile of incremental change in terminal voltage with varying 

gK and gτ  

gK

,

gτ  

Algor

ithm 

Optimal controller gains J

 

Modal analysis-based transient response profile 

pK  iK  dK  iiK  shu (

410×

)

sho (

410×

)

stt

(s) 

MF (

910× )

 

0.7, 

1.0 

GA 0.0946 0.0834 0.0109 0.1000 35.7153 -3.3255 8.7213 20.000 9.1119 

RGA 0.1000     0.0845     0.0145     0.1000 26.2980    -0.0695 8.7227     18.811 7.9629 

0.7, 

1.2 

GA 0.0644 0.0525 0.0050 0.1000 29.1682 -0.0101 8.7227 17.949 7.9308 

RGA 0.1000     0.1000     0.0050     0.1000 28.7676 -0.1870 8.7227     8.438 7.7833 

0.8, 

1.0 

GA 0.0849 0.0765 0.0082 0.1000 38.5021 -3.4694 8.7213 20.000 9.2097 

RGA 0.1000     0.0726     0.0315     0.1000 27.1475 -0.0112 8.7213     14.275 7.8099 

0.8, 

1.2 

GA 0.0889 0.0644 0.0138 0.1000 34.5489 -2.1180 8.7227 20.000 8.4572 

RGA 0.1000     0.0797     0.0078     0.1000 27.0290 -0.0104  8.7227     12.539 8.1658 

0.9, 

1.0 

GA 0.0895 0.0813 0.0080 0.1000 35.5397 -3.5925 8.7213 20.000 9.2967 

RGA 0.1000     0.1000     0.0063     0.1000 26.8785 -0.0144 8.7213     7.152 7.8572 

0.9, 

1.2 

GA 0.0998 0.0801 0.0080 0.1000 39.1675 -3.6027 8.7227 20.000 9.3066 

RGA 0.1000     0.0620     0.0311     0.1000 29.8006 -0.0109 8.7227     12.450 7.8636 

0.9, 

2.0 

GA 0.1000 0.0487 0.0050 0.0995 38.6098 -3.6532 8.7256 20.000 9.3483 

RGA 0.1000     0.0905     0.0050     0.1000 35.7949    -0.8358 8.7256     17.120 7.9766 

1.0, 

1.0 

GA 0.0737 0.0684 0.0050 0.1000 28.8732 -0.0093 8.7213 7.254 7.6587 

RGA 0.1000     0.1000     0.0050     0.1000 25.8896 -0.0044 8.7213     5.572 7.6571 

7.2 Analysis of the Transient Response of Change in Terminal Voltage 

Fig. 2 is pertaining to the comparative GA- and RGA-based time-domain transient 
response profiles of tVΔ (p.u.) with 1% simultaneous step change in reference voltage 

and load demand for nominal set of input parameters. This figure portrays that RGA-
based approach yields optimal tVΔ  (p.u.) response profile. The proposed RGA-based 

optimal controller gains settle the tVΔ  (p.u.) response quickly. Thus, the RGA-based 

controller gains perform better than the GA-based controller gains. 
For on-line, off-nominal input sets of parameters, the SFL model is utilized to get 

the on-line, optimal controller gains and these controller gains also yield the optimal 
incremental change in terminal voltage response profile (Fig. 3). From Fig. 3 it is 
observed that RGA-SFL model yields optimal incremental change in terminal voltage 
response. 
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Fig. 2. Comparative GA-, and RGA-based time-domain transient responses of the incremental 
change in terminal voltage (p.u.) with 1% step change in reference voltage and load demand for 
nominal set of input parameters 

 

Fig. 3. Comparative GA-SFL-, and RGA-SFL-based time domain transient responses of the 
incremental change in terminal voltage (p.u.) with 1% step change in reference voltage and load 
demand for off-nominal set of input parameters 

7.3 Convergence Profile 

Fig. 4 portrays the comparative convergence profiles J value for the algorithms like 
GA and RGA and it indicates that RGA-based meta-heuristic offers faster 
convergence profile and lesser value of J than GA counterpart. 
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Fig. 4. Comparative GA-and RGA-based convergence profiles of J 

7.4 SFL-Based Response 

Table 3 illustrates the SFL-based off-nominal, on-line optimal gains, J values and the 
corresponding modal analysis based small-signal response profile of the  incremental 
change in terminal voltage for on-line, off-nominal input set of parameters.  

Table 3. Sugeno fuzzy based off-nominal, on-line optimal gains, J values and transient       
response profile of incremental change in terminal voltage  

gK

, gτ  

Algori

thm-

SFL 

Optimal controller gains J

 

Modal analysis-based transient response profile 

pK  iK  dK  iiK  shu (
410×

)

sho (
410×

)

stt

(s) 

MF (
910×

)

0.72, 

1.42 

GA-

SFL 

0.0798  0.0525     0.0050 0.1000 36.3182 -3.3692 8.7239 20.000 9.1457 

RGA-

SFL 

0.1000     0.0647     0.0117     0.1000 29.9933   -0.0165 8.7239 20.000 8.0106 

0.87, 

1.89 

GA-

SFL 

0.0881 0.0516     0.0050     0.1000 40.3497 -3.2957 8.7254 20.000 9.0994 

RGA-

SFL 

0.1000     0.0475     0.0050     0.1000 35.2068 -0.0098 8.7254 13.654 8.7997 

0.95, 

1.67 

GA-

SFL 

0.0948 0.0555     0.0050     0.1000 37.6234 -3.6710    8.7248     20.000 9.3598 

RGA-

SFL 

0.0525     0.0525     0.0207     0.1000 34.9699 -0.0110  8.7248     16.743 7.8925 

1.01, 

1.96 

GA-

SFL 

0.0762     0.0315     0.0050     0.1000 38.4689 -3.7318    8.7255     20.000 9.4062 

RGA-

SFL 

0.1000     0.0525     0.0050     0.0240 31.0984   -0.0142  8.7255     18.917 7.9714 



128 A. Banerjee, V. Mukherjee, and S.P. Ghoshal 

 

7.5 Performance Evaluation under different Disturbances 

Time-domain transient responses under step disturbances (either positive or negative 
or zero) in reference voltage and/or in load demand for the studied power systems 
model are displayed in  Fig. 5 for 7.0=gK  and 0.1=gτ . This figure is achieved 

under certain increment/decrement/no change in reference voltage and/or 
loading/unloading as laid down in the different sketches of Fig. 5(a)-(f). From the 
different sketches (a–f) of this figure, it is noticed that the controller gains yielded by 
adopting the RGA exhibits better transient response of the incremental change in 
terminal voltage of the studied power systems model as compared to the GA-based 
approach. With the RGA-based optimal parameters and along with the faster action of 
the controlling mechanism of the automatic generation control loop, the proposed 
autonomous power systems model restores the system nominal performance quickly 
under different modes of investigated input perturbations. 
 

 

Fig. 5. Comparative GA- and RGA-based transient performance study for the studied model 
under different perturbations for nominal set of input parameters 
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7.6 Analysis of the Transient Response of Change in Frequency 

Fig. 6 is pertaining to the comparative GA-, evolutionary programming (EP) [13] and 
RGA-based time-domain transient response profiles of Df (p.u.) with 1% 
simultaneous step change in reference voltage and load demand for nominal set of 
input parameters. This figure portrays that RGA-based approach yields optimal Df 
(p.u.) response profile. The proposed RGA-based optimal controller gains settle the  
Df (p.u.) response quickly. Thus, the RGA-based controller gains perform better than 
either GA-based or EP-based controller gains. 

 

 

Fig. 6. Comparative GA-, and RGA-based time-domain transient responses of the incremental 
change in frequency (p.u.) with 1% step change in reference voltage and load demand for 
nominal set of input parameters 

7.7 AVR without PID-controller 

Fig. 7 presents the step response of the incremental change in terminal voltage of the 
studied power systems model without inclusion of the PID-controller. It is observed 
from this figure that the studied system is not capable to settle the terminal voltage to 
the desired value within a specified time. This necessitates the requirement of proper 
tuning of the controller gains. 
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Fig. 7. Step response of incremental change in terminal voltage of the studied autonomous 
power systems without PID controller 

8 Conclusion 

In this paper, RGA is used to optimize the different tunable parameters of load-
tracking performance of an autonomous power system model. For on-line, off-
nominal system parameters SFL is applied in the present work to get on-line output 
terminal voltage response. The on-line computational burden of SFL is noticeably 
low. Consequently, on-line optimized transient response of incremental change in 
output terminal voltage is obtained. A time-domain simulation of the studied model is 
carried out under different sorts of input perturbations for practical application and 
exhibits a dynamic performance with truly optimized different controller gains. It is 
also presented that the DEG plays a significant role on maintaining the terminal 
voltage variations along with the optimized controller gains of the studied model. The 
potential benefit yielded by the RGA is compared to that yielded by GA for this 
specific application arena of power systems. 
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Abstract. The paper is mainly focus to develop an integration of GNN and 
wavelet based models for STLF. The model is trained by using error back-
propagation algorithm, but there are certain inherent drawbacks of back-
propagation algorithm. To overcome the drawbacks of back propagation 
algorithm such as slow learning, stuck in local minima, needs error gradient etc. 
genetic algorithm (GA) is proposed. The performance of GA is further 
improved by making an adaptive GA with the help of fuzzy system. The 
adaptive GA changes the GA parameters such as cross over probability and 
mutation rate during execution by using fuzzy system. The GNN-W-AGA is 
used to forecast electrical load and compared with GNN-W trained with 
backprop and actual data.  

             Keywords: Load Forecasting, GNN, Wavelet, Adaptive GA, Fuzzy System. 

1 Introduction 

The approaches of short-term load forecasting can be mainly divided into two 
categories: statistical methods and artificial intelligence methods. In statistical 
methods, equations can be obtained showing the relationship between load and its 
relative factors after training the historical data, while artificial intelligence methods 
try to imitate human beings’ way of thinking and reasoning to get knowledge from the 
past experience and forecast the future loads. 

The statistical category includes multiple linear regression [PAP 90], stochastic 
time series [1], general exponential smoothing [2], state space model [3], etc. 
Recently support vector regression (SVR) [4], which is a very promising statistical 
learning method, has also been applied to short-term load forecasting and has shown 
good results. Usually statistical methods can predict the load curve of ordinary days 
very well, but they lack the ability to analyze the load property of holidays and other 
anomalous days, due to the inflexibility of their structure. Expert system [5, 6], 
artificial neural network (ANN) [7] and fuzzy inference [8] belong to the artificial 
intelligence category. Expert systems try to get the knowledge of experienced 
operators and express it in an “if…then” rule, but the difficulty in this technique is 

                                                           
* SM IEEE. 
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sometimes the experts knowledge is intuitive and could not easily be expressed. 
Artificial neural network doesn’t need the expression of the human experience and 
aims to establish a relational mapping between the input data set and the observed 
outputs. It is good at dealing with the nonlinear relationship between the load and its 
relative factors, but the shortcoming lies in over-fitting and long training time. Fuzzy 
inference is an extension of expert systems. It constructs an optimal structure of the 
simplified fuzzy inference that minimizes model errors and the number of the 
membership functions to grasp nonlinear behaviour of short-term loads, yet it still 
needs the experts experience to generate the fuzzy rules. Generally artificial 
intelligence methods are flexible in finding the relationship between load and its 
relative factors, especially for the anomalous load forecasting. [9-12] used the 
generalized neural network (GNN) approach for electrical STLF problem to 
overcome the problem of ANN. It is found that combinations of summation (Σ) 
neurons and product (Π) neurons at different layers are giving quite good results as 
compared to only summation neuron or product neuron in the whole network; which 
motivated to explore the possibilities of different combinations. Thus, a generalized 
neuron model has been developed that uses the fuzzy compensatory operators that are 
partly union and partly intersection given by Mizumoto [13] in his paper on pictorial 
representation of fuzzy connectives II in 1989. 

Use of the sigmoid threshold function and ordinary summation or product as 
aggregation functions in the existing models fails to cope with the non-linearities 
involved in real life problems. To deal with these, the proposed model has both 
sigmoid and Gaussian functions with weight sharing. The generalized neuron model 
has flexibility at both the aggregation and threshold function level to cope with the 
non-linearity involved in the type of applications dealt with. The neuron has both Σ 
and π aggregation functions. The Σ aggregation function has been used with the 
sigmoid characteristic function while the π aggregation function has been used with 
the Gaussian function as a characteristic function [14-15]. 

Wavelet is a powerful tool that can be effectively utilized for the prediction of 
short-term loads. This can be integrated with the neural network for the forecasting. 
Wavelet decomposition techniques have been integrated successfully with neural 
networks [16-21] showing more accurate and acceptable results as compared to 
conventional methods. 

In this paper, GNN-W based load forecasting technique has been developed which 
is trained using adaptive GA to overcome the problems of back-propagation gradient 
search algorithm. 

2 Development of GNN-W for STLF 

The proposed approach to forecasting is based on the wavelet transform (WT) and 
generalized neural network referred as GNN-W. The Db8 WT is used to decompose 
the given pattern as shown in Fig.2. 
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Fig. 1. Generalized Neural Network (GNN) 

 

 

Fig. 2. A three resolution with Daubechies wavelet (db8) 

These wavelet components are then used to train GNN to forecast each component 
one step ahead. The training vector used for first wavelet decomposed component as: 

Input of training vector = ( ), ( 1), ( 2)  
The output of training vector = ( + 1) 
Then forecasted wavelet components are used to reconstruct the future behaviour 

of given pattern. The pseudo code of GNN-W is given below.  
 

Pseudo code for GNN-W 

Begin  
Preparation of data 

Decompose the data using wavelet transform 

Inputs 

 

 

 

Π 

Output 
 

 

 

 

 

Weights 

Aggregation Operator Threshold function 

 

 

 

 Wavelet 
Transform 

(db8) 

Decomposed 
Components 

Normalized Electric 
load pattern of D.E.I. 

Substation 
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             for I = 1: no. of wavelet components  
                  Initialize the network parameters 

                                  While  (mean square error < error tolerance) 
                                  Calculate GNN output 

                                             Calculate error 
                                             Modify weights and bias 

                      end 
                  Forecast wavelet components 
            end 
      Reconstruct  forecasted pattern 

                 Plot the forecasted data 
end  

The training parameters for Generalized Neural Network Model and existing 
neural networks are given in Table 1.  

Table 1. Parameters used for ANN-W and GNN-W models 

Learning rate - 0.0001 
Momentum - 0.9 

Gain scale factor - 1.0 
Tolerance - 0.002 

All initial weights - 0.95 

3 Training of GNN-W Using Adaptive GA with Fuzzy System 

The program is developed for feed-forward generalized neural network with adaptive 
Genetic Algorithm as the learning mechanism in the feedback loop to overcome some 
of the disadvantages of back propagation learning mechanism to minimize the error of 
GNN. The Genetic Algorithm is made adaptive by changing its parameters during 
execution using Fuzzy System. 

Drawbacks of Back-propagation Learning Algorithm 
The back-propagation learning algorithm has various drawbacks as follows [22]: 

i. The slowness of the learning process, especially when large training sets or 
large networks have to be used.  

ii. Network may get stuck in local minima. 
iii. The learning rate and momentum have great effect of the training time. With 

constant step size of learning rate and momentum the convergence of back-
propagation tends to be very slow and often yields sub-optimal solutions. 

iv. Initial weights also affect the training time.  
v. The neural network may not Converge at all if the initial weights are not 

selected properly [HIN 96]. 
vi. The threshold function should be differentiable and non decreasing [FAU 94]. 
vii. The training time is a function of the error function [ESP 07]. 
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viii. The normalization range of training data and input output mapping also affect 
the training time and accuracy [CHA 96]. 

3.1 Advantages of GA 

The central theme of research on genetic algorithms has been robustness, the balance 
between efficiency and efficacy necessary for survival in many different 
environments. The following are the advantages of GA [23]: 

i. The genetic algorithms are a set of sophisticated search and improve procedures 
based on the mechanics of natural genetics; the search is absolutely blind, but 
guided by pre-designated precise operators. 

ii. The potentials of genetic algorithms as a problem solving especially in finding 
near optimal solution. 

iii. Genetic algorithms search from a population of points, not a single point. 
iv. Genetic algorithms use pay off information's (objective function), not derivatives 

or auxiliary knowledge. 
v. GA uses probabilistic transition rules, not deterministic rules. 
vi. Genetic algorithms work with a coding of the parameter themselves. 
vii. GA uses probabilistic procedure to select input to produce outputs for the next 

generations that include only fittest among the input and output. 

GAF Parameters 

• Population size:  50 
• Initial crossover probability: 0.9 
• Initial mutation probability: 0.1 
• Selection operator: tournament selection 
• Number of generations: 100 

In the adaptive Genetic Algorithm important GA parameters are: 

i. Crossover Probability (Pc), and  
ii. Mutation probability (Pm)  

are proposed to be varied dynamically during execution of the program according 
to the fuzzy knowledge base which has been  developed from the experience to 
maximize the efficiency of GA.  

The philosophy behind varying these parameters is that the response of the 
optimization method depends on the stage of optimization, i.e. a high fitness value 
may require, a low cross over probability and high mutation probability for further 
improvement; alternatively, at low fitness values the response would be better with a 
relatively, a high cross over probability and a low mutation probability. The reason 
behind it is that at the time of starting high cross over probability (Pc) and low 
mutation probability (Pm) yield good results, because large number of crossover 
operation will produce better chromosome vectors whose fitness value are relatively 
high. This process will continue for some finite number of generations after that the  
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fitness value of each chromosome vector becomes almost same (around 0.9). Beyond   
that the effect of crossover is not significant due to little variation in the chromosome  
vectors in that particular population. Hence, at this stage, the population can be 
diversified by the following means: 

i. By increasing the mutation rate of the chromosome vector to inculcate the 
new characteristics in the existing population. 

ii. By introducing new characteristics in chromosome vector in the existing 
population whose characteristics are different from the existing 
chromosome vectors and whose fitness value is relatively high (i.e. 
Keeping the population size (popsize) constant.  

In the present work, a fuzzy system is used to control the values of Pc and Pm. For 
this purpose the proposed ranges of these parameters have been divided into low, 
medium and high membership function, and each is given some membership value. 

4 Results 

The figures 3 to 6 show the actual and predicted training of winter season for a3, d1, 
d2, d3 components.  The error of training and testing performance are shown in figure 
7 and 8. The GNN-W model forecasted output for combined load pattern is shown in 
figure 9 when trained using back-propagation. The GNN-W-GAF model forecasted 
output for testing results of recombined load signal is shown in figure 10. The testing 
performance of both these models also tabulated in Table – 2. The improvement in 
Maximum fitness using GNN-W-AGA is shown in figure 11.  Variation in crossover 
and mutation probability during execution of GNN-GA Fuzzy for winter season is 
shown in figure 12.  

 

 

Fig. 3. Actual and forecasted data of a3 Component for the winter season using GNN-W 
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Fig. 4. Actual and forecasted data of d1 Component for the winter season using GNN-W  

  

Fig. 5. Actual and forecasted data of d2 Component for the winter season using GNN-W model 

 

Fig. 6. Actual and forecasted data of d3 Component for the winter season using GNN-W model 
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Fig. 7. Error during training for the winter season using GNN-W model 

 

Fig. 8. Error during testing for the winter season using GNN-W model 

 
Fig. 9. Testing performance of GNN-W with backprop model for the winter season 
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Fig. 10. Testing performance of GNN-W-AGA model for winter season 

 

 
Fig. 11. Maximum Fitness of GA fuzzy during execution of a3 component of winter season 
using GNN-W- AGA 
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Fig. 12. Variation in Crossover and Mutation probability during execution of a3 component of 
winter season using GNN-W- AGA 

Table 2. Training and testing performance of GNN-W models 

Model 
Testing 
RMSE 

 

Training 
RMSE 

GNN-W with 
backprop 

0.06094  
0.06202 

GNN-W with 
AGA 

0.0486 0.049 
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5 Conclusions 

The GNN-W model has great potential to handle highly nonlinear problems like load 
forecasting. The GNN-W-AGA has been trained through exposure to a set of samples 
of input and output. The back prop and AGA training algorithms have been compared 
for GNN-W. For GA optimization function i.e. sum squared error function was 
computed and used as fitness function of GA. The results show that the neural 
network with the help of AGA performs well with non-derivative learning 
mechanism. It helps us to minimize the error very near to zero (i.e. the fitness value of 
objective function reaches near to one). It is found that GNN-W-AGA approach gives 
very good results.  
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Abstract. Feature selection is one of the most key problems in the field of 
machine learning and data mining. It can be done in mainly two different ways, 
namely, filter approach and wrapper approach. Filter approach is independent 
of underlying classifier logic and relatively less costly than the wrapper 
approach which is classifier dependent. Many researchers have applied Genetic 
algorithm (GA) as wrapper approach for feature selection. In the paper, a novel 
feature selection method is proposed based on the multi-objective genetic 
algorithm which is applied on population generated by non-linear uniform 
hybrid cellular automata. The fitness functions are defined one using set lower 
bound approximation of rough set theory and the other using Kullbak-Leibler 
divergence method. A comparative study between proposed method and some 
leading feature selection methods are given using some popular microarray 
cancer dataset to demonstrate the effectiveness of the method. 

Keywords: Feature selection, Genetic algorithm, Multi-objective Evolutionary 
algorithm, Set lower bound approximation, Kullback-Leibler divergence. 

1 Introduction 

Data mining is the search of meaningful patterns or interesting information among 
huge set of redundant, noisy and inconsistent real life data. Features are 
characterization of data by which one can deduce some meaningful logic or rule from 
the data. There are many features in real life datasets, like gene microarray data, 
satellite GIS data, bio-medical data and so on, which are garbage and redundant in the 
sense that they do not have any active participation in mining task rather can degrade 
classification accuracy. As a result, only the significant features are selected as feature 
subset from the original feature set using various feature selection methods like CON 
[1], CFS [2], Single Objective Genetic Algorithm [3], NSGA-II [4] etc. 
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Evolutionary algorithms (EA) [5] [6] are imitation of natural evolution process for 
selecting the most feasible solution among many competing solutions. Genetic 
algorithm (GA) [3] is one of the most mature evolutionary strategies used for 
population based stochastic parallel search in which selection, crossover and mutation 
are three basic steps. Standard GA deals with only one fitness function or cost 
function but most of our daily real life problems are inherently multi-objective where 
simultaneous maximization or minimization of more than one competing fitness 
function value is required. The knowledge gathers about multi-objective GA and an 
extensive survey of stare of art research and development in multi objective 
Evolutionary algorithms can be found in [7]. The multi-objective evolutionary 
algorithm based on decomposition [8] is presented. Here neighborhood size parameter 
is tuned and show the better experimental results over fixed neighborhood size. There 
are many well-known methods present in the literature to handle more than one 
fitness function, like PAES [9], VEGA [10], MOGA [11], SEAMO [12], NSGA [13] 
and its descendent NSGA-II [4]. NSGA-II [4] gives very much promising result in 
finding the non-dominated pareto set as it is a pareto dominance based evolutionary 
algorithm. The major drawback of the method is its higher computational complexity 
O(MN2) ( M= number of objectives and N= population size), which is very costly 
when population size increases. 

In the proposed work, a novel feature selection method is introduced based on the 
multi-objective genetic algorithm which is applied on population generated by non-
linear uniform hybrid cellular automata. The fitness functions are defined, one using set 
lower bound approximation of rough set theory and the other using Kullback-Leibler 
divergence method [14]. The method shows very promising result with less time 
complexity as there is no need of global calculation typical of other pareto based multi-
objective optimization algorithm. It uses a steady state selection mechanism, no need for 
fitness sharing parameter used in NSGA or crowding distance used in NSGA-II [4]. It 
uses a unique jumping gene or Transposon [15] mechanism for mutation to preserve the 
diversity in the population. Cellular Automata (CA) [16] is well appreciated for its 
capability as an excellent random pattern generator. In the proposed method one 
dimensional non-linear uniform hybrid cellular automata is used for generating the 
population of binary strings where each feature is presented as a single bit in the entire 
string (‘1’ means presence of that feature and ‘0’ means absence of feature). 

The paper is organized into four sections. Section 2 describes the proposed 
feature selection method based on multi-objective genetic algorithm. The relate 
concepts of non-linear uniform hybrid cellular automata, rough set theory [17] and  
Kullback-Leibler divergence method [14] is described in this section which are used 
for setting the necessary environment for the application of genetic algorithm. The 
experimental results and performance of the proposed method for various 
benchmark gene expression datasets is evaluated in Section 3. Finally, conclusion 
and future work are drawn in Section 4. 

2 Methodology 

The Population generation is one of basic step in multi-objective evolutionary 
algorithm applied here for dimension reduction. A nonlinear hybrid uniform cellular 
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automata is used for this purpose. Two fitness functions are defined separately using 
Set lower bound approximation and Kullback-Leibler divergence method [14]. 
Finally, the genetic algorithm based optimization method is introduced for selecting 
the most important genes from the gene expression dataset.The method uses simple 
selection step, single point crossover [9] step and a unique jumping gene or 
transposon mechanism [15] for mutation to preserve the diversity in the population.  

2.1 Population Generation Using Nonlinear Hybrid Uniform Cellular 
Automata 

Cellular Automata (CA) was firstly proposed by John Von Neumann [16]. The model 
is suggested with 2-dimension grid of cells. This model has the capability of self-
reproduction and it is as powerful as universal Turing machine [18]. The proposed 
method uses a very simple version of CA which is widely known as one dimensional 
CA [16]. The method uses one dimensional grid of cells and generates four next state 
rules R1, R2, R3 and R4. Each cell of the grid has two states (0 or 1) and 3-
neighborhood dependency.  

i)   :   ( ) = ( ) ( )  ~ ( ) ( )  
ii)  :  ( ) = ( ) ( )  ( ) ~ ( )  
iii) :  ( ) = ( ) ( ) ( ) 
iv) :  ( ) = ( )   ( )  ~ ( )  

 
Where, L(i) is the left cell value of current i-th cell, C(i) is the current i-th cell value 
and R(i) is the right cell value of C(i). For every cell, any one of the above four rules 
are used to get its next state but which rule will be applicable for which cell is fixed 
dynamically (thus known as hybrid CA). Among the above mentioned four rules, R1, 
R2 and R4 are non-linear and R3 is linear. So, it is non-linear hybrid CA which is used 
for population generation as described below with an example.  

 

 

Fig. 1. Generation of next-state population using Cellular Automata 

Firstly, a random seed of binary string with size equal to number of features in the 
dataset is considered. Say, there are five features in the dataset and the randomly 

 

 
 
 
 
 
 
 

RULE:        R1                       R2                      R2                      R4                        R3 
SEED:         1                         1                         0                        1                          1 

            R      C     L        R      C     L        R     C       L     R      C       L        R      C     L 
             1      1      1         1       1      0        1       0       1      0       1       1         1       1      1 
 NS:             1                          0                          1                        0                           1 
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generated seed is 11011. Now, to each cell of the seed any one rule of R1 to R4 is 
randomly assigned. Then, for each i-th cell of the seed L(i), C(i) and R(i) is set as 
shown in Fig. 1. Finally, associated rule to the cells are applied and next state value 
for each cell of the seed is obtained, which is together considered as new input seed 
and the same process is repeated for a certain number of times (i.e. population size). 
Now all seeds together will form a population. 

2.2 Fitness Function 

As Fitness function determines the quality of a chromosome in the population. So, a 
strong fitness function is imperative for giving good result. Our method uses two 
different fitness functions based on (a) Set lower bound approximation [17] and (b) 
Kullback-Leibler Divergence method [14].  

2.2.1   Set Lower Bound Approximation 
For calculating lower approximation [17] of a set of objects on an attribute subset P, 
universe of discourse U is partitioned into equivalence classes [x]P using indiscernible 
relation IND(P), defined in (1). ( ) = ( , ) ∈ (| | | |)| ∈ , ( ) = ( )                   (1) 

Similarly, Equivalence classes [x]D are formed using (1) for the decision attribute. 
Thus, two different partitions U/P and U/D of equivalence classes [x]P and [x]D 
respectively, are formed. Now each class [x]D in U/D is considered to be the target 
sets X, i.e., X ∈ U/D. The lower approximation  of X under P is computed using 
(2), for all X ∈ U/D. The positive region POSP(D) is obtained by taking the union of 
the lower approximations  under P for all X in U/D, using (3). Then, dependency 
value of decision attribute D on P (i.e., ( )) is obtained using (4), which is 
dependent only on the set lower approximation value. =   |                                                                       (1) ( ) =  ∈ /                                                                 (3) 

( ) =  | ( )||  |                                                                    (4) 

2.2.2   Kullback-Leibler Divergence 
The Kullback-Leibler (KL) [14] divergence is a primary equation of information theory 
that quantifies the proximity of two probability distributions. It is a measure in statistics 
[19] that quantifies in bits how close a probability distribution p = {pi} is to a model (or, 
candidate) distribution q = {qi}.The KL divergence [12] is measured using (5). 

( || ) =  .                                              (5) 



148 S.K. Pati, A.K. Das, and A. Ghosh 

 

DKL is non-negative (≥ 0) and not symmetric in p and q. Its value is zero if the 
distributions match exactly and can potentially equal perpetuity. According to the 
binary string population, candidate feature subset is created and associated probability 
distribution (qi) is computed. Then the probability distribution (pi) based on decision 
attribute over all samples is calculated. Thus, the DKL(p||q) is computed using 
(5).Now, this model evaluates pair to pair  value and mean of these DKL value is 
used as another Fitness function.  

2.3 Jumping Gene Mutation 

Single bit mutation is very much popular in the GA literature [3] but it lacks diversity in 
population in some extent as the first bit of binary string generally does not change. To 
overcome the demerit, jumping gene or Transposon mutation methodology [15] is 
proposed. Jumping genes are a set of genes which can dynamically jump into the 
chromosome. These genes have a great potential for preserving the diversity among the 
members throughout the entire population which is very much crucial for search purpose.  

Let, the original chromosome in the population is (a1a2…..an). Randomly a 
jumping gene of length q (q<<n) say, (b1, b2, ..., bq) is selected. Then randomly the 
starting position from where the original gene of the chromosome will be replaced by 
the jumping gene is chosen. Let the starting position be k, so after mutation the muted 
chromosome is (a1a2…ak-1b1b2…bqaq+1…an). This mutation method gives much 
promising result than the single bit mutation scheme. The proposed method is 
established as it only replaces a parent with offspring iff the offspring offers better 
solution (by measuring dominance or better global best). 

Proposed feature selection method based on multi-objective genetic algorithm is 
pictorially depicted in Fig. 2. 

3 Experimental Results and Performance Evaluation 

Experimental studies presented here demonstrate the effectiveness of proposed feature 
selection technique. Experiments carried out on gene dataset publicly available at 
http://www-genome.wi.mit.edu/mpr and http://carrier.gnf.org/welsh/prostate as 
training and test dataset are summarized in Table 1. The training dataset is used for 
forming optimal gene subset and test dataset is used for measuring the effectiveness 
of the method by computing classification accuracy.  
 

Table 1. Summary of Gene expression (training/testing) dataset 

Dataset No. of Genes Class Name No. of Samples 
(class1/class2) 

Leukemia 7129 ALL/AML 38(27/11) 

Lung cancer 12533 MPM/ADCA 32(16/16) 
Prostate cancer 12600 Tumor/Normal 102(52/50) 
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Fig. 2. Illustrate overall feature selection method 

 

 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Input: DS = (U, C, D), 
Where, U= set of genes, 
C = set of all samples, 
D=decision attributes (i.e., 
normal and cancerous). 

Input population size and 
generation_no. 
Set, gen_counter = 0. 

Generate binary string 
population using linear, 
hybrid Cellular Automata.  

Evaluate both Fitness 
functions and determine 
global best for population.  

Select next member of 
population as first parent. 
(Int., set first member.) 

Offspring replaces any 
one parent randomly. 

Check gen_ 
counter = gen- 
eration_no? 

Yes 

No 

Apply single point 
crossover and produce any 
one offspring. 

Select second parent 
randomly from remaining 
members. 

Output: Any non-
dominated member gives 
the reduced dimension. 

Offspring replaces 
corresponding 

Apply jumping gene 
mechanism for mutation 
to the offspring. 

Is fitness value 
of offspring 
the global 
best? 

Yes 

No 

Check offspring 
dominates any 
of its parents?  

Yes 

No 

gen_counter + 1 
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Table 2. Classification accuracy (%) of various dataset in various methods 

 
 
Some existing feature selection methods like Consistency Subset Selection (CON) 

[1], Correlated Feature Selection (CFS) [2], Single Objective Genetic Algorithm 
(SOGA) [3], NSGA-II [4] and the proposed Multi-Objective GA (PMOGA) for 
feature selection is applied on the datasets and Classification accuracies on reduced 
datasets are measured by various classifiers available at WEKA [20] tool, such as 
Function based (e.g., SVM, MLP, RBF and SMO), Tree based (e.g., J48), Bayes (e.g., 
NB) and Meta classifier (e.g., VOTE) that are listed in Table 2. In time of 
classification accuracy calculation 10 cross-fold validation is used. CON [1] and CFS 
[2] are available at WEKA [20] tool and SOGA [3] and NSGA-II [4] are implemented 
by us together with the proposed PMOGA method. 

From Table 2, it is observed that, the methods NSGA-II [4] and PMOGA are 
superior to the others in terms of both attribute reduction and accuracy, and 
comparatively proposed PMOGA is better than NSGA-II [4] in some cases. Also it is 
observed that, the execution time required by the proposed method is nearly (1/10)th in 
hour of the NSGA-II, where the executing system consists of 8 CORE CPU running 
at 4 GHz clock frequency, 8 GB RAM operating 1.6 GHz. 

Some statistical measurements like Recall (True Positive Rate), Fall-out, 
Specificity (False Positive Rate) and F1-score of the classifiers are calculated using 
(6), (7), (8) and (9), respectively. 
 = = +                                                           (6) 

_ = = +                                                      (7) 

Dataset 
 

Methods (# 
selected genes) 

Classifiers 
SVM NB J48 VOTE MLP RBF SMO 

 
Leukemia 

 

CON(98) 94 95 96 85 89 90 95 
CFS(105) 93 94 99 95 96 92 95 

SOGA(120) 80 82 83 80 85 89 85 
NSGA-II (99) 97 93 92 90 93 94 97 
PMOGA(89) 97 94 93 94 96 97 98 

 
Lung 

CON(90) 93 94 94 65 92 91 93 
CFS(85) 80 88 80 56 80 81 80 

SOGA(150) 80 79 80 50 79 80 85 
NSGA-II(100) 98 100 77 52 100 97 95 
PMOGA(95) 100 100 77 55 100 98 95 

 
Prostate 

CON(96) 94 93 92 82 90 91 92 
CFS(99) 100 100 100 98 91 99 96 

SOGA(116) 85 89 81 79 77 82 81 
NSGA-II(107) 96 91 96 96 93 95 94 
PMOGA(89) 100 100 98 96 99 100 100 



Gene Selection Using Multi-objective Genetic Algorithm Integrating Cellular Automata 151 

 

= = + = 1 _                                (8) 

1_ = 22 + +                                                            (9) 

Where, TP is the positive object classified as positive, FP is the positive object 
classified as negative, TN is the negative object classified as negative and FN is the 
negative object classified as positive. The calculated various statistical measurements 
are graphically shown in Fig. 3, Fig. 4 and Fig. 5 for three mentioned dataset for the 
classifiers SVM, NB and J48. It is observed that proposed method PMOGA gives 
better and more consistent measures compare to other methods. 

 

Fig. 3. Performance of Leukemia dataset for (a) SVM (b) NB (c) J48 
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Fig. 4. Performance of Lung cancer dataset for (a) SVM (b) NB (c) J48 

 

Fig. 5. Performance of Prostate cancer dataset for (a) SVM (b) NB (c) J48 
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The ROC curves (drawn by Matlab) of experimental dataset reduced by  CON, CFS, 
SOGA, NSGA-II and PMOGA for SVM classifier are shown in Fig. 6, Fig. 7 and Fig. 8. 
It is observed that, the ROC graph corresponding to the proposed method PMOGA based 
on SVM classifier rises almost vertically from (0, 0) to (0, 1) and then horizontally to (1, 
1) whereas the graph for other methods are not so vertical and horizontal. This indicates 
perfect and truly significant classification performance on the data set. 

 

Fig. 6. ROC curve of Leukemia dataset for SVM classifier 

 

Fig. 7. ROC curve of Lung cancer dataset for SVM classifier 
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Fig. 8. ROC curve of Prostate cancer dataset for SVM classifier 

4 Conclusion and Future Work 

Systematic and unbiased approach to cancer classification is of great importance 
treatment of the disease and drug discovery. Biologists focus on a small subset of 
genes (features) that dominate the outcomes before conducting in depth analysis and 
expensive experiments with a larger set of genes. Therefore, automated discovery of 
this small and good gene subset is highly desirable. In the paper, a novel multi-
objective evolutionary approach has been proposed to select important informative 
gene set, which classify the cancer dataset effectively and efficiently. The method 
uses two fitness functions separately based on the concepts of strong mathematics 
such as rough set theory and probability theory. Jumping gene mutation also 
overcomes the lack of diversity of population that may arise in case of single bit 
mutation. The only demerit of the method is that we have set the population size 
within the range 100 to 1000 experimentally. As the method guaranteed that any one 
member of the final population gives the reduced dimension of the system, in future 
we will try to minimize the population size and construct a classifier for each reduced 
dataset and try to ensemble them. 
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Abstract. The research in content based Image retrieval (CBIR) systems is 
becoming matured as more and more applications are building up over it. In 
order to imitate the way human being treat the image management, the 
conventional way of text based retrieval systems are being replaced by the 
visual content based systems.  The image content has several dominant 
characteristics like color, texture and it is interesting to see the classification of 
images on content-basis can be achieved with these features. The color has 
different features like average, variance and texture can be represented by co-
occurrence matrix. This different descriptor for the images can form a combined 
feature vector. However, in order to have optimum performance and to reduce 
the feature dimensionality for making system real-time, genetic algorithm (GA) 
based feature selection is used in this paper. The genetic algorithm can be used 
at the level of the feature elements selection; where important features are 
preserved while ignoring remaining We used the database of 10 classes and 100 
images in each class for validation of CBIR system. We performed the 
experiments with and without GA and observed the usefulness of feature 
optimization. The result shows the effectiveness of these features for content 
based classification or image retrieval applications.  

Keywords: Content based image retrieval (CBIR), Genetic Algorithm, Co-
occurrence matrix, Feature vector, Edge Histogram Descriptor. 

1 Introduction 

With many ongoing multimedia applications, content- based image retrieval (CBIR) 
has recently gained more attention from the researcher around the world for image 
management and search of image of user's interest. Growing number of digital images 
are being created in various applications like academia, photography, hospitals, 
research, governance etc. In past or by conventional methods, the way used for image 
retrieval was metadata like tags, keyword indexing or just browsing. However, use of 
such metadata for searching for images can yield a lot of garbage content and 
                                                           
* Corresponding author. 
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additionally it needs all images to be tagged manually. With more and more 
multimedia information appear on the Internet and other digital multimedia as well as 
human beings’ thirst for exact and fast retrieval, it is interesting to see how CBIR 
algorithms and data processing enables the image retrieval application and satisfies 
the users. The typical block diagram CBIR system is shown in fig 1, where query 
image is selected by user and CBIR system gives the group of similar images in 
response to the query.  

The first Content-based image retrieval of its kind had been introduced by T. Kato in 
1992. The enormous growth in images due to easy and cheaper availability of cameras, 
wide inclusion of images in governance and corporate processes, has already given 
some successful and popular CBIR systems such as QBIC, Virage, RetrievalWare, 
Photobook, Chabot, VisualSeek, WebSeek, MARS system, SurfImage, Netra, and 
CANDID etc. These are some CBIR systems where some of them are general and 
others are for specialized are like medical images retrieval system.  Most Retrieval 
systems are based on similarity defined in terms of Visual features. 

 

  

Fig. 1. Generic block diagram of CBIR system 

In general, a database of images has to be stored in advance and appropriate 
features need to be extracted from these images. The set of features may include 
color, shape, texture, region or spatial features which are combined form the feature 
vectors.  The user inputs a query image or query features. If the former, the features 
are first extracted from the image and are compared with the stored features of the 
database images. The images from database whose features are with the least distance 
from the query feature are chosen as a "retrieved images". The work in this paper 
presents the evolutionary computation based system for selecting the appropriate 
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feature elements in order to maximize the system performance.  We have used genetic 
algorithm tool to select optimum feature elements.  

The remaining part of this paper is as follows. The next section 2 presents the 
relevant work done in the area of CBIR. Section 3 presents the methodology adopted 
in this work. The experimental results and discussion are reported in the section 4. 
Finally, paper is concluded in section 5 by highlighting the contribution of this work.  

2 Relevant Work 

It is normal to color, texture and shape information in various combinations have been 
the dominant traits used for image retrieval. Among these, color has been the most 
effective.  Swain and Ballard were among the first to show the usefulness of color in 
object identification in [1]. It later transformed into its variants like a color histogram 
[2], color moments [3], and color correlogram [4]. This kind of work was extended in 
[8] for the CBIR system where efficient combination of multi-resolution color and 
texture features were used.  Edge being a useful feature of images, detection 
techniques based on it was explored to a great extent by Amato [5]. In [6], color, 
texture and shape features were used and average precision for each image class was 
found. A slightly different approach was adopted by Zhang [7] where artificial neural 
network was focused on eliminating unlikely candidates rather than pin-pointing the 
targets directly. 

The growth in digital medical images has produced the one of the dedicated CBIR 
system for blood cell images [8]. One of the exclusive types of CBIR system is described 
in the [9], where localized system is considered to retrieve the relevant portions of the 
image.  The relevant feedback based CBIR system are presented in [10, 11]. 

3 CBIR System 

The image was decomposed into the blocks and then edge information calculated in 
form of edge histogram. We used anisotropic diffusion method described in [12] 
before applying segmentation technique. The segmentation of the image is achieved 
using self-organizing maps and spectral clustering by taking color information as a 
cue. Then for each of the segments color and texture features are extracted. The 
cohesive functional block diagram of CBIR system is shown in figure 2.  The 
methodology is described in steps below. 

1) Querying: The user provides a sample image as the query for the system. 
2) Extraction of the Low Level Features of the Image viz. i) Color, ii)Edge and 

iii)Texture. 
3) Similarity computation: The system computes the similarity between the query 

images and the database images according to the aforementioned low-level visual 
features using a simple kNN classifier.  

4) Retrieval: The system retrieves and presents a sequence of images ranked in 
decreasing order of similarity. As a result, the user is able to find relevant images by 
getting the top ranked images first.  
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In following subsections, each of the main steps of CBIR system is briefly 
described.  

 
Fig. 2. Flowchart of proposed methodology 

3.1 Edge Histogram Descriptor 

Edges in images constitute an important feature to represent their content. Human 
eyes are sensitive to edge features for image perception. One way of representing 
such an important edge feature is to use a histogram. An edge histogram in the image 
space represents the frequency and the directionality of the brightness changes in the 
image. We will adopt the edge histogram descriptor (EHD) to describe edge 
distribution with a histogram based on local edge distribution in an image. The 
extraction process of EHD consists of the following stages. 

1) An image is divided into 4 × 4 sub images. 
2) Each sub image is further partitioned into non overlapping image blocks with a 

small size. 
3) The edges in each image block are categorized into five types: vertical, 

horizontal, 45◦ diagonal, 135◦ diagonal, and non directional edges and they are 
filtered using masks (filters) shown in figure 3. 

4) Thus, the histogram for each sub image represents the relative frequency of 
occurrence of the five types of edges in the corresponding sub image. 
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5) After examining all image blocks in the sub image, the five-bin values are 
normalized by the total number of blocks in the sub image. 

Finally, the normalized bin values are quantized for the binary representation. 
These normalized and quantized bins constitute the EHD. 

 

1 -1 

1 -1 

vertical, 

 

             horizontal, 
 

1 1 

-1 -1 

-√2 0 

0 √2 

 
             45 degrees 

135 degrees 

0 -√2 

√2 0 

 

non- directional edges 
 

2 -2 

-2 2 
 

Fig. 3. Masks for edges 

3.2 Segmentation 

We have combined the use of self-organizing map (SOM) with spectral clustering. In 
this approach, the trained SOM is used to obtain a set of discrete quantized levels. 
These levels are reduced further to a set of optimum clusters obtained using the 
similarity-matrix to eliminate levels having similar values to those already present. 

4 Color Feature Extraction 

Color histogram is a powerful tool which has long been used for the purpose of 
segmentation. In Image Processing, a histogram of a grayscale image can be 
described as a representation of the frequencies of occurrence of discrete gray level. 
Each discrete level is called as a ‘bin’. Naturally, a color histogram contains 
occurrences of each color obtained counting all pixels of a color image having that 
color. In the conventional color histogram, the pixels of the color image are 
represented in their respective bins based on their own color and not based on their 
relationship to other colors. However, a number of drawbacks arise from this 
approach. These are (a) the discrepancies such as changes in illumination and 
quantization errors are recorded as well, and (b) considering all values of color will 
lead to large number of indexing and data storage and processing. Hence, the logical 
and better way of drawing up the color histogram would be to build up the bins such 
that they use fewer quantization levels which represent the similarities between the 
colors. Hence, we use the segments extracted from the above algorithm. The 
histogram of the cluster is found. From the histogram, three color features are 
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extracted i.e. mean, standard deviation and median. Thus with three features and three 
planes per cluster, we have 3x3 features per segment or cluster, per image. 

4.1 Texture Feature Extraction 

Texture is an important attribute that refers to innate surface properties of an object 
and their relationship to the surrounding environment. If we could choose appropriate 
texture descriptors, the performance of the CBIR should be improved. We will use a 
gray level co-occurrence matrix (GLCM), which is a simple and effective method for 
representing texture. 

The co-occurrence matrix is statistical way to describe texture by statistically 
sampling the way certain grey-levels occur in relation to other grey-levels. It is 
calculated for each segment. For a position operator p, we can define a matrix 

( , )P i j  that counts the number of times a pixel with grey-level i occurs at position p 

from a pixel with grey-level j . i  & j are not to be confused with image co-ordinates. 

For e.g. consider image I of dimensions MxN with x=1,2,…M & y=1,2,…N. Then 
suppose position p stands for one element to the right, if ( , )i I x y= and

( 1, )j I x y= + , then the co-occurrence matrix, ( , ) ( , ) 1P i j P i j= + .  Texture is 

usually characterized by the values of energy, entropy, contrast and homogeneity. 
These values are readily obtained from the co-occurrence matrix by the following 
formulas.  

2Energy ( , )
i j

P i j=                                             (1) 

Entropy= ( , ) log ( , )
i j

P i j P i j                           (2) 

2
Contrast= ( , )( )

i j

P i ji j−                               (3) 

( , )
Homogenity=

1 | |i j

P i j

i j+ −                                   (4) 

For our purpose, we have used four positions for calculation the above values. 
These are one step right, one step left, one step up, and one step down. Thus for each 
images, we have 4x4 = 16 values per cluster which contribute to the texture feature. 

4.2 Composite Feature Vector 

Finally we have formed single feature vector by combining edge histogram and 
segment wise color and texture features. This feature vector will be used to find out 
the similarity between the query image and database images.   
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4.3 Genetic Algorithm 

There are numerous attempts made by researchers for evolutionary model in the 
CBIR system.  The genetic algorithm can be used at the level of the feature elements 
selection, where important features are preserved while ignoring remaining can 
employ the genetic algorithm. The composite feature vector to be used in image 
retrieval, feature elements may be very sensitive to additive noise due to intra class 
variations; therefore the recognition accuracy deteriorates drastically in such type of 
applications. Thus it is important to remove or suppress the effect of the feature 
elements which are sensitive to the noise and echo to optimize the recognition 
performance in high intra-class variation environment. This optimization problem can 
be handled using genetic algorithm.  

 

                       
a)                                                       b) 

                       
c)                                                          d)     

                       
e)                                                          f) 

                       
 g)                                                          h) 

                       
i)                                                 j) 

Fig. 4. Database sample images from each of the 10 classes which are (a) butterfly, (b) scenery, 
(c) sunset, (d) flowers, (e) rocks, (f)  people, (g) cars, (h) yatch, (i) religious, (j) textures 
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The genetic algorithm is applied to the recognition problem of image class with the 
objective to find important feature elements that contributes more to classifier for 
distinguishing one word from others. Additionally, the number of feature elements are 
also reduced, which results into the reduction in the length of feature vector for further 
step of classification.   The chromosome of GA was of length as same as that of feature 
vector. This chromosome has real value between 0 and 1, randomly generated at each 
position, in its first form and then it is modified by making 0 to the positions that has 
lesser value than some randomly generated value between 0 and 1.  This modification 
helped in bringing the wide range variations in usable percentage of total feature 
elements. This enabled to evaluate the chromosome’s performance of recognition with 
having even small percentage of elements. This chromosome was multiplied (element 
wise) with feature vector to be optimized, before using it for recognition. 

5 Experimental Results and Discussion 

We have used the Corel database. We selected 10 classes with 100 images for each 
class. We have performed image retrieval experiment by giving a query image to CBIR 
system. We focus on finding the cumulative match score(CMS) in each of the image 
classes . A typical graph that shows the CMS for Class a) is displayed in Figure 5. 

 
Fig. 5. The CMS evaluation for Class a) Images 

The recall values for each of the classes were found by the ratio on the number of 
relevant images retrieved to the total number of relevant images in the database. From 
figure 6, (a) to (h) which correspond to the cumulative match score in each of the 10 
classes mentioned, it can be seen that the score for classes a, b and d are 
comparatively higher as compared with other classes. The reason for this the uniform 
nature of images in database as compared with the other classes. 

The CMS results are shown in figure 6 and 7 are for the 10 classes. It shows that 
recognition performance obtained with genetic algorithm is improved. The figure 
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shows the GA based optimization performance for selection of feature elements and it 
can be sees that the performance increases as per the number of iterations. The figure 
8 shows that the best optimized solutions of feature selection problem reduces the 
computational complexity in classifier as number of feature elements used for 
similarity calculation are reduced. Even after feature number reduction, it maintains 
or improves the image retrieval performance. 
 

 

Fig. 6. Graphs of Query image v/s CMS without GA for each of the 10 classes enlisted in figure 4 
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Fig. 7. Graphs of Query image v/s CMS with GA for each of the 10 classes enlisted in figure 4 
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Fig. 8. GA Optimization performance Fig. 9. GA Optimized Feature Vector 
performance &   % number of feature 
elements used 

6 Conclusions 

In order to imitate the way human being treat the image management, the 
conventional way of text based retrieval systems are being replaced by the visual 
content based systems.  The image content has several dominant characteristics like 
color, texture and it is interesting to see the classification of images on content-basis 
can be achieved with these features. The color has different features like average, 
variance and texture can be represented by co-occurrence matrix.   This different 
descriptor for the images can form a combined feature vector. GA based approach can 
be evolved from the randomly generated solution for the selection of appropriate 
feature elements from combined feature vector.  The results shows the reduction in 
the number of elements to be used in image representation and hence in classifier. 
This makes the system to be used in real-time applications. 
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Abstract. Following the nature and its processes has been proved to be very fruit-
ful when it comes to tackling the difficult hardships and making life easy. Yet 
again the nature and its processes has been proven to be worthy of following, but 
this time the discrete family is being facilitated and another member is added to 
the bio-inspired computing family. A new biological phenomenon following me-
ta-heuristics called Green Heron Optimization Algorithm (GHOA) is being intro-
duced for the first time which acquired its potential and habit from an intelligent 
bird called Green Heron whose diligence, skills, perception analysis capability 
and procedure for food acquisition has overwhelmed many zoologists. This natu-
ral skillset of the bird has been transferred into operations which readily favor the 
graph based and discrete combinatorial optimization problems, both uncon-
strained and constraint though the latter requires safe guard and validation check 
so that the generated solutions are acceptable. With proper modifications and 
modeling it can also be utilized for other wide variety of real world problems and 
can even optimize benchmark equations. In this work we have mainly concen-
trated on the algorithm introduction with establishment, illustration with minute 
details of the steps and performance validation of the algorithm for a wide range 
of dimensions of the Travelling Salesman Problem combinatorial optimization 
problem datasets to clearly validate its scalability performance and also on a road 
network for optimized graph based path planning. The result of the simulation 
clearly stated its capability for combination generation through randomization and 
converging global optimization and thus has contributed another important mem-
ber of the bio-inspired computation family. 

Keywords: Green Herons Optimization Algorithm, combinatorial optimization, 
graph based problems, bio-inspired meta-heuristics. 

1 Introduction 

The biologically inspired algorithms has been the new trend to capitalize on the intel-
ligent behavior and approach of the various animals and organisms for food acquire, 
survival and sustaining the hardship of the nature that can be formulated as mathemat-
ical and algorithmic operations and models and can be utilized as optimization  
algorithm of the various discrete and continuous domain problems of the real world 
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problems. It is a common thing for the human when they are not good at something, 
they try to observe what other organisms do, what the nature does and depending on 
their study they come to a conclusion. This nature inspired meta-heuristics family is 
just an extension of such imitation of the natural phenomenon.  

In this paper we have introduced another such type of nature inspired meta-
heuristics called Green Heron Optimization algorithm inspired by the natural skill sets 
and perception of the green heron bird for catching aquatic prey through the process 
of baiting as any amateur fisher man would do for catching fishes. Quite astonishingly 
the bird has utilized its resources beautifully like its long extensible neck, speed, ob-
servation and analysis capability, long beak and most importantly patience, which is 
perhaps the only key for any success. The primary algorithm readily suits the prob-
lems having discrete representation of solution set ad graph based problems. The op-
eration(s) of the algorithm produces better combinations of the solution set and also 
can produce a local search based operation which derives the better solution more 
quickly and convergence will be enhanced. The algorithm is applied on the Travelling 
Salesman Problem for certain dimensions depending upon the numbers of iteration. 

There are many other nature inspired meta-heuristics which provided very optimis-
tic results for many real world and benchmark problems but most of them are for the 
continuous variable problem where they persists on a certain range or all the real 
number line range. These are mainly Genetic Algorithm [6], Particle Swarm Optimi-
zation [7], Honey bee swarm [8], League Championship Algorithm [9],  Cuckoo 
search [10], Simulated Annealing [12],  Differential evolution [13], artificial immune 
system [14], harmony search [15], Glowworm swarm optimization [16] (specifically 
for multimodal optimization), Honey-bees mating optimization [17], differential 
search algorithm [19], Charged System Search [20], Krill Herd Algorithm [21], Virus 
Optimization Algorithm [22], Bacterial Foraging Optimization Algorithm [32], artifi-
cial weed colonies [36] etc. These algorithms are search algorithms for continuous 
search spaces and fail to deliver efficiently for the discrete combinatorial problems 
and graph based problem except a few of them are forged for discrete problems like 
discrete Genetic Algorithm [31], discrete Particle Swarm Optimization [30,34-35] 
which have limited opportunity to handle discrete problems. They mainly constitute 
an adaptive or multi-parameter dependent mathematical variation to hover in the ac-
ceptable range of the variables. However there are some members who are exclusive-
ly for the discrete problems like Intelligent Water Drops Algorithm (IWD) [18], Ant 
Colony Optimization (ACO) [33,37], Egyptian Vulture Optimization Algorithm 
[38,39] etc. So there is requirement of better discrete optimization algorithms which 
are more efficient. On the solution derivation of the travelling salesman problem there 
are a few techniques provided by many researchers like for deterministic approaches 
like [26-29] and nondeterministic approaches like [24-25] and genetic algorithm ap-
proaches [31]. The main problems the continuous domain algorithms face is the com-
bination variation generation and link formation which is not required in continuous 
domain and this perhaps has led to the formation of exclusive discrete algorithms.  

The remaining paper is arranged as Section 2 with Life Style of the Green Heron 
bird, Section 3 with the details of the operations of the algorithm, Section 4 with the 
steps of the implementation of the algorithm for Travelling Salesman Problem, Sec-
tion 5 with results and Section 6 with conclusion and future works. 
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2 Life Style of Green Herons 

The Green Heron bird [1-4] (Butorides virescens) resides on the freshwater or brack-
ish water swampy marshes or wetlands with clumps of trees mainly in low lying areas 
where there are abundant scope of availability of fishes as their prey. They are noc-
turnal in habit and preference to stay back in sheltered areas during the daytime. But 
when hungry they generally feed during the daytime. Their main food consists of 
small fish, spider, frogs, grasshoppers, snakes, rodents, reptiles, aquatic arthropods, 
mollusks, crustaceans, insects, amphibians, vertebrate or invertebrate animals like 
leeches and mice, provided they can catch. Usually the Green Heron bird forages 
from a perch and there it stands with its body stretched out horizontally and lowered 
further, to insert its bill inside water for any unsuspecting prey. Green Heron is one 
among the few birds who can use tools for doing their daily jobs, the Green Heron 
will attract prey, mainly swarm of fishes, with bait (feathers, earthworms, bread 
crusts, tiny stick piece, insects, or even berries) when it drops on the water surface. 
The bait is dropped onto the water surface in order to attract fishes and all other water 
organisms that hover over the bait to sense its kind and food value. When any fish 
takes or tries to take the bait, the green heron bird grab hold the fish and eat the prey. 
This prey catching feature is being exploited as a meta-heuristic for complex problem 
solving and most importantly achieving optimization. The next section will describe 
in details the steps of the algorithm and its resemblance with the natural phenomenon 
of the Green Heron bird. 
 

 

Fig. 1. Preying Habit with Bait of Green 
Heron Bird 

 

Fig. 2. Green Heron Optimization Algo-
rithm 

3 Green Herons Optimization Algorithm 

The Green Heron Optimization algorithm can be divided into the following basic 
operations which will perform different searches for heuristic sequence or path  
creation and will thus establish a solution for the algorithm. However the individual 
constraints unique to each kind of problems are required to be established into the 
computation through implementation and the operations are just guidelines of what 
should be happening with the solution set individually or as a whole. 
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3.1 Baiting – (Miss Catch, Catch, False Catch) 

The baiting process is analogous to holding bait in the beak by the Green Heron bird 
and will drop at the appropriate place where there is chance of a catch. Similarly in 
the computation the bait is a solution that is arbitrarily generated and is held by the 
bird before it finds a good position through local search throughout the whole solution 
set. The bait and the prey is assumed as two individual solutions which takes part in 
the operation and there are three alternatives which the bait-prey pair will bring about 
altering the solution set and thus heuristically creating a new solution set or improving 
it.  Now the three alternatives (the occurrences of which depends on the problem, its 
constraints, and the implementation and partly on probability and local search) are:  

MISS CATCH – In this case the bait gets settled at one of its preferred place where 
it finds continuity and the bird fails to catch any prey and hence the number of solu-
tions in the solution set tends to increase. Depending on the problem, the situation 
must be tackled. Like in TSP, scheduling problems, etc the missing node must be 
restored (may be from last, or at random) to sustain the validity of the solutions. 

CATCH – In this case the bait helps the Green Heron bird to catch a prey and thus 
the solution set elements remains constant and one appropriate element is added and 
one inappropriate element is eliminated.  

FALSE CATCH – Here the bird gets hold of a prey without using bait as some-
times fishes comes near the surface of the water. In this step an inappropriate element 
of the solution set is eliminated from the set. The depletion of a node in the form of a 
catch from the solution set, must be restored for establishment of validity for certain 
constraints of the problems or limitation on the part of the variables.  

 

Fig. 3. Baiting Operation 

 

Fig. 4. Attracting Prey Swarms 

For the TSP problem, as the numbers of nodes are fixed and none should be repeated 
in the string, hence the replacement of the replaced and deletion of the excess due to 
miss catch phenomenon. 

3.2 Attracting Prey Swarms 

This Attracting Prey Swarms is also an equivalence of the local search operations that 
makes the algorithm quick convergent for constrained discrete problems solving the 
precedence criteria. But the step is little bit different from the Change of Position 
operation described previously. In this step the position of the bird sitting with the bait 
remains same but the swarm of fishes actually moves towards the fish or rather the 
bait is released and the fishes are attracted towards it.  So for the solution set the 
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point of release of the bait will remain same but the whole set will shift to create posi-
tion for the best agent to receive the bait and this will help in a evolution like step 
where a shift can change the solution specially when the positions of the solution 
holds immense meaning and the correct sequence is of utmost importance. The exam-
ple shown in Figure 4 will make the operation more clear. However this operation 
should be rare and occurs selectively for the iterations, only when there is no attach-
ment in the initial positions of the solution set. This operation can be useful for prob-
lems like TSP, VRP, scheduling problems etc where the numbers of constraints are 
not present, but in problems like sequence ordering problems, routing, path planning, 
etc it can be useful selectively. However this operation can be operated on a selective 
portion of the solution set which is yet to be arranged or have not yet been lucky to 
engage in any kind of attachments. These local search processes are followed by the 
Baiting operation. It is to be mentioned that through the operations are described sep-
arately for convenience of understanding of the implementation with respect to any 
problem, in reality the operational steps are interweaved and cannot be operated sepa-
rately unless some problems may be suited for and the key lies in proper studding the 
problem into the algorithm. In Figure 4 the operation occurs for the whole string of 
solution and is helpful for the solutions having fixed length, but in case of variable 
length solution like in routing, the operation must occur on the undecided portions of 
the solution. Like if the arranged sequence is 1,2,3,4,6,7,8,5 and the numerical prece-
dence is respected, then movement of the portion from 6 to 5 occurs and the first four 
solution is kept intact. The secondary fitness will be helpful in deciding which portion 
to involve in movement. Now if the portion 6 to 5 moves right, then only one move-
ment will arrange them as 1,2,3,4,5,6,7,8 which is the required arrangement.  

3.3 Change of Position 

Local search operation can occur through checking all (for small solution sets) or part 
(for long enough solution sets) of the solution sets for positions before it finds a suita-
ble one. This step is analogous to the nature of the bird where it finds a suitable place 
where it can sit very near the surface of the water such that it can at any point f time 
can insert its beak inside water and take hold of a fish or aquatic animal whenever it 
comes near the surface naturally or due to the influence or temptation of the bait(s). 
This local search operation should count and made sure that too much time is not 
spend on a solution set if there are a number of solution sets to be taken care of in the 
iteration. In case of huge number elements, intensive local search strategy can be 
implemented for a selected zone to be checked or the low secondary fitness valued 
elements can be checked or any constraint of the problem can be utilized for such 
search and decision makings. In intensive local search the selected node is placed just 
by the side of the node where continuity can be established. 

 

Fig. 5. Change of Position Operation 
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3.4 Fitness Function 

There are two kind of fitness, one is primary fitness for the evaluation of complete 
path, but till the path is not complete there is another fitness involved called second-
ary fitness or incomplete fitness. Here each of the nodes is given a fitness value of 0-2 
which implies how many neighbor nods are linked with it. Zero implies none, on 
implies on one, and two implies from both sides. This secondary fitness is helpful to 
decide which of the nodes need arrangement and which part is complete and thus 
helps in deciding the selecting the portion. 

4 Steps of Green Heron Optimization Algorithm 

The following steps are the details of the Green Heron Optimization Algorithm which 
are used for the simulation of the Travelling Salesman Problem datasets [23] ranging 
from the 16 to 280 dimensions. 

Step 1: Initialize N solution strings (a set comprises of all the constituent nodes of 
the TSP as any discrepancy beyond this will land up the set as invalid solution) with 
random generation of all the nodes present for a dataset without repetition.  

Step 2: Initialize the fitness matrix, however secondary fitness is unnecessary as 
all the nodes are connected. 

Step 3: (For each string) Perform “Baiting” (with Miss Catch, Catch, False Catch) 
where position is selected with some intensive local search strategy where the nodes 
with least secondary fitness is searched (probability, random partial string, etc strate-
gies can also be used). (need to take care of the duplicates) 

Step 4: Perform “Change of Position” depending upon the requirement and initial 
search results. (Random positioning is done to see which combination yield best result) 

Step 5: Perform “Attracting Prey Swarms”.   
Step 6: Complete “Baiting” operation. (End of For each string) 
Step 7: Evaluate the fitness of each string. 
Step 8: If New (derived out of combination of operation(s)) is better, then replace 

the old else don’t. 
Step 9: Select the best result and compare with global best. If better then set it as 

global best. 
Step 10: After each iteration replace X% worst solutions with random initializa-

tion. (X depends on N and according to the exploration requirement) 
Step 11: If number of iteration is complete then stop else continue from Step 3. 

4.1 Road Network Description 

The road network shown in Figure 6 consists of 25 nodes and 45 edges and is used for 
simulation of the GHOA and the results are shown in the next section. However there 
are several assumptions there are considered to make the simulation simple and objec-
tive oriented. There are a few considerations and approximations that are opted to 
ensure implementation simplicity of the road network and the application of the na-
ture inspired heuristic possible. The vehicles considered here are of same size  



174 C. Sur and A. Shukla 

irrespective of its type and the velocity is considered constant. The road network pa-
rameters are modeled and changed randomly considering that the other vehicles from 
other regions are also making their normal transportation. The individual contribution 
is not considered, instead an average of all is considered. The four points Q, P, O and 
N are the point of investigation which can roughly decide whether the vehicle volume 
is scattered all over the network or not. 

 

Fig. 6. Road Network 

The GHOA algorithm and the details of the implementation for the road network is 
described below:  

Step 1: Initialize the Road Graph matrix G = (V, E) and Road parameter matrix for 
each edge 

Step 2: Initialize N Solution sets/Strings/Vectors with x<<n nodes where n is the 
maximum possible nodes that a string can hold and x is the number of initial random-
ly generated nodes. Also initialize the unit bit string marker with 0 (for not complete 
path) and can be 1 (when path is complete) 

Step 3: Initialize the primary fitness and secondary fitness matrix. 
Step 4: Prevent Duplicate nodes and Evaluate the secondary fitness of the initial 

strings (if any). 
Step 5: Perform “Baiting” (with Miss Catch, Catch, False Catch) where position is 

selected with some intensive local search strategy where the nodes with least second-
ary fitness is searched (probability, random partial string, etc strategies can also be 
used). 

Step 6: Perform “Change of Position” depending upon the requirement and initial 
search results. 

Step 7: Perform “Attracting Prey Swarms”.   
Step 8: Complete “Baiting” operation. 
Step 9: If the path is found complete then mark the string marker as 1 and no more 

operation is performed on it. 
Step 10: Evaluate Primary Fitness of each complete string set of solution or with 

string marker as 1. 
Step 11: When the numbers of solutions are greater than a certain percentage of 

the total number of strings then Update the Global Best result with the best complete 
path depending upon the Primary Fitness.  

Step 12: Check Condition for stopping or Start from Step 2. [As the system is dy-
namic the next iteration must start from the initialization] 
   Step 13: If number of iteration is completed, provide the Best path for the vehicles 
for guidance. 
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5 Performance of GHOA Algorithm for TSP 

In the table 1 the simulation result of the application of the green heron optimization 
algorithm for 50000 iterations on the various datasets [23], ranging from 16 to 280 
dimensions, of the traveling salesman problem are provided in the form of best mean, 
standard deviation (SD), best and worst. There are graphical representations of the 
results to provide a pictorial view of the comparative study where the dataset number 
is the serial number (SN) in table 1. 

Table 1. Results Of TSP Datasets Applied With Green Heron Optimization Algorithm 

Dataset GHOA
SN Name Dim Optimum Mean SD Best Worst 
1 Ulysses16.tsp 16 74.11 75.18 0.047 74.11 78.27 
2 att48.tsp 48 3.3524e+004 3.5436e+004 12.1 3.3613e+004 4.2996e+004 
3 st70.tsp 70 678.5975 711.676 115.9 694 746 
4 pr76.tsp 76 1.0816e+005 1.3319e+005 125.7 1.0816e+005 1.3757e+005 
5 gr96.tsp 96 512.3094 643.97 69.4 573.16 806.4 
6 gr120.tsp 120 1.6665e+003 1.7963e+003 46.8 1.7112e+003 1.8753e+003 
7 gr202.tsp 202 549.9981 839.19 178.2 610.8 1005.9 
8 tsp225.tsp 225 3919 4151.8 213.7 4058.9 5034.8 
9 a280.tsp 280 2.5868e+003 2.77913e+003 986.1 2.6772e+003 3.1463e+003 

 

 

Fig. 7. Plot of Optimum & Mean for TSP, Plot of Optimum, Best & Worst Solution for TSP  

 

Fig. 8. Plot of Error & Standard Deviation for TSP, Plot for Global Best for Waiting Time  
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Fig. 9. Plot of Global Best for Travelling Time and Total Time 

Fig. 10. Plot of Average Cumulative Global Best for Travelling Time and Waiting Time  

 

Fig. 11. Plot of Average Cumulative Global Best for Total Time 

The other graphs are the comparison of the three algorithms (ACO, IWD & 
GHOA) which clearly demarcate the how the GHOA has surpassed the other algo-
rithm in terms of global convergence time. The main plot is the variation of global 
best for Total Time (travelling time + waiting time) in Fig. 9, while in Fig. 10 and Fig. 
11 the Average Cumulative Global Best are shown where it is found that the conver-
gence rate of the GHOA is much faster in term of iterations than the other algorithms. 
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It must be mentioned that the three algorithms are run under only ten solution 
agents which is quite low and it is under this conditions the performance is evaluated. 
The main reasons for the enhanced performance of the GHOA algorithm are the suc-
cess of the majority of the agents which are storing the solutions. In ACO and IWD, 
the algorithms work under the influence of the previous iterations and other agents 
due to the presence of pseudo communication (pheromone level in ACO & in silt in 
IWD where the graph is considered as river channels) among the agents. Hence the 
influence is partly explorative and the convergence rate is weak. Also it is found in 
the ACO and IWD that if the path forms a loop, then the path is either not optimized 
or wasted as the path is unacceptable. But in GHOA algorithm with the inclusion and 
exclusion of the nodes, the agents can revive. In GHOA if the repetition of nodes (that 
is a loop) occurs then the agent goes through a chain of node exclusion operation 
(false catch) to get revive its acceptability. The number of exclusion is random but is 
within range. The other plots in Figure 9-11are the variations of the other parameters 
individually for optimization of the algorithm. Another important feature of the 
GHOA is that it always starts form the initialization as it mostly exploration based 
algorithm, but for the ACO and IWD they depend on the previous iterations and solu-
tion. If ACO and IWD are made to start from initialization then its unique features 
(coordination and cooperation) are wasted and performance is hampered whereas if 
the parameters of the system change then the previous coordination and cooperation 
feature will misguide the present agents, but GHOA is fully randomized and hundred 
percent explorative algorithm with enhanced convergence rate and hence can be uti-
lized in this kind of dynamic situations. 

6 Conclusion 

From the results of the simulation of the new meta-heuristics, it has clearly revealed 
the performance, potential of GHOA. The algorithm has been proven to produce 
promising solutions for all throughout the range or dimension of the traditional com-
binatorial problems and has shown quite good sign towards its robustness, scalability 
and convergence criteria.  

From the plots of the simulation study for optimization of the datasets and the road 
network using the GHOA algorithm, we have tried to establish the effectiveness of 
the algorithm through the comparison with ACO and IWD algorithm which also has 
high success in the field of optimization and path finding and are among the few algo-
rithms which are meant for the graph based problems and combinatorial optimization 
discrete problems. So overall in this paper a new multi-agent algorithm that GHOA 
has been described along with its opportunities and special task force for discrete and 
combinatorial optimization problems and its performance is compared with the tradi-
tional members of the bio-inspired computation family. The road network problem 
which has been optimized can be analyzed with this algorithm and is very vital for 
other dynamic systems where the system parameters changes with time and conti-
nuous monitoring of the system and optimization with quick convergence rate is  
considered. 
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Abstract. Particle Swarm Optimization (PSO) has been extensively studied, in 
recent past, for solving various engineering optimization problems. There have 
been many variants of PSO available in literatures. This paper presents a 
comparative analysis of few popular variants of PSO on the problem of data 
clustering. The investigated algorithms are evaluated on many real world 
datasets and few artificial datasets and clustering results are presented. Further, 
the results of statistical test on effectiveness of each investigated variants of 
PSO also demonstrated. The convergence characteristics of each variant are 
shown for different datasets. This study may be helpful to many researchers in 
choosing suitable PSO variants for their application. 

Keywords: Data Clustering, PSO, Intra Cluster Distance. 

1 Introduction 

Data Clustering is a method of creating groups of objects, or clusters, in such a way 
that objects in one cluster are very similar and objects in different clusters are distinct. 
It is a kind of descriptive task in data mining field. There have been wide spread 
applications of data clustering in various fields ranging from engineering (e.g., 
machine learning, artificial intelligence, pattern recognition, mechanical engineering, 
and electrical engineering), computer sciences (e.g., web mining, spatial database 
analysis, textual document collection, and image segmentation), and life and medical 
sciences (e.g., genetics, biology, microbiology, paleontology, psychiatry, and 
pathology) to earth sciences (e.g., geography, geology, and remote sensing), social 
sciences (e.g., sociology, psychology, archeology, and education), and economics 
(e.g., marketing and business).  

There are many clustering algorithms in literature. The traditional clustering 
algorithms are broadly classified to two catagories: hierarchical and partitional 
algorithms [1-3]. In this paper we have investigated partitional algorithm only. In this 
algorithm the clustering objective is to minimize the intra_cluster distance and 
maximize the inter_cluster distance so as to find compact and separable clusters. 
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Hence, clustering problem here can be well formulated as an optimization problem. 
Nature-inspired metahuristic algorithms are becoming popular in solving optimization 
problems [4-7]. The particle swarm optimization, a class of metaheuristic approach, 
was developed based on the swarm behavior, such as fish and bird schooling in nature 
[8-9]. The particle swarm optimizer (PSO) is an evolutionary computation technique.  

  Many researchers have worked on improving PSO performance in various ways, 
thereby deriving many interesting variants such as  PSO with inertia weight (PSO-w) 
[10],  PSO with constriction factor (PSO-cf) [11],  Local version of PSO with inertia 
weight (PSO-w-local),  Local version of PSO with constriction factor (PSO-cf-local) 
[12], UPSO [13],  Fully informed particle swarm (FIPS) [14],  FDR-PSO [15], 
CLPSO[16]. All these algorithms have been shown in good way in their respective 
papers with best performance in solving problems of different research areas.  In this 
paper we have used all those algorithms for clustering data and compared their 
performance.  

The rest of the paper is organized as follows: Section 2 presents an overview of the 
PSO algorithm, Section 3 presents PSO clustering. Experimental results are 
summarized in section 4. Section 5 gives the conclusion. 

2 Particle Swarm Optimization 

PSO can be considered as a swarm-based learning scheme. In PSO learning process, 
each single solution is referred to as a particle. The individual particles fly gradually 
towards the positions of their own and their neighbors’ best previous experiences in a 
huge searching space. It shows that the PSO gives more opportunity to fly into desired 
areas to get better solutions. Therefore, PSO can discover reasonable solutions much 
faster. PSO define a proper fitness function that evaluates the quality of every 
particle’s position. The position, called the global best (gbest), is the one which has 
the highest value among the entire swarm. The location, called it as personal best 
(pbest), is the one which has each particle’s best experience. Based on every particle’s 
momentum and the influence of both personal best (pbest) and global best (gbest) 
solutions, every particle adjusts its velocity vector at each iteration. The PSO learning 
formula is described as follows, 

, ( + 1) = . , ( ) + , ( ) , ( ) +( ) , ( )                                                      (1)                 

, ( + 1) = , ( ) + , ( + 1)                                    (2)         

Where m is the dimensional number, i denote the ith particle in the population, V is 
the velocity vector, X is the position vector and  is the inertia factor,  and  are 
the cognitive and social lerning rates respectively. These two rates control the relative 
influence of the memory of particle and neighborhood. 
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3 PSO Clustering 

In the context of clustering, a single particle represents the  cluster centriod 

vectors. That is, each particle , is constructed as follows:                     = ( , , , , … … , … … … . . , )                                       (3) 

where ,  refers to the j-th cluster centroid vector of the i-th particle in cluster 
.Therefore, a swarm represents a number of candidate clustering for the current 

data vectors. The fitness of particles are easily measured as the quantization error    = ∑ ∑ ,∈ /
                                             (4) 

where d is Euclidean distance and  is the number of data vectors belonging to 
cluster  i.e. the frequency of that cluster.  

3.1 PSO Clustering Algorithm 

Using PSO data vectors can be clustered as follows: 

1. Initialize each learner to contain N, randomly selected cluster centroids. 
2. For t = 1 to  do 

(a) For each learner i do 
(b) For each data vector  

i.  Calculate the Euclidean distance d( , ) to all cluster 
centroids . 

ii.   Assign  to cluster . such that ( , ) = = 1,2, … … . , ( , ) . 
iii. Calculate the fitness using equation (4) 

(c) Update the cluster centroids using equations (1) and (2). 
                where , is the maximum number of iteration 

4 Simulation and Result 

This section compares the results of all eight PSO Variants referred in the 
introduction part of this paper for solving data clustering problems for real and 
artificial datasets. The main purpose is to compare the quality of the respective 
clustering’s, where quality is measured according to the following three criteria: 

• the quantization error (as fitness value in our presented tables in the paper) 
as defined in equation (4). 

• the intra-cluster distances, i.e. mean of maximum distance between two data 

vectors within a cluster of clusters i.e ∑ , ∈  ( , ) , where 

the objective is to minimize the intra-cluster distances. 



 A Comparative Analysis of Results of Data Clustering 183 

• the inter-cluster distances, i.e. minimum distance between the centroids of 
the clusters, where the objective is to maximize the distance between 
clusters. 

The latter two objectives respectively correspond to crisp, compact clusters that are 
well separated. 

For all the results reported, averages over 40 simulations are given. All algorithms 
are run for 1200 function evaluations, and all PSO algorithms used 20 particles on K 
number of clusters. 

 
A. Datasets Used 
The following real-life and synthetic data sets are used in this paper. The real-life 
dataset are taken from UCI machine repository [17] and synthetic datasets are 
prepared manually. Here, n is the number of data points, d is the number of features, 
and K is the number of clusters. 

1) Iris plants database (n = 150, d = 4, K = 3) 
2) Glass (n = 214, d = 9, K = 6)  
3) Wine (n = 178, d = 13, K = 3):  
4) Wisconsin breast cancer data set (n = 683, d=9, K=2)  
5) Pima Indian diabetes ( n=768,d=8,K=2) 
6) Haberman's Survival Data Set (n=306,d=3,K=2) 
7) Hayes roth Dataset(n=160,d=4, K=3) 
8) Ecoli Dataset(n=336,d=7,K=8) 
9) Zoo Dataset(n=101,d=16,K=7) 
10) Vowel Dataset(n=462,d=10,K=11) 
11) Artificial data set1 (n=385,d=2,K=4): We generate a mixture of spherical, 

cube, rectangle  and diamond  clusters, as shown in Fig. 1. The total number 
of data points is 462 with  4 clusters. 

12)  Artificial data set2 (n=403, d=2,K=4): We generate a combination of   same 
type of curve clusters , as shown in Fig. 2. The total number of data points is 
403 with 4 curve clusters. 
 

B. Population Initialization 
For all PSO Variants , we randomly initialize cluster centroids. The cluster centroids 
are also randomly fixed between Xmax and Xmin, which denote the maximum and 
minimum numerical values of any feature of the data set under test, respectively. 

C. Simulation Strategy 
In this paper, while comparing the performance of algorithms, we focus on 
computational time required to find the solution. For comparing the speed of the 
algorithms, the first thing we require is a fair time measurement. The number of 
iterations or generations cannot be accepted as a time measure since the algorithms 
perform different amount of works in their inner loops, and they have different 
population sizes. Hence, we choose the number of fitness function evaluations (FEs) 
as a measure of computation time instead of generations or iterations. Since the 
algorithms are stochastic in nature, the results of two successive runs usually do not 
match. Hence, we have taken 40 independent runs (with different seeds of the random 
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number generator) of each algorithm. The results have been stated in terms of the 
mean values and standard deviations over the 40 runs in each case.  

Finally, we would like to point out that all the experiment codes are implemented 
in MATLAB. The experiments are conducted on a Pentium 4, 1GB memory desktop 
in Windows 7 environment.   

 

D. Experimental Results 
To judge the accuracy of the PSO Clustering, we let each of them run for a very long 
time over every benchmark data set, until the number of FEs exceeded 1200. Then, 
we note the result in terms of mean and standard deviation.  

Table 1 to 6 summarizes the results obtained from the eight PSO Variants on 10 
real life dataset and 2 synthetic datasets respectively. The values reported are averages 
over 40 simulations, with standard deviations to indicate the range of values to which 
the algorithms converge.  

We used unpaired t-tests to compare the means of the results produced by the best 
and the second best algorithms. The unpaired t-test assumes that the data have been 
sampled from a normally distributed population. From the concepts of the central 
limit theorem, one may note that as sample sizes increase, the sampling distribution of 
the mean approaches a normal distribution regardless of the shape of the original 
population A sample size around 40 allows the normality assumptions conducive for 
performing the unpaired t-tests[ 18]. The result of t-test is given in Table 7. Form the 
t-test table it is clear that all the problems, except for Breast cancer dataset and Hayes 
roth Dataset the comparison of performance result have statistically significant.  

Table 1. (Mean and Standard deviation over 40 independent runs) after each algorithm was 
terminated after running for 1200 FEs with the quantization error-based fitness function for real 
dataset 

  Iris  Dataset Glass Dataset 
Agorithms  Fitness 

value 
Intra 
cluster 
distance 

Inter 
cluster 
distance 

Fitness 
value 

Intra 
cluster 
distance 

Inter 
cluster 
distance 

PSO-w mean 0.2832 2.2006 2.1321 0.0438 5.2138 6.5425 
std 0.0029 0.0502 0.0963 0.0021 0.6548 7.3432 

PSO-cf mean 0.2954 2.4436 1.8481 0.0395 4.5193 10.0715 
std 0.0056 0.3734 0.3299 0.0040 0.8281 9.0813 

PSO-w-
local 

mean 0.2924 2.4408 1.8412 0.0457 4.8108 6.9727 
std 0.0041 0.3532 0.3230 0.0024 0.8024 9.1866 

PSO-cf-
local 

mean 0.2915 2.3666 2.0200 0.0445 4.8145 8.5215 
std 0.0044 0.3274 0.5094 0.0017 1.0436 8.2037 

UPSO mean 0.2916 2.3510 1.8771 0.0456 4.8447 7.5769 
std 0.0048 0.3734 0.5549 0.0021 0.9437 8.7510 

FDR mean 0.3246 2.2258 1.9359 0.0591 5.1942 4.7522 
std 0.0167 0.2635 0.2922 0.0062 0.8612 9.3653 

FIPS mean 0.2921 2.4703 1.8394 0.0458 4.8922 5.2455 
std 0.0050 0.3814 0.2756 0.0022 0.9647 6.4442 

CLPSO mean 0.2966 2.4094 1.9427 0.0490 5.0209 6.0050 
std 0.0049 0.3537 0.2923 0.0031 0.7282 7.2946 
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Due to space limitations we have considered results of IRIS dataset only in Fig 3 
which shows the effect of varying number of clusters versus quantization error for Iris 
dataset is presented. As expected the quantization error goes down with increase in 
the number of clusters. 

Figure 4.(a)-4(i) illustrate the convergence behavior of the different variants of 
PSO algorithms for different datasets. It is clear that in 7 cases PSO-cf, in 4 cases 
PSO-w and in 1 case FIPS show their superiority than other algorithm but from t-test 
table it is clear that the FIPS algorithm in comparison with other algorithm for 
Haysroth dataset is not statistically significant. Similarly PSO-cf algorithm in 
comparison with other algorithm for Breast cancer dataset is not statistically 
significant.  From all Figure it is illustrated that convergence behavior of most of the 
algorithms exhibited a faster, but premature convergence to a large quantization error, 
while the PSO-cf algorithms had slower convergence, but to lower quantization errors 
in most cases. 

Table 2. (Mean and Standard deviation over 40 independent runs) after each algorithm was 
terminated after running for 1200 FEs with the quantization error-based fitness function for real 
dataset 

  Wine Dataset Breast cancer Data set 
Agorithms  Fitness 

value 
Intra 
cluster 
distance 

Inter 
cluster 
distance 

Fitness 
value 

Intra 
cluster 
distance 

Inter 
cluster 
distance 

PSO-w mean 338.5478 337.4092 328.1644 0.0597 16.9870 13.4433 
 std 0.8299 0.9402 3.4486 0.0100 7.19e-15 0 
PSO-cf mean 300.4487 330.0486 422.5652 0.0553 16.9870 13.4433 

std 1.4274 14.1489 135.0956 0.0283 7.19e-15 0 
PSO-w-
local 

mean 341.1881 341.7321 363.7254 0.0594 16.9870 13.4433 
std 1.5507 12.8166 61.7317 0.0256 7.19e-15 0 

PSO-cf-
local 

mean 341.32 339.5085 370.8436 0.0690 16.9870 13.4433 
std 381.8323 13.2246 59.4894 0.0265 7.19e-15 0 

UPSO mean 340.5369 340.2944 378.7988 0.0740 16.9870 13.4433 
std 1.4231 10.9135 56.8953 0.0176 7.19e-15 0 

FDR mean 361.0162 340.3798 361.8864 0.0630 16.9870 13.4433 
std 10.9324 10.0163 51.8562 0.0312 7.19e-15 0 

FIPS mean 340.7071 341.7500 363.7845 0.0615 16.9870 13.4433 
std 1.8035 8.5898 46.7197 0.0145 7.19e-15 0 

CLPSO mean 343.8381 345.3000 329.2460 0.0629 16.9870 13.4433 
std 3.5914 7.6914 71.9199 0.0281 7.19e-15 0 

 
 
 
 
 
 



186 A. Naik, S.C. Satapathy, and K. Parvathi 

Table 3. (Mean and Standard deviation over 40 independent runs) after each algorithm was 
terminated after running for 1200 FEs with the quantization error-based fitness function for real 
dataset 

  Pima Indian Diabates Data Haberman’s Survival Dataset 
Agorithms  Fitness 

value 
Intra 
cluster 
distance 

Inter 
cluster 
distance 

Fitness 
value 

Intra 
cluster 
distance 

Inter 
cluster 
distance 

PSO-w Mean 14.4579 729.4224 29.1512 5.1432 41.0284 5.0533 
Std  0.0058 0.1701 0.4060 0.1491 0.0656 0.6774 

PSO-cf Mean 12.9109 527.0603 58.6165 3.6861 28.8234 41.8921 
Std  0.1545 147.2876 20.0362 0.4232 3.6000 6.7169 

PSO-w-
local 

Mean 14.5233 666.4104 40.7440 5.7066 32.1726 41.8921 
Std  0.0340 120.2595 17.6157 0.3094 3.9766 6.7169 

PSO-cf-
local 

Mean 14.5244 648.0719 50.5252 5.7741 31.7580 34.3099 
Std  0.0384 129.3064 22.3962 0.2745 4.1801 10.3750 

UPSO Mean 14.5241 657.4033 44.4081 5.6702 32.0770 33.3491 
Std  0.0306 129.3883 18.1313 0.2502 3.6824 9.8801 

FDR Mean 14.9631 712.9630 33.9101 6.6930 34.9142 25.7607 
Std  0.3972 70.5667 8.7741 0.4539 4.4644 12.6104 

FIPS Mean 15.1726 706.3953 36.2068 5.6635 31.3672 35.7066 
Std  0.4347 74.6966 13.2739 0.2773 3.4865 9.8732 

CLPSO Mean 14.5665 707.0326 37.1064 5.9888 33.6676 28.8493 
Std  0.0559 74.5763 14.7293 0.3199 3.7428 10.1007 

Table 4. (Mean and Standard deviation over 40 independent runs) after each algorithm was 
terminated after running for 1200 FEs with the quantization error-based fitness function for real 
dataset 

  Hayes roth Dataset Ecoli Dataset 
Agorithms  Fitness 

value 
Intra 
cluster 
distance 

Inter 
cluster 
distance 

Fitness 
value 

Intra 
cluster 
distance 

Inter 
cluster 
distance 

PSO-w Mean  0.2856 3.7943 1.2422 0.0639  0.6885 0.2022 
 Std  0.0182 0.0056 0.0785 0.0022 0.0571 0.0759 
PSO-cf Mean  0.3490 3.4242 1.6715 0.0548 0.6734 0.2245 

Std  0.0349 0.5361 0.5852 0.0033 0.0644 0.0926 
PSO-w-
local 

Mean  0.2861 3.4789 1.5777 0.0642 0.6886 0.2130 
Std  0.0257 0.5074 0.5017 0.0017 0.0965 0.1079 

PSO-cf-
local 

Mean  0.2820 3.3433 1.7454 0.0642 0.6733 0.2205 
Std  0.0189 0.5720 0.6023 0.0018 0.0715 0.1026 

UPSO Mean  0.2799 3.3605 1.7299 0.0640 0.6824 0.1922 
Std  0.0223 0.5336 0.6071 0.0022 0.0748 0.0943 

FDR Mean  0.2895 3.4024 1.6861 0.0713 0.6662 0.2008 
Std  0.0205 0.5524 0.6285 0.0035 0.0805 0.0856 

FIPS Mean  0.2787 3.2509 1.8398 0.0636 0.6921 0.1924 
Std  0.0218 0.5829 0.6214 0.0022 0.0585 0.0629 

CLPSO Mean  0.2927 3.5413 1.5242 0.0653 0.6756 0.1874 
Std  0.0325 0.4716 0.4532 0.0026 0.0584 0.0952 
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Table 5. (Mean and Standard deviation over 40 independent runs) after each algorithm was 
terminated after running for 1200 FEs with the quantization error-based fitness function for real 
dataset 

  Zoo Dataset Vowel Dataset 
Agorith
ms 

 Fitness 
value 

Intra cluster 
distance 

Inter 
cluster 
distance 

Fitness 
value 

Intra 
cluster 
distance 

Inter 
cluster 
distance 

PSO-w Mean  0.0014  1.6121 2.6875 40.3612 788.370 464.52 
Std  9.54e-04 1.1244e-15 2.22e-15 2.5840 170.28 201.855 

PSO-cf Mean 0.0033   1.6121 2.6875 42.3465 800.858 336.22 
Std  0.0015 1.1244e-15 2.22e-15 2.4465 121.565 153.92 

PSO-w-
local 

Mean 0.0028 1.6121 2.6875 41.8766 815.5375 346.86 
Std  0.0021 1.1244e-15 2.22e-15 2.1676 127.43 177.9745 

PSO-cf-
local 

Mean 0.0028  1.6121  2.6875  41.4532 799.6705 319.2503 
Std  0.0010 1.1244e-15 2.22e-15 1.8405 126.87 167.01 

UPSO Mean 0.0029 1.6121 2.6875 42.1284 820.5103 333.4838 
Std  0.0012 1.1244e-15 2.21e-15 1.9023 98.4752 144.9409 

FDR Mean 0.0031  1.6121  2.6875  49.3824 813.706 363.0656 
Std  0.0023 1.1244e-15 2.22e-15 4.9469 133.6519 188.4832 

FIPS Mean 0.0027 1.6121 2.6875 41.5465 801.186 328.2093 
Std  0.0011 1.1244e-15 2.22e-15 1.8433 126.9612 194.9740 

CLPSO Mean 0.0029 1.6121 2.6875 46.6196 810.179 350.2216 
Std  0.0018 1.1244e-15 2.22e-15 2.7013 102.2216 172.1102 

Table 6. (Mean and Standard deviation over 40 independent runs) after each algorithm was 
terminated after running for 1200 FEs with the quantization error-based fitness function for 
artificial datasets 

  Artificial dataset 1 Artificial dataset 2 
Agorith
ms 

 
 

Fitness    
value 

Intra 
cluster 
distance 

Inter 
cluster 
distance 

Fitness 
value 

Intra 
cluster 
distance 

Inter 
cluster 
distance 

PSO-w Mean 1.9217 16.8278 7.0140  0.1647  1.5339 1.6915 
Std  0.0542 1.0433 4.1598 0.0036 0.0078 0.3068 

PSO-cf Mean 1.6192 16.2481  9.3947  0.1958  1.6692  1.4644 
Std  0.1373 2.4110 2.7588 0.0254 0.1494 0.3479 

PSO-w-
local 

Mean 1.9609 16.4120  8.3280  0.1696  1.6762  1.5062 
Std  0.0500 2.3674 2.8088 0.0054 0.1075 0.3281 

PSO-cf-
local 

Mean 1.9719 16.4936  8.8243  0.1718  1.6643  1.4636 
Std  0.0438 2.1851 2.3147 0.0062 0.1304 0.3215 

UPSO Mean 1.9850 16.2977  8.3507  0.1696  1.6511  1.4608 
Std  0.0560 2.3904 2.1578 0.0058 0.1661 0.4054 

FDR Mean 2.3063 16.4919  9.0748  0.2324  1.6596  1.5517 
Std  0.1531 2.2727 3.2635 0.0355 0.1199 0.2952 

FIPS Mean 1.9696 16.3439  8.5465  0.1705  1.6783  1.4239 
Std  0.0538 2.2250 2.2814 0.0066 0.1604 0.3367 

CLPSO Mean 2.0007 16.5929  8.4323  0.1722  1.6382   1.5745 
Std  0.0762 2.2270 2.8935 0.0079 0.1129 0.3200 

 



188 A. Naik, S.C. Satapathy, and K. Parvathi 

Table 7. Results of the unpaired t-test between the best and the second best performing 
algorithms (for each data set) of Table 1 to Table 2 

Dataset  Standard 
error 

t 95% Confidence Interval Two- 
tailed P 

Significance 

Iris  0.001 9.9614 -0.009959 to -0.006641 <0.0001  extremely 
statistically 
significant.  

Glass  0.001 6.019  -0.005722 to -0.002878  <0.0001 extremely 
statistically 
significant 

Wine  0.261 145.937
0 

-38.618841 to -
37.579359  

<0.0001 extremely 
statistically 
significant 

Breast 
cancer 
Data 

0.006  0.6795 -0.016112 to 0.007912  =0.4988 not 
statistically 
significant 

Pima 
Indian 
Diabates 

0.024 63.2828  -1.595668 to -1.498332  <0.0001 extremely 
statistically 
significant 

Haberman
’s 
Survival 
Data 

0.071  20.5384 -1.598341 to -1.315859  <0.0001 extremely 
statistically 
significant 

Hayes 
roth 
Dataset 

 0.005  0.2434 -0.011017 to 0.008617  = -0.0012 not 
statistically 
significant 

Ecoli 0.001  14.0329 -0.010048 to -0.007552  <0.0001 extremely 
statistically 
significant 

Zoo 0.000  5.7849 -0.001747 to -0.000853 <0.0001 extremely 
statistically 
significant 

Vowel 
Data 

 0.502   2.1770 -2.090629 to -0.093371  =0.0325 statistically 
significant.  

Artificial 
Data 1 

0.023  12.9610  -0.348965 to -0.256035  <0.0001 extremely 
statistically 
significant 

Artificial 
Data 2 

0.001  4.7751  -0.006943 to -0.002857 
 

<0.0001 extremely 
statistically 
significant 
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    Fig 1. Dataset 1                                      Fig 2. Dataset 2 

 

     Fig 3.                                                       Fig 4. (a) 

    

        Fig 4. (b)                                                         Fig 4. (c) 

 

                                    Fig 4. (d)                                                         Fig 4. (e) 
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Fig. 3 Effect of different number of clusters on Iris Dataset
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Fig. 4 Convergence characteristics of Glass Dataset
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Fig. 6 Convergence characteristics of Wine Dataset
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Fig. 7 Convergence characteristics of Breast cancer Dataset

F
itn

es
s 

va
lu

e

 

 

PSO-w
PS0-cf
PSO-w-local
PSO-cf-local

UPSO
FDR
FIPS
CLPSO

0 200 400 600 800 1000 1200
12

13

14

15

16

17

18
Convergence characteristics

Fig. 8 Convergence characteristics of Pima Indians Diabates Dataset
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Fig 4. (f)                                                          Fig 4. (g) 

 

      Fig 4. (h)                                                          Fig 4. (i) 

 

Fig 4. (j)                                                      Fig 4. (k) 

 

Fig. 4. (l)                                                                                                
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Fig. 9 Convergence characteristics of Haberman Survival Dataset
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Fig. 10 Convergence characteristics of Hayes roth Dataset
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Fig. 11 Convergence characteristics of Ecoli Dataset
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Fig. 12 Convergence characteristics of Zoo Dataset
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Fig. 13 Convergence characteristics of Vowel Dataset
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Fig. 14 Convergence characteristics of Artificial Dataset 1
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Fig. 15 Convergence characteristics of Artificial Dataset 2
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5 Conclusion 

This paper investigated the application of eight PSO variants to cluster data vectors. 
Their performance have been compared by clustering 10 real life data set and 2 
artificial data set. It is clear that in 7 cases PSO-cf , in 4 cases PSO-w and in 1 case 
FIPS show their superiority than other algorithm.  From simulations it is observed that 
convergence behavior of most of the algorithms exhibited a faster, but premature 
convergence to a large quantization error, while the PSO-cf algorithms had slower 
convergence, but to lower quantization errors with stable convergence in most cases. 
As further study some parameter tuning of PSO-cf can be done to improve the 
convergence characteristics. Our studies can be helpful to many researchers in 
choosing suitable PSO variants for their application. 
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Abstract. Protein Structure Prediction with lowest energy from its primary 
sequence of amino acids is a complex and challenging problem in computational 
biology, addressed by researchers using heuristic optimization techniques. Particle 
Swarm Optimization (PSO), a heuristic optimization technique having strong 
global search capability but often stuck at local optima while solving complex 
optimization problem. To prevent local optima problem, PSO with local search 
(HPSOLS) capability has been proposed in the paper to predict structure of 
protein using 2D off-lattice model. HPSOLS is applied on artificial and real 
protein sequences to conform the performance and robustness for solving protein 
structure prediction having lowest energy. Results are compared with other 
algorithms demonstrating efficiency of the proposed model. 

Keywords: Protein Structure Prediction, Particle Swarm Optimization, Local 
Search, Off-lattice model. 

1 Introduction 

In computational biology, one of the most complex and challenging problem is the 
prediction of protein structure from the primary sequence of amino acids. A protein is 
represented by a sequence of 20 different amino acids. Biological functions are 
known from the structure of protein which plays an important role in drug design, 
disease prediction and many more. The structure with lowest energy of protein is 
associated with the structure of global minimum of the free energy consisting of the 
intermolecular interaction among protein atoms and surrounding solvent molecules 
[1]. Experimental methods like X-ray crystallography and Nuclear Magnetic 
Resonance (NMR) are time consuming and expensive to predict the structure of 
proteins. Therefore, computational method is an effective and necessary tool to 
predict the protein structure. Computational methods perform either considering the 
physical model or by applying a suitable global optimization method to predict the 
structure of a protein. Instead of considering all 20 different amino acids, the models 
are grouped into two classes of residues: hydrophobic (non-polar) and hydrophilic 
(polar) where ′H′ represents hydrophobic and ′P′ represents hydrophilic residues. 
These models include a family of HP lattice models [2] and HP off-lattice models [3]. 
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In the paper, AB model proposed by Stillinger et al. [4] has been used where the 
hydrophobic monomers are labeled by ′A′ and the hydrophilic or polar ones by ′B′. 
Based on the lowest free energy [1], many heuristic optimization methods such as 
Tabu Search algorithm [5], Differential Evolutionary algorithm [6] and particle 
swarm optimization algorithm [7, 8] have been developed to search for lowest free 
energy structure of a protein using 2D - AB off-lattice model. 

Particle Swarm Optimization (PSO) is a population based search algorithm 
developed by Eberhart and Kennedy [9]. It has been successfully applied to many 
engineering optimization problems due to its simplicity, fast convergence and fewer 
parameters [10, 11]. However, PSO can easily trap into local optimum due to lack of 
diversity in the population. In order to improve performance of PSO, we have 
proposed hybrid PSO with local search (HPSOLS) algorithm. Proposed algorithm 
prevents the particles to fall into local optimum and improve the convergence rate and 
efficiency. In the paper, artificial and real protein sequences are used to show the 
ability of the HPSOLS algorithm and the results are compared with other algorithms. 

The rest of the paper is organized as follows: an overview of AB off-lattice model, 
brief introduction of particle swarm optimization and Hill Climbing local search 
algorithm are presented in section 2. In section 3, the HPSOLS algorithm is described 
while in section 4, the results are compared with basic PSO and constriction PSO 
(CPSO). Section 5 concludes the paper with a possible direction in future works. 

2 Background 

2.1 AB Off-Lattice Model 

AB off-lattice model, known as toy model was proposed by Stillinger et. al. in 1993 [4] 
where 20 amino acids are classified into hydrophobic and hydrophilic residues, labeled 
using letters ′A′ and ′B′ respectively. Two residues are linked by rigid unit-length bonds 
and the angle between two bonds can change freely. An n length protein sequence is 
represented by (n-2) bend angles , … … , at each of the non-terminal residues. 
We adhere the conventions that     and  = 0 reveals two continuous bond 
are on the same line while 0 and 0 represent rotation of amino acids in 
clockwise and counter clockwise direction respectively, as shown in Fig. 1. 

 

Fig. 1. 2D AB Off-Lattice model of a protein sequence with length 9 



 Hybrid Particle Swarm Optimization Technique for Protein Structure Prediction 195 

 

Where is the bending potentials, independent of protein sequence as defined by 
equation (2). ( ) =  (1 )          (2) 

The nonbonded interactions  have a species-dependent Lennard-Jones 12, 6 form 
are described in equation (3) and (4) respectively. , , = 4  ,                                   (3) , =  (1 + + +  5 )                (4) 

where  denotes the distance between residue i and j of the chain and ,  are the 
variables encoded according to the residue species along the chain. For an AA pair, , = 1 regarded as strongly attracting, for an AB pair, , = 0.5, 
regarded as weakly attracting and for a BB pair, , = 0.5, regarded as weakly 
repelling. Our objective is to find the minimum value of the equation (1). This 
minimum value is the lowest free energy of the structure of a protein. 

2.2 Particle Swarm Optimization 

The PSO algorithm uses a population of individual called particles where each 
particle represents a candidate solution to the optimization problem. Each particle has 
its own position and velocity to move around the search space. Particles have memory 
and each particle keep track of previous best position and corresponding fitness value 
called pbest, related only to a particular particle in the swarm. Another value called 
gbest is defined as the best value among all pbest in the swarm. The basic concept of 
PSO technique lies in accelerating each particle towards its pbest and gbest which 
ultimately leads to global optima. 

In general, a swarm contains N particles and each particle moves in a D-
dimensional search space. The position vector and velocity vector of ith particle is 
represented by Xi = (xi1, xi2,……,xiD) and Vi = (vi1, vi2,…, viD) respectively. Each 
particle maintains a memory of its previous best position which is represented by 
Xpbest = (xpbest1, xpbest2, xpbestD) and best of all the particles in the swarm by Xgbest = 
(xgbest1, xgbest2, …,xgbestD).  At each generation, say t, particles update their velocities 
and positions in the search space using equations (5) and (6) respectively, which 
govern the working principle of PSO.  

 ( + 1) = ( ) +  ( )   ( )  +  ( ( )   ( ))    (5) ( + 1) =  ( ) + ( + 1)                                          (6) 

Here c1 and c2 are two positive constants referred to as cognitive and social 
parameters, which accelerate the particles towards the personal best and global best 
positions, respectively. Adjustment of these coefficients is very important in PSO, 
which allow particles to move far from the target region for small values whereas high 
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values provide abrupt movement toward or past the target region in the search space 
[12]. The constants r1 and r2 are uniformly distributed random numbers in [0, 1]. 

A constant, maximum velocity (Vmax) is used to limit the velocities of the particles 
and improve the resolution of the search space. Large values of Vmax facilitate global 
exploration, whereas smaller values encourage local exploitation. If Vmax is too small, 
the swarm may not explore sufficiently in the search space while too large values of 
Vmax risk the possibility of missing a good region. In the present investigation, the 
version of PSO proposed by Shi and Eberhart [13] has been considered, which 
incorporates a new parameter ω, known as the inertia weight factor into the velocity 
updating equation (5), modified as equation (7). ( + 1) = w ( ) + ( ) – ( )  +  ( ) – ( )     (7) 

The main role of the inertia weight factor ω is to control the magnitude of the 
velocities and alleviate the swarm explosion effect. In this paper, the inertia weight 
version of PSO as describe by equations (6) and (7) are used and called as basic PSO. 

2.3 Hill Climbing - Local Search Algorithm 

Hill Climbing (HC) is an  optimization technique which belongs to the family of local 
search. It is an iterative algorithm that starts with an arbitrary solution to a problem, 
then attempts to find a better solution by incrementally changing a single element of 
the solution with a neighborhood function (F). If the change produces a better 
solution, an incremental change is made to the new solution, repeating until no further 
improvements can be found or stop with a specific condition. HC algorithm is used to 
local exploration for obtaining the local optimum (a solution that cannot be improved 
by considering a neighboring configuration) but it is not guaranteed to find the best 
possible solution (the global optimum) out of all possible solutions. The HC local 
search algorithm is hybridized with particle swarm optimization providing more 
flexibility in the motion of particles. In the proposed algorithm, the neighborhood 
function (F) has been designed to generate a new candidate solution, describe by 
equation (8).   ( ) =    ( ) +  (1 2 ())      (8) 

 
Where r represents the changing range of original particles and rand() is a random 

number between 0 to 1. = ( )                                                   (9) 

Where a is the initial value of r and b is the value decreased by each iteration t. G 
is the maximum number of generation. 

Hill climbing algorithm is presented below. 
 
Algorithm HC 
Start 
Initialization: Assume the current solution (base point) is , the neighborhood   
function is F and N is the desired number of neighborhood points.  
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Set k=1. 
Step1: Generate new solution ( ) using equation (8) 
Step2: Calculate ( ) and ( )          \\ f is fitness function 
Step3: If ( )  ( ), Then  is the best solution, set =  
   Else return  as the best solution 
Step4: If  , set k=k+1 and go to Step1 

   Else Stop. 

3 Particle Swarm Optimization and Local Search 

PSO was originally designed as a numerical optimization technique based on swarm 
intelligence and proved its robustness and efficiency to solving non-linear, real-valued 
function optimization problem. However, when dealing with complex problems, quality 
of solution is affected as the number of iterations increases and it suffers from premature 
convergences. The former situation occurs when all particles converge to a single point 
as the speed of the particles decrease with time. Thereafter, forcing them to converge to 
the global best point found so far which is not to become global optima. PSO sometimes 
suffers from premature convergence due to many local minima in the search space. In 
general, convergence is a desirable property that swarms are allowed to search near the 
global minimum as time progresses. Unfortunately, in the context of many local 
minima, the convergence property may cause a swarm to become trapped in one of 
them and fail to explore more promising neighboring minima. To enhance the 
exploration capability and to avoid being trapped into local optima, a hybrid strategy is 
necessary to increase the diversity of the swarms in the search space. With this 
observation, a hybrid particle swarm optimization with local search algorithm has been 
proposed in the paper. In the proposed approach, hill-climbing (HC) algorithm is used to 
execute local search to find better solutions in the neighborhood search space as 
produced by PSO at each iteration. 

3.1 HPSOLS Algorithm  

In HPSOLS, each particle has a chance of self-improvement by applying local search 
algorithm before communicating with the population in which it belongs. Local 
search has been applied to all pbest (the best position found by each particle) of the 
swarm. In HPSOLS algorithm, r is used in equation (9) linearly decreased as the 
iteration increased.  

 
HPSOLS Algorithm 
Start 
Initialize the parameters of PSO i.e. maximum iteration, Population size (P),   
Inertia weight, Accelerating   Coefficients.  
Step1: Randomly generate initial positions ( ) and velocities ( ) of the particles. 
Step2: Calculate the fitness for each particle in . Set pbest( ) and gbest( ). Set  
           G = 1. 
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Step3: Perform Local Search i.e. HC algorithm on every pbest( ) of the  
            population found so far. 
Step4: Update pbest( ) and gbest( ). 
Step5: Update velocity using equation (7) 
            Update position using equation (6) 
Step6: Evaluate the fitness function for each particle of the population 
Step7:  Update pbest( ) and gbest( ). 
Step8: If G = maximum iteration then gbest( ) is the solution. 
            Stop; 
            Else set G = G +1 and go to Step3. 

After searching local optimum, the particle is regarded to be matured. PSO 
methods excite from a local optimum point so that there will be a greater chance to 
reach to a global optimum. 

4 Experimental Studies 

In the experiment, both artificial and real protein sequence are considered to conform 
robustness and performance of the proposed HPSOLS algorithm applied in protein 
structure prediction in 2D off-lattice model. 

4.1 Artificial Protein Sequence 

For experiments, two kinds of artificial sequences are considered. Firstly, 20 artificial 
protein sequences of length 5 as in Stillinger [4] are used, shown in Table1. 

Table 1. Artificial Protein Sequence of length 5 

Sequence 

AAAAA AABAB ABABB BAABB 

AAAAB AABBA ABBAB BABAB 
AAABA AABBB ABBBA BABBB 
AAABB ABAAB ABBBB BBABB 
AABAA ABABA BAAAB BBBBB 

 
Secondly, Fibonacci sequence is considered for obtaining an artificial protein 

sequence to predict protein structure in off-lattice model as studied in [14]. The 
Fibonacci sequence is defined below recursively as- 

 = , = ,          =   
 

where * is the concatenation operator. The first few sequences are = , =, =  and so on. Hydrophobic residue A occurs isolated along the 
chain, while hydrophilic residue B occurs either isolated or in pairs and the molecules 
have a hierarchical string structure. We considered the Fibonacci sequences with 
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length 13, 21,34 and 55 for experiments as artificial protein sequences are shown in 
Table 2. 

Table 2. Fibonacci Sequences 

A.S. Sequence 

S13 ABBABBABABBAB 
S21 BABABBABABBABBABABBAB 
S34 ABBABBABABBABBABABBABABBABBABABBAB 
S55 BABABBABABBABBABABBABABBABBABABBABBA 

BABBABABBABBABABBAB 

4.2 Real Protein Sequences 

Real protein sequence given in Table 3 is considered to evaluate the performance of 
the proposed HPSOLS algorithm. In the experiment, K-D method [15] is applied to 
distinguish hydrophobic and hydrophilic residues of 20 amino acids in real protein 
sequences. The amino acids I, V, L, P, C, M, A, G are hydrophobic (A) and D, E, F, 
H, K, N, Q, R, S, T, W, Y are hydrophilic (P). 

Table 3. Real Protein Sequences 

R.S. Sequence 

1BXP MRYYESSLKSYPD 

1BXL GQVGRQLAIIGDDINR 

1EDP CSCSSLMDKECVYFCHL 

1EDN CSCSSLMDKECVYFCHLDIIW 

1AGT GVPINVSCTGSPQCIKPCKDQGMRFGKCMNRKCHCTPK 

4.3 Parameter Setting and Initialization 

The proposed HPSOLS algorithm is compared with basic PSO [11] and PSO with a 
constriction factor (CPSO) [8], using artificial and real protein sequences with 
different lengths. The algorithms are implemented using MATLAB 7.6.0 (R2008a) 
applied on Intel (R) Core (TM) i7-2670QM CPU @ 2.20 GHz with 8 GB RAM on 
windows 7 Home Premium platform with same initial population but different 
number of generation based on the respective length of protein sequences. For the 
experiments, 5000, 12000, 14000, 16000 and 20000 number of generations of the 
protein sequences of length 5, 13, 21, 34 and 55 are considered respectively. Each 
algorithm runs 30 times and their mean and standard deviation are calculated. The 
population size for all approaches is set as 50. The inertia weight (ω) and acceleration 
coefficients (c1 and c2) for the basic PSO are set as ω = 0.732 and c1=c2 = 1.49 while 
for CPSO, c1=c2 = 2. The parameters of the proposed HPSOLS algorithm are set to c1 
= c2 = 2.05 and inertia weight (ω) decreases linearly from 0.9 to 0.4 with increasing 
generations. In order to obtain less computational time spent by local search in 
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HPSOLS algorithm, a small number of neighbors of the current solution is taken 
considering N = 5 and r is initially set to 0.2 and its value decreases by 0.05 in every 
iteration. 

Table 4. Results on Artificial Protein Sequence of length 5 

Sequence HPSOLS PSO CPSO 

Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. 

AAAAA -3.083 0.000 -3.017 0.089 -2.996 0.039 

AAAAB -1.931 0.000 -1.923 0.048 -1.903 0.012 

AAABA -2.675 0.000 -2.632 0.068 -2.583 0.069 

AAABB -0.888 0.000 -0.888 0.000 -0.880 0.004 

AABAA -2.655 0.000 -2.623 0.054 -2.576 0.037 

AABAB -1.474 0.000 -1.472 0.003 -1.452 0.010 

AABBA -0.962 0.000 -0.786 0.400 -0.901 0.035 

AABBB 0.040 0.000 0.040 0.000 0.041 0.001 

ABAAB -1.721 0.000 -1.721 0.000 -1.692 0.016 

ABABA -2.562 0.000 -2.562 0.000 -2.476 0.036 

ABABB -0.958 0.000 -0.958 0.000 -0.951 0.004 

ABBAB -0.235 0.049 -0.118 0.137 -0.228 0.008 

ABBBA -0.475 0.000 -0.321 0.239 -0.448 0.016 

ABBBB -0.072 0.012 -0.044 0.023 -0.067 0.005 

BAAAB -0.526 0.000 -0.526 0.000 -0.520 0.003 

BAABB 0.096 0.000 0.096 0.000 0.098 0.001 

BABAB -0.866 0.000 -0.866 0.000 -0.852 0.006 

BABBB -0.490 0.000 -0.490 0.000 -0.471 0.012 

BBABB -0.362 0.000 -0.362 0.000 -0.343 0.010 

BBBBB -0.680 0.000 -0.680 0.000 -0.657 0.010 

4.4 Results with Artificial Protein Sequence 

Table 4 presents mean and standard deviation of 30 runs of the algorithms on the 20 
different artificial protein sequence (A. S.) of length 5. From the results it has been 
observed that the proposed method performs better than basic PSO and CPSO. 
Moreover, the proposed algorithm is more robust than basic PSO and CPSO on some 
artificial sequences. 

From Table 5, it is clear that mean of minimum energy obtained by HPSOLS 
dominates the mean of the basic PSO and CPSO for all 13, 21, 34 and 55 length of 
artificial protein sequences in 30 runs. It has shown the better performance of the 
HPSOLS over the basic PSO and CPSO. In case of robust solution, the HPSOLS is 
placed in second position, compared with basic PSO and CPSO by considering 
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standard deviation of first three artificial protein sequences in Table 5. But, in higher 
length of artificial sequence, the minimum energy obtained by the HPSOLS is robust 
than the other algorithms. 

The convergence characteristics of each algorithm on artificial protein sequences 
of lengths 13, 21, 34 and 55 are shown in Fig. 2. The HPSOLS exhibits better 
convergence than the basic PSO and CPSO. 

4.5 Results with Real Protein Sequence 

The results of the experiments are listed in Table 6 representing the mean and 
standard deviation of 30 runs applied on 1BXP, 1BXL, 1EDP, 1EDN and 1AGT of 
real protein sequences. It has been observed that lowest energy obtained by HPSOLS 
algorithm is obviously better than that of other algorithms like basic PSO and CPSO. 
Therefore, the proposed method provides better performance in solving real protein 
sequences. The lowest energy obtained by the HPSOLS approach is highly robust 
than the basic PSO as revealed from the standard deviation of all real protein 
sequences. But robustness is slightly better than HPSOLS in CPSO except for 1BXP 
real protein sequence. 

The convergence characteristics of HPSOLS, basic PSO and CPSO on real protein 
sequences are plotted in Fig. 3 showing earlier convergence of HPSOLS algorithm 
compare to other two algorithms. 

 

 

 

Fig. 2. Convergence characteristics of Artificial Protein Sequence with different lengths 
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Table 5. Results of Artificial Protein Sequence 

 

Table 6. Results of Real Protein Sequence 

 

 

 

 

 

Fig. 3. Convergence characteristics of Real Protein Sequences 

A.S. HPSOLS PSO CPSO 
Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. 

S13 -2.738 0.416 -1.805 0.581 -0.919 0.274 
S21 -4.968 0.589 -3.851 1.022 -0.660 0.220 
S34 -6.051 1.080 -5.670 1.450 1.188 0.285 
S55 -8.328 1.207 -8.299 1.865 5474 1630 

R.S. HPSOLS PSO CPSO 
Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. 

1BXP -2.423 0.0804 -1.835 0.430 -0.883 0.220 
1BXL -8.398 0.422 -6.468 1.300 -3.027 0.468 
1EDP -6.389 0.5923 -3.563 1.448 -1.313 0.481 

1EDN -7.095 0.917 -5.017 1.821 -0.805 0.348 
1AGT -16.965 2.069 -14.400 3.103 -0.049 0.590 
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5 Conclusions 

The paper presents a hybrid particle swarm optimization with local search for solving 
protein structure prediction problem. PSO has strong global search capability to solve 
many optimization problems. But, due to lack of diversity in their individuals 
particles can easily trapped into local minima when solving complex problem. In the 
paper local search algorithm is applied on pbest of all particles in each iteration to 
preventing  particles fall into local optima and made exploration on their search space. 
The hybrid HPSOLS is used to solve protein structure prediction problem on 2D off-
lattice model. Experimental results show that the proposed HPSOLS has better 
performance than basic PSO and CPSO. In future, we will implementing the 3D off 
lattice protein structure prediction using this proposed algorithm and controlling the 
parameters which are associated with HPSOLS.  
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Abstract. This paper puts forward a new learning model based on improved 
particle swarm optimization (ISO) for functional link artificial neural networks 
(FLANN) to estimate software effort. The improved PSO uses the adaptive 
inertia to balance the tradeoff between exploration and exploitation of the 
search space while training FLANN. The Chebyshev polynomial has been used 
for mapping the original feature space from lower to higher dimensional 
functional space. The method has been evaluated exhaustively on different test 
suits of PROMISE repository to study the performance. The simulation results 
show that the ISO learning algorithm greatly improves the performance of 
FLANN and its variants for software development effort estimation. 

Keywords: Software effort estimation, ISO, Back propagation, and FLANN. 
1 Introduction 

Software effort estimation is the process of prediction of effort, cost, schedule, and 
staffing levels for successful project management. Accurate software cost estimation 
is critical for the effective software project management. It significantly affects 
management activities such as resource allocation and creating reasonable schedule. 
The major contributing factor for accurate estimation is effort. This has led 
researchers to conduct extensive research on software effort estimation methods. In 
this paper, we investigate the use of Improved Particle Swarm Optimization algorithm 
(ISO) for tuning the control parameters of FLANN for software effort estimation. The 
improved PSO employs parameter automation strategy, velocity resetting, and 
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adapting the inertia in global search and thereby fine tuning the quality of the solution 
[3]. This work is an improvement of our earlier work PSO-FLANN[12].  

 FLANN proposed by Pao, is a flat network consisting of one input layer and an 
output layer for forming arbitrarily complex decision regions to guide real world 
applications.  FLANN generates output (effort) by expanding the inputs (cost drivers) 
by nonlinear orthogonal functions like Chebyshev polynomial and then processing the 
final output layer. Each input neuron corresponds to a component of an input vector. 
The output layer consists of one output neuron that computes the software 
development effort as a linear weighted sum of the outputs of the input layer [10, 11]. 
The non-normal characteristics of the datasets always lead FLANN to low prediction 
accuracy and high computational complexity. To alleviate these drawbacks our 
proposed technique has been formulated to exploit the best features of ISO and 
FLANN a.k.a ISO-FLANN. 

Functional link neural networks and cost estimation fundamentals are briefly 
reviewed in Section 2. The proposed approach is described in Section 3 and Section 4. 
In Section 5, numerical examples from Cocomo81 (Coc81), Nasa93, Maxwell dataset 
is used to evaluate the performance. Section 6 concludes this paper. 

2 Background 

In this section the background of this work is discussed. Software cost estimation and 
FLANN architecture are described in Subsection 2.1 and 2.2, respectively.  

2.1 Software Effort Estimation 

Software effort estimation (SEE) is one of the important steps in software project 
management. It can be defined as the task of estimating the total effort required to 
develop a software system [5]. SEE is incorporated by set of attributes (a. k. a, cost 
drivers) representing a software project to predict (or estimate) the cost, in terms of 
person-months, in turn to predict the required time to develop the software system [1, 
8]. SEE assist the project managers to take strategic decisions such as bidding of a 
new project, managing development, maintenance or customization of software, 
planning and allocation of resources.  According to Oliveira [8], the major bottlenecks 
for software projects are the schedule and effort (cost) to finish it; the ever changing 
dynamics of project scope make the process of cost estimation complex. Due to 
typical characteristics of each project, the accurate measurement of the cost and 
development time of software can be determined only after the project is completed 
[2, 8]. However, it is necessary to perform estimations before the project begins. 
There are various techniques and methods which can be employed to estimate 
software development effort, cost, and time. This paper introduces an innovative 
technique aimed to predict (estimate) the software development effort based on ISO 
and FLANN. 
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2.2 Architecture of FLANN  

A typical FLANN structure is illustrated in Figure 1. FLANN is a single layer flat net 
with implicit hidden layer. The original input space is mapped into n-dimensional 
feature space (n is a user defined parameter, varies across the domains) by functional 
expansion such that the feature space becomes linearly separable. The Chebyshev 
polynomial functional expansion is widely considered as basis function in software 
cost estimation [12]. The output of the basis function is multiplied by random weights 
chosen in the range [-0.5, 0.5] and the summation of all such multiplications is feed to 
sigmoid function to predict the development effort in Person-Months [10, 11]. The 
learning process involves updating the weights of FLANN in order to minimize a 
given cost function. The weight vector is evolved by Improved Particle Swarm 
optimization (ISO), which has unique characteristics like rapid convergence to global 
solutions and less number of parameters to be optimized. 

 

Fig. 1. FLANN Architecture 

3 Improved Particle Swarm Optimization 

The essence of ISO-FLANN architecture for software cost estimation is to predict the 
effort accurately by fine tuning the control parameters of FLANN by employing a 
new learning method based on ISO.  

The Improved PSO relies on standard global version of PSO [3]. In order to 
circumvent the slow convergence rate to the global optimum and inefficiencies of 
PSO to fine tune the control parameters of the solution space, the ISO has been used 
in this work. The mathematical model for ISO is as follows. 

 ( + 1) = ⊗ ( ) + ⊗ ( ) ⊗ ( ) ( ) + ⊗ ( ) ⊗( ) ( )                                                                                              (1) ( + 1) = ( ) + ( + 1)                                              (2) 
 



208 T.R. Benala, R. Mall, and S. Dehuri 

 

The symbol ⊗ in equation (1) denotes point by point vector multiplication.  is an 
adaptive inertia weight (detailed is described in algorithm-I); cognitive component c1 
and social component c2 are non-negative real constants. Randomness (useful for good 
state space exploitation) is introduced via the vector of random numbers  and . These 
are usually selected as a uniform random number in the range [0, 1]. The steps of 
velocity update, position update, and fitness computations are repeated until a desired 
convergence criterion is met. The stopping criterion is usually that the maximum change 
in the best fitness should be smaller than the specified tolerance for a specified number 
of iterations, I, as shown in Eq. (3). Alternatively, the algorithm can be terminated when 
the velocity updates are close to zero over a number of iterations. 

 ( ) ( ( 1)) ∈ ,         = 2,3, … . . ,                           (3) 

The unique flavor of ISO is its adaptive inertia weight . The  adaptive weight  is 
adjusted in such a fashion that the search space of ISO reduces as the generations 
increases. Hence, it balances the tradeoff between exploration and exploitation and 
converges to global optimum relatively quickly as compared to standard PSO. 

 
Algorithm-I 

 
Let us assume, 0 is the Initial inertia weight, End point of linear selection is 1, 

Number of generations during which inertia weight is reduced linearly is Gen1 and 
the Maximum generation is Gen2. 

Reduced_( ) 
Step1: For i=1.., Gen1 do: 

{   Compute ( 0-(( 1/Gen1) ×i)) and assign it to 1 

} 
 

Step 2: For i=Gen1+1..,Gen2 do:  
 { 
   Compute (( 0- 1) ×exp (((Gen1+1)-i)/i)) and assign it to 1 
 } 

4 ISO-FLANN Algorithm 

In this section, we first propose the methodology for software cost estimation, next 
algorithm and finally performance evaluation metrics.  

4.1 Methodology 

ISO-FLANN is a typical two layer feed forward neural network consisting of an input 
layer and output layer with an implicit hidden layer. The nodes between input and 
hidden layer are connected without weight vector and the nodes between hidden layer 
and output layer are assigned with weight vector. Unlike FLANN, the weight vector is 
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evolved by ISO Learning algorithm. There are n input nodes (n depends on the cost 
drivers of a particular dataset). The input nodes are expanded by a basis function to m 
number of nodes, where m is the functionally expanded nodes.  In software cost 
estimation domain Chebyshev polynomial basis function is most effective function 
for functional expansion [10, 11]. The basis function maps the input space to higher 
dimension.    

4.2 Algorithm-II 

 

Let us assume, D is the dataset, tr and te are the training and testing parts respectively, 
p is the data point, l and h are the lower and higher dimensions respectively, and tc is 
the termination criteria, O is the output layer, w is the weighted sum, E is the error, 
current best fitness value is cf, Fitness value is F, gb represents global best, pv is the 
particle velocity, CG represents Cauchy and Gaussian Mutation . 

Step1: Divide D 2/3rd parts into tr and 1/3rd part into te. 
Step 2: For each p 
 Step 2.1: Map from l to h. 
Step3: For each particle initialize with small values from [-1, -1]. 
Step 4: While (!tc) 
 { 
            For each swarm 
  { 
   For each particle in the swarm 

                            { 
    For each sample in the training sample 
    { 
     Calculate w, and send it as input to O. 
     Calculate E.  
    } 
                                        Assign E to F. 
    If(F is better than cf) 
    { 

                                Assign F to cf. 
                               } 

   Assign cf to gb. 
   } 
   For each particle 
   { 
     Call Reduced_() and find pv. 
    Update particle position.  
   } 
  } 
  Apply CG if the position of the global best position is not improved      

} 
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4.3 Performance Evaluation Metrics 

Three evaluation criteria were used to assess degree of accuracy to which the 
estimated effort matches actual effort. These evaluation criteria have been chosen as 
they are widely accepted bench mark metrics for performance evaluation in the 
software cost estimation literature. They are as follows:  Mean Magnitude of Relative 
Error (MMRE), Median Magnitude of relative error (MdMRE), and PRED (0.25) [4, 
9]. 

5 Datasets, Experiments, and Results 

In this section, studies were carried out on three PROMISE repository datasets, 
namely, Cocomo81 (Coc81), Nasa93, Maxwell [8] to investigate performance of our 
methods. These datasets are available at http://code.google.com/p/promisedata/. 

5.1 Dataset Preparation 

Before the experiments, all input variables (a. k. a features) are normalized using min-
max normalization in order to eliminate the possibility of unequal influences. The 
three real datasets shown in Table 1 are subjected to Leave-one-out cross-validation; 
in each iteration all the data points except for the single observation are used for 
training and the model is tested on that single observation. Table 1 provides an 
overview of the data sets, including number of features, size.  The skewness, 
minimum, mean and maximum of effort and size in Klocs. 

 

Table 1. Descriptive statistics for public datasets 

Dataset Coc81 Nasa93 Maxwell 
Features 17 17 27 

Size 63 93 62 
Units Months Months Hours 

Minimum 
Effort 

6 8 583 

Median 98 252 5189.5 
Mean 683 624 8223.2 

Maximu
m Effort 

11400 8211 63694 

Skew 4.4 4.2 3.26 

5.2 Cost Estimation Models 

This study explored the feasibility of using different models based on FLANN. Out of 
the three functional expansions, namely, C-FLANN, P-FLANN and L-FLANN, C-
FLANN based model is included in our experiments. Hereafter, C-FLANN will be 
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annotated as FLANN. The proposed models using Improved Particle Swarm 
Optimization and Particle swarm optimization will be hereafter known as ISO-
FLANN and PSO-FLANN. For a comprehensive evaluation of the proposed models, 
for comparison, other popular estimation models including, Functional Link Artificial 
Neural Networks (FLANN) [10, 11], and artificial neural networks (ANN), are also 
included in the experiments.   

5.3 Experimental Procedure 

For the purpose of validation, we adopt Leave-one out cross-validation to evaluate the 
generalization error of the methods. In this scheme for each dataset of n data points 
and given m candidate models, each model is trained with n-1 data points and then is 
tested on the sample that was left out. This process is repeated n times until every data 
point in dataset have been used as cross-validation instance. Then the average training 
error and testing error across all three trials are computed. The advantage of this 
scheme is that it does not matter how the data is split since each data point is assigned 
into a test set, a training set and a validation set respectively once. First, the 
performances of ISO-FLANN, BP-FLANN and PSO-FLANN are investigated. The 
best variants on training set are selected as the candidate for comparisons. Next, the 
optimizations of machines learning methods are conducted on the training dataset by 
searching through their parameter spaces. Thirdly, the training and testing results of 
the best variants of all estimation methods are summarized and compared. The 
experimental results and the analysis are presented in the next section. 

5.4 Experimental Results 

Tables 2 to 4 present a summary of all the methods applied on three PROMISE 
repository datasets given in Table 1. The second annotated column in each table 
shows performance of various methods with respect to performance metrics MMRE. 
Similarly, the third column and fourth column of each table summarizes the results 
with respect to performance metrics MdMRE and PRED(0.25) respectively. With 
these values it can be interpreted that the testing results in the proposed methods 
outperform the testing results in traditional methods. 

Our experiments suggest that hybrid combination of ISO-FLANN improves the 
accuracy very efficiently when compared to BP-FLANN, PSO-FLANN and ANN. 

Table 2. Results on Coc81 Dataset 

Methods MMRE MdMRE PRED(0.25) 

Training Testing Training Testing Training Testing 

ISO-FLANN 0.008145 0.025319 0.006868 0.001597 1 1 

BP-FLANN 0.0047 0.0119 0.0005913 0.00058568 1 1 

PSO-FLANN 0.000072218 0.000026565 0.00092968 0.000086921 1 1 

ANN 0.0053 0.0064 0.0045 0.0111 1 1 
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Table 3. Results on Nasa93 Dataset 

Methods MMRE MdMRE PRED(0.25) 

Training Testing Training Testing Training Testing 

ISO-FLANN 0.0032 0.00016343 0.0034 0.0011 1 1 

BP-FLANN 0.00094315 0.00035029 0.00076716 0.0009355 1 1 

PSO-FLANN  0.00084454 0.000090888 0.00046056 0.00010601 1 1 

ANN 0.0020 0.0053 0.0019 0.0042 1 1 

Table 4. Results on Maxwell Dataset 

Methods MMRE MdMRE PRED(0.25) 

Training Testing Training Testing Training Testing 
ISO-FLANN 0.01137 0.001349 0.00792 0.002363 1 1 
BP-FLANN 0.005687 0.011517 0.000613 0.000679 1 1 
PSO-FLANN 0.0000722 0.0000266 0.00093 0.0000869 1 1 
ANN 0.005351 0.007901 0.004413 0.011444 1 1 

6 Conclusion and Future Work 

Software cost estimation by hybrid system using ISO and FLANN-an improvement of 
PSO-FLANN, has been presented in this work. We have evaluated the performance of 
ISO-FLANN. The experimental results show that our method gives improved 
performance as compared to conventional FLANN and outperforms the competitive 
techniques such as PSO-FLANN, and ANN. As a future work, our best effort may 
continue towards designing of new hybrid learning mechanisms for software effort 
estimation based on meta-heuristic techniques like Bat algorithm, artificial bee colony 
(ABC) algorithm, differential evolution (DE), and simulated annealing.  
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Abstract. Dimensionality reduction of a feature set is a usual pre-processing 
step used for image classification to improve their accuracy. In this paper an au-
tomatic Computer Aided Diagnostic system (CAD) is proposed for detection of 
liver diseases like hepatoma and hemangioma from abdominal Computed To-
mography (CT) images using an evolutionary approach for feature selection. 
The liver is segmented using adaptive thresholding. Histogram analyzer is used 
to fix the threshold and morphological operation is used for post processing. 
Rules are applied to remove the obstacles. Fuzzy c-Mean (FCM) clustering is 
used to extract the lesion from the segmented liver. Auto covariance features 
are extracted from the segmented lesion. The Binary Particle Swarm Optimiza-
tion (BPSO) is applied to get the best reduced feature set. The textual informa-
tion obtained after feature reduction was used to train Probabilistic Neural Net-
work (PNN). The results obtained from different transfer functions are analyzed 
and compared.  

Keywords: BPSO, Feature Selection, FCM, Morphological Operation, Cova-
riance Matrix, PNN, Liver CAD System. 

1 Introduction 

Liver cancer is one of the leading causes of death in many countries. CT is often the 
favored method for identifying many different liver diseases, including liver cancer, 
since the image allows a physician to verify the presence of a tumor and to measure 
its size. CAD systems have been developed to help doctors to diagnose precisely. The 
goal of the development of these systems is to assist radiologists in interpreting radio-
graphic images. Tumors can be benign or malignant. Benign tumors are not cancer 
cells and do not extend to tissues around them. Malignant tumors are cancer cells and 
can invade and damage nearby tissues and organs.  In many fields such as data min-
ing, pattern recognition and image processing, many numbers of features are often 
involved. In the same way in CAD system also many features are concerned. Feature 
reduction has to be done to improve their performance with a small feature subset. In 
feature subset selection problem, the prediction accuracy of the selected subset de-
pends on the size of the subset as well as the features selected. Evolutionary  
computing can be applied to problems where traditional methods are hard to apply.  
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A well-known evolutionary computing algorithm is the Particle Swarm Optimization 
(PSO) Algorithms which are very capable to search large solution spaces. PSO is one 
of the most widely used evolutionary algorithms inspired from social behavior of 
animals. It is popular because it is very simple and inexpensive. There exists Binary 
Particle Swarm Optimization (BPSO) which is a binary version of PSO. In our work, 
the BPSO algorithm as a feature selector, and PNN as a classifier are integrated effec-
tively. The selected best features from BPSO are fed to PNN classifier to classify the 
liver diseases. The computer aided liver disease diagnostic system can be divided into 
four parts. The first part is the segmentation of the liver and extraction of the lesion. 
The second and third part is the identification of features and best features and the last 
one is the recognition of the lesion. The rest of the paper is organized as follows. Sec-
tion 2 reviews the past work. Section 3 briefly presents the BPSO. Section 4 describes 
the system structure. Section 5 discusses the implementation and results. Section 6 
concludes the work. 

2 Past Work 

A lot of liver texture analysis techniques have been proposed and surveyed in the past 
[1] for CT imaging modalities to extract useful features for reliable liver tissue classi-
fication. Support Vector Machine (SVM) was designed by some authors to character-
ize liver diseases. Kernel-based Classifier is implemented [2] for classification of 
cyst, hepatoma and cavernous hemangioma. The features derived from the co-
occurrence matrix, shape descriptors etc. are used to train the SVM for classification. 
CT liver images are characterized into normal, visible and invisible malignancy [3]. A 
CT liver image diagnostic classification system is developed which consists of a 
detect-before-extract (DBE) [4] system which automatically finds the liver boundary 
and a neural network liver classifier for classification. An automatic liver segmenta-
tion and classification system is developed in [5]. The orthogonal wavelet transform is 
used to compute horizontal, vertical and diagonal details. Statistical texture features 
are extracted and PNN is used for classification. The study and development of PNN, 
Linear Vector Quantization and Back Propagation Network for classification of fatty 
and cirrhosis liver diseases is reported in [6]. Kumar et al (2010, 2011, and 2012) 
reveals that curvelet transforms [7], [8], and [9] achieve better than wavelet transform 
for categorization. Mala et al (2010) and Gunasundari et al (2012) concluded that the 
performance of PNN is good when it is compared with other neural networks [10]. A 
classifier [11] consisting of three sequentially placed neural networks for four classes 
of hepatic tissues was developed. Eight co-occurrence texture features are calculated 
for six different values of the pixel spacing. A CAD system architecture [12] which is 
able to accurately classify hepatic as normal liver, hepatic cyst, hemangioma, and 
Hepatoma was presented. Genetic Algorithm based feature selection method was 
applied for feature selection. First Classifier consists of five multilayer perceptron 
neural networks and second Classifier consists of five different primary classifiers, 
namely one multilayer perceptron Neural Network, one PNN, and three k-nearest 
neighbor classifiers (K-NN), each fed with the combination of the five texture feature 
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sets or with their reduced versions. Orthogonal moments [13] are used to classify the 
liver diseases from abdominal CT.  Neural networks have been extensively used in 
pattern classification applications. [3-12] 

A complementary particle swarm optimization algorithm [14] is used to find the best 
feature combinations. They used the complementary function to generate the new par-
ticles, and replace the 50% of the particles in the swarm. Chr-PmRF approach is  
designed [15] where PSO based sampling, Minimum Redundancy and Maximum Re-
levance mRMR based FS and Random Forest (RF) classifier successfully handle the 
troubles of customer churn prediction in telecommunication. Two wrapper based feature 
selection approaches [16], which are single feature ranking and BPSO based feature 
subset ranking is designed.  Logistic maps and tent maps [17] are embedded in BPSO to 
find out the inertia weight of the BPSO. Chaotic binary particle swarm optimization is 
proposed to implement the Feature Selection (FS). Catfish binary particle swarm opti-
mization [18] is proposed in which the catfish effect is applied. This effect is the intro-
duction of catfish particles into the search space, which replaces particles with the worst 
fitness. Swarm intelligence FS algorithm is designed based on the initialization and 
update of only a subset of particles in the swarm [19]. An original two-phase FS method 
[20] that uses PSO is presented, which forms an initial core set of discriminatory fea-
tures of the original feature space. This core set is then consecutively extended by 
searching for extra discriminatory features. Improved binary particle swarm optimiza-
tion [21] is proposed to implement FS and K-NN method serves as an evaluator of the 
IBPSO for gene expression data categorization problems. A system that classifies lymph 
nodes from the ultrasound images is presented [22]. A FS algorithm that integrates the 
particle swarm optimization neural network with the Boltzmann function is imple-
mented to select significant features. A novel FS method for the categorization of high 
dimensional cancer microarray data is designed which used filtering technique such as 
signal-to noise ratio (SNR) score and PSO [23]. A novel method for hepatitis disease 
diagnosis is designed [24], which is based on Rough Set, PSO and SVM. The proposed 
method is tested on the multi-core platform. Different spectral features are analyzed 
from transrectal ultrasound images for prostate cancer recognition [25]. A novel FS and 
classification method for hyperspectral images by combining the global optimization 
ability of PSO algorithm and SVM is reported [26]. Global optimal search performance 
of PSO is improved by using a chaotic optimization search technique. Granularity based 
grid search strategy is used to optimize the SVM model parameters. A combination of 
Integer-Coded Genetic Algorithm and PSO is coupled with the neural-network-based 
Extreme Learning Machine, is used for gene selection and cancer classification [27]. 
Semi supervised Ellipsoid ARTMAP algorithm combined with the PSO to distinguish 
tumor tissues with more than two categories through analyzing gene expression profil-
ing is implemented [28].  

3 Binary Particle Swarm Optimization 

PSO is an evolutionary computation technique that was proposed by Kennedy and 
Eberhart [29]. It is initialized with a population of random solutions, called particles 
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which fly around in the search space to find the best solution. Each particle in PSO 
should consider the current position, the current velocity, the personal best solution, 
pbest, and the gbest, to modify its position. The particles are manipulated according to 
the following equation: 

  
                 (1) 

    
  (2) 

where t
iv is the velocity of particle i at iteration t, w is a inertia weight, c1 and c2 are 

acceleration constant, rand is random number between 0 and 1, t
ix is the current posi-

tion of particle i at iteration t, pbesti is the best solution that the i-th particle has ob-
tained so far, and gbest indicates the best solution the particle has obtained so far. The 
PSO starts with randomly placing the particles in a problem space. At each pass, the 
velocities of particles are computed using Eq. (1). After defining the velocities,  
the position of particles can be computed using Eq. (2). The process of changing par-
ticles’ positions will continue until satisfying an objective function. In designing the 
binary version of PSO, some basic concepts of the velocity and position updating 
process must be modified. In binary space the position updating process cannot be 
performed using Eq. (2). A transfer function is necessary to map velocity values to 
probability values for updating the positions. The original BPSO was proposed by 
Kennedy and Eberhart [30] to allow PSO to operate in binary problem spaces. The 
roles of velocities are to present the probability of a bit taking the value 0 or 1. A 
sigmoid function as in Eq. (3) was employed to transform all real values of velocities 
to probability values in the interval [0, 1]. 

  (3) 

Where 
)(tvk

i  indicates the velocity of particle i at iteration t in k-th dimension. After 
changing velocities to probability values, position vectors could be updated with the 
probability of their velocities as in Eq. (4):  

 

  (4) 

 
A transfer function defines the probability of changing a position vector’s elements 
from 0 to 1and vice versa. The range of a transfer function should be bounded in the 
interval [0, 1], as they represent the probability that a particle should change its posi-
tion. Some of the S and V type transfer functions are given in Eq. (5-8) [31]. V type 
of transfer functions is quite unlike from the s-shaped family, they need a new posi-
tion updating rules. Eq. (9) should be used to update position vectors based on  
velocities. 
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 V2:  )tanh()( xxT =            (8) 

  (9) 

 
 

Where )(txk
i  indicates the velocity of particle i at iteration t in k-th dimension, 
1))(( −tx k

i  is the complement of )(txk
i  

4 System Structure 

The liver is segmented from abdominal CT images using adaptive thresholding and 
morphological opening and closing (Gunasundari et al 2012). Based on medical 
knowledge obstacles are removed automatically. The lesion is extracted using FCM. 
The textural features extracted from the lesion are given as input to BPSO to get the 
best features to identify the disease using PNN. System structure is shown in Fig. 1. 
 

 
 

 

 

 

 

 

 
Fig. 1. System Structure 
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4.1 Image Acquisition 

From the website “ctisus.org” the abdominal CT image is downloaded which is in 
JPEG format and it is created and maintained by The Advanced Medical Imaging 
Laboratory (AMIL).  

4.2 Segmentation of Liver and Lesion 

In Liver Segmentation, anatomical knowledge is used to identify the liver region. 
Normally the liver is located on the upper side of the image and takes up the major 
area in a CT image. Although the liver retains the constant intensity throughout, a 
fixed threshold is not possible since the intensity differs according to the patient slice 
and CT machine. The window size is fixed from a CT image. The histogram is drawn 
and analyzed for an area inside the window. The highest pitch in the histogram 
represents the middle intensity of the liver region and certain intensities which are 
having high density are considered to fix the threshold. The pixels in the determined 
range of intensity are extracted. Morphological opening followed by closing is ap-
plied with the flat structuring element to smooth contours. Opening breaks narrow 
isthmuses and eliminates sharp peaks whereas closing fuses narrow breaks and elimi-
nates small holes. Based on certain conditions other regions located nearby in the 
liver can be detached. The first condition is the location of the object. The liver is 
located in a constant area in the upper left side of the image. The second condition is 
the area. The area of the liver is large when it is compared with the obstacles. The 
morphological operations are again applied after removing the obstacles. The image 
obtained after applying disk structuring element is converted to binary image, com-
plemented and multiplied with the original image to get the segmented liver.  

There are many kinds of liver diseases like hepatoma, hemangioma, cysts, cholan-
giocarcinoma etc. It is not easy to discriminate between these diseases. To distinguish 
it, the lesion must be extracted. The extraction of lesion is also not simple. The thre-
shold can’t be predetermined since the intensity of the lesion varies and it depends on 
CT machine. A technique independent of a varying intensity must be applied. This 
paper utilizes the version of the k-Means clustering and fuzzy logic. Fuzzy c-Means 
clustering is used to segment the lesion. The pixels of the input image are divided into 
3 clusters. The first cluster includes pixels in the background. The second cluster in-
cludes pixels in the liver other than lesion and the third cluster includes pixels in the 
lesion. The post processing is done to remove some obstacles. Morphological closing 
followed by opening is applied again to the flat structuring element. 

4.3 Auto Covariance Features  

Auto-correlation coefficients reflect the inter-pixel correlation within an image. It is a 
mean removed version also called modified Auto Covariance features. Let the given 
image has size M*N. The modified auto-covariance coefficients are given by Eq. (10) 
and Eq. (11) [32] 
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  (10) 
  

(11) 

  

Mean = mean value of f (x, y) 

4.4 Feature Selection Using Particle Swarm Optimization 

The goal of the feature subset selection task is to obtain k dimensions from the whole 
feature space K where k < K, which optimize a criterion function. The features  
extracted are given to identify the optimal subset of features. The feature subset selec-
tion problem is defined as finding a subset L from F and which minimizes the mis-
classification rate of the PNN classifier Eq. (12). The BPSO algorithm is applied us-
ing S and V transfer functions. The cross-validation approach is used to train and 
validate the accuracy of a PNN network. The final accuracy of the model is calculated 
as the average of all accuracies among all test subsets. 

  (12) 

4.5 Probabilistic Neural Network (PNN)  

PNNs are a special form of Radial Basis Function (RBF) network, which is widely 
used for pattern classification. The network learns from a training set T which is a 
collection of examples called instances. Each instance has an input vector and an 
output class. In a PNN, the operations are organized into a multilayered feed forward 
network with four layers such as Input layer, Pattern layer, Summation layer and Out-
put layer [33]. Each hidden node hi in the network is joined to a single class node. If 
the output class of instance i is j, then hi is connected to class node Cj. Each class 
node Cj calculates the summation of the activations of the hidden nodes that are 
linked to it and passes this sum to a decision node. The decision node yields the class 
with the highest summed activation.  

5 Implementation and Results 

The abdominal CT images were downloaded and total number of different image slice 
considered for evaluation is 48. It includes 36 hepatoma and 12 hemangioma images. 
Since the liver is located in the left side of the CT image, the window slice is selected. 
Then the histogram is drawn to this window and analyzed. The intensity points with 
the maximum count are identified to fix the threshold. The pixels in the determined 
range of intensity are extracted. Morphological operations are applied and obstacles 
are removed from the rules. The lesion is extracted using FCM. The segmentation 
output of an image is shown in Table 1. The auto covariance features are extracted 
from the lesion.  While calculating auto covariance features the positional difference 
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varies from 1 to 12. The number of features extracted varies based on positional dif-
ference values. The possible feature set extracted is 2, 5, 9, 14, 27, 44, 65 and 90, as  
 

Table 1. Segmentation Output 

Input Image 
Segmented  
Liver 

Segmented 
Lesion 

  

  
 

Table 2. Auto Covariance Features for different (∆m,∆n) 

Max value of  (∆m+∆n) , 
Possible values of (∆m,∆n) 

No of 
Features

Accuracy  
 with PNN 

(%) 

Time in 
(Seconds) 
Feature 

Extraction 
of all images 

∆m+∆n =6 
(0,1),(1,0),(1,1),(2,0),(0,2),(1,2),(2,1),(3,0),(0,3),(0,4),(4,0),(1,3),(3,1)
(2,2) ,(0,5), (5,0), (1,4),(4,1), (2,3),(3,2), (0,6),(6,0),(1,5)(5,1),(2,4), 
(4,2),(3,3) 

27 90 3.9 

∆m+∆n =8  
(0,1),(1,0),(1,1),(2,0),(0,2),(1,2),(2,1),(3,0),(0,3),(0,4),(4,0),(1,3),(3,1), 
(2,2) ,(0,5),(5,0),(1,4),(4,1),(2,3),(3,2), (0,6),(6,0),(1,5)(5,1),(2,4), (4,2)
(3,3), (0,7), 
(7,0),(6,1),(1,6),(2,5),(5,2),(3,4),(4,3),(0,8),(8,0),(1,7),(7,1),(2,6),(6,2),(
3,5), 
(5,3),(4,4) 

44 94 5.5 

∆m+∆n =12 
(0,1),(1,0),(1,1),(2,0),(0,2),(1,2),(2,1),(3,0),(0,3),(0,4),(4,0),(1,3),(3,1),(
2,2), (0,5), (5,0),(1,4),(4,1) , (2,3),(3,2),(0,6),(6,0),(1,5)(5,1),(2,4), 
(4,2),(3,3), (0,7),  (7,0), (6,1), (1,6), (2,5), (5,2), (3,4), (4,3), (0,8), 
(8,0), (1,7),(7,1),(2,6),(6,2),(3,5), (5,3),  (4,4), (0,9), (9,0), (8,1), (1,8), 
(2,7), (7,2),(3,6),(6,3),(5,4),(4,5),(0,10),(10,0) ,(1,9), (9,1), (2,8),  (8,2),
(3,7), (7,3), (4,6), (6,4), (5,5), (0,11), (11,0) ,(10,1) (1,10), (2,9), (9,2), 
(3,8), (8,3),(4,7),(7,4),(5,6),(6,5),(0,12),(12,0),(11,1),(1,11), (2,10),  
(10,2), (3,9), (9,3), (4,8), (8,4),(5,7),(7,5),(6,6) 

90 98 8.1 
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shown in Table 2.  The 90 features are given to the feature selection module to fetch 
the best feature set. In BPSO the Number of particles (Np) is varied to 20 or 30 and 
c1, c2=2.  The Number of dimensions (Nd) is equal to 90. The number of maximum 
iteration is varied from 20 to 50. The Fitness function considered is the misclassifica-
tion rate of PNN classifier. Four different transfer functions are employed to analyze 
the performance [Table 3-6]. The reduced feature set of size 46 is given as input to 
PNN for classification of disease and for analyzing the performance. The 33 images 
are considered for training and 15 images are considered for testing. The training sets 
produced the accuracy of 100% whereas testing set produces 97.9%.  The time com-
plexity of the system is analyzed by giving the features directly to the classifier with-
out feature reduction. The training time for the classifier is more if the features are not 
reduced. 

Table 3. Performance of S1 transfer function  

 

Table 4. Performance of S2 transfer function  

 

Np Nd Nt Gbest-
Value Features Selected No of 

Features 

Time 
Taken 

(in 
seconds) 

10 90 30 0.0625 

1     3     4     5     6     8     9    12    13    14    15    17    18    20    
22    26    28    29    30    31    32    33    36    38    40    45    47 
49    50    51    55    56    57    58    60    61    63    64    66    68    
70    73    75    83    84    86    87    89 

48 22.17 

10 90 50 0.0833 

2     3     4     6     7     8     9    11    12    14    15    16    19    21    
22    23    25    26    28    31    33    34    36    39    40    41    42  
45    46    47    49    51    52    53    54    56    57    58    60    61    
62    66    69    70    71    72    73    74    75    76    78    79    80    
82 84    85    87    90 

40 34.7 

20 90 30 0.0833 

 1     2     5     6     7     9    10    11    12    17    18    19    21    
25    27    28    29    30    31    32    34    35    36    37    38    39    
41 42    44    46    48    50    52    55    56    57    58    59    60    
61    63    65    66    68    71    72    73    75    76    78    79    80    
81    84 85    86    87    88    89    90 

60 44.01 

Np Nd Nt 
Gbest-
Value Features Selected 

No of 
Features 

Time 
Taken 

(in 
seconds) 

10 90 30 0.0625 

3     4     5     6     7     8    10    12    17    18    19    20    21    24    
26    28    33    34    36    37    40    41    42    43    47    48    49 
52    55    56    57    60    61    66    67    68    69    70    72   73    
74    75    78    80    85    87 46 21.78 

10 90 50 0.0833 

1     2     3     6     7     9    11    12    14    16    17    18    20    21    
22    26    28    35    37    38    39    41    45    46    49    50    51 
52    54    56    57    58    59    60    62    64    66    67    68   69    
70    71    73    74    75    76    79    80    81    82    84    86    87    
90 54 35.8 

20 90 30 0.0625 

2     4     5     6     9    10    12    16    17    19    20    21    24    26    
27    28    30    31    32    34    36    37    38    40    41    43    44  
45    46    47    49    50    51    53    55    57    58    60    62  63    
64    66    67    68    69    71    73    75    76    77    80    81    83    
84 88    89          56 40.4 
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Table 5. Performance of V1 transfer function  

 

Table 6. Performance of V2 transfer function  

 

6 Conclusion and Future Work 

The proposed CAD system is used to segment the liver using adaptive threshold fol-
lowed by morphological operations. The lesion is extracted using FCM. The auto 
covariance features are extracted from the segmented lesion. The best features are 
selected using BPSO.  The time complexity to train the neural network is minimized 
after reducing the feature set using BPSO. By varying the number of particles, itera-
tions and transfer function the system is analyzed. The performance of S2 transfer 
function is better when it is compared with others. The best features are given as input 
to a classifier like PNN to classify hepatoma and hemangioma. In comparisons, auto 
covariance features yields better result in PNN with the high accuracy of 98%.  In 
future, it will be tested on a large number of images and different type of diseases 

Np Nd Nt 
Gbest-
Value Features Selected 

No of 
Features 

Time 
Taken 

(in 
seconds) 

10 90 30 0.0833 

1     2     3     5     6     7     9    10    11    12    13    14    16    17    1
23    26    28    29  30    31    32    33    34    35    36    38  42    43  
45    46    47    49    50    51    54    55    56    57    58    60    61    6
63    66    67    68    71    72    73    74    76    77 80    82    83    85 
87    88    89    90 63 20.18 

10 90 50 0.0833 

1     2     3     5     6     8     9    10    12    13    14    15    17    18    
19    20    23    24    26  27    28    29    31    32    33    34    37 
38    39    40    42    43    45    46    47    48    50    51    53    55    
60    62    63    64    65    67    68    69    70    72    73    74    75    
76 78    79    80    82    83    84    85    86    87    89    90 65 39.28 

20 90 30 0.0833 

 2     4     6     7     8    10    11    12    14    15    16    17    18    
20    21    22    26    27    28  30    31    32    33    35    36    37    
38 39    40    41    42    43    44    46    47    49    51    52    53    
54    55    57    58    60    62    63    64    65    66    68    69    70    
74    75 76    77    78    79    80    81    83    84    85    86    87    
88    89    90 68 46.2 

Np Nd Nt 
Gbest-
Value Features Selected 

No of 
Features 

Time 
Taken 

(in 
seconds) 

10 90 30 0.0833 

1     2     4     6     7     8    10    11    12    14    17    19    21    
22    23    24    25    26    29 30    31    33    34    35    37    38   
39 42    43    44    45    46    49    54    55    56    57    58    59    
61    62    64    65    66    67    68    69    70    71    72    74    75   
76    77 78    79    80    81    82    83    85    86    87    90 64 22.4 

10 90 50 0.0625 

1     2     4     5     6     7     8     9    10    11    12    13    17    18   
19    20    21    23    24    27    28    29    32    34    35    36    37 
40    41    44    45    49    50    51    53    56    57    58    60    61   
62    64    66    68    69    70    71    72    76    78    79    81    82   
83  84    85    86    87    88    89 60 36.4 

20 90 30 0.0625 

1     2     4     5     7     8    11    12    15    16    17    18    19    
20    21    22    23    24    25  27    28    29    30    31    33    34   
35  36    37    38    40    42    43    44    45    46    48    49    50   
52    57    58    60    61    62    63    64    66    67    68    70    71   
72    74 76    78    81    82    83    84    85    86    89 63 43.48 
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Abstract. Groundwater contamination is serious threat to health of human 
being and environment. It is difficult and expensive to remediate the polluted 
aquifers. Identification of unknown pollution sources is first step towards 
adopting any remediation strategy. The proposed methodology characterizes 
concentration breakthrough curves in terms of statistical parameter such as 
average value, maximum value, standard deviation, skewness and kurtosis. The 
characterized parameters are utilized in a feed forward multilayer artificial 
neural network (ANN) to identify the sources in terms of its location, 
magnitudes and duration of activity. The characterized breakthrough curves 
parameters serve as inputs to ANN model. Unknown pollution source 
characteristics are outputs for ANN model. Experimentations are performed 
with different number of training and testing patterns. 

Keywords: Breakthrough curve, groundwater flow and transport, 
characterization of inputs, pollution source identification, ANN. 

1 Introduction 

Contamination of groundwater poses serious threat to the environment. The 
contamination of aquifer not only threatens public health and the environment, it also 
involves large amounts of money in fines, lawsuits, and cleanup costs. Once 
groundwater is contaminated, it may be difficult and expensive to clean up. 
Sometimes it is impossible to clean it up to drinking water standards. Polluted 
groundwater may prevent the use of groundwater for drinking and other domestic and 
agricultural purposes. Presence of certain chemical pollutants may also prevent its use 
for various specific purposes. 

 A problem commonly encountered in remediation of contaminated sites and health 
risk assessment studies, is the identification of contamination source location in space 
and time using a set of historical observation data at monitoring sites. Once source 
location and release histories at a site are identified, reconstruction of the spread of 
contaminant plumes can be evaluated and the remediation system design and risk 
assessment studies may be completed. The first step towards remediation is to identify 
the source of pollution, which is responsible for the observed pollution scenario. Only 
then, the transport of the pollutant can be predicted, and a suitable remedial measure can 
be taken. 
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 The identification of unknown pollution sources in groundwater is a complex 
multidimensional inverse problem. A source is characterized by its location, 
magnitude and duration of activity. Contamination observed at certain observation 
well may be caused from more than one location. At each potential location, 
magnitude of source fluxes may be varying and operating with different disposal 
periods. Thus, there is huge combination of source characteristics in terms of its 
location, magnitude and disposal periods. Also, present observed concentration at an 
observation well is employed to identify the source characteristic that caused the 
contamination, so the problem is inverse in nature. Various aspects of groundwater 
management for potential pollution source identification are available in literature 
[1,2,3,4,5,6,7,8].  

 An improved genetic algorithm (IGA) is proposed to determine the contaminant 
source location, leak rate, and release period. The results obtained from IGA agreed 
with those obtained from linear and nonlinear programming approaches [9]. Progressive 
genetic algorithm (PGA), in which the GA is combined with the groundwater 
simulation model, is also employed for the source identification problem [10].  Results 
indicated that the initial guess does not influence the identified solution. Singh et al. 
(2004) identified unknown pollution source using an artificial neural network [11]. They 
considered simple as well as complex scenarios. Geostatistical based approach is used 
for contaminant source identification in a two-dimensional aquifer where the model 
uncertainty is caused by variability in hydraulic conductivity [12]. Some recent work are 
available elsewhere [13,14,15]. Present work does systematic characterization of 
pollution breakthrough curves and its subsequent utilization in source identification by 
ANN. This aspect is not adequately addressed in literature.  

2 Artificial Neural Network  

The ANN is a broad term covering a large variety of network architecture, the most 
common of which is a multilayer perceptron feedforwrd network with back 
propagation algorithm [16]. There is no definite formula that can be used to calculate 
the number of hidden layer(s) and number of nodes in the hidden layer(s) before the 
training starts, and usually determined by trial-and-error experimentation. The back 
propagation algorithm is used for training of the feed forward multi-layer perceptron 
using gradient descent [17, 18]. Present paper utilized Levenberg- Marquardt (LM) 
backpropagation algorithm to optimize the weights and biases in the network. LM 
algorithm is more powerful and faster than the conventional gradient descent 
technique [19]. Basics and details of ANN are available in literature [20].  

3 Simulation of Groundwater Flow and Contaminant 
Transport 

The partial differential equations describing groundwater flow and contaminant 
transport are called the governing equations. To solve these governing equations 
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additional information in the form of initial conditions and boundary conditions 
are necessary. Governing equations, with specified initial conditions and 
boundary conditions constitute the mathematical model for the aquifer system. 
Mathematical model is solved to simulate the physical processes in the aquifer 
system. 

 
Governing Equation for Groundwater Flow and Transport 
The governing equations representing physics of groundwater flow and 
contaminant transport are derived using Eulerian approach, and applying the 
principle of conservation of mass to an infinitesimal fixed control volume 
[21,22,23]. 

 
Groundwater flow equation 
The proposed methodology is utilized in this study for groundwater systems under 
steady state flow conditions. The governing equation describing for the steady state two-
dimensional areal flow of groundwater through a non-homogenous anisotropic and 
saturated aquifer can be written in Cartesian tensor notation [24] as: 

 
                                                    i,j =1,2                         (1) 

 
 

where, Tij= transmissivity tensor (L2T-1)= Kijb;  Kij=hydraulic conductivity 
tensor (LT-1); b= saturated thickness of aquifer (L); h= hydraulic head (L); W 
=volume flux per unit area (positive sign for outflow and negative sign for 
inflow) (LT-1); xi, xj=Cartesian coordinates(L).          

 
Contaminant transport equation 
The governing equation describing transient two-dimensional areal transport of a 
nonreactive, nonradioactive solute through a saturated aquifer, in Cartesian 
notation, can be written [25] as: 

 
                                                    

                                                                    i,j=1,2                 (2)       
 

where, t = time (T); c= concentration of the dissolved chemical species (ML-3); 
Dij= coefficient of hydrodynamic dispersion (second-order tensor) (L2T-1); c’= 
concentration of the dissolved chemical in a source or sink fluid (ML-3); vi= 
seepage velocity in the direction xi(LT-1);ε = effective porosity of the aquifer 
(dimensionless).  

  The first term on the right side of equation (2) represents dispersive and 
diffusive (hydrodynamic dispersion) transport. The second term on the right side 
of the equation represents advective transport due to migration of the contaminant 
along with flowing groundwater under hydraulic gradient. The third term on the 
right side of the equation represents a fluid source or sink. 
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Development of ANN identification models requires simulation of flow and 
transport process in the groundwater system. Specifications of the equations that 
represent the flow and transport processes; boundary conditions of the aquifer; 
and initial conditions in the aquifer are integral part of groundwater simulation 
process. The well-known groundwater flow and transport simulator MOC 
(Method of Characteristics) developed by U.S.G.S.[26] is utilized for simulating 
the flow and transport processes in the aquifer. 

In this study, the product of the liquid volume disposal rate and the solute 
concentration of the source are treated as a single variable called source flux or 
disposal flux. A groundwater pollution source is assumed to be constant at each 
potential source location during a single disposal period. A groundwater pollution 
source is completely identified or characterized if its location, magnitude, and the 
time period during which it is active are specified. The number of source 
locations and disposal time horizons, sparsity of observation data available, 
location of observation wells relative to the actual source locations, heterogeneity 
of the aquifer, parameter estimation uncertainties in the specified boundary 
conditions etc. add to the ill-posedness [27] and hence, complexity of this 
identification problem. The identification of unknown pollution sources is an ill-
posed inverse problem, since contaminant fate and transport processes are 
irreversible[10].  

In the problem discussed here, contaminants are considered to be conservative 
and all geologic and geochemical parameters of the aquifer and the contaminant 
are assumed to be known initially. The contaminant transport in a 2D unconfined 
aquifer with steady state conditions is considered. In this study, all the unknown 
sources are considered to be point sources. 

4 Breakthrough Curves Characterization and Methodology 
Development for Unknown Source Identification  

Universal function approximation capability of a feed forward multiplayer perception 
with back-propagation algorithm is utilized to solve this tedious source identification 
problem. A groundwater flow and transport simulation model[23] is used to simulate 
observation data for a large number of randomly selected specified pollution source 
fluxes and source fluxes generated by random generation and Latin hypercube 
sampling. Latin Hypercube Sampling (LHS) is used for uniform sampling of source 
fluxes. In LHS technique, data used for each simulation comes uniformly from 
different sub intervals in the specified ranges. LHS is a method for stratifying a 
univariate margin.  These simulated data are used for ANN models development for 
unknown source identification. Observed concentration values characteristics 
corresponding to different time steps at an observation site constitute models input. 
Source fluxes responsible for these concentration values are treated as the output for 
training of the models. In this way, inverse nature of the source identification problem 
is formulated in ANN framework. Schematic representation of proposed ANN 
methodology involving the procedure as outline is in Figure 1. 
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Fig. 1. Schematic of groundwater pollution source identification  

Breakthrough Curves Characterization  
The ANN model, discussed above, work on input-output relationship. The 
contaminant source identification in groundwater is formulated as an inverse problem 
by characterizing breakthrough curve (BTC) of simulated concentration as input and 
source fluxes as output of the model. Different ANN models were developed that 
differed in the manner of presenting the breakthrough curve to the input layer of ANN 
model.  

   
Break through curve Characterization 
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Statistical characterization of BTC 
The breakthrough curve is characterized by statistical analysis of simulated 
concentrations. There are five statistical parameters, which are used to characterize 
the breakthrough curve for generation of inputs of ANN models. These five statistical 
parameters are average value, maximum value, standard deviation, skewness and 
kurtosis. In some of the ANN models four statistical parameters are used. These four 
statistical parameters are mass (summation of concentrations in the breakthrough 
curve), average value, standard deviation and skewness.  

Determination of Network Architecture 
ANN architecture determines the number of connection weights (free parameters) and 
the way information flows through the network. Determination of appropriate 
network architecture (or topology) is the most important and also, the most difficult 
tasks in the ANN model building process. An artificial neural network learns the 
approximation of the desired mapping (input vector to desired output vector) by 
repeatedly modifying network weights. It is done using an algorithm or learning rule. 
The entire process is called training. In training phase known patterns are presented to 
the network and its weights are adjusted to produce required outputs. Then, in the 
testing or recognition phase, the patterns are again presented to the network and it 
produces the outputs based on the weights fixed during the training phase. The time 
spend on calculating weights in training mode is much longer than the time required 
running the finalized neural network in the recognition or testing mode. 

Choosing a successful network geometry is highly problem dependent. Network 
inputs and outputs are the inputs and outputs of the problem considered. The number 
of hidden layers and the number of nodes in hidden layer are to be selected on the 
basis of experimentation in the training phase. For a specified performance with 
specified number of hidden layer and hidden node training algorithm iterates in 
different number of epochs. 

Performance Criteria 
The performance of the developed methodology is evaluated by estimation of 
normalized error (NE) necessary to define the criteria by which performance is 
evaluated. To judge the predictive accuracy, the following statistical parameter is used 
for quantifying the errors. The NE, which is a measure of the methodology 
performance, is defined as: 

                                    = ∑| |∑                                                      (3) 

where Xo=actual value and Xi = model predicted value. NE value indicates the 
performance of the developed methodology for source identification. 

5 Illustrative Application of the Developed Methodology 

The performance of the methodology is evaluated for a study area with varying 
numbers of locations of observation wells, and pollution sources (Fig.2). A ten-year 
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time domain divided into forty equal time steps is considered. The sources are 
assumed to release the pollutant in the aquifers during the first five years of the ten-
year time domain. It is further assumed that the source releases the pollutants into the 
aquifer at a constant rate during one year.  

 

 

Fig. 2. Study area showing for performance evaluation of methodology 

Table 1. Flow and transport parameter values used for simulating observed data for Scenario 1 
and Scenario 2 

Parameter Value 

Kxx (m/s) 0.0001 
Kyy (m/s) 0.0001 
ε  0.20 
αL(m) 30.5 
αT(m) 12.2 
b (m) 30.5 
Δx(m) 91.5 
Δy(m) 91.5 
Δt(month) 3 

 
 
 
 



 Groundwater System Modeling for Pollution Source Identification Using ANN 233 

Table 2. Source flux values used for simulating observed data for Scenario 1   

Source fluxes1 at S1 
Year 1 
Year 2 
Year 3 
Year 4 
Year 5 

48.8 
0.0 
10.0 
42.0 
36.0 

1Unit of source flux is in grams per second 
(g/s) 

 
The illustrative application of the methodology assumes that the solute is 

conservative, and that gradients of fluid density, viscosity, and temperature do not 
affect the velocity distribution. The groundwater system is assumed to be with steady 
state flow and transient transport condition. ANN models are developed utilizing 100 
patterns. More or less than 100 patterns, may be utilized in this scenario. The finite 
difference grid size and aquifer parameter values are given in Table 1 and Table 2 
respectively.                      

6 ANN Model and Results 

A simple scenario of single potential sources (1-potential sources) and one 
observation well is considered. For development of ANN based model, the source 
fluxes magnitudes (500 in numbers) are generated randomly between specified ranges 
for the potential location. These source fluxes are utilized to perform 100 simulations. 
Taking each time 5 source fluxes that represent five years of individual active period 
respectively, the flow and transport simulation model, MOC, is utilized for these 
simulations. Each simulated breakthrough curve is characterized by five statistical 
parameters i.e. maximum value, average value, standard deviation, skewness and 
kurtosis.  These five statistical parameters are used as input for development of ANN 
model to predict source fluxes. The developed ANN methodology is applied to 
identify contaminant source location in two scenarios. Total data sets are partitioned 
into training set and testing set. The 70% of total data sets is used for training and 
30% for testing.  All the data sets are scaled into range (0; 1).   

To determine an efficient architecture for the ANN model, a number of 
experiments were performed with different network architectures with varying 
numbers of hidden layers and nodes. In the course of experimentation, it was 
observed that single hidden layer architectures lacked generalization ability when 
applied to identification problem. In earlier work [11] also, it was observed that a 
network with two hidden layers performed better than the network with single hidden 
layer. Better performance with two hidden layers may be due to the complexity and 
nonlinearity involved in mapping of the input to the output of the problem.  

The network with 5 input values, 5 target values per pattern and 5 neurons in each 
of the first and second hidden layers represented as 5-5-5-5 performed better for ANN 
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Model. This choice is based on the evaluation results for different architectures of the 
ANN models as shown in Table 3. It is evident that both for the training and testing 
mode, this architecture performs better.  NE is 18% in training and 23 % in testing. 
Plot for error versus number of iteration obtained by ANN Model 5-5-5-5 is shown in 
Fig.3. 

Table 3. Performance evaluations during the Training and Testing for ANN Model   

ANN Models Normalized Error (%) 
 Training Testing 
5-5-4-5 19 25 
5-5-5-5 18 23 
5-5-6-5 19 39 
5-5-7-5 19 23 

 

 

Fig. 3. Plot Error versus Number of Iteration for the ANN Model 5-5-5-5  

Embedded optimization technique used seven observation well compared to only 
four in this study [28]. Singh et al. (2004) used 160 inputs (40 concentration 
measurement values at each observation wells) in ANN based methodology [11]. This 
work employed characterization of breakthrough curve instead of using the complete 
breakthrough curve to reduce the inputs. Total number of inputs reduced to 16 by the 
characterization. Though NE value in this study is slightly higher compared to earlier 
methods, but it considerably reduces the dimensionality of the problem. 

7 Conclusions  

Methodology based on ANN techniques are employed for unknown source 
identification in groundwater system. Identification results establish potential 
applicability of complex problem of source identification in groundwater sources. The 
evaluations carried out in this study are certainly not extensive. One limitation of our 
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study is that the effects of parameter uncertainty are not addressed. The 
methodologies developed are applied to homogenous confined aquifer only. Also, 
steady state flow and transient contaminant transport conditions are assumed. A 
typical conservative pollutant from point sources is assumed to be responsible for the 
observed contamination. The proposed methodology may be extended to real life 
situations for complex groundwater systems considering heterogeneity of the medium 
and parameter uncertainties in the flow and transport parameters.   
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Abstract. This paper proposes a Monte Carlo analysis for forecasting the MW 
load of plug-in electric vehicles. The method considers the number of vehicles in 
a city, Wh/km, km per vehicle, vehicles on chargers, and power factor of chargers. 
Using the Monte Carlo method, the range of the MW load is forecasted, 
considering the associated ranges of the various parameters and variables. 

Keywords: Plug-in Electric vehicle, load forecasting, Monte Carlo method, 
stochastic analysis, battery chargers. 

1 Introduction 

Current transportation systems are heavily based on the century-old technology of 
internal combustion engines (ICE). Transport electrification is a necessary trend to 
improve efficiency, performance, and sustainability of transportation systems. A 
long-term transportation electrification goal is to integrate the transportation industry 
with the electric power industry, generate more and more electricity from carbon-free 
and renewable energy sources, and use such electricity in transportation. 

In India, the   pollution due to vehicular emissions continues to pose problems, 
with air quality deteriorating in major Indian cities. Both the industry and consumers 
are looking for viable alternatives for personal mobility and the industry seems to be 
laying a bet on electric vehicles (EV).  EVs on Indian roads are expected to be a 
common sight as early as 2015. According to Ernst and Young,  a mass market for the 
EV in India is still eight to 10 years away. The market for such cars is at a nascent 
stage even globally. Infrastructural issues have forever been cited as the primary 
reason for EVs not hitting the roads. But besides the dearth of recharge points, the 
ambiguity in electrical sockets, and the shortage of electricity, one of the biggest 
issues for the EVs, not having taken off, is their batteries. In the near future, cars 
altering from IC engines to plug-in hybrid vehicles (PEV) and EVs will be a major 
shift in personal mobility. The whole infrastructure for charging EVs will have to be 

                                                           
*  Professor and Head of Electrical Engineering Department. 
** Regional Executive Director (Southern Region) of the Airports Authority of India. 



238 C.S. Indulkar and K. Ramalingam 

set-up from scratch, from public charging points to personal charging stations for 
individual EV owners. 

Opportunities lie in manufacturing of batteries, electric motors and controllers, 
electric drives, and a range of electrical parts, including the wiring harness, charger 
and integrated circuits. Maintenance and servicing demand for these components will 
create several completely new lines of big business.  Prices of EVs are expected to 
come down drastically as companies manufacturing such cars achieve economies of 
scale. The government has shown interest by setting up a National Mission for Hybrid 
and Electric cars. The government approved a Rs.230, 000 million plan to the 
production of electric (EV) and hybrid vehicles over the next eight years, targeting 6 
million units by 2020.While some sops have already been announced, the government 
may, in the next couple of years, reduce taxes and duties on such non-polluting 
vehicles and may even provide some rebates for car owners that makes EVs very 
attractive to middle- class car buyers. 

In [1], Alec Brooks et al describe an internet-based system for aggregating electric 
vehicle charging load and manage it in real time for system services.  In [2], E. Ungar 
and K. Fell investigate the additional load impact of plug-in hybrid vehicle (PEV) 
electric vehicle (EV) that are expected to penetrate the market and stress the need for 
managed charging. Authors of [2]   forecast the impact of PEV smart charging and 
stress the importance of daytime charging via public chargers which is important for 
the commercial success of PEVs. They have also calculated   the MW load and 
charging projections for the “top ten” metropolitan areas in the US. In [3], a Monte 
Carlo simulation approach has been adopted for the derivation of the system load due 
to EVs based on a model representing real commuting patterns. Since the model 
variables are characterized by a stochastic behavior and are correlated, a multivariate 
distribution function has been built by means of copula function and the respective 
marginal empirical distributions  

Plug-in Electric vehicles (PEVs) have been identified in [4]-[5] as a vital 
technology to reduce carbon emissions and dependence on petroleum. PEVs, either 
plug-in hybrid electric vehicles (PHEVs) or pure electric vehicles (EVs), adopt similar 
drive–train configurations as hybrid electric vehicles (HEVs), but are characterized by 
larger battery capacity and the capability of being recharged from the electric grid. 
Therefore, a portion of the energy obtained from fuel can be replaced by electricity 
from the power system. 

The emerging fleet of PEVs in several countries will introduce a considerable 
amount of additional load on the power systems in future. Power consumption by 
electric vehicles is usually estimated based on the results of the energy calculations. 
There is still uncertainty [4] regarding the size and configuration of future PEVs. 
Some PEVs may be pure EVs, without an internal combustion engine. Others may be 
designed to operate initially in EV mode and then switch to a charge-sustaining mode. 

In [5], a comparative study is carried out by simulating four EV charging scenarios, 
i.e. uncontrolled domestic charging, uncontrolled off-peak domestic charging, “smart” 
domestic charging and uncontrolled public charging, where the commuters are capable 
of recharging at the workplace. The proposed four EV charging scenarios take into 
account the expected future changes in the electricity tariff in the electricity market 
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place and appropriate regulation of EV’s battery charging loads. Results have shown 
that a 10% market penetration of EVs in the studied system [5] would increase the 
daily peak demand by up to 17.9%, while a 20% of EV penetration would lead to a 
35.85% increase in peak load, for the scenario of uncontrolled domestic charging. The 
worst-case scenario is that all EVs start charging when drivers arrive home at the peak 
load time. Uncontrolled public charging reflects the effect of price incentives on the 
charging of EVs. It is a more realistic charging scenario, where smart metering and 
advanced communication techniques are widely used in the charging systems. 
Uncontrolled public charging is a more realistic charging scenario, where EV owners 
are able to charge both at the workplace and home. 

In studies pertaining to the MW load estimation of EVs, several simplifications can 
be made: 

• Battery chargers  are assumed to charge at the same time, and the batteries 
are charged  from the fully discharged state, 

• The power demand of the battery charging loads depend on 
 

 the number of EVs, 
 the time of  switching on/off of the EVs battery charging, and 
 the initial state-of–charge at the beginning of the charging process. 

 
The start times and initial state-of-charge of the battery have an element of 

randomness, but the general driving pattern is influenced by traffic habits and by the 
electricity rate structure. Since all EVs do not start charging simultaneously, the time 
of switching on an individual charger is a random variable. It is determined by the 
tariff structure and the pattern of the vehicle usage. The initial state of charge of  
the EV battery is the residual capacity. It is assumed to be a random function of the 
distance travelled after its last charge. 

In this paper, the Monte Carlo analysis is used to determine the MW load and the 
charging projections for a large metropolitan area, such as Mumbai. A penetration of 
EVs by 10 % of the present total vehicles is assumed to replace diesel vehicles in 
Mumbai. That is, about 100,000 EVs is expected in Mumbai in the next 5-8 years.  

The accuracy of a load forecast due to EV penetration is crucial to any electric 
utility, since it dictates the timing and characteristics of major system additions. As 
forecast that is too low can easily result in lost revenue from sales to neighboring 
utilities or even in load curtailment. On the other hand, forecasts that are too high can 
result in severe financial problems due to an excessive investment in plant that is not 
fully utilized, or is operated at low capacity factors. 

Demand forecasts are used to determine the capacity of generation, transmission, 
and distribution system additions, and energy forecasts determine the type of 
facilities. For example, if a demand forecast stated that 100 MW capacities is needed 
and a corresponding annual energy forecast stated the need for only 200,000 MWh, 
installation of a peaking generating unit would be sufficient, instead of a base load 
unit. The difference in cost between these two is often substantial. 
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2 Monte Carlo Analysis 

In predicting the EV load by the stochastic Monte Carlo simulation, the variation of 
several parameters and the interaction among them can be considered 
straightforwardly. The Monte Carlo simulation thus provides more information on the 
overall calculation of the MW load due to PEV charging with simultaneous parameter 
variations.  If the MW load, P is a function of   the random variables X1, X2, X3, etc; 
and if the sample value of each random variable were known (say X1=x11, X2=x12, 
X3=x13, etc.), then a sample value of P (say P1) could be computed. Then if another set 
of sample values were chosen for the random variables, then another sample value of 
P could be computed. One could compute many such sample values of P. In this 
paper, the calculation of the PEV load is simulated on the computer for 100 trials, 
where for each trial, new parameter and operating variable values are chosen 
randomly from within a given tolerance range. Uniform probability distribution is 
assumed for variations in parameter and operating variables. For uniform distribution, 
all values have an equal chance of occurring, within the assumed tolerance range. In 
general, deterministic analysis makes it difficult to see which variables impact the 
MW load the most. However, in Monte Carlo simulation, it’s easy to see the inputs 
that have the biggest effect on the MW load. Therefore, the normalized sensitivity 
analysis has also been carried out using the seed parameter values for the 
parameters/variables. The normalized sensitivities of the parameters are determined 
by increasing the seed values one at a time by 1%, and the effect of the parameter on 
the changed values of the MW load are calculated. 

3 PEV Electrical Vehicles 

The MW load depends on the number of PEVs available locally, the charging 
voltage, and the likelihood that the vehicle is charging. The total energy required to 
charge the batteries depends on the kilometers driven and the energy consumption 
per km by the vehicle. Two cases, as in [2], are examined: one in which the vehicles 
are all charged during a 12-hour-period and another in which the vehicles are all 
charged during an 8-hour period. It is assumed that the PEVs will be capable of 
charging either at Level 1, or at Level 2. Level 1 charger has specifications to operate 
at 120V/15-A, 0.8 power factor. Level 2 Charger has specifications to operate at 240-
V/30-A, 0.9 power factor. 

In this paper, the number of average kilometers driven per vehicle daily in the 
metropolitan area is taken as 45 km approximately. PEVs typically require 90-250 
Wh/km. Energy in kWh does not provide the capability to meet the peak demand. 
Therefore, back-up power also needs to be considered for those times that the facility 
would be unavailable. Hence, energy and MW load are both considered in this paper, 
using Monte Carlo analysis. The data used to carry out the statistical Monte Carlo 
analysis is given in Table 1. 
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The ranges given in Table 1 are used for each parameter/variable to calculate the total 
PEV loads in MW in a single trial, where the sample values of each range are selected 
randomly using the uniform distribution, and represented by a single row of the Excel 
sheet. One hundred such rows are similarly calculated on the Excel sheet. The 100 rows 
are then sorted out and arranged so that the first row represents the lowest PEV load in 
MW and the hundredth row represents the highest PEV load.    The Monte Carlo 
analysis thus gives the expected result of the forecasted range of load power in MW, 
when the various parameters and variables are allowed to vary statistically. 

Table 1. Data Range and Seeds for Monte Carlo Analysis 

Total number of vehicles = 100000 

 Range Seed 
number 

 Wh/km per vehicle 
 

90-250 170 

Km  per vehicle 
 

30-60 45 

The hours per vehicle are calculated  from kW capacity of Level 1 
(or Level 2) charger 

 
PEVs on Level 1 chargers 

 

 
20-30% 

 
20% 

Remaining PEVs, out of a total of 100,000 are on Level 2 chargers  
 

 Input power factors of Level 1 chargers 
 

0.8-0.9 0.85 

 Input power factors of Level 2 chargers 
 

0.85-0.95 0.9 

 
The random numbers are generated using the Data Analysis, Random Number 

Generation function on the Excel sheet. A “random seed” number, as shown in Table 
1, is selected for each parameter (variable) within the specified range and the MW 
load calculated for the first row. The random seeds to develop the first row are used 
so that the remaining 99 rows, using uniform distribution,   can be reproduced on the 
Excel sheet, if necessary. 

The normalized sensitivity values of MW load with respect to the vehicle 
parameters of Wh/km and km/vehicle respectively, as expected, are both equal to 
zero.  The load sensitivities with respect to   power factors (PF1and PF2) of Level 1 
and Level 2 chargers, and with respect to the percentage of PEVs on Level 1 chargers 
are shown in Table 2. 
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Table 2. Normalised Sensitivities of MW Load with respect to Parameters / Variables 

Parameters/variables Sensitivity of parameters/variables 

PF1 0.055 

PF2 0.944 

Percentage of  PEV1% -0.180 

Table 3. MW Load Charging Projections for the Mumbai Area 

 

Output 

Row   

No. 

of Monte 

Carlo 

analysis 

 

 

 

 

Wh/km

Range 

90-250

 

 

 

 

km/vehicl

e 

Range 

30-60 

 

Power 

factor 

of 

Level 1 

Chargers 

Range 

 0. 8- 0..9 

 

 

Power 

factor 

of 

Level 2 

Chargers

Range 

0.85-0..95

 

 

PEVs on 

Level 1 

Chargers

Range 

10-30 %

 

 

Balance 

PEVs on

Level 2 

Chargers

 

 

MW 

load on

Level 1

Charger

 

 

MW 

load on

Level 2

Charger

 

 

Total 

MW 

Load if 

everyone

charges 

 

 

MW 

Load if 

charging 

is 

staged 

over 8 

hours 

 

MW 

Load if 

charging 

is 

staged 

over 12 

hours 

Seed 

values 

 
170 

 
45 

 
0.85 

 
0.9 

 
20000 

 
80000 

 
30.6 

 
518.4 

 
549 

 
68.265 

 
45.75 

 

1 169 53 

 

0.85 

 

0.85 27677 72323 42 446 488 61 41 

 

2 212 54 

 

0.88 

 

0.86 28020 71980 44 446 490 61 41 

 

3 208 55 

 

0.86 

 

0.87 27771 72229 40 454 495 62 41 

 

4 213 44 

 

0.81 

 

0.86 25799 74201 39 458 496 62 41 

 

5 199 32 

 

0.89 

 

0.86 25160 74840 38 461 499 62 42 

 

6 206 56 

 

0.85 

 

0.85 23914 76086 38 515 553 69 46 

 

7 209 59 

 

0.84 

 

0.93 14585 85415 23 583 606 76 50 

 

8 148 35 

 

0.81 

 

0.94 14402 85598 23 583 606 76 51 

 

9 101 43 

 

0.85 

 

0.95 12749 87251 18 588 607 76 51 

 

10 224 37 

 

0.88 

 

0.95 11536 88464 17 590 607 76 51 

 

11 101 58 

 

0.90 

 

0.95 10099 89901 16 596 612 76 51 
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As expected, the normalized sensitivities of the MW load with respect to the 
parameters- km/vehicle, and the energy consumed per km by the vehicle- are zero. 
The power factor of Level 2 chargers has considerable influence on the increase of 
MW load compared to the power factor of Level 1 chargers. If the percentage of 
PEVs on Level 1chargers is increased, the MW load will in fact decrease. 

Table 3 gives the results of the eleven (top 5, middle 1and bottom 5) rows of the 
one-hundred Monte Carlo trials for the Mumbai area and for the corresponding 
assumed tolerance ranges for the parameters. The first five rows correspond to the 
lower MW loads and the last five rows correspond to the higher MW loads. The 
middle row corresponds to an intermediate load. The total PEVs assumed in the 
Mumbai area are 100,000. The table shows that the total MW load increases from the 
lowest value of 61 MW to the highest value of 76 MW, if charging is staged over 8 
hours. If, the charging is staged over 12 hours the MW load requirement is much less 
and varies between 41 MW to 51 MW. 

 

 

Fig. 1. MW versus Wh/km of Vehicles 

Fig.1 shows the variation of MW with Wh/km. It is observed that the MW load, as 
expected, increases proportionally with the energy consumption per km for the 
vehicles. Fig.2 shows that when the total loads for 100.000 vehicles changes from 
minimum 488MW to maximum 607 MW, the  total energy consumption changes  
from a minimum of 280 MWh to a maximum of 1495 MWh. This is interpreted to 
mean that installation of peaking generating unit would be sufficient to provide power 
to the EVs in Mumbai.   
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Fig. 2. Power and Energy for Hrs per vehicle 

 

Fig. 3. MW load versus PEVs on Level 1 chargers 
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Fig. 4. MW load versus power factor of Level 1 chargers 

 

 

Fig. 5. MW load versus power factor of Level 2 chargers 
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Fig. 3 shows that the MW load decreases when the number of   PEVs on Level 1 
chargers increases. Fig. 4 shows that MW load decreases as the power factor with 
level 1 charger changes. Fig. 5 shows that the MW load increases as the power factor 
of level 2 Charger changes 

4 Conclusions 

This paper describes the stochastic analysis of forecasting the MW load of PEVs. 
Assuming uniform probability distribution for variations in parameters and operating 
variables, the stochastic analysis of forecasting the MW load of PEVs is described 
using the Monte Carlo technique. The advantage of the Monte Carlo method is that 
any other probability distributions, such as discrete, binomial, Poisson or patterned, 
can be used for the stochastic forecasting of the MW load.  

With the Monte Carlo method, it is possible to estimate both power and energy 
for various combinations of parameters, and therefore it would be possible to 
decide whether a peak load station would be sufficient for increased load, or a base 
load station would be necessary. Load forecasting for PHEVs/PEVs is an 
interdisciplinary research of power systems and transportation sector. Forecasting 
mainly depends on previous statistical data [1]. Thus, one needs exact travel/tour 
history of each vehicle, such as accurate statistics of travel kms, type of car, day 
type, season, etc. The forecasting of vehicles' charging with respect to time of the 
day is not carried out in this paper. However, the influence of stochastic variation 
of different factors on the forecasted charging load has been presented. 
Furthermore, these days 'demand dispatch' is taking prominence [1], which is 
basically a planned charging and discharging, of the vehicles. In that framework, 
the vehicle load will not be that much uncertain, and would be rather dispatchable 
in a planned way to improve the grid performance. Monte Carlo solutions that 
often involve 10,000 or more simulations can be handled in reasonable real times 
with modern fast digital computers. 

Further work regarding comparison of the Monte Carlo method with fuzzy logic 
programming is being undertaken for forecasting the MW load of plug-in electric 
vehicles and the results will be reported soon. 
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Abstract. The paper provides an insight into the newly emerging field of Eye 
Movement Tracking (EMT), spanning across various facets of EMT, from 
acquisition to authentication. The second most cardinal problem of machine 
learning after overfitting, i.e. Curse of Dimensionality is dealt with using a 
novel method of error analysis on EMT based personal authentication through a 
dimensionality reduction algorithm.  We apply both static and dynamic methods 
for the dimensionality reduction in EMT to achieve promising results of 
personal authentication and compare these results based on speed and accuracy 
of both the methods. A decision tree classifier is used in two cases (static and 
dynamic) of EMT for the classification. The novel method presented in this 
paper is not limited to EMT and it can be emulated for other biometric 
modalities as well. 

Keywords: EMT, Dimensionality Reduction, Biometrics, Authentication. 

1 Introduction 

Biometrics is a branch that deals in identification and authentication using traits that 
are unique to an individual such as fingerprint, palm print, gait etc. Biometrics in its 
inchoate stage was used mostly by law enforcement agencies to keep the mischief-
makers of the society under surveillance by culling various biometrics trait imprints 
left by the criminals on the scene of crime, such as fingerprints, the gait size etc and 
comparing it with the annals available with the security departments. Today 
biometrics has transcended these boundaries and apart from handling security issues, 
biometric traits especially eye movement tracking are being used in a wide variety of 
applications which are discussed in detail in section 2.1. 

Biometrics can be broadly classified into two distinct types, viz., static biometrics 
and behavioral biometrics. Static biometrics has been out there for long time and has 
been used widely for authentication in the form of iris, fingerprint, face etc. The 
behavioral biometrics on the other hand is a relatively newer concept, especially Eye 
Movement Tracking (EMT) which makes use of physiological and behavioral aspects 
[1], making the authentication process more secure and difficult to replicate. In this 
paper we will investigate Eye Movement as a means for the development of an 
authentication system and provide a brief overview of the myriad types of 
applications associated with EMT. 
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1.1 Prior Works and Motivations 

One of the many scientists who started to work towards the field of EMT and 
emphasized the grandness of eye movements in vision and perception was Descartes 
(1596-1650). The first known substantial work on this field was by French 
ophthalmologist Emile Javal in [3] who found out that eye follows a unique pattern of 
fixation and saccades. Kasprowski and Ober [4] in 2004 used a 9 point jumping 
simulation for extracting the data from user. The features extracted such as fixation 
count, average fixation duration, average saccade amplitudes; average saccade 
velocities etc. were converted to cepstrum features during the processing stage. The 
substantial results from classification provided an impetus for further exploration of 
human eye movements. A few recent developments that have taken place in this 
realm are from the contribution of Holland and Komogortsev [9], who have adopted a 
very different philosophy of using the eye movements in conjunction with the 
oculomotor plant. 

The recent developments in the field of EMT rallied our disposition towards taking 
up research work in the field. It is also due to the fact that EMT has shown 
multidimensional applications discussed in section 2.1, motivated us towards working 
in the field of EMT.  

In this paper, we will be exploring both static and dynamic dimensionality 
reduction methods for error analysis in authentication using EMT that is explained in 
detail in section 5. The rest of the paper is arranged as follows: section 2 gives an 
overview of EMT, section 3 talks about the feature extraction and analysis, section 4 
talks about dimensionality reduction and preprocessing and finally section 5 presents 
the experiment and results performed on various datasets used in this experiment. 

2 Eye Movement Tracking 

When a user looks at any object, its eye follows a definite path through the entire 
object to register the complete image of the object. If we replace the random object 
with some systemized simulation, the eye follows a unique pattern, and this pattern is 
repeated each time when a user is presented with a similar simulation. This pattern 
forms the basic principle authentication using EMT works on. This pattern constitutes 
of fixations and saccades constitute the EMT signal. As this pattern is obtained in a 
form of a signal, basic signal processing and heuristic knowledge about eye 
movements can be cashed in to extract meaningful features.  

2.1 Personal Authentication Using EMT 

For a typical authentication process, the cardinal and foremost step is data acquisition. 
The accuracy to which a dataset is acquired decides the consequent performance 
indices at the time of classification. The dataset collation process for Eye Movement 
is done using tracking the eye movement in response to the simulation process which 
can be broadly classified into two different categories, Static and Dynamic simulation, 
which are presented to the user depending upon the user end application. The most 
commonly used simulation techniques are Jumping Point Simulation (dynamic) which 
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constitutes a grid generally of 3x3, i.e. a 9- point simulation where each point defines 
the position the jumping point can take. The user has to follow the jumping point for 
the duration of simulation which varies according to the device used for the 
acquisition. The disadvantage of this method is that the user has no free will and 
he/she moves his/her eyes in response to the stimulus of the jumping point. This leads 
to losing all the information from brain and thereby nullifying the feature that makes 
EMT stand out from rest of the prevalent biometric modalities. The method that 
nullifies this disadvantage of jumping point simulation is text simulation (static).  In 
this technique a text is presented to the user, which is read with a free will, there is no 
restriction on the eye to follow any particular simulation pattern, and hence this is a 
much better technique for simulation as compared to the jumping point simulation 
from the point of involvement of the brain activity into the simulation process. But it 
has its own drawback that it can introduce Learning Effect [1]. This problem can be 
solved by presenting different text to the user every time a simulation is taking place, 
but care should be taken such that the different text presented should be of the same 
difficulty level so that the number of saccade and fixations the eye follows doesn’t 
change drastically, and the authentication can follow. Choice of the simulation 
depends upon the type of application, jumping point simulation being the preferred 
choice in the case of authentication using EMT. 

After extracting features from the signal, classification processes follows to 
classify the new sample to its respective class. There are many classifiers like k-
nearest neighbor, SVM, Bayes, neural networks etc. which can be used to perform the 
classification. We have made use of decision tree classifier for this experiment. It is a 
non-metric method and gives a set of rules on the basis of heuristics that can be 
understood better. Finally the efficiency of the authentication process is calculated in 
terms of performance metrics like FAR, FRR and HTER. 

2.2 EMT versus Iris Authentication 

Iris as a biometric trait is one of the mostly accepted and used biometric traits. Iris 
acquisition is done manually most of the times as one of the major challenges of 
automated iris recognition is to capture a high-quality image of the iris while 
remaining harmless to the individuals. Iris images must be acquired with sufficient 
resolution and sharpness in order to support recognition. These images should have 
good contrast in the interior iris pattern without glaring the eye of the individual. In 
the manual procedure, the user needs to adjust the camera to get the iris in focus and 
needs to be within six to twelve inches of the camera. Moreover, iris is a fallacious 
trait which can be replicated with ease using either 3D representation of iris or 
coercing an unconscious or for the matter of fact, a dead person. 

On the contrary Eye Movement Acquisition is a robust method, where 
authentication cannot be done unless a person is fully conscious. Even effects of 
alcohol have been proved to affect eye movements. Therefore coercion or drugging a 
person to gain access is also unachievable. For authentication using EMT we just 
need sensors to sense the eye movements in response to the simulation presented to 
the user. The output is obtained in the form of signal representing the path followed 
by the eye.  EMT stands out as a better authentication technique and a lot of work is 
still to be done before it replaces the current technologies in authentication.  
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2.3 Why EMT?  

EMT is a highly robust method for authentication as it not only depends on the 
physiological aspects but the behavioral aspects as well. The latter are more difficult 
to forge as to replicate the brain to produce the same effect in accordance to the eye 
movements is highly inaccurate with the present knowledge of neural networks 
available.  EMT apart from authentication also has myriad applications, some of 
which include: (i) Eye-Password [2] based security applications, (ii) providing an 
alternative communication means to patients; one such system uses Touch Free 
Computing [5], (iii) lie detection, as the eye movement is directly linked to the brain’s 
response because any fluctuation in the brain activity would reflect the eye 
movements, (iv) WWW pages [6], where a thermal plot is created depicting the area 
that has a high density of fixations during the test run by users and help them to 
strategically place the links at the position of high fixations to draw attention to the 
users and  (v) liveliness detection. Note that better lie detectors could be formed using 
the fact that there is a change in brain activity and hence the eye movements when a 
person is telling a lie and it would be very difficult for a person to sham both physical 
(eye movements) and brain activities associated with it simultaneously.  

3 Feature Extraction and Tools Used 

In this section, we will present different types of features and talk about the 
classification process that is required for any authentication process. 

3.1 EMT Features 

Unlike common metrics like Iris, where we can extract the features using Gabor filter, 
in the case of EMT features we have no such privilege of specific predefined 
methods. For extracting the EMT features, we have to either apply heuristic 
knowledge with basic signal processing techniques or go in for the methods published 
earlier [1] - [10]. There are a total of 15 features that can be extracted and these 
includes: eye positions (Lx, Ly, Rx, Ry), eye velocity (VL, VR), angles (θ L,θ R), 
signals (SL,SR), eye distance (ED), and Fourier transform of both the left and the right 
eye for both horizontal and vertical axes. These features are now described briefly. 

Eye Position: When the eye is presented with a stimulus, the eye follows a specific 
pattern unique to an individual. Due to this property of the eye movement, we can use 
the eye positions as features.  

Eye Velocity: The underlining principle used in eye-position can be extended to the 
time-domain by taking the change of eye position with respect to the time leading to 
the eye velocity. This implies that eye-velocity patterns will also be unique for each 
user, it is given by:  

 
(1)

where xi and yi are the horizontal and vertical positions of the eye at the ith instance. 
This is calculated both for the left (VL) and the right (VR) eye. 

2 2
1 1( ) ( )i i i iv x x y y+ += − − −



252 A. Dhingra et al. 

 

Eye Movement Direction: The direction in which the eye moves is unique, given by 

 

(2)

where xv
 

and yv are velocities in the horizontal and the vertical directions 

respectively.  

Signal: The eye velocity coupled with the eye movement gives us a high potential 
feature. This is the ratio of the velocity to the eye movement direction at the ith 
instance, given by,  

 

(3)

Eye Distance: This can be calculated simply as a function of the position of eye in 
the horizontal and the vertical directions as, 

 (4)

Frequency Domain Analysis: The frequency domain analysis like Fast Fourier 
Transform of eye movements also provides some vital characteristics of the eye.  

3.2 Classification 

Classification in the field of Machine Learning is the approach that is followed to find 
out the class to which a new observation belongs based on the classification that is 
done using the test data. There are different types of algorithms which can be used to 
perform this task efficiently. In this paper we have focused our attention on decision 
tree algorithm. 

4 Preprocessing 

The basic aim of preprocessing is to reduce the complexity of the data by modifying 
the data such that the essential features of the data are retained. These features 
accurately represent the learning examples and predict the classes for the new 
examples using supervised learning algorithms. Methods used for preprocessing try to 
deal with problems of “Over fitting” and “Curse of Dimensionality” in machine 
learning applications. In the paper we focus our attention on the latter.  

Dimensionality Reduction: “Curse of dimensionality” is a situation in machine 
learning problems which arises when the dimension of the feature vector increases 
enormously. In this situation, learning of a new test example by the learner becomes 
highly difficult computationally and intuitionally. To counter this problem of machine 
learning, we make use of dimensionality reduction where the higher order dimensions 
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are abridged into lower dimensions without losing any vital information. This doesn’t 
include outlier removal which is a very different concept where in a samples is 
completely removed. In dimensionality reduction we represent all the information 
from higher dimensions into lower dimension space. For example, a million-
dimension dataset can be represented accurately, say, by a few hundred- dimension 
dataset, but containing all the aspects of the million-dimension. In this paper we have 
used t-SNE algorithm [8] for the dimensionality reduction. 

5 Experiments and Results 

5.1 Databases 

In this paper, we have focused our attention on 3 datasets for experimentation. The 
details of datasets are given in Table 1. The data is partitioned using data partitioning 
method or holdout method, where the data is divided in three-fold ratio, i.e. the 
training data size is three times that of the testing data. For each of the dataset, the 
training data set contains 15 samples as compared to the 5 samples in testing data set. 
The static and dynamic methods are applied after a removing the outliers based on the 
velocity threshold value from the dataset. 

Table 1. Various database used for the experiment 

Database Total number of users  Number of samples per user 
Database 1[7] 11 20 
Database 2[1] 11 20 
Database 3[1] 41 20 

5.2 Experiments 

The dataset obtained from three-fold holdout is used for the experiment where a two 
class classification is done on the dataset. We work with 15 different features as 
explained in section 3.1.  Here we have used an algorithm called, t-SNE [8] to 
perform dimensionality reduction on the dataset in the following two ways as 
explained in detail below. 

5.2.1 Static Dimensionality Reduction  
This method is simplest form of dimensionality reduction in which features are 
progressively added till all the 15 features have been added to form a feature matrix 
with each sample containing 15 features. The classifier used in each case was decision 
tree. By this method, computation is reduced drastically as we focus primarily on 
finding the best features out of a set of features we have.  The concept of 
dimensionality reduction that is used here is to stop adding more features whenever 
overall best score is obtained. 
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                                       (a)                                                                               (b) 

 

        (c)  

Fig. 1. Dynamic multi-class scores on (a) Database 1 (b) Database 2 and (c) Database 3  

Figure 1 shows the performance index versus the number of features for the 
dynamic multi-class calculation performed on the three databases. A total of 15 
features as discussed in Section 3.1 are used for this method. Figure 1 show how the 
values of these indices change as the number of features are successively added. We 
see that for Database 1, the optimal value of the pair (FAR, FRR) occurs at the feature 
number (n) = 12 and n=13 with FAR=36.72% and FRR=65.45%. For database 2, the 
optimal value is obtained for at n=12 and n=13 with FAR=57.27% and FRR=65.45%. 
For database 3, the minimum pair (FAR, FRR) is found at n=11, with FAR=32.36% 
and FRR=60%. The third database being the biggest of the all the databases used in 
this experiment shows better and more comprehensible results than the other two 
database with HTER=45%.   

5.2.2 Dynamic Dimensionality Reduction 
This method employs the dimensionality reduction using t-SNE [8] algorithm where 
the basic intuition behind performing the reduction is to reduce all 15 dimensions 
(total features) progressively that all the vital information of 15 features is well 
coalesced into lower dimensions. The intuition behind this method is explained in 
great detail in Section 4. The t-SNE algorithm is applied dynamically working on 15 



 Biometric Based Personal Authentication Using Eye Movement Tracking 255 

 

dimensions and the dimensionality reduction algorithm is run iteratively, converting 
the given dimension into lower dimensions ranging from 14 to 2. Please note that the 
dimensionality reduction on the x index in Figure 2 shows the iteration number. This 
means index 2 on x-axis implies that dimensionality reduction is carried out from 15 
to 14; whereas index 3 means that the reduction is from 15 to 13 so on and so forth. 

 

                                       (a)                                                                          (b)                            

 
       (c)  

Fig. 2. Dynamic dimensionality reduction on (a) Database 1 (b) Database 2 and (c) Database 3 

In Figure 2, for database 1, index (n) =2, where n=6 gives the optimal value for the 
pair (FAR, FRR) where FAR=30.3%, FRR=60%. This means that when the 
dimensionality reduction is carried out to 13 or 9 from 15, when this value is 
observed. Similarly, for database 2, we observe the optimal performance index (FAR, 
FRR) occurs at n=5, i.e., when the dimension is reduced to 10 from 15 with 
FAR=21.45%, FRR=47.2%. For database 3 the lowest error in terms of FAR, FRR 
value is observed at n=3, that when the dimensionality reduction is employed over 15 
features to reduce it to 12 features that are representative of all the 15 features, such 
that the value of FAR=44.72%, FRR=60%. 

The most promising results are obtained for the Dynamic dimensionality  
reduction algorithm, with dimension equal to 10 with optimal performance index, 
FAR=21.45%, and FRR=47.2% for database 2. This is a novel approach for the error 
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analysis in the case of EMT, but this method is not limited to EMT and can be easily 
employed on other biometric modalities as well. 

6 Conclusions and Future Work 

Of the two methods of this paper, one deals with the reduction of the computation 
speed (Static dimensionality reduction) and the other deals with the computation 
accuracy (Dynamic dimensionality reduction). Latter is the more accurate of the two 
methods as it achieves the best FAR of 21.45% and FRR of 47.2% as observed from 
the experimental results.  The paper delves on various ways by which to obtain much 
better results on different datasets. In the future, we would like to explore new 
features based on nonlinear entropy. We would also like to study optimal 
dimensionality reduction using meta heuristic search techniques like Cuckoo Search 
Technique [10] which may lead to better results. 
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Abstract. Membrane computing or P Systems are distributed and parallel 
computing device that inspired their computation from cell biology. In this 
study, a new model of membrane computing with active membranes is defined 
for solving the N-queens problem. The model contains two membranes, but the 
inclusion of several objects and rules within each membrane. This model 
increases the parallelism of previous Membrane computing with active 
membranes because several rules can evolve concurrently and more than one 
queen can be exchanged during each step. Number of communication rules are 
also decreased. Communication rules decrease speed on multi-core processing 
because communications and synchronizations between threads and cores that 
are necessary for communication rules are very time consuming process. Multi-
core processing is used to exploit the parallelism of membrane computing for 
solving N-queens problem. 

Keywords: active membrane systems, membrane computing, multi-core 
processing, N-queens. 

1 Introduction 

The N-queens problem is applied in different fields of study, such as parallel memory 
storage approaches, image processing, physical and chemical studies as well as 
networks [1]. The N-queens problem is classified as a non-deterministic polynomial 
(NP) class problem, which is intractable for large N values. The goal when solving 
the N-queens problem is placing N-queens on an N × N board so no queen threatens 
other queens using standard chess queen moves, while no more than one queen should 
be in the same column, row, ascending diagonal, or descending diagonal. 

Membrane computing [2] is a theoretical method inspired by the way livings cells 
work, which facilitates the production of computational models of real-life problems. 
Membrane computing is an extension of molecular computing, which zooms out from 
the molecular level and focuses on other parts of the cell, as found in distributed 
systems. Several membrane computing variants have been reported in the literature, 
which vary in the way cells are created and dissolved, how rules are applied, the 
distribution of cells, etc. 
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An important application of membrane computing models is solving 
computationally intensive problems in polynomial or even linear time [3,4]. 
Membrane computing often trades the execution time for a large amount of space 
when solving these complicated problems. The main components of membrane 
computing are as follows: (i) the membrane structure, which delimits the 
compartments where (ii) multi-sets of objects evolve according to (iii) biochemically 
inspired rules. The rules process the objects and membranes [5]. There are cell-like, 
tissue-like, and spiking-like membrane systems [6–8], which process the multi-sets in 
compartments defined by membranes. Several simulators have also been proposed for 
implementing membrane computing [9–11]. Cell-like Membrane computing are 
divided into active, probabilistic, and stochastic membrane systems. In this study, a 
membrane computing with active membranes was used to develop the proposed 
model. 

The N-queens problem has been modeled in the membrane computing framework 
with active membranes. The first study of the N-queens problem using membrane 
computing was introduced by Gutierrez-Naranjo et al. who applied it to a 4-queens 
problem that included 65536 elementary membranes [12]. Depth-first search was later 
introduced into membrane computing by Gutierrez-Naranjo et al. [13] who used it to 
solve the N-queens problem. Gutierrez-Naranjo et al. [14] improved the speed of 
solving the N-queens problem by using membrane computing as a local search 
strategy. 

In this study, a new membrane computing with active membranes is defined to 
solve the N-queens problem. The proposed active membranes system is an 
improvement on previous approaches because it decreases the number of unnecessary 
communication rules and membranes. The number of rules that can be evolved 
simultaneously during each step is also increased in the proposed model, which makes 
this active membranes model suitable for parallel implementation. 

2 Active Membrane Systems 

Active membrane systems have different elements (Fig. 1), including skin membranes 
and delimiting regions where multiple sets of objects (chemical substances) and sets 
of evolution rules (reactions) are placed. 

 

Fig. 1. Membrane structure 
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Active membrane systems are defined formally as a tuple π= (O, H, µ, w1, ..., wm, 
R), where:  

(1) m ≥ 1 (the initial degree of the system, which is equal to the number of 
membranes present in the system initially); 

(2) O is the alphabet of objects; 

(3) H is a finite set of membrane labels;  

(4) µ  is a membrane structure that comprises m membranes with initially neutral 
polarizations, with labels from H;  

(5) w1, . . . ,wm are the strings over O, which describe the multi-sets of objects 
placed in the m regions of µ; 

(6) R is a finite set of rules, which are defined as follows: 

(a) Object evolution rules: α
hua ][ →  for h ∈ H, α ∈ {+,−, 0} (electrical 

charges), a ∈ O and u is a string over O that describes a multi-set of 
objects associated with membranes, which depends on the label and the 
charge in the membranes; 

(b) “In” communication rules: βα
hh ba ][[] → for h ∈ H, α, β ∈ {+,−, 0}, a, b ∈ O. An object is introduced into the membrane and possibly modified, 

where the initial charge α is changed to β; 

(c) “Out” communication rules: ba hh

βα []][ →  for h ∈ H, α, β ∈ {+,−, 0}, a, 
b ∈ O. An object is released from the membrane and possibly modified, 
where the initial charge α is changed to β; 

(d) Dissolving rules: ba h →
α][ for h ∈ H, α ∈ {+,−, 0}, a, b ∈ O. The 

object a dissolves the membrane h and moves to the surrounding 
region as object b. All of the remaining objects in h also move to the 
surrounding region. 

(e) Division rules: γβα
hhh cba ][][][ →  for h ∈ H, α, β, γ ∈ {+,−, 0}, a, b, c ∈ 

O. A membrane is divided into two membranes. The objects inside the 
membrane are replicated, except for a, which may be modified in each 
membrane. 

These rules are applied according to the following principles. 

All rules are applied in a maximally parallel manner (during each step, all objects 
that can evolve should evolve) or, more specifically, one membrane object is used by 
one rule (chosen in a non-deterministic way) at most during each step. However, any 
object that evolves under any one rule must evolve during one step. Rules (b) to (e) 
cannot be applied simultaneously in a membrane during one computation step. The 
rules associated with the membranes labeled with h are applied to the membranes 
with that label. Further information about active membranes systems has been 
described by Paun [9]. 
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3 Proposed Active Membrane System for the N-queens 
Problem 

Based on the definition of active membrane systems given in Section II, our model for 
π = (O, H, µ, w1, ..., wm, R) is as follows.  

-The degree of our system is 2=m .  

-The alphabet of objects for the N-queens puzzle is as follows:
},...,,,...,,,....,,,...,{ 1221111 −−+−= NNNNN dduuCCRRO , where NiRi ,...,1; =  represent the 

rows on the NN ×  board, NjC j ,...,1; =  represent the columns on the board, 

Nqdq 2,...,2; = , and 1,...,1; −+−= NNpu p  are the ascending and descending 

diagonals of the NN ×  puzzle board.  

-The label of the model is }2,1{=H  and the initial membrane structure is a 

membrane with two compartments 0

1

0

2 ][[]=μ  and zero polarizations.  

-The initial multi-sets are }1,...,1,2,...,2|{ )()(1 ++−=== NNpNqUDw pcntqcnt , 

where )(qcntD s( )( pcntU )s are the counters used to count the number of descending (or 

ascending) diagonals that are present in the skin, which are equal to zero in the initial 
state. In the initial state, the objects that represent the rows and columns occur in the 
membrane with label 2. Thus, },....,,,...,{ 112 NN CCRRw = .  

The set of rules are as follows. 

NjNiCRCRa jiji ...,,1,,....,1;].[)( 0
2 ==→  

where 
iR  is the object for the ith row on the board, jC is the object for the jth 

column on the board, and ji CR .  are multi-sets of objects, which show that a queen is 

located in the ith row and the jth column or square (i,j) on the board. First, 
iR s (rows 

on the board) reacts with jC s (columns on the board) and produces ji CR . s (the 

squares ),( ji where the queens are located). Rule (a) is executed in a maximally 

parallel manner. In one step, one object of a membrane is used by at most one rule 
(chosen in a non-deterministic manner), but any object that evolves via any one rule 
must evolve. Therefore, each of the two objects produced (for example, ji CR .  and 

sk CR . ) by rule (a) cannot be the same, i.e., ki ≠  and sj ≠ . This result indicates that 

the queens do not intersect in the rows ( ki ≠ ) and columns ( sj ≠ ), and that this 

property prevails during the simulation period.  

NjNi

UDduCRCRb jicntjicntjijijiji

...,,1,,....,1

;.[]].[)( )()(
0
2

0
2

==
++→ −++−
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Rule (b) sends out objects ji CR .  from membrane two to the skin membrane and 

generates objects jiu − and jid + , which represent the ascending and descending 

diagonals related to square ),( ji , and increases counters )(qcntD  and )( pcntU  . The 

counters )(qcntD  where jiq +=  and )( pcntU  where jip −=  in the skin membrane 

count the number of queens present in the thq  descending diagonal and the thp  

ascending diagonal, respectively. These counters are used to calculate the decrease in 
the number of collisions when a queen is removed from square ),( ji  and the increase 

in the number of collisions when a queen is placed on square ),( ji . The total number 

of collisions on the board is the number of queens present in the ascending diagonal, 
with more than one queen, plus the number of queens that exist in the descending 
diagonal, with more than one queen. Therefore, the reduction in the number of 
collisions when a queen is removed from ),( ji  is as follows:  
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When a queen is placed in the new square ),( ji , the following intersection is 

added on the board:  

.
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Thus, no intersection is added on the board when a queen is placed in a square with 
no queen in the diagonals. 
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Rule (c) allows any possible exchanges ),( ji  and ),( sk  during each execution 

time step. According to the principles of membrane computing, one object on a 
membrane is used by a maximum of one rule, i.e., each object qu  (ascending 
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diagonal) and qd  (descending diagonal) is used by only one rule (exchange). Thus, 

one exchange does not affect other exchanges. The definition of this new active 
membrane structure and the use of membrane computing principles means that more 
than one exchange can be performed during each step, so one exchange does not 
affect other exchanges. This rule consumes skskjijiji uCRduCR −+− ,.,,,. , and 

skd +

objects, and produces jkjksisisi uCRduCR −+− ,.,,,. , and jkd + . The value of )(qcntD  

changes with this rule and reduced ( )(qcntD− ) when a queen is removed from the 

square ),( si  where jiq +=  and increases ( )(qcntD+ ) when a queen is added to square 

),( si  where siq += . 

Similar changes are also observed for U-counters. Rule (c) is executed when the 
number of reduced collisions exceeds the added collisions when exchanging ),( ji  

and ),( sk . 

.1,...,1

,2,...,2;1and1allIf

;[]]....,,,....,,[)(

)()(

11)1()1()2()2(

++−=
=≤≤

→ −+
++−

NNp

NqUD

yesUUDDd

pcntqcnt

NcntNcntNcntcnt

 

Rule (d) sends “yes” (solved queen) to the environment and changes the 
polarization of the membrane to (−), which stops the execution of all other rules. This 
rule executes when all of the ascending and descending diagonal queen counters are 
equal or less than one ( 1,1 )()( ≤≤ pcntqcnt UD ), which means that there are no collisions 

in the ascending and descending diagonals. According to rule (a), the queens have no 
collisions in the rows and columns. Thus, we solve the N-queens problem when rule 
(d) is executed. 

)..().(

).().(and

},,....,1{,,,allforif;][][)(

ReRe

11

jkPlacedsiPlaced

skmovedjimoved

restartrestart

CRColliCRColli

CRColliCRColliki

NskjiCntCnte

+
≤+≠

∈+→ ++

 

Rule (e) counts the number of steps when there are no improvements on the board. 
During these steps, the number of collisions added to the board is greater than or 
equal to the number of collisions removed from the board by all possible exchanges. 
In this situation, counter restartCnt  increases. This counter is used to restart the 

membrane computing model in rule (f). 

ConstUserCntrestartCntf restartrestart _if;[]][)( 11 =→ −+  

When the counter restartCnt  reaches ConstUser _ , rule (f) restarts the model, where 

ConstUser _  is a constant number, which is determined by the user and the optimum 

number obtained experimentally (we obtained ConstUser _  = 5 in our experiment). 

This indicates that the membrane system should be restarted after a certain number of 
unsuccessful steps to resolve and reduce conflicts on the board. According to rule (f), 



 Accelerated Simulation of Membrane Computing to Solve the N-queens Problem 263 

if there are collisions on the board (the model cannot solve the problem until this 
point) but there is no exchange to improve the collisions on the N × N board using 
rule (c), we restart our membrane model by re-initialization. Rule (a) is executed in 
the initial state and assigns queens non-deterministically to squares in the initial state. 
Thus, each time that the membrane model is restarted, it is initialized with a new 
assignment by rule (a). 

4 Simulations and Results 

4.1 Simulation of the New Active Membrane System 

In this section, we report the results of the simulations using the proposed membrane 
computing model of the N-queens membrane. The previous approach described in 
[14] used several different membranes and each membrane contained only one object. 
Thus, each membrane lacked sufficient parallelism and several communication rules 
were executed between the membranes.  

First, the communications between two membranes occurs in the skin, followed by 
those from the skin to the destination membrane. This process reduced the execution 
speed in previous approaches. Our new active membrane system has fewer 
membranes and there are several objects within each membrane. This process reduces 
the number of communication rules between membranes and increases the execution 
speed. The speed of finding a solution to the N-queens problem with different 
numbers of queens on one processor unit in a sequential manner is compared in the 
following sections, where the time required for restarting was also recorded. These 
simulations were conducted on a computer using a one-processor Intel core i5 (with 
two cores at 2.45 GHz) with 4 GB of RAM running a Visual C++ program. The 
previous simulations were conducted on different machines. The simulations in [13] 
and [14] were conducted on a computer with an Intel Pentium dual CPU E2200 at 
2.20 GHz with 3 GB of RAM. The approximate times in previous studies were 
compared with the times on our computer (Intel core i5, 2.45 GHz). 

We ran the programming code for the approach described in [14] on our computer 
to make a comparison. 

The initial state of our simulations was random and the natural state of membrane 
systems (when applying the rules) was non-deterministic. Thus, 100 runs were 
conducted for each N during our simulations and the average simulation time was 
recorded. Table 1 shows that the proposed active membranes system was faster than 
[14]. The method in [13] with N = 20 took 5796 s whereas our method had a 
simulation time of 0.0045 s with N = 20. In some cases, such as N = 200, our model 
was almost 1000 times faster than the previous approaches Table 1 shows 
comparisons between our approach and previous approach. 
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Table 1. Comparison of the evaluation times using proposed active membrane systems and 
previous studies 

Number of queens 

Previous approach [14] Proposed active membrane system 

Average  

number of 

steps 

Average 
time (s) afte 
programming 
[14] on our 
computer 

Average number 

of steps 

Average time (s) 

10 141.35 0.0074 13.62 0.0042 

20 166.25 0.061 11.79 0.0077 

30 270.9 0.282 10.16 0.0123 

40 272.7 0.642 9.14 0.0200 

50 382.4 1.793 9.00 0.0291 

60 453.8 3.623 9.05 0.0405 

70 495.45 6.27 8.78 0.0525 

80 637.6 12.11 8.29 0.0656 

90 625 17.87 8.2 0.0804 

100 757.6 30.21 8.15 0.1005 

110 745.75 42.25 7.92 0.1213 

120 841.75 58.63 7.90 0.1390 

130 891.25 80.16 7.90 0.1614 

140 983.7 115.5 7.60 0.1875 

150 979.75 142.3 7.58 0.2130 

160 1093 200.6 7.53 0.2389 

170 1145.5 251.3 7.50 0.2780 

180 1206.25 323.5 7.48 0.3034 

190 1272.25 404.5 7.45 0.3403 

200 1365.25 530.1 7.40 0.3778 

300 — 1851 7.01 0.8499 

400 — 4623 7.00 1.5325 

500 — 9524 7.01 2.5019 
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4.2 Multi-core Processing Simulation 

This research increased parallelism of active membrane systems. In another words 
this research increased the number of rules that can be executed simultaneously in one 
step. This study defined new active membrane system model in which it has two 
membranes with a lot of objects and rules inside them that can be evolve 
simultaneously. Previous models had a lot of membranes with just one object inside 
them that these membranes should communicate each step that decreases speed of 
model. We used multi-core to exploit parallelism advantages of proposed active 
membrane system. Simulation time for one active membrane that processed on two or 
four cores has been shown in Table 2 and Table 3. Simulation results show that speed 
of proposed model respect to previous model increases when number of cores is 
increased. For example for N=200 speed up for new membrane system on two cores 
is 1.68 while for previous one that has lower parallelism is 1.12 and speed up on four 
cores respect to one core for new model is 3.11 while for previous approach is 1.8 
times. Since proposed model also decreases unnecessary membranes and 
communication rules speed up of proposed model on one core 697 times faster than 
previous approach for N=200. 

Table 2. Comparison between proposed membrane model and previous membrane model [14] 
on one, two cores 

Number 

of queens 

(N) 

on Intel core i5, 2.45GHz with two cores 

Previous model Proposed membrane model 
Speed up of proposed 

model to previous model 

One core 

(s) 

Two 

cores 

(s) 

Speed up on 

Two/one 

cores 

One 

core 

(s) 

Two 

cores 

(s) 

Speed up 

on Two 

/one cores 

Speed up 

on one 

core 

proposed/

previous 

Speed up 

on two  

cores 

proposed/p

revious 

100 30.3 27 1.12 0.117 0.07 1.63 258 385 

200 530 441 1.2 0.760 0.452 1.68 697 975 

300 1850 1412 1.31 2.416 1.38 1.75 765 1023 

400 4623 3502 1.32 5.740 3.26 1.76 805 1074 

500 9524 7054 1.35 10.70 5.9 1.81 890 1195 
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Table 3. Comparison between proposed membrane model and previous membrane model [14] 
on one, four cores 

Number 

of queens 

(N) 

on Intel cori7, 3.6GHz with four cores 

Previous membrane model Proposed membrane model 
Speed up of 

proposed 

model to 

previous 

model for 

four cores 

One 

core 

(s) 

four 

cores 

(s) 

Speed up on 

four/one 

cores 

One core 

(s) 

four cores 

(s) 

Speed up on 

four/one 

cores 

100 21 11.4 1.8 0.082 0.026 3.11 423 

200 358 170 2.1 0.514 0.153 3.36 1111 

300 1300 610 2.13 1.70 0.483 3.52 1262 

400 3300 1466 2.25 4.10 1.13 3.61 1297 

500 5910 2558 2.31 6.65 1.83 3.63 1397 

5 Conclusions 

Besides the above mentioned styles there are more useable format specifications: This 
study improved parallelism of membrane computing for solving N-queens problem. 
In proposed model number of communication rules is decreased. Communication 
rules decrease speed on multi-core processing. For communication rules it is 
necessary to communicate between threads and cores that is very time consuming 
process. Several rules can also be evolved in defined model in parallel way. In some 
cases, our models were almost 1000 times faster than those in previous studies. 
Parallelism of proposed model lets us to efficiently use multi core processing for 
speed up the solving the problems (see Table. 2). 
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Abstract. Frontotemporal Dementia (FTD) is an early onset dementia with atro-
phy in frontal and temporal regions. The differential diagnosis of FTD remains 
challenging because of the overlapping behavioral symptoms in patients, which 
have considerable overlap with Alzheimer’s disease (AD). Neuroimaging analysis 
especially Magnetic Resonance Image Imaging (MRI) has opened up a new win-
dow to identify, and track disease process and progression.  In this paper, we in-
troduce a genetic algorithm (GA) tuned Artificial Neural Network (ANN) to 
measure the structural changes over a period of 1year. GA is a heuristic optimiza-
tion method based on the Darwin’s principle of natural evolution. The longitudin-
al atrophy patterns obtained from the proposed approach could serve as a  
predictor of impending behavioral changes in FTD subjects. The performance of 
our computerized scheme is evaluated and compared with the ground truth infor-
mation. Using the proposed approach, we have achieved an average classification 
accuracy of 95.5 %, 96.5% and 98% for GM, WM and CSF respectively.  

Keywords: Frontotemporal Dementia (FTD), Alzheimer’s disease (AD),  
Magnetic Resonance Imaging (MRI), Genetic algorithm (GA), Artificial Neural 
Network (ANN). 

1 Introduction 

Frontotemporal Dementia (FTD) is the second most common cause of presenile  
dementia [1] and has an age of onset between 35-75yrs. This disease is characterized 
by atrophy in the frontal and temporal regions [2]. However, behavioral disturbances 
are more prominent and constitute the main feature distinguishing FTD from other 
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forms of dementia. Three main syndromic variants of FTD are behavioural variant 
FTD (fvFTD), progressive nonfluent aphasia (PNFA), and semantic dementia 
(SD)[3]. Among these,  behavioral variant is the commonest. Each of these clinical 
variants are associated with characterestic patterns of brain atrophy. 

Neuroimaging analysis has broadened and extended our understanding of where 
and how extensively brain regions have atrophied in neurodegeneration. Although it 
has its own limitation including that of subjectivity, conventional visual interpretation 
of Magnetic Resonance Imaging (MRI) is a useful tool in supporting clinical decision 
making during diagnostic processes.  Segmentation is the fundamental preprocessing 
step in which MR images are partitioned into some non-overlapping and meaningful 
homogenous regions[4]. The goal of MR image processing is to partition the image 
into grey matter (GM), white matter (WM) and Cerebrospinal fluid (CSF). The seg-
mented images are then used to calculate separate tissue volumes and total brain vo-
lume.The GM and WM volume obtained from the segnmentation procedure can act as 
the predictor of neuronal loss in FTD patients. Moreover, the quantification of brain 
tissue volume may be of great interest in the differential diagnosis of FTD from other 
types of dementia.  

Fuzzy C means (FCM) is the most widely used technique for the segmentation of MR 
images[5]. But the main drawback of FCM is that the intensity values of background and 
CSF are almost same. Hence, the efficiency of the algorithm is considerably reduced in 
the case of noisy MR images and leads to some misclassification[6,7]. In such case, seg-
mentation methods based on artificial intelligence that, utilizes artificial neural network 
approaches is perhaps more accurate in tissue classification. An accurate and effective 
segmentation of MR images facilitates the better understanding of the disease progres-
sion.  

Texture analysis is an important and active research area in machine learning. Re-
searchers have proposed various approaches (co-occurrence matrices, wavelet based 
methods, Fourier transform methods, and intensity histogram methods etc) for texture 
feature extraction [8]. Among these, Laws Texture Energy Measures (LTEM) in tex-
ture classification has showed better performance in terms of accuracy and processing 
time [9]. In this paper we used LTEM for brain tissue classification. 

The back propagation algorithm (BP) in ANN uses gradient descent for finding the 
correct node’s weight combination, which results in minimization of errors in a 
known training data set.  Hence, the efficiency depends on the initial parameter set-
ting like varying the hidden neurons, momentum and learning rate. Also, the local 
minima problems in ANN can be overcome by optimized Genetic Algorithms (GAs) 
by locating the global maximum in a search space [10]. Some studies have employed 
GA [11] in combination with FCM  [12] for the segmentation of MR images. But 
studies on the longitudinal atrophic patterns using GA guided approach are even 
sparse. Hence, in this study we have designed a novel revolutionary automated GA 
for the longitudinal assessment of atrophy rate in FTD in the clinical environment. 

2 Materials and Methods 

2.1 Participants 

A total of 15 FTD subjects participated in this study. The Patients were selected from 
the Dementia Clinic of the Department Of Neurology, SCTIMST, Thiruvananthapuram,  
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Kerala. Written informed consent for the study, which was approved by the Ethical 
Committee, SCTIMST, Thiruvananthapuram, Kerala, was obtained from the caregiver. 
All subjects, after informed consent, were subjected to a baseline evaluation which in-
cluded a clinical examination by a neurologist in the dementia clinic, a detailed neurop-
sychological evaluation and an MRI. The MRI and neuropsychometric assessment were 
repeated during the annual follow up. 

2.2 MRI Imaging  

The MRI imaging procedure was done in the Department of Radiology at SCTIMST. 
MRI scanning was performed on a 1.5 Tesla Seimens Magnetom – Avanto, SQ MRI 
scanner. In all subjects, structural MR images of the entire brain were obtained using 
a three dimensional , Flash Spoiled Gradient echo Sequence with the standard para-
meters TR = 11ms; TE = 4.94 ms; flip angle = 150 ; slice thickness = 1 mm; matrix 
size = 256x 256. The images were post processed in the well equipped Brain Mapping 
Unit of SCTIMST, Trivandrum. 

2.3 MRI Data Preprocessing 

MR image contains both cerebral and non cerebral tissues. The goal of preprocessing is 
to remove the noncerebral tissues such as scalp, meninges etc. Among the various pre-
processing methods, skull stripping is used for removing the nonbrain tissues. Most 
common techniques adopted for skull stripping are region growing [13] and morphologi-
cal operation [14]. Mathematical morphology has showed a supposed rate of 95.5% than 
region growing. Therefore, in this analysis mathematical morphology is used for skull 
stripping. The block diagram of the proposed methodology is shown in Fig.1. 

 

Fig. 1. Block diagram of proposed method 
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2.4 Texture feature Extraction 

Texture feature extraction is the process in which texture features were extracted from 
the skull stripped MR image. The basis of texture classification is the prior knowledge 
of texture category in an observed image. Image texture is an important visual indica-
tor of both spatial discrepancy and display of the central image elements. The spatial 
discrepancy most often visualized as gray level values and texture features have to be 
derived from these gray tones of the image [15]. In this analysis textural properties are 
derived from a 2D convolution kernel (masks). To generate the Texture Energy 
Measures (TEM) at each pixel, these masks are convolved with the image pixel. The 
texture descriptions used are level (L), edge (E), spot(S), wave (W) and ripple (R).  
L5 = (1, 4, 6, 4, 1), E5 = (-1, -2, 0, 2, 1), S5 = (-1, 0, 2, 0, -1), W5 = (-1, 2, 0, -2, -1), 
R5 = (1, -4, 6, -4, 1). 

2.5 Genetic Algorithm 

Genetic Algorithms (GA) are most powerful optimization technique due to its excel-
lent global optimization ability[16]. John Holland first introduced GA in 1960s, which 
is based on the principles of natural selection by Charles Darwin. It is a heuristic me-
thod for finding most adaptive solution in search domain. In GA, the optimization is 
inculcated through the natural exchange of genetic material between parents. The evo-
lution starts from the random selection of initial population. Then the fitness value of 
each individual is evaluated from the fitness function Φ (x). Based on the fitness value, 
multiple individuals are selected from the current population. The stochastically se-
lected population is then modified by the genetic operation crossover and mutation.  

Selection: In the selection phase, an integer Np (population size) that defines the 
search domain is selected on the basis of the previous knowledge. Then a decision 
variable xi is selected with in the limit (ximin, ximax) [17]. After each generation two 
sets of chromosomes are probabilistically chosen based on their fitness (defined in 
equation 4). The fitness evaluation is the key component in GA, which measures the 
better performance of an individual relative to others 

Crossover: The two selected individuals are used for crossover. This operation pro-
duces superior offsprings by fusing parts of parent chromosomes. In crossover, new 
strings are formed by random selection of crossover points between the preferred 
individuals.  

Mutation: The basic operation behind the mutation is migration. The mutation opera-
tion follows the migration operation [18] to generate a newly diverse population, 
which increases the search space. This can be applied by randomly flipping bits with-
in an individual after the crossover operation. For this sake a new mutation operator is 
employed and created a new value xi
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Where I = 1,2 ….n and n the total number of individuals in a population Np, τ, are 
ρ random numbers in the range [0, 1]. The flow chart of the working algorithm is 
given in Fig.2. 

 

Fig. 2. Flow diagram of Genetic algorithm 

3 Classification Using GA Tuned ANN 

The obtained images were post – processed in the fully equipped Brain Mapping lab. 
Our classification approach has been to create a Genetic Algorithm tuned Artificial 
Neural Network (GAANN). A fully connected feed forward Neural Network has 
implemented the proposed algorithm. The implementation followed an optimization 
procedure by optimizing the factors such as the number of neurons in the hidden 
layer, the learning rate and the momentum factor. In this specific application a fixed 
and equal number of neurons are selected in the input and output layer.  Let NI and 
NO represents the size of the neurons in the input and output layer respectively. The 
number of hidden layers in this problem is restricted and made as one. The range of 
the optimization is represented as two sets of arrays Rmin = {Nhmin, Lrmin, Mcmin} and 
Rmax = {Nhmax, Lrmax, Mcmax} where, Nh is the number of neurons in the hidden 
layer, Lr is the learning rate and Mc is the momentum factor.  
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Let us define an activation function f, as the sum of weighted input and bias ie,  
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Where 
p
kt is the target output and 

0,p
ky is the actual output of the kth  neuron in the 

output layer O, for the pattern P in the training set. GAANN algorithm utilizes the 
framed fitness function to evolve a better solution. All of the analysis was performed 
in MATLAB 7.10 framework on windows XP, which aims at developing a CAD sys-
tem for the analysis of MR images in FTD in a longitudinal basis. The optimally de-
signed ANN has a three-layer architecture: an input layer, hidden layer and an output 
layer. In this analysis the number of neurons in the input layer is equal to the number 
of feature vector extracted (25 TEM). 

Our optimization analysis using GAANN classifier is performed with the learning 
rate and the momentum constant varied from 0 to 1. The crossover and mutation 
probability of the GA is selected as 0.5 and 0.01 respectively. For this training a max-
imum of 100 generations is performed with a population size of 50. During each 
GAANN generation, the best fitness score (minimum MSE) achieved by the popula-
tion at the optimum dimension is stored. Hence the proposed algorithm was used  
to generate an optimized ANN with the parameters Nh = 143, Lr = 0.5882 and  
Mc = 0.9989. 

4 Results and Discussions 

The proposed method evolved a GAANN classifier for the segmentation of MR  
images in FTD subjects. A feed forward network was set up with a backpropogation 
algorithm. An optimized artificial neural network was set up with the proper parame-
tric setting. Hence, the analysis results a condensed network configuration in the 
search space rather than the complex one. Finally, the analysis extended to all images 
in the data set and optimum results were obtained. Segmentation results of an FTD 
subjects in the baseline and visit are shown in Fig 3 and Fig 4. 
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Fig. 3. Segmentation of a baseline MR brain image (FTD): (a) Original image (b) GM (c) WM 
(d) CSF (e) Segmentation map using GAANN algorithm  

 

Fig. 4. Segmentation of a follow up MR brain image (FTD): (a) Original image (b) GM (c) 
WM (d) CSF (e) Segmentation map using GAANN algorithm 

The results of both skull stripping and segmentation were validated quantitatively 
by two expert neuroradiologists . The Performance evaluations of GAANN have been 
done on the basis of Accuracy, Sensitivity, Specificity and Youden index parameter 
measures. Average segmented volume of 15 FTD subjects in the baseline and visit 
after 1 year is shown in Table 1 and it illustrates the GM cortex loss annually in FTD 
subjects. 

In this proposed approach, we have obtained a high classification accuracy by 
comparing baseline images with 1 year follow up images. The average classification 
accuracy of GM, WM and CSF in the baseline and visit is 95.5 %, 96.5% and 98% 
respectively. Table 2 presents a  comparison of performance evaluation factors of 
baseline and visit.  

Table 1. Volume of Segmented tissues 

 

 
 

 

Class 
GAANN Volume 

GM(mm3 WM(mm3) CSF(mm3) 

Base 371612 669986 285136 

Visit 354828 654872 295038 
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Table 2. Quantitative Validation of Segmented Results 

Class 

Accuracy (%) 

TPR FPR Sensitivity(%) Specificity(%) 

Youden 

index 

(%) 
GM WM CSF 

Base 96.57 97.21 98.31 94.25 0.01 94.09 99.06 93.16 

Visit 95.83 96.02 98.56 90.12 0.01 90.12 98.28 89.41 

5 Conclusion  

In this paper we have proposed a novel approach to image segmentation using genetic 
algorithm. The strength of the study is the use of a fully automated CAD system for 
producing objective results without any external expertise. This technique can be used 
to enhance the clinicians’ confidence by offering quantitative evaluation of brain de-
generation, especially in the context of dreaded demending diseases like FTD. In 
FTD, both qualitative and quantitative analysis is important to understand the disease 
process in its early stage. Hence the application of GA plays vital role in the disease 
diagnosis. The comparative experimental results had shown that the proposed metho-
dology is effective in the longitudinal evaluation of structural changes in MR images. 
Using the proposed approach, we have achieved an average classification accuracy of 
GM, WM and CSF in baseline and follow-up visit are 95.5 %, 96.5% and 98% re-
spectively Moreover, the proposed approach incorporates considerable flexibility into 
the segmentation procedure. The main advantages of GAANN over the existing tech-
niques are easy to implement; robustness of algorithms and application to large scale 
system dealing with images.  
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Abstract. The inverse kinematics of manipulator comprises the computation 
required to find the joint angles for a given Cartesian position and orientation of 
the end effector. There is no unique solution for the inverse kinematics thus ne-
cessitating application of appropriate predictive models from the soft computing 
domain. Artificial neural network and adaptive neural fuzzy inference system 
techniques can be gainfully used to yield the desired results. This paper propos-
es structured artificial neural network (ANN) model and adaptive neural fuzzy 
inference system (ANFIS) to find the inverse kinematics solution of robot ma-
nipulator. The ANN model used is a multi-layered perceptron Neural Network 
(MLPNN). Wherein, gradient descent type of learning rules is applied. An at-
tempt has been made to find the best ANFIS configuration for the problem. It is 
found that ANFIS gives better result and minimum error as compared to ANN. 

Keywords: Inverse Kinematics, D-H Notations, ANN, ANFIS. 

1 Introduction  

The Robot manipulator is composed of a serial chain of rigid links connected to each 
other by revolute or prismatic joints. Each robot joint location is usually defined rela-
tive to the neighboring joint. The relation between successive joints is containing a 
4x4 homogeneous transformation matrix that has orientation and position data of 
robots. Conversion of the position and orientation of robot manipulator end-effectors 
from Cartesian space to joint space is called as inverse kinematics problem. The cor-
responding joint values must be computed at high speed by the inverse kinematics 
transformation [1]. For a manipulator with n degree of freedom, at any instant of time 
the joint variable is denoted by  i = θ(t), i = 1, 2, 3 .........n and position variables by xj 
= x(t), j = 1, 2, 3 .......m. The relations between the end-effectors position x(t) and 
joint angle θ(t)can be represented by forward kinematic equation  

 (1)

Where, f is a nonlinear continuous and differentiable function. 
On the other hand, with the desired end effectors position, the problem of finding 

the values of the joint variables is inverse kinematics, which can be solved by, 

(2)

))(()( tftx θ=

))(()( ' txft =θ



278 P. Jha and B.B. Biswal 

Inverse kinematics solution is not unique due to nonlinear, uncertain and time  
varying nature of the governing equations [2].  

The simulation and computation of inverse kinematics using soft computing  
technique is particularly useful where less computation times are needed, such as in 
real-time adaptive robot control [3], [4], [5]. If the number of degrees of freedom 
increases, traditional methods will become more complex and quite difficult to solve 
inverse kinematics [6].Many research contributions have been made related to the 
neural network-based inverse kinematics solution of robot manipulators [7].  

Use of soft computing technique is not new in the field of multi-objective and NP-
hard problem to arrive at a very reasonable optimized solution.  Soft computing tech-
nique is used to find inverse kinematics solution which yields multiple and precise 
solutions with an acceptable error and are suitable for real-time adaptive control of 
robotic manipulators [8]. The study of previous work shows that the most of the re-
searchers [9] and [11] have adopted methods like ANN, ANFIS etc. for simple prob-
lem. The features of adopted techniques are found quite matching and hence suitable 
for the present problem having complexity and involving multiple parameters. There-
fore, the main aim of this work is focused on minimizing the mean square error of the 
neural network-based as well as ANFIS based solution of inverse kinematics problem. 
The result of each technique is evaluated by using inverse kinematics equations to 
obtain information about their error. In other words, the angles obtained for each joint 
are used to compute the Cartesian coordinate for end effector.  

2 Kinematic Modeling of SCARA Manipulator 

The Denavit-Hartenberg (D-H) notation and methodology are used in this section to 
derive the kinematics of robot manipulator. The coordinate frame assignment and the 
DH parameters are depicted in Fig. 1, and listed in Table 1 respectively. 

Table 1. The D-H Parameters 

SN (degree) (mm) (mm) (degree) 
1 θ1=±120 0 a1=250 0 
2 θ2=±130 0 a2=150 180 
3 0 d3=150 0 0 
4 θ4 d4=150 0 0 

 

                  

iθ id ia iα

Fig. 1. D-H frames of the SCARA robot
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Where represents the position and 

 represents the orientation of the end-effector. 
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It is obvious from the representation given in equations (3) through (6) that there 
exist multiple solutions to the inverse kinematics problem. So to know which solution 
holds good to study the inverse kinematics, all joints variables are obtained and  
compared using forward kinematics solution. This process is been applied for 

4321 ,, θθθ andd , to choose the correct solution. 

3 Architectures of ANN and ANFIS  

3.1 Architecture of MLFF Neural Network 

It is well known that neural networks have the better ability than other techniques to 
solve various complex problems. Inverse kinematics is a transformation of a world 
coordinate frame (X, Y, and Z) to a link coordinate frame (θ1, θ2, d3, and θ4). This 
transformation can be performed on input/output work that uses an unknown transfer 
function. MLP neural network's neuron is a simple work element, and has a local 
memory. A neuron takes a multi-dimensional input, and then delivers it to the other 
neurons according to their weights. This gives a scalar result at the output of a neuron. 
The transfer function of an MLP, acting on the local memory, uses a learning rule to 
produce a relationship between the input and output. For the activation input, a time 
function is needed [11]. 

A block diagram of the structure is shown in Fig. 2. Each of the signals from the 
input neurons is multiplied by the value of the weights of the connection, wj, between 
the respective input neurons and the hidden neuron. 

The aim of the training phase is to minimize this average sum squared error over 
all training patterns. The speed of convergence of the network depends on the training 
rate,  and the momentum factor, α. In this work, a two hidden layer neural network 

with three inputs,Px, Py and Pz, and four outputs, θ1, θ2, d3, and  θ4 was trained  
using the back-propagation algorithm described earlier, along a trajectory of the  
end-effector in the x-y  plane. 

)p,p,p( zyx { ),,,(),,,( zyxzyx ooonnn

}),,( zyx aaaand

η



280 P. Jha and B.B. Biswal 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Multi-layered perceptron neural network structure 

3.2 Architecture of ANFIS 

The ANFIS can perform the mapping relation between the input and output  
data through a learning algorithm to optimize the parameters of a given FIS.  
The ANFIS architecture consists of fuzzy layer, product layer, normalized layer,  
de-fuzzy layer, and summation layer. A typical architecture of ANFIS is shown  
in Fig. 3, in which a circle indicates a fixed node, whereas a square indicates an  
adjustable node. For example, we consider two inputs x, y and one output z in the 
FIS. The ANFIS used in this paper implements a first-order Sugeno FIS. Among 
many fuzzy systems, the Sugeno fuzzy model is the most widely applied, because  
of its high interpretability and computational efficiency, and built-in optimal and 
adaptive techniques [3].  

For a first-order Sugeno fuzzy system, the typical rule set can be expressed as: 

Rule 1: If x is A1 and y is B1, then z1 = p1x + q1y + r1 
Rule 2: If x is A2 and y is B2, then z2 = p2x + q2y + r2 

where Ai and Bi are the fuzzy sets in the antecedent, and pi, qi, and ri are the parame-
ters that are assigned during the training procedure. As in Fig. 3, the ANFIS consists 
of five layers. Every ith node in the first layer is an adaptive node with a node output 
defined by: 

2,1),(1 == ixO
iAi μ  

4,3),(
2

1 ==
−

iyO
iBi μ  

where )(x
iAμ  and )(

2
y

iB −
μ can adopt any fuzzy membership function (MF). 
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Fig. 3. Architecture of ANFIS 

The hybrid learning algorithm [3], combining the LSM and the back propagation 
algorithm can be used to solve this problem. This algorithm converges much faster 
because it reduces the dimension of the search space of the back propagation algo-
rithm. During the learning procedure, the premise and consequent parameters are 
tuned until the desired response of the FIS is achieved. The hybrid learning algorithm 
is divided into two steps: forward pass and a backward pass. In the forward pass, 
while the premise parameters are held fixed, the network inputs propagated forward 
until layer 4, where the consequent parameters are identified by the LSM. In the 
backward pass, the consequent parameters are held fixed while the error signals are 
propagated from the output end to the input end, and the standard back propagation 
algorithm updates the premise parameters. Fig. 3 shows the procedure of ANFIS 
training. This paper considers three ANFIS structure with first-order Sugeno fuzzy 
system for joint variables. Gaussian MFs with product inference rule are used at the 
fuzzification layer.   

4 Simulation Results and Performance Analysis 

4.1 MLFF Simulation and Results 

The proposed work is performed on the Matlab Neural Networks Toolbox. The train-
ing functions employed are ‘trainoss’ and ‘trainlm’, to validate the performance of 
MLFF neural network for inverse kinematics problem. Then, the weights and biases 
are calculated for the network.. In this work the training data sets were generated by 
using equation (3) through (6). A set of 1000 data sets were first generated as per the 
formula for the input parameter px, py and pz coordinates in inches.   

The following parameters were taken:  Learning rate 0.08; Momentum parameter 
0.081; Number of epochs 10000; Number of hidden layers 2; Number of inputs 3 and 
Number of output 4. 

The mean square curve shown in Fig. 4 through Fig. 7 shows the building know-
ledge procedure for the new path which gives an indication for the success of the 
proposed algorithm. As shown in result, the used solution method gives the chance of 
selecting the output, which has the least error in the system. So, the solution can  
be obtained with less error as shown in Fig. (4) through (7) for the best validation 
performance of the obtained data with the desired data.  
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Fig. 4. Mean square error for 1θ  

 

Fig. 5. Mean square error for 2θ  

 
Fig. 6. Mean square error for d3 
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Fig. 7. Mean square error for 4θ  

4.2 ANFIS Simulation and Results 

Data set were generated by using inverse kinematic equations. The coordinates  
(px, py and pz) and the angles (θ1, θ2, d3 and θ4) are used as training data to train 
ANFIS network with Gaussian membership function with hybrid learning algorithm. 
Table 2 shows configuration of ANFIS. Fig. 8 through Fig. 11 shows the validation 
curve for the problem of learning the inverse kinematics of the 4-DOF SCARA mani-
pulator. Table 3 gives the average errors of joint variables using ANFIS and MLFF. 
These errors are small and the ANFIS algorithm is, therefore, acceptable for obtaining 
the inverse kinematics solution of the robotic manipulator. 

Table 2. Configuration of ANFIS 

Number of nodes 734 
Number of linear parameters 343 

Number of nonlinear parameters 63 
Total number of parameters 406 

Number of training data pairs 700 
Number of fuzzy rules 343 

Table 3. Comparison of results 
 
 
 

 

 
 

 
 

Sl.     MSE  of MLPNN         MSE of ANFIS 
 

1 0.0076                   0.00030124 
2 0.00471                   0.00002849 
3 0.00031                   0.00026932 
4 0.00584                   0.00039377 
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Fig. 8. Mean square error for θ1 

Fig. 9. Mean square error for θ2 

Fig. 10. Mean square error for d3 
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Abstract. Autonomous Underwater Vehicles (AUVs) are ideal platforms  
for aquatic search and rescue operations and exploration. The AUV poses  
serious challenges due to its complex, inherently nonlinear and time-varying 
dynamics. In addition, its hydrodynamic coefficients are difficult to model ac-
curately because of their variations under different navigational conditions and 
manoeuvring in uncertain environments. This paper introduces an identifier 
scheme for identification of non-linear systems with disturbances based on Hy-
brid Neuro-Fuzzy Network (HNFN) technique. The method comprises of an au-
tomatic structure-generating phase using entropy based technique. The accuracy 
of the model is suitably controlled using the entropy measure. To improve the 
accuracy and also for generalization of the model to handle different data sets, 
Differential Evolution technique (DE) is employed. Finally, Hardware In-Loop 
(HIL) simulation and real-time experiments using the proposed algorithm to 
identify the 6-DOF UNSW Canberra AUV’s dynamics are implemented. The 
modelling performance and generalisation capability are seen to be superior 
with our method.   

1 Introduction 

AUVs are widely used for scientific, commercial and military underwater applica-
tions, some of which necessitate accurate positioning and path control. The model-
ling, system identification and control of these vehicles are still major active areas of 
research and development. System identification, mathematical or artificial intelligent 
model of the system, is a crucial part in the design, analysis and control of the system 
and generally, the system models are classified as white-box, gray-box and black-box 
[1]. White-box modelling requires the complete dynamics of a system to be known 
prior to its use and, then the system identification problem becomes a parameter iden-
tification problem [2]. Parameter estimation techniques involve methods such as Max-
imum Likelihood Estimators [3], State Space methods [4] and other robust estimation 
methods [5,6]. The white-box modelling may not be appropriate for modelling the 
dynamics of AUV system due to the uncertainties and nonlinearities involved. A 
black-box model requires no physical insight into the dynamics of a plant but relies 
completely on the input-output data and has two phases, model structure determina-
tion and model parameter calculations. The black-box identification technique is used 
in this research. 
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Two identifiers of nonlinear systems were developed based on fuzzy system  
models, with initially known model structures and parameters in [7]. They simulated 
the chaotic glycolytic oscillator and the results showed that, by incorporating some 
linguistic descriptions, they were greatly improved. A chaotic optimisation method 
called Chaotic Ant Swarm (CAS) was introduced to solve the problem of designing a 
fuzzy system based on the fitness theory in [8].  

The Auto Regression (AR) model was used to predict disturbances in an AUV’s 
dynamics [9]. Several techniques have been used to estimate and adapt already known 
underwater vehicle model parameters off-line [10-12]. Various kinds of neural  
network structures for identification of AUV systems were investigated in [13-14]. 
They developed an independent model for each single degree of freedom of Twin 
Burger 2 AUV, which can be called as Single Degree of Freedom Neural Network 
Identification (SDFNNI). 

The Hybrid Neural Fuzzy Network (HNFN) systems possess the advantages of 
both NNs and Fuzzy systems, where NNs provide an essentially low-level learning 
and computational power to process large amounts of data while fuzzy logic provides 
a structural framework that utilises and exploits these low-level capabilities [15-16]. 
Hence, a Fuzzy Neural Network (FNN) has great potential for application to model 
the AUVs [17]. The Neuro-Fuzzy modelling techniques presented in [18] was a po-
werful approach and has been demonstrated to the identification of an Ocean Voyager 
AUV. 

The Differential Evolution (DE) appeared in a written article as a technical report 
by R. Storn in 1995 [19]. Since then, the DE has drawn the attention of many  
researchers. DE operates through similar computational steps as employed by a stan-
dard Evolutionary Algorithm (EA). Unlike traditional EAs, the DE-variants perturb 
the current generation population members with the scaled differences of randomly 
selected and distinct population members [20]. 

In this paper, an auto-generating mechanism with entropy based differential  
evolution neuro-fuzzy system modelling is proposed to generate an adaptive Hybrid 
Neuro-Fuzzy Netwotk (HNFN) model for UNSW Canberra AUV without any prior 
knowledge of the physical relationship inside the system.  This method builds on the 
method proposed by the authors [21] where a Fuzzy Neural Model is proposed for 
Under Water Vehicles. Here, a Hybrid Neuro-Fuzzy Network is proposed.  In addi-
tion, in this paper, a method based on Entropy measure is introduced to add fuzzy 
rules and thus control the accuracy of the model, practically starting with no fuzzy 
rules. The information required to model the system is only the input-output data 
available from the real-time tests.  The process of identification is carried out in two 
steps. The first step is the off-line procedure and the second step is online procedure. 
The results are validated using the HIL data and experimental input-output data from 
the model shown in Fig. 1.  

This paper is organized as follows. Section 2 describes the structure of the HNFN 
model. Section 3 presents HNFN modelling mechanism. Next, the results of HIL 
simulations and real-time experiments of the AUV are described in section 4. Finally, 
Section 5 concludes the paper. 
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where jic  and jiσ represent the centre and width of the Gaussian membership for the 

input variable ix , respectively, and ε> 0 is a small constant, the purpose of adding 

which to the fuzzy membership functions is that, even if jiσ ’s = 0, these functions are 

still well defined. This modification will make the adaptive law simpler. R is the 
number of fuzzy rules and y the output from the HNFN identifier. 
 

 

Fig. 2. Structure of proposed HNFN identifier 

2.1 Functional Link Neural Network (FLNN) Structure 

Fig.3 describes the FLNN structure in which, as the input data usually incorporate 
high-order effects, the dimensions of the input space artificially increase using a FE. 
Accordingly, the input representation is enhanced and linear separability is achieved 
in the extended space. The HNFN model adopts the FLNN structure to generate com-
plex nonlinear combinations of input variables in the consequent part of the fuzzy 
rules. The theory behind the FLNN for multi-dimensional function approximation is 
discussed in [22, 23]. 

 

Fig. 3. FLNN structure 

The FLNN is a single-layer network while the input variables generated by the li-
near links of neural networks are linearly weighted and the functional link acts on an 
element of the input variables by generating a set of linearly independent functions 
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and orthogonal polynomials for a FE, and then evaluates these functions of the va-
riables as the arguments. In the FLNN, a set of basis functions, φ , and a fixed num-

ber of weight parameters, W , represent the function f. The linear sum of the  node 
is given by; 

 
M

j ij i j j jM M
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where ij j jMw w w1[ , , ]=   is the weight vector associated with the thj  output from 

the FLNN and jŷ is the local output from the FLNN structure.  

3 HNFN Modelling Mechanism 

In this study, a tool is offered for modelling automatically the AUV system without any 
prior knowledge of the physical relationship. Sets of input-output data with different 
operating conditions and disturbances are the only information required for generating 
the model of the system. The proposed mechanism is a combination of two stages. The 
first stage is the off-line procedure and the second one is the on-line procedure.  

3.1 Off-Line Procedure 

The off-line stage as a first step in generating the mode comprises of a structure-
generating phase and parameter-learning phase.  

Structure-Generating Phase. The membership functions and rules of the HNFN 
model are generated automatically based upon the reception of incoming input-output 
data. The first step in the structure-generating is to determine the criteria that should 
be used to extract and generate new fuzzy rules of the system. For each incoming 
pattern, the rule firing strength is used to calculate the entropy values between data 
points and current membership functions to determine whether a new rule should be 
added or not. The entropy measure calculation is given by [24]; 
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number of existing rules at time t. If MaxENT ENT≤ , then a new rule is generated and 

added to the model. ENT is a pre-specified threshold. A low threshold leads to fewer 
rules, whereas a high threshold leads to more rules. Therefore, the selection of the 

threshold value ENT will critically affect modelling accuracy. Once a new rule has 
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been generated, the next step is to assign the initial mean and variance to the new 
membership function and the corresponding output and variance for the consequent 
part. After the model is generated, the error between the data used in generating phase 
and the output of generated model are calculated. If the error and its RMSE value 
meet the design demand in terms of model accuracy and computational time, then the 

generated model will enter to the next step, otherwise, the ENT threshold should be 
changed as previously described. 

Parameter-Learning Phase Using BP: During the generating process of the model 
structure according to the current input-output data set, the parameter-learning proce-
dure is involved to adjust the parameters of the model based on the same data. The BP 

algorithm is used to adapt the HNFN model parameters ji jic ,  σ  and jiw based on the 

following objective function; 

 
(5)

where )(kE is error between the HNFN model and the actual plant outputs. If )(kZ

represents the parameter to be adapted at iteration k in the fuzzy model, the training 
algorithm seeks to minimize the value of the objective function [25] by 

 
(6)

In this technique, the HNFN is adapted in two ways: the BP algorithm is applied to 
tune the membership function parameters in the antecedent part and the parameters of 
the FLNN; and the consequent part of the fuzzy rules is adapted through the FLNN. 
The learning rate, α, in Eq. 6 has a significant effect on the stability and convergence 
of the system [26]. A higher learning rate may enhance the convergence rate but can 
reduce the stability of the system. 

Parameter-Learning Phase Using DE: In DE, an initial population is generated and, 
for each parent vector from the current population (target vector), a mutant vector 
(donor vector) is obtained. Finally, an offspring is formed by combining the donor 
with the target vector. A tournament is then held between each parent and its 
offspring with the better being copied to the next generation [27]. The DE learning 
algorithm consists of four major steps as follows:  
Initialization step: The first step is the coding of the HNFN model parameters into an 
individual as shown in Equation (7) where i and j represent the  input variable and 

the  rule, respectively. The number of individuals is determined according to the 
generation and population size. 

 .,....,,,,....,,,,...,,,,...,, 21212221 MMjMjjjMjj bbbcccIndividual σσσσσσ=  (7) 

Evaluation step: The objective function is used to provide a measure of how indi-
viduals have performed in the problem domain. In the minimization problem, the fit 
individuals will have the lowest numerical value of the associated problem objective 
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function. The cost function that attempts to optimize the whole parameters is ITSE 
(Integral Time of Square Error) over the total simulation time. 
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where 1EJ and 1EF are the objective function and fitness function of each degree of 

freedom separately for all population in the range, respectively.  

Mutation and crossover step: This operation enables DE to explore the search space 
and maintain diversity. The simplest form of this operation is that a mutant vector is 
generated by multiplying an amplification factor. 

  (9) 

where 321   and , rrr are random numbers (1, 2,..., PS), zrrr ≠≠≠ 321 , x is a decision 
vector, PS is the population size, H is a positive control parameter for scaling the DE 
and t the current generation. For more details, readers are referred to [28]. 

Reproduction and selection step: To keep the population size constant over subse-
quent generations, the next step of the algorithm calls for selection to determine 
whether the target or the trial vector survives to the next generation, i.e., at G = G + 1. 
The selection operation is described as 

 
 

 (10) 

   

where )(xf  is the objective function to be minimized.  

3.2 ON-LINE Procedure 

Generally, the basic objective of the proposed model is identifying the behaviour of 
the original plant online with consistent performance and high accuracy in the pres-
ence of uncertainties. Therefore, the generated HNFN model is equipped with online 
adaptation algorithm to enhance the generality and accuracy of the model during the 
online operations conditions. The BP algorithm minimizes a given cost function, (5), 
by adjusting the parameters of model as mentioned in equation 6.  

 

Fig. 4. Tracking of error function between process and HNFN model 
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4 AUV Modelling Results 

This study evaluated the performance of the proposed HNFN mechanism to model 
nonlinear dynamics for AUV. In this section, the identification algorithm is needed to 
be tested for autonomous manoeuvring of the AUV.  To achieve this, a real-time 
Hardwar-In-Loop (HIL) simulation technique is developed and used in order to vali-
date the proposed mechanism. Next, real-time experiment is conducted to validate the 
identification technique for the AUV. 
 

 
 

Fig. 5. AUV HNFN identification HIL results: Coupled dynamics 

The identification of coupled 6-DOF of the AUV is further investigated by HNFN 
based on real-time input-output data. The HIL simulation for identification and pre-
diction responses of the HNFN model and the actual real-time input-output data of the 
linear and angular velocities of the AUV is shown in Fig 5. The value of the entropy 
threshold selected for this example is 0.35.  

Fig. 6 shows the real-time implementation for the HNFN model of the AUV at 
real-time operating conditions. It can be seen that the model generated by the pro-
posed mechanism is able to model the AUV dynamics while achieving the training 
within the available training time. It can be concluded that the identification model is 
able to predict the dynamics in real-time successfully. The blue line represents the 
identified model and the red line represents the actual measured data.  
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Fig. 6. AUV HNFN identification experimental results: Coupled dynamics 

Table 1. AUV HNFN model HIL RMSE values: Coupled dynamics 

 Linear Velocities Angular Velocities 
DOF u  v w ϕ θ  ψ  

RMSE (HIL) 1.32e-05 2.18e-05 2.09e-09 0.0025 1.33e-04 1.36e-6 

RMSE (Exper.) 0.0017 0.0029 0.0110 0.0157 0.0157 0.0053 

Rules No. 4 3 4 3 4 4 

 
Table 1 shows the RMSE values of the modelling errors of the predicted response 

of the proposed modelling mechanism and the corresponding number of the generated 
rules for each DOF with HIL and real-time experiment. Results indicate that the mod-
el adapts itself with changes in the test regime very well. 

5 Conclusion 

Real time validation using HIL simulation shows a good correlation for HNFN identi-
fication. The experimental validation for the system identification of AUV dynamics 
enhances this. The results showed good match between the identified model and the 
actual measured data. The modelling performance and generalisation capability are 
seen to be superior with the proposed method. 
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In spite of the complexity of the HNFN structure that lead to more computational 
time, the proposed algorithm was being able to generate its structure and tune its pa-
rameters optimally. The novelty in the proposed algorithm is, it offers a good solution 
to generate automatically and tune optimally the parameters of the model of the non-
linear dynamic systems.  
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Prediction of Protein Structural Class by Functional Link 
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Extraction Method 

Bishnupriya Panda, Ambika Prasad Mishra, Babita Majhi, and Minakhi Rout 

{panda.bishnupriya,ambikaprasad.mishra,babita.majhi,
minakhi.rout}@gmail.com 

Abstract. During last few decades’ accurate prediction of protein structural 
class has been a challenging problem. Efficient and meaningful representation 
of protein molecule plays a significant role. In this paper Chou’s pseudo amino 
acid composition along with amphiphillic correlation factor and the spectral 
characteristics of the protein has been used to represent protein data. Thus a 
protein sample is represented by a set of discrete components which incorporate 
both the sequence order and the sequence length effects. On the basis of such a 
statistical framework a simple functionally linked artificial neural network has 
been used for structural class prediction. 

Keywords: AAC, AmPseAAC, DCTAmPseAAC, Functional link artificial 
neural network (FLANN), Protein Domain, Structural Class. 

1 Introduction  

In molecular biology, sequence to structure prediction plays a significant role. 
Specifically in protein molecular biology, function of protein molecule is highly 
dependent on the structure of protein molecule. Protein structural class plays a 
significant role in determining protein folding. Protein database is growing every day. 
So a computationally efficient method is highly required for protein structural class 
prediction. Levitt and Chothia (1976) reported 10 structural classes, 4 principal and 6 
small classes in a dataset of 31 globular proteins. However biological community 
recognizes 4 principal classes depending on percentage of alpha helices and beta 
strand. 

 
1. α class : Contains more than 45% alpha strands and less than 5% beta strands. 

 

2. β class : Contains more than 45% beta strands and less than 5% alpha strands. 
 

3. α+β  class : Contains more than 30% alpha helices and more than 20 % beta 
strands and beta strands are anti- parallel. 
 

4. α/β class : Contains more than 30% alpha helices and more than 20 % beta strands 
and beta strands are parallel. 
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Though Amino acid composition of protein is highly related to cell activity it is 
difficult to predict a protein molecule of different arranging orders from amino acid 
composition. Accurate determination of protein structural class is a two step process: 
Effective representation of protein sequence and then developing a prediction model. 
Many in-silico structural class prediction algorithm and methods have been proposed 
earlier. 

Amino Acid Composition (AAC) is highly related to protein structural class [1]. 
Several classification methods such as distance classifier, principal component 
analysis [2], Bayesian classifier, fuzzy clustering [3], support vector machine [4] and 
multilayer artificial neural network [5] have been proposed in the literature. Though 
many promising results have been achieved, AAC of protein lacks sequence order and 
sequence length information. Sequence order and sequence length information also 
play a significant role in predicting protein structural class because  amino acid 
composition do not differentiate between protein molecules of different sequence 
order and sequence length. In this paper along with pseudo amino acid composition, 
amphiphillic correlation factors of protein molecule [6] and the spectral characteristics 
of the protein [7] has been used to capture the sequence order information. Many 
authors have proposed neural network as a good candidate for classification of protein 
structural class. But how to choose the number of layers and number of neurons in 
each layer to enhance the classification accuracy is highly complex problem. To 
alleviate this problem in this paper we propose a low complexity single layer single 
neuron neural network known as functional link artificial neural network (FLANN) 
[8] for classification of protein structural class.  

This paper is organized as follows: Section 2 describes the Amino Acid 
Composition of data and design of Amphiphillic Pseudo Amino Acid Composition of 
data using Hydrophilicity and Hydrophobicity of amino acids and Spectral 
characteristic of protein. Working principle and discussion of functional expansion of 
all the three types are carried out in Section 3. Section 4 deals with the results 
obtained from the simulation study followed by discussions. Finally Section 5 
presents the conclusion of the investigation.  

2 Preliminaries 

A. Protein as Amino Acid Composition(AAC) 

Amino acid composition representation of protein molecule is a 20-dimensional feature 
vector in Euclidian space. The protein x in the composition space is defined as 

( ) ( ) ( )[ ]xpxpxpxP 2021 ,.....,)( =                                     
(1) 
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Where fk (x) : Occurrence frequency of  20 constituent amino acid for protein x  
           P(x)  :  Protein x in composition space 
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B. Protein as Amphiphillic Amino Acid Composition(AmPseAAC) 

Sequence order and Sequence length information of a protein must be retained. 
However protein sequence length varies widely which poses an additional problem. 
Chou [9] has proposed an effective way of representing protein character sequence by 
some of its physiochemical properties. Hydrophobicity and Hydrophilicity of protein 
molecule play important role in folding of protein molecule. Suppose a protein 
molecule is represented by P1P2P3.......Pl where P1 represents the residue at location 1 
along with the sequence and so on. The sequence order effect along with a protein 
chain is approximated by a set of sequence order correlation factor which is defined as 

 

(3) 
 

In (3) L and θτ denote length θτ order correlation factor. The correlation function 

( )τθ PPi , is calculated as 

                          ( )τθ PPi , =H (Pi)*H (Pj)                                             (4) 

Where H(Pi) and H(Pj) refers to Hydrophobicity values of the amino acids Pi  and Pj 
respectively. 

In (3) 1θ  is first tier correlation factor and 2θ is second tier correlation factor. 

 

Fig. 1. A schematic representation to show sequence order correlation factor using 
Hydrophobicity and Hydrophilicity values 

Before substituting the Hydrophobicity and Hydrophilicity values in (3) they are 
subjected to some standard conversion. The objective of the conversion is to make the 
coded sequence zero mean over the 20 amino acids. The standard conversion is 
described by the following expression: 

( ) ( )
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3 Spectral Characteristics of Protein 

3.1 Fourier Transform Based Feature Representation of Protein 

Preserving the periodicity of patterns plays a significant role in class prediction. 
Hydrophobicity of amino acids can be used to establish a pattern in protein molecules. 
Sequence pattern of the protein molecule can be transformed to a discrete frequency 
domain. This can be achieved with the help of discrete Fourier transform. The DFT of 
a protein sequence (p) can be given as       

  
=

Π− ==
L

n

Lnkj
n LkePHkX

1

)/2( ....2,1,)()(                               (6) 

Where X(k) represents periodicity features and the compositional patterns by 
sinusoidal waves with different frequencies. The low frequency components have 
more biological significance than high frequency noisy components. These 
components are chosen for forming the feature vector. Discrete Cosine transformation 
is a form of DFT which involves low computational complexity and assumes even 
symmetry. This does not introduce any discontinuity in time domain unlike DFT. 
Therefore DCT has been chosen as a better substitute of DFT in feature 
representation. 

3.2 Discrete Cosine Transformation 

The Discrete Cosine Transformation (DCT) of the coded protein sequence (P) is 
defined as  
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G(0) is DC component and remaining are called harmonic of the sequence. Here 
the low frequency DCT components represent the global information of the coded 
sequence. The type of protein is represented by the curve of the hydrophobic values 
whose global shape is determined by low frequency DCT components. Here the DCT 
components represent the spectral characteristic of the protein molecules.We have 
used 10 low frequency DCT component of each protein molecule to represent the  

So a protein sample is represented as:
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and     w=0.01 
       fi  : frequency of amino acid 
      θj   : jth rank of coupling factor that harbors jth sequence order correlation 

factor 
      γk   : low frequency DCT components 

We have chosen 10 low frequency DCT components for each protein molecule i.e  
δ=10. 
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4 Data Set 

In order to predict the structural class we have used 3 different standard dataset. The 
dataset constructed by Chou [10] contains 204 proteins. The average sequence 
similarity scores in the protein classes are 21% for α ,30% for β,15% for α/β and 14% 
for α+β. Therefore there is no significant sequence similarity between protein 
molecules in the dataset.  Another two datasets constructed by Zhou [11] contains 277 
and 498 proteins. The number of protein domains in each class is listed in Table -1. 

Table 1. Details of protein datasets 

 

 

 
 
The Functional Link Artificial Neural Network (FLANN) has been developed as an 

alternative architecture to the well known Multilayer Perceptron (MLP) network with 
application to both function approximation and pattern recognition. The FLANN 
proposed by Pao [12] is a single layer artificial neural network structure, a nonlinear 
network with simple operations and provides comparable performance as that of 
multilayer artificial neural network. The weights of the network are updated using 
simple LMS algorithm using (9).  

( 1) ( ) 2* * ( )*w k w k e kμ φ+ = +  (9) 

 

Fig. 2. A simple functional link artificial neural network architecture 

 

Dataset All α All β α+β α/β 

204 domain 52 61 46 45 

277 domain 70 61 81 65 

498 domain 107 126 136 129 



304 B. Panda et al. 

 

Fig. 2 shows an adaptive FLANN architecture with one neuron and nonlinear 
inputs. The nonlinearity in the input is introduced by trigonometric expansions of 
input values. After nonlinear mapping of the input features simple linear combiner is 
used to obtain the output which is then passed through a nonlinear function. 
According to Covers theorem, a complex pattern classification problem cast in a high-
dimensional space is more likely to be linearly separable than in a low dimensional 
space. The functional expansion block makes use of a functional model comprising of 
a subset of orthogonal sine and cosine basic functions and the original pattern along 
with its outer products. For an input pattern consisting of (x1, x2) can be expanded 
using trigonometric functions as 

 
       (10) 
 

The intermediate output s(k) is calculated as 

)().()( kWkks φ=                                            (11) 

Where ϕ(k) : input vector after trigonometric expansion 
The final output, y(k) is given as                            

( ) ( ( ))y k ta n h s k=                                            (12) 

The output of the FLANN is compared with the target value to give the error value 

                                )()()( kykdke −=                                             (13) 

Weights of the network are update using simple LMS rule. 

5 Simulation and Result 

The flow graph of the proposed model can be visualized  

 

Fig. 3. The flow graph of the proposed FLANN based classification scheme 

( ) ( ) ( ) ( ) ( )1 1 1 2 2 2,sin ,cos , ,sin ,cos ,....x x x x x x xϕ π π π π =  
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Initially for each of the standard protein dataset the Amino acid composition 
(AAC), Amphiphillic Pseudo amino acid (AmPseAAC) composition and the spectral 
characteristics features are extracted using the formulae as described in Section 2. 
Then each of the feature patterns is expanded to five terms using the trigonometric 
expansion. The nonlinearly mapped input pattern is weighted, added together and 
passed through the activation function, tanh ( ) to give the final value, y(k). The 
output of FLANN is compared with the target value to produce the error. Then the 
simple LMS based algorithm is used to update the weights of the classifier and 
process continues until the error square is minimum. The value of the error square 
corresponding to each iteration is stored and plotted in Figs. 4-6 to show the 
convergence characteristics for 204, 277 and 498 domain protein dataset 
respectively.  

The prediction accuracy is more in case of 498 domains due to more number of 
duplicates. It is more difficult to predict the   α+β class due to more number of helices 
and strands. Here 20 AAC features, 20 Amphiphillic correlation factor and 10 low 
frequency DCT components have been embedded to form the DCTAmPseAAC 
feature representation of protein. As this representation of protein captures more 
features prediction accuracy is higher for this.  
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Fig. 4. Comparison of convergence characteristics of FLANN based classifier using AAC, 
AmPseAAC and DCTAmPseAAC features (a) for the 204 protein domain  (b) for the 277 
protein domain and (c) for the 498 protein domain respectively 

Table 2. Comparison of classification accuracy of three different protein domain datasets with 
AAC, AmPseAAC and DCTAmPseAAC features 

 
Data Set Features Classification Accuracy 

     All  α   All β    All α+β All α/β Overall Accuracy 
 

204 
AAC 53.8 45 46.6 100 56.81 
AmPseAAC 90 17.6 30 68 63.63 
DCTAmPseAAC 94.2 94.2 70.2 86.79 87.25 

 
 

277 
AAC 22.7 71.5 74.1 76.9 57.97 
AmPseAAC 100 52.1 66.7 72.3 71.05 
DCTAmPseAAC 92.6 86.7 91.1 95.31 89.59 

 
 

498 
AAC 75 60 50 62.9 58.89 
AmPseAAC 63 92 52.9 88.5 74.72 
DCTAmPseAAC 93.8 95 94.8 95.68 94.12  
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The value of λ is chosen as 10 for finding the correlation factor up to 10th tier to 
preserve sequence order information. It is observed that the α+β class is more difficult 
to predict as it contains more variability of helices. The classification accuracy of the 
model is compared using both AAC and AmPseAAC in all the three data sets.  
Table-2 shows the comparison result of prediction accuracy for 204, 277 and 498 
protein domain datasets with AAC and AmPseAAC features. The same is also 
represented in histogram in Fig. 7. It is evident from Table 2 that DCTAmPseAAC 
feature representation of the protein data gives better accurate classification result 
than AmPseAAC and AAC. 

 

Fig. 5. Comparison of overall classification accuracy of three protein datasets using AAC, 
AmPseAAC and DCTAmPseAAC features 

Table 3. Comparision of Classification accuracy with different feature representation using 
MLP and FLANN 

Dataset Feature Overall Accuracy 
MLP FLANN 

204 Domain AAC 
AmPseAAC 
DCTAmPseAAC 

85.21 
85.62 
86.76 

56.81 
70.45 
87.25 

277 Domain AAC 
AmPseAAC 
DCTAmPseAAC 

81.56 
83.93 
86.64 

57.97 
71.05 
89.59 

498 Domain AAC 
AmPseAAC 
DCTAmPseAAC 

88.51 
89.65 
91.96 

58.89 
74.72 
94.12 
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6 Conclusion 

In this paper the low complexity neural network FLANN has been used as classifier. 
The accuracy of the model is enhanced as DCTAmPseAAC representation of the 
proteins is supplied to the model. The comparison study of the  proposed model with 
MLP shows higher prediction accuracy .In representation of protein molecule we have 
considered only Hydrophobicity and Hydrophilicity. However other physiochemical 
properties can also be incorporated.  Therefore it is suggested that if more number of 
features are added then the classification accuracy can further be enhanced. 
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Abstract. In a steelmaking shop, the output ‘yield’ is considered as an impor-
tant performance measure while producing a specific amount of steel. It 
represents the operational efficiency of the steelmaking shop. It is the objective 
of management to maintain a high percentage of the yield. The present study 
was performed considering the open-hearth process of a steelmaking shop. The 
best subset regression analysis is applied to determine the most influencing va-
riables influencing the output of the steelmaking process. Then, the multi-layer 
feed forward neural network with Levenberg-Marquardt (L-M) backpropaga-
tion algorithm is presented to predict the output yield of steel. In the present  
investigation, 0.0001 of MSE is set as a goal of the network training. The over-
training is given cognizance during the model building. The overall average of 
absolute percentage error (APE) of the model is found to be 0.5145% and the 
predicted yield based on the neural network is found to be in good agreement 
with the testing data set. 

Keywords: Yield of steel, open-hearth process, backpropagation neural net-
works, best subset analysis, Levenberg-Marquardt algorithm. 

Nomenclature 

:      vector of weight connected between neuron j to previous neurons 

:       vector of inputs 

λ:        scalar factor 

:     desired output of the j-th neuron for pattern p 

:     actual output of the j-th neuron for pattern p 

NP:     number of training patterns 

n:        learning step for updating weights ( ):  weight of the link between neurons i and j for n-th learning step ∆ ( ): change in the weight factor for the weight ( ) 
:   error term 

J:       number of neurons in the hidden layer 
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η:    learning rate 

α:    momentum coefficient 

p:    number of patterns 

:  desired output for the p-th pattern 

:   actual output for the p-th pattern  :   weight update function for the nth iterations  

                     JM:   Jacobean matrix containing the first order derivatives of the network  errors 

                      μ:    Marquardt parameter 

e:     vector of network errors 

I:    identity matrix 

β:   a scalar quantity 

 : actual value of yield factor   

 :  predicted value of yield factor       

1 Introduction 

Since the steelmaking process (Couderier et al., 1978) is very complex and stochastic 
in nature, modeling and predicting the operational efficiency of the steelmaking shop 
is reasonably difficult. For the purpose of modeling a complex process, different me-
thodologies such as neural network (NN), multiple regression model, and response 
surface methodology have been successfully utilized in a wide variety of complex 
processes. Among these techniques, it has been shown that the predictive quality of 
the NN is better compared to other methodologies due to its good learning ability.  
The NN being inspired by the biological nerve system is a tool of artificial intelli-
gence used for data classification, pattern recognition, and simulation of various com-
plex systems (Jalali-Heravi et al., 2008). Also, this tool has been considered for the 
prediction of mechanical behavior of materials, and response parameters of various 
machining processes. 

Karnik et al. (2008) used a multilayer feed forward backpropagation NN to model 
for analyzing the effects of drilling process parameters on delamination factor. 

Pal et al. (2008) developed a multilayer NN model to predict the ultimate tensile 
stress of welded plates and compared with the multiple regression analysis. It was 
found that the welding strength using the model is better than that using multiple re-
gression analysis. 

Bezerra et al. (2007) used multilayer NN perceptron architecture to predict the 
shear stress – strain behavior from carbon fiber / epoxy and glass fiber / epoxy compo-
sites. They showed the predictive quality of the network improves with increasing the 
neurons in the hidden layers and the number of training instances.  

The most commonly used ANN model is based on backpropagation with gradient 
descent algorithm in a training process. Recently, literature review reveals that there 
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are some research work (Mukherjee and Routroy, 2012; Tsai et al., 2008; Jalali-Heravi 
et al. 2008) on successfully implementation of the Levenberg-Marquardt Backpropaga-
tion algorithm on modeling of nonlinear multiple response process behavior in manu-
facturing and other industries.  

Mukherjee and Routroy (2012) used L-M algorithm and Quasi-Newton algorithm 
for modeling multiple-response grinding process. They have shown that these algo-
rithms converge faster and can predict the nonlinear behavior of multiple-response 
grinding process well.  

Tsai et al. (2008) implemented multiple regression analysis and backpropagation 
NN with L-M algorithm to build a predicting model for cutting Quad Flat Non-lead 
packages by using a Diode Pumped Solid State Laser System. 

Jalali-Heravi et al. (2008) presented L-M NN for modeling and predicting hepara-
nase inhibitors’ activity. The L-M algorithm shows a better performance compared 
with backpropagation and conjugate gradient algorithms. 

The application of a multilayer feed forward backpropagation NN for modeling the 
parameters, especially on prediction of output ‘yield’ of the steelmaking process was 
not reported in the literature. However, there are some literature on ANN modeling of 
a steelmaking process to predict output parameters, like temperature of the liquid metal 
and the volume of necessary oxygen blow (Falkus et al., 2003), metallurgical length, 
shell thickness at the end of the mould and billet surface temperature (Gresouvnik et 
al., 2012), percentage of phosphorus in the final composition of steel (Monteiro and 
Sant’Anna, 2012; Shukla and Deo, 2007). A comprehensive description of modern 
steelmaking processes along with physical and mathematical modeling and solution 
methodologies based on AI-based techniques, especially ANN, GA, CFD, and 
FLUENT software is provided by Mazumdar and Evans (2009). 

This paper presents the application of a multi-layer feed forward NN with Leven-
berg-Marquardt (L-M) backpropagation algorithm to model and predict the steelmak-
ing process parameters. The present study is carried out based on the data on monthly 
basis for the input and output parameters of an open hearth process. The process data 
was collected from a steelmaking shop, located in Eastern India. 

2 Important Input Process Parameters 

The ‘yield’ of steel determines the operational efficiency of the steelmaking shops, 
i.e., it determines how much percentage of hot metal, scrap, and the iron ore are being 
converted into steel ingots having desirable compositions. It is the management 
objective to maintain a high percentage of the yield. The term ‘yield’ can be defined 
in different ways. One way to define yield in Equation (1) is on the basis of iron 
content in the output and input of the furnace, i.e., =      ,                          (1) 

The ‘yield’ is defined here as the ratio of tonnage of the steel ingot and the tonnage 
of the hot metal, the scrap, and the iron ore, taking into consideration of data on the 
weekly or monthly basis. 

The a-priori reasoning that formed the basis for considering the following ten va-
riables are described below.  
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• Fuel rate (FLRT) – If FLRT is increased, the temperature of the molten mass in the 
furnace will be high. In general, the oxidation of iron will be high that leads to 
losses in the form of vapor and slag. So, there will be an adverse effect of the 
FLRT on the yield. The unit of fuel rate in SI unit is KJ/kg mole. However, the 
unit of fuel rate is commonly used in steel industry as Mkcal/ton. 

• Hot metal rate (HMRT) – If charging of HMRT is increased, carbon and other 
impurities will go to the slag and also some iron in the slag reducing the magni-
tude of the yield. It is expressed in kg/ton of steel. 

• Heat time (HTTM) – If HTTM is increased then during the time all reactions will 
be continued and even after oxidation of all impurities in the pig iron, iron will be 
started oxidizing with excess oxygen. Also due to vaporization there will be some 
losses in iron. So, the yield will decrease. It is expressed in hours. 

• Scrap charged (SCH) – For melting, the scrap takes long time. There is a possibility 
for iron to get oxidized and will go to the slag.  Part of it straightway reacts with 
hot metal resulting excessive boiling, which will lead to fume formation. Hence, 
there will be losses in iron. It is expressed in kg/ton of steel. 

• Oxygen rate (XGNRT) – When amount of oxygen lancing is increased, there is a 
heavy formation of fume and as a result, iron gets vaporized and gets lost in the 
atmosphere. Due to high temperature there is extensive carbon oxidation reaction 
during melting and also during refining time resulting the fume formation and thus 
decreases the yield. It is expressed in Nm/ton of steel. 

• Production (PRDN) – Apart from supplying raw materials production generally 
increases due to the increase in the heat input and the oxygen input. It is expressed 
in ton/month. 

• Mould sticker (MST) – Some metals get stuck in the mould. If there is increase in 
loss in mould sticker the yield will be decreased. It is expressed in ton/month. 

• Metal lost (MLT) – Increase in metal loss leads to decrease in the yield. Depending 
on the FLRT, the temperature of the molten mass in the furnace will be high. As a 
result, the oxidation of iron will be high that leads to losses in the form of vapor 
and slag. It is expressed in ton/month. 

• Ore rate (ORRT) – Reduction of iron is a high exothermic reaction. So, all the con-
cerned reactions are slowed down and more time is needed, resulting in a huge 
loss in iron either in the form of slag or fumes. It is expressed in kg/ton of steel. 

• Heat size (HSZ) – It depends upon the amount of hot metal and scrap. So, depend-
ing upon the hot metal scrap ratio heat size will be affected. Here, “heat size” 
means that each heat is of 3.5 to 4 hours duration in the open-hearth process and 
the capacity of the hot metal in the vessel is about 200 tons and 100 tons respec-
tively. Heat is measured in KJ/kg of steel.  It is expressed in ton/heat. 

3 Best Subset Regression Analysis 

The best subset regression procedure (Rencher and Pun, 1980) is used to select subset 
of variables from group of variables as it is not possible to select all variables at a time. 
The general method is to select the smallest subset that fulfills certain statistical crite-
ria. The best subset regression procedure is a method to determine the most likely 
group of variables for further analysis. The reason for using a subset of variables rather 
than a full set is because the subset model may actually estimate the regression  
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coefficients and predict future responses with smaller variance than the full model 
using all predictors.  

The statistics R2, Radj
2, Cp, and MSE are calculated by the best subset procedure us-

ing MINITAB 16 English. In this study, after establishing a-priori metallurgical cause-
effect relationship among all these variables, the best subset regression analysis has 
been applied to obtain the most significant variables influencing the output yield of 
steel. Based on these statistical results, the significant variables are finally selected for 
further processing.  

4 The L-M Backpropagation Algorithm 

The slow convergence of the gradient descent back-propagation algorithm which is 
frequently used in the common NN model results in a local minimum during training. 
To overcome this disadvantage, some improved algorithms have been found effective 
in the literature, such as quasi-Newton algorithm, scaled conjugate gradient algorithm, 
and L-M algorithm.  A quasi-Newton method attains faster convergence near a local 
or global optimum, but, is not as sensitive to accuracy as the conjugate-gradient me-
thod. The L-M method bridges the gap between these two techniques, resulting in im-
proved performance, convergence and predicting values in many experimental studies 
(Tsai et al., 2008; Jalali-Heravi et al., 2008). 

4.1 Mathematical Background 

Like the quasi-Newton method and the conjugate-gradient methods, the Levenberg-
Marquardt algorithm avoids the need to use the Hessian matrix (Hagan and Menhaj, 
1994).  

When the neural network has a multilayer perceptron with a single output neuron, 
it is trained by minimizing the cost function, ( ), in the form of sum of squares 
error given as  ( )= ∑ ( ) ( ( ), ) 2                       (2) 

Using the Levenberg-Marquardt algorithm, the adjustment of the weight error (∆ ) is computed as    ∆ = +  -1                                     (3) 

The Hessian matrix and the gradient vector of the cost function, ( ), are de-
fined as ( )=

( )
                                       (4) 

( )=
( )

                                      (5) 

However, due to the complexity difficulty of Equation (5), especially when the 
dimension of the weight vector ( ) is high, the Hessian matrix can be approximated 
as  
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≈                                       (6) 

The use of this approximation in equation (6) is justified when the Levenberg-
Marquardt algorithm is applied in close proximity of a local optimum. Hence, the 
Levenberg-Marquardt algorithm due to the approximation of the Hessian matrix is a 
first-order optimization problem and is suitable for nonlinear least-squares. 

The regularizing or loading parameter , in Equation (3) is a critical factor in oper-
ating the Levenberg-Marquardt method. If we set  equal to zero, this method be-
comes Newton’ method. On the other hand, if we consider large value of  so that 
the value  is much higher than the H in Equation (3), then it functions as a gradient 
des cent method. From these two special cases, it follows that at each iteration of this 
method, value of  should be such that the matrix (( + )  will be a positive  
definite. 

4.2 The Neural Network Procedure 

The steps involved in the training of a multilayer feed forward NN are given below: 
Inputs. Consider a set of inputs and desired outputs, known as training patterns. All 

the inputs and desired outputs are normalized in the range [-1, 1] using the expression, 
given by 

=
( )( ) 1                            (7) 

Step 1. Initialize all of the synaptic weights of the links of the neurons between the 
layers by assigning small random values to all the links. Let us assume unipolar sig-
moid transfer function and the input and output of j-th neuron in the hidden and the 
output layer is given as 

=                                      (8) 

=                                      (9) 

Step 2: Set kp = 1. Set epochs=1. 

Step 3. Determine the synaptic weights that are required to produce the desired 
output for the kp-th pattern based on the weight update function, , using L-M algo-
rithm in order to minimize the sum of the squared error (SSE) for N-number of output 
neurons, as given as: 

                                 (10) 

SSE= ∑ ( )2                              (11) =                                         (12) = +                          (13) 

( +1)= + ∆ ( ) 
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In the L-M algorithm, the update function, , can be computed using Equations 
12-13. The parameter μ should be multiplied by some factor, say, a scalar β when a 
tentative step would increase of the performance function . On the other hand, 
when the step decreases of the function , μ is divided by β.  

Step 4. If kp NP, kp = kp+1 and return to Step 3; Otherwise, go to Step 5. 

Step 5. Compute MSE considering all the training patterns as given by:  =    ∑ 2                             (14) 

Step 6: If (MSE < MSEtarget), then stop; Otherwise, go to Step 7. 

Step 7: epochs=epochs+1. If (epochs> epochsmax), then stop; Otherwise, return to 
Step 2. 

Outputs. Obtain MSE at the end of the training process. 

5 Computational Results 

In the present study, we selected a number of input variables on the basis of the tech-
nological relationship existing between the variables under consideration and the 
output yield. For the open-hearth process, we considered ten variables and fifty-four 
input-output data patterns on monthly basis. After establishing a-priori metallurgical 
cause-effect relationship among all these variables, the best subset regression analysis 
(described in Section 3) is employed to obtain the most significant variables, HMRT, 
HTSZ, ORRT, and SCH influencing the output yield of steel as shown in Table 1. 
The ANN was developed with the HMRT, HTSZ, ORRT, and SCH as the input 
process parameters to predict the output yield of steel. The ANN program was coded 
in MATLAB 8 for Windows 8 operating system. A three-layer feed forward network 
with log-sigmoid transfer function was selected. The proper number of neurons in the 
hidden layer is problem specific for successful training of the network and was ob-
tained by varying different number of neurons in the hidden layer using trial and error 
method. If there are too few neurons, it can result in under-fitting whereas too many 
neurons lead to over-fitting (Karnik et al., 2008). Also, prolonged training exceeding 
certain epochs has the tendency of memorizing the input-output data patterns resulting 
 

Table 1. Results obtained from the best subset regression analysis 

Variables R2 R2
adj Cp MSE 

HMRT, ORRT, SCH, XGNRT 95.4 95.1 18.4 0.0048401 

HMRT, HSZ, ORRT, SCH 96.2 95.9 8.1 0.0044227 

HMRT, MST, ORRT, SCH 95.3 94.9 20.5 0.0049209 

HMRT, ORRT, PRDN, SCH 94.7 94.2 29.0 0.0052336 

FLRT, HMRT, ORRT, SCH 94.6 94.2 29.5 0.0052534 
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Table 2. Data set for steel making process parameters for the training purpose  

Sl. 
No 

HMRT HSZ ORRT SCH Yact Ypred APE 

1 776 209.65 123 69.48 0.86 0.8654 0.628 

2 819 210.89 135 59.08 0.86 0.8624 0.279 

3 788 211.60 115 80.66 0.82 0.8182 0.220 

4 830 202.79 121 70.50 0.82 0.8190 0.122 

5 851 206.00 148 63.80 0.82 0.8186 0.171 

6 824 211.20 122 72.80 0.82 0.8222 0.268 

7 796 210.45 143 69.60 0.84 0.8421 0.250 

8 855 213.68 191 55.60 0.83 0.8291 0.108 

9 822 215.10 167 62.00 0.84 0.8415 0.178 

10 808 215.60 174 62.80 0.85 0.8482 0.212 

11 803 214.87 144 76.20 0.83 0.8231 0.831 

12 838 204.30 164 74.10 0.79 0.7902 0.025 

13 887 209.60 170 51.80 0.82 0.8229 0.354 

14 822 213.15 160 77.30 0.80 0.8002 0.025 

15 832 212.60 140 74.15 0.81 0.8097 0.037 

16 734 214.80 148 85.20 0.84 0.8409 0.107 

17 763 216.20 180 76.80 0.84 0.8386 0.167 

18 844 211.80 184 57.00 0.83 0.8319 0.229 

19 826 211.70 187 65.00 0.82 0.8241 0.500 

20 828 214.68 165 73.92 0.80 0.8066 0.825 

21 838 213.59 168 64.30 0.82 0.8256 0.683 

22 872 208.52 186 59.77 0.81 0.8037 0.778 

23 794 214.79 166 75.55 0.83 0.8253 0.566 

24 836 210.65 195 72.30 0.79 0.7919 0.241 

25 804 212.42 146 73.40 0.83 0.8277 0.277 

26 757 215.33 138 82.10 0.84 0.8349 0.607 

27 817 214.71 147 69.90 0.83 0.8308 0.096 

28 800 209.67 154 71.06 0.83 0.8314 0.169 

29 801 209.58 163 56.50 0.88 0.8715 0.966 
30 784 212.52 147 65.51 0.87 0.8687 0.149 

31 869 206.66 137 60.25 0.82 0.8205 0.060 

32 845 209.75 162 56.53 0.84 0.8361 0.464 

33 755 213.94 157 71.66 0.87 0.8682 0.207 

34 776 211.90 149 69.00 0.86 0.8618 0.209 

35 757 212.90 132 74.12 0.86 0.8636 0.419 

36 775 209.79 123 63.60 0.89 0.8831 0.775 

38 744 208.70 179 79.60 0.83 0.8330 0.361 

38 819 201.92 114 75.50 0.81 0.8096 0.049 
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Table 3. Data set for steel making process parameters for the testing purpose 

Sl. 
No. HMRT HSZ ORRT SCH Yact Ypred APE 

1 786 209.25 123 63.86 0.87 0.8780 0.920 

2 841 211.90 164 61.10 0.83 0.8305 0.060 

3 810 215.00 176 65.60 0.84 0.8370 0.357 

4 772 216.80 165 83.80 0.81 0.8134 0.420 

5 813 211.50 145 68.20 0.84 0.8349 0.607 

6 762 214.67 146 75.91 0.86 0.8498 1.186 

7 737 210.73 174 74.70 0.85 0.8625 1.471 

8 804 207.25 121 74.98 0.83 0.8218 0.988 

 

Table 4. Data set for steel making process parameters for the validation purpose 

Sl.  
No.

HMRT HTSZ ORRT SCH Yact Ypred APE

1 824 215.69 149 65.58 0.84 0.8376 0.286 

2 844 213.25 165 57.00 0.85 0.8381 1.400 

3 846 215.23 162 64.60 0.82 0.8233 0.402 

4 850 209.26 160 57.90 0.83 0.8313 0.157 

5 832 211.50 149 58.92 0.85 0.8453 0.553 

6 768 211.66 131 72.89 0.86 0.8586 0.163 

7 797 208.21 120 69.17 0.85 0.8483 0.200 

8 818 211.21 106 71.34 0.83 0.8308 0.096 

 

Table 5. Configuration and parameters for training of the proposed L-M NN 

Network configuration 4-10-1 

Transfer function used in the hidden layer log- sigmoid transfer function 

Number of patterns used for training 38 

Number of patterns used for testing 

Number of patterns used for validation 

Maximum number of epochs 

8 

8 

100 

MSE (target) 0.00001 

Marquardt parameter μ 0.01 

Factor  β 10 

 
in poor generalization ability. Therefore, in this study, 100 epochs to be completed or 
a MSE of 0.00001 was set as stopping criterion.  For ANN modeling, all 54 data set 
was separated into three groups: training, testing and validation sets. These data sam-
ples were randomly placed in these sets. The training set consisted of 38 input-output 
patterns and was used for model generation. However, the test set comprised 8 input 
patterns and was used to take care of the generalized ability and overtraining of the 
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Fig. 1. Performance curves with the variation of MSE and epochs 

ANN model. The rest data set, i.e., 8 out of 54 was used to evaluate the generated 
model. In the present investigation, 0.00001 of MSE was set as an error goal of net-
work training. The network is trained in batch training mode. The details of the para-
meters employed for training of the network using L-M algorithm are shown in Table 
5. The training process was stopped either by the MSE goal or the maximum number 
of training epochs, depending on which is reached earlier. It is observed at the end of 
the training process that the network architecture with [4-10-1] yields the least MSE 
of 0.000020374 (using Equation 9) after 100 epochs and therefore is selected for 
modeling. The trained ANN was initially selected considering 38 input data patterns 
which were employed for the training purpose. For each input pattern, the predicted or 
desired output by the network is compared with the actual output value. It was found 
from the results of Table 2 that the predicted value closely matches the corresponding 
actual output and the maximum APE was seen to be 0.965909%. The trained network 
was then tested using test set of 8 input patterns and from the results in Table 3, the 
maximum APE for testing patterns was found to be 1.47059%. As expected, the pre-
dicted errors from the testing patterns are slightly higher than those from the training 
input patterns. The performance of the trained network is also checked with the vali-
dation set. From the results of validation sets in Table 4, the maximum APE was seen 
to be 1.4% and is in good agreement with the testing data set. Figure 1 shows for the 
proposed NN model that the performance curves during training, testing and valida-
tion converge to a satisfactory MSE of 0.000023467 after 6 epochs approximately. 

6 Conclusions 

In the present work, the Levenberg-Marquardt backpropagation algorithm has been 
used as a weight updating method in the multilayer feed forward back propagation 
neural network to predict the relationship between the input parameters and the output 
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parameter (yield of steel) of the steelmaking process. The L-M NN has been found 
effective for modeling due to its good learning ability and to predict the relationship 
between the input and output variables of the steelmaking process. Therefore, it may 
be concluded that the proposed model can describe the input- output relationship of 
the steel- making process with reasonable accuracy. 
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Abstract. The crop production forecasting has become an important issue, now, 
as it is a key factor for our economy and sustainable development on account of 
increased demand of the food grains with growing population. It helps farmers 
and government to develop a better post-harvest management at local / regional 
/ national level, e.g., transportation, storage, distribution. Additionally, it helps 
farmers to plan next year’s crop and government to plan import/export 
strategies. This work is based on the yield forecasting of the pearl millet (bajra) 
in the Jaipur region of Rajasthan, India. The proposed method uses a back 
propagation artificial neural network to forecast current yield of the crop with 
respect to the environmental factors using time series data. The obtained results 
are encouraging and much better in comparison to a recent fuzzy time series 
based methods for forecasting. 

Keywords: Crop yield forecasting, Pearl millet, Time series, Correlation 
analysis, Neural network. 

1 Introduction 

Forecasting is the use of historic data to determine the direction of future trends. It is 
an age old phenomenon and finds its application in almost every walk of life, e.g., 
weather forecasting [1], economic forecasting [2], energy forecasting [3], transport 
forecasting [4], sales forecasting [5], technology forecasting [6], crop yield 
forecasting [7]. As risk and uncertainty are central to forecasting, it is not possible to 
forecast with 100% accuracy. Therefore, the forecasting methods aim to reduce the 
forecasting error and obtain the best possible forecast. 

The crop production forecasting is determining future value of a crop yield for any 
given region/country for a particular year or season. It has gained significance due to 
the rapidly growing population, industrialization and globalization. A successful 
forecast of a crop yield bears significant profits. An accurate crop yield forecast helps 
farmers in storage management and planning for the next year’s crop and helps 
governments for better post-harvest management in terms of storage, transportation 
and distribution at local / regional / national level, and plan import/export strategies 
accordingly. It is particularly useful for us as our economy primarily depends on 
agriculture and agriculture based products. Moreover, almost two-third of the 
employed class in our country lives on the business of agriculture. In spite of this, 
there is a high degree of uncertainty as the agriculture is heavily dependent on rains. 
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The crop yield is affected by the physical factors, the economic factors, and the 
technological factors [8]. The prime physical factors are temperature, humidity, 
rainfall, soil, and topography. For example, the moisture requirements vary from plant 
to plant and region to region; regions having low maximum temperature are not 
suitable for plant growth whereas agriculture is successful in the tropical regions, 
where temperature is high throughout the year. The prime economic factors are 
market, transport facilities, capital, labour, and government policies. For example, the 
supply of labour determines the character and type of agriculture; the government 
policies may restrict / promote a crop and influence agricultural land use. The 
Government may restrict or force the cultivation of a crop. The prime technological 
factors are fertilizers, pesticides, machinery and high yielding variety seeds. The 
scientific and technological development has a great impact on the crop production. 
The use of primitive methods of farming results in poor farm yield whereas the use of 
modern farm technologies increases the farm yield substantially. For example, per 
hectare yield of rice in India is only 2000 kg in comparison to about 5600 kg in Japan 
due to scientific and technological differences in farming. 

In this study, we present our back propagation artificial neural network based 
approach to forecast yield of the pearl millet (bajra) in the Jaipur region of Rajasthan, 
India. However, in absence of vast and varied data required for forecasting, we use data 
related to physical factors only, which we collected through official websites and by 
other official means from the government of Rajasthan and the government of India. 
Here, we use the monthly data for every season as our primary concern is to obtain a 
high degree of accuracy in the forecasting. In other words, this study aims to provide a 
simple computational method which uses available data to the best possible extent to 
obtain a high degree of accuracy in the forecasting. However, this is not a maiden 
attempt to a novel problem (agricultural production forecasting). Kumar et al. [9] 
present a fuzzy time series model and two variations of it to forecast wheat production. 
The results clearly indicate that the models are not appropriate as the forecasting error is 
high; it is probably because they use only previous years’ yield to forecast. Kumar and 
Kumar [7] too present a fuzzy time series model for wheat forecasting. Here, too the 
authors use only previous years’ yield to forecast and obtain poor results. 

Rest of the paper is organized as follows. Section 2 includes the data analysis part. 
The proposed forecasting method is presented in Section 3. Section 4 presents 
simulation results and is followed by the conclusion in Section 5. 

2 Factors Affecting the Crop Production 

An analysis of the available historical data indicates following relationship between 
the crop yield and the physical factors.  

2.1 Variation of Crop Yield with Rainfall  

The rainfall is one of the important factors that affect the crop production. Figure 1 
represents a scatter plot of the total seasonal yield given in kg per hectare and the total 
seasonal rainfall (July – September). It is observed that for extremely low rainfall and 
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the extremely high rainfall the yield is low and for average rainfall (300 mm – 600 
mm) the yield is average or high. It indicates that the crop requires moderate rainfall; 
extremely high or low rainfall may be devastating for the crop. 

 

Fig. 1. Plot between yield Vs total rainfall 

2.2 Variation of Crop Yield with Humidity  

Humidity is another important meteorological factor that plays a vital role for growth of 
the crop. A scatter plot of the given yield and the average humidity is presented in 
Figure 2. It shows that pearl millet production is high for high humid conditions and low 
for low humid conditions. Therefore, we conclude that the crop requires high humidity. 

 

Fig. 2. Plot between yield and average humidity 
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2.3 Variation of Crop Yield with Temperature  

Figure 3 represents a scatter plot of the yield and the average temperature. It is 
observed that the production is low for low and high temperature, and high for 
average temperature. It suggests that the crop requires average temperature whereas 
low and high temperature affects the production adversely.  

 

Fig. 3. Plot between yield and average temperature 

The above analysis of the three most prominent factors for the crop yield indicates 
that though the pearl millet has a wide adaptability to grow under varying stress of 
rainfall, temperature and moisture, it requires average rainfall and temperature, and 
high humidity for high production. 

3 Methodology 

In this work, we use back propagation artificial neural network; hence, present it and 
its computational parameters briefly. 

3.1 Back Propagation Artificial Neural Network  

It is build by connecting elementary processing devices called neurons. The signal or 
information is transmitted by means of connected links. As the name suggests the 
error is propagated back to the previous layer to train the network. It consists of two 
phases: one is forward phase and the other is backward phase. In forward phase, a 
weight is associated with the link that is multiplied along with the net input or the 
incoming input signal. The output is obtained by applying the activation function on 
the net input. It is shown in Figure 4. In backward phase the error is calculated and 
propagated back to the hidden layer. It is shown in Figure 5. 
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Here, i, j and k are the index for ith input neuron, jth hidden neuron and kth output 
neuron respectively. The wji is a weight between the link connecting a hidden neuron 
and a input neuron and wkj is a weight between the link connecting a output neuron 
and a hidden neuron. Noutj is the output of the hidden neuron j, which is computed as 
shown in equation 1. =  (1) 

 

 

Fig. 4. Forward phase of back propagation 

 
Fig. 5. Backward phase of back propagation 

The f(Noutj) is activation of the jth hidden neuron represented by Nj. Yin is output of 
a neuron in the output layer. The output of kth neuron in the output layer is computed 
as shown in equation 2.  
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=  (2) 

 The f(Yin) is activation of the output neuron and is represented as Y2 in Figure 4. 
The δk is the output layer error. This error term is computed as shown in equation 3.  = ( 1 2) (1 2) 2 (3) 

 Here, δk is output layer error, Y1 is target output and Y2 is computed output of the 
output layer. This error is propagated back to the hidden layer. The hidden layer error 
is computed as shown in equation 4.  = 1  ( ) (4) 

 Here,  is error for the hidden neuron j, Noutj is output of the hidden 
neuron j, δk is the output layer error and wkj is the weight between the hidden neuron j 
and output neuron k. Finally, the weights are updated until the stopping condition is 
reached. 

3.2 Computational Parameters  

Our study of the artificial neural network architecture and parameters is based on the 
trail-and-error approach as suggested in [10].  

Number of Neurons in the Hidden Layer: There is no evidence that suggests using 
more than two hidden layers in artificial neural network. Most of the problems are 
solved using one hidden layer only. Only complex problems require more than one 
hidden layer. Moreover, there is no specific rule to determine number of neurons in 
the hidden layer [10]. Most of the artificial neural network studies determine number 
of hidden neurons based on the observation by trial-and-error [10]. In this work, we 
use one hidden layer and experiment with different number of hidden neurons to 
obtain the best results with 12 neurons (refer, Table 5).  

Activation Function: We use binary sigmoidal activation function as shown in 
equation 5. As numeric values for the input factors lie in different ranges, e.g., the 
rainfall varies from 0 mm to 956 mm, the humidity varies from 46% to 90% and the 
temperature varies from 27 to 32, we scale all the factors in the range 0 and 1.  ( ) = 11 +  (5) 

Weight: The weights connecting input neuron to the hidden neuron and the weights 
connecting hidden neuron to the output neuron may be initialized to zero or any 
random value. In this work, we initialize the weights randomly between 0 to1, which 
are further updated using the gradient descent rule as shown in equation 6.  ( ) = ( ) /  (6) 
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Here, α is learning rate and /  is first derivative of the cost function E(n) as 
shown in equation 7.  ( ) = 1/2( ( 1( ) 2( )) ) (7) 

Learning Rate: It determines speed of convergence of the system. Its value ranges 
between 0 and 1 [11]. A low learning rate slows and a high learning rate hasten 
converge of the system to the global optima. However, a fast learning rate may trap 
the system into a local optima. In view of the results obtained in [12] we start with a 
learning rate of 0.1 and increase it as long as the error is not increasing in order to 
avoid trapping in local optima. Afterwards, we reduce the learning rate to achieve best 
results. 

Momentum Factor: It is added to the weight update formula for faster convergence. 
It helps to avoid being trapped into the local optima and its value too ranges between 
0 and 1. The weight update formula for the back propagation artificial neural network 
with momentum factor is shown in equation 8[11].  ( + 1) = ( ) + + ( ) ( 1)  (8) 

Here, mf is momentum factor, α is learning rate and x is an input from the previous 
neuron. As its value is determined heuristically, we use a trail-and-error approach to 
determine its appropriate value for our problem and observe that the best result is 
obtained for its value of 0.9.  

Stopping Condition: Usually a threshold value of the error or a fixed number of 
epochs is considered as the stooping criteria [11]. In this work, the stopping condition 
is minimum of 1000 epochs (fixed number of epochs) or error 1e-10 (threshold value 
of the error) whichever condition occurs earlier.  

4 Results and Discussion 

4.1 Data Set  

In this work, we use the pearl millet (bajra) crop in the Jaipur region of Rajasthan, 
India. The pearl millet is a rain fed crop and sown during monsoon season, i.e., in 
kharif season. Though many factors affect the yield of pearl millet, we consider only 
the physical factors (climatic conditions) because of an easy availability of the data. 
As the climatic condition requirements for any crop are different throughout the life 
cycle of the crop, we consider environmental factors of each month as individual 
factor in our study. In in this manner there are 24 factors for three months as in 
Rajasthan pearl millet is sown in the month of July and harvested at the end of the 
month of September. 
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The 24 factors are average monthly rainfall, maximum temperature in a month, 
minimum temperature in a month, average monthly humidity, mean sea level 
pressure, mean wind speed (km/h), maximum sustained speed (km/h) and number of 
days of rain occurred in the three months of crop life cycle, i.e., July, August and 
September. These factors are shown in Table 1. 

Table 1. 24 factors affecting the pearl millet (bajra) production 

Factors 

July rainfall Aug rainfall Sep rainfall 

July maximum temperature Aug maximum temperature Sep maximum temperature 

July minimum temperature  Aug minimum temperature  Sep minimum temperature  

July humidity Aug humidity Sep humidity 

July mean sea level pressure Aug mean sea level pressure Sep mean sea level pressure 

July mean wind speed Aug mean wind speed Sep mean wind speed 

July maximum sustained speed Aug maximum sustained speed Sep maximum sustained speed 

July number of days of rain July number of days of rain July number of days of rain 

 
The relevant data are obtained from different sources. The crop production related 

data are collected from the Ministry of Agriculture, Government of Rajasthan and 
other online sources of Government of Rajasthan [13, 14]. The meteorological data 
are collected from the official website [15] of the Indian Meteorological Department 
and other online sources [16]. Format of the data available for the crop is shown in 
Table 2 and format for the historical data of physical factors of the crop lifecycle is 
shown in Table 3. It is as follows. The rain is average monthly rainfall, max is 
maximum temperature in the month, min is minimum temperature in a month, hum  
is average monthly humidity in percentage, slp is mean sea level pressure in hPa, ws 
is mean wind speed in km/h, maxws is maximum sustained wind speed in km/h and 
days is number of days of rain occurred in the month. 

Table 2. Historical data of the yield Since 1973 to 1979 of pearl millet (bajra) in Jaipur, 
Rajasthan 

Year Production in tones Area in Hectare Yield in Kg/Ha

1973  166.00  315  527.00 
1974  66.00 228  289.00 
1975  76.00 185  411.00 
1976  59.00 213  277.00 
1977  32.00 174  184.00 
1978  144.00 200  720.00 
1979  72.00 202  356.00 
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Table 3. Historical climate data of July Since 1973 to 1979 in Jaipur, Rajasthan  

Year rain max min Hum Slp ws maxws days 

1973  126.4  33.7 26.1 71.8 997.4 9.6 20.5 11 
1974  369.4 33.9 24.5 71.4 996.4 6.6 17.5 14 
1975  377.4 33.5 24.5 71.8 998.9 7.5 17.6 4 
1976  208.8 33.6 25.7 69.9 997.4 6.5 15.5 10 
1977  385.1 31 24.6 85.1 996.6 4.6 12.2 17 
1978  452.2 31.6 24.5 81.6 998.3 6.1 14.7 16 
1979  128.3 128.3 25.4 66.6 998.8 7.2 19.3 11 

4.2 Results and Discussion  

As discussed above we consider 24 factors as the input variables and the crop yield as 
the output variable. As few input factors may be redundant, hence irrelevant, which 
affects accuracy of the results severely, we remove the redundancy using correlation 
analysis. The correlation shows whether and how strongly the pairs of variables are 
related. Its value, which is known as correlation coefficient r, ranges between +1 and -
1. The closer the value of r to +1 or -1, the closer the two variables are. If r is close to 
0 the variables are not related, if r is positive the variables are positively correlated 
and if r is negative the variables are negatively correlated. However, the correlation 
doesn’t support the causality, i.e., any change in one variables never cause the effect 
to the other variable.  

Table 4. 6 factors after correlation matrix reduction 

Factors 

July number of days of rain  
August rainfall  
August maximum temperature  
August humidity  
September humidity  
September number of days of rain  

 
After correlation analysis the 24 input variables are reduced to 6 only as shown in 

Table 4. Our objective is to minimize the average forecasting error rate (AFER) [6], 
which is shown as given in equation 9. 

=  ( )  100 
(9) 
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Table 5. Comparison of the results for the data set 

Case No. of 
inputs 

No. of 
hidden 
neurons 

Structure Training 
Data (%) 

Testing 
data (%) 

AFER 
(%) 

1 6 10 06-10-01 60 40 15.89 
2 6 12 06-12-01 60 40 13.79 
3 6 12 06-12-01 70 30 03.82 
4 6 12 06-12-01 80 20 05.20 

 
Here, n is size of the dataset. We experiment with different structures of artificial 

neural network and with different ratio of training to testing data of the available 
dataset using MATLAB. The best results are obtained with 12 numbers of neurons in 
the hidden layer and training to testing data ratio of 8:2 (refer, case 3 in Table 5). 
Figure 6 shows the regression plot of case 3. We see that almost all the values are 
close to the actual value as the regression value R for test data is 0.90365 which is 
close to 1. 

 

Fig. 6. Regression plot for case 3 
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Table 6. Final forecasted results for Jaipur region 

Year Yield in 
Kg/Ha 

Forecasted 
yield in 
Kg/Ha 

Year Yield in 
Kg/Ha 

Forecasted 
yield in 
Kg/Ha 

1973 544.00 527.00 1993 578.00 578.00 
1974 289.00 289.00 1994 952.00 935.00 
1975 425.00 408.00 1995 459.00 442.00 
1976 289.00 272.00 1996 697.00 658.44 
1977 187.00 187.00 1997 867.00 850.00 
1978 731.00 714.00 1998 1122.00 1053.29 
1979 357.00 357.00 1999 663.00 663.00 
1980 561.00 544.00 2000 612.00 493.00 
1981 391.00 591.00 2001 1156.00 1139.00 
1982 646.00 505.36 2002 408.00 391.00 
1983 595.00 578.00 2003 1700.00 1644.45 
1984 612.00 595.00 2004 1428.00 1450.77 
1985 357.00 340.00 2005 799.00 782.00 
1986 578.00 578.00 2006 1190.00 1173.00 
1987 561.00 561.00 2007 1530.00 1457.26 
1988 731.00 714.00 2008 1564.00 1547.00 
1989 1037.00 1040.44 2009 816.00 816.00 
1890 901.00 669.51 2010 1377.00 1343.00 
1991 544.00 527.00 2011 1581.00 1635.03 
1992 935.00 910.22 2012 816.00 1329.80 

 
The final forecast results are shown in Table 6. The actual yield is also shown for a 

comparison. The same is presented in Figure 7 in graphical form. It is observed that  
 

 

Fig. 7. Comparison between actual yield and forecasted yield 
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except for few erring years, e.g., 1982, 1990, 2000, 2012, the actual yield and the 
forecasted yield are very close to each other. We further compare our results with the 
results obtained by other models proposed using fuzzy logic for forecasting the crop 
yield [7, 9] and find that our results are much superior (refer, Table 7). It is probably 
because the fuzzy models completely ignore the important physical factors, e.g., 
temperature, humidity, rainfall, which heavily affects the crop yield and consider only 
previous year’s yield for forecasting. 

Table 7. Comparison of results 

Model AFER (%) 

Kumar et al. (2010) [9] 11.40 
Kumar and Kumar (2012) [7] 21.87 
Our Proposed Method  03.82 

5 Conclusion 

In this work, we present a back propagation artificial neural network model for 
forecasting of crop yield. In absence of any method to select the values of artificial 
neural network parameters we use trail-and-error approach. The Artificial neural 
network is trained to minimize the value of AFER (average forecasting error rate). 
Unlike the fuzzy models available in the literature, our method uses the important 
physical factors also for yield forecast. The proposed model is tested on the data of 
the pearl millet (bajra) in the Jaipur region of Rajasthan, India. The proposed method 
obtains very good results as the AFER is only 03.82% in comparison to the competing 
fuzzy models where AFER is much higher. Though the results are good enough to 
forecast yield with high accuracy, the model may be improved further if more 
physical factors and other economic and technological factors are included along with 
crop yield data for larger period. 
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Abstract. Nonlinear dynamic systems are characterized with uncertainties in 
terms of structure and parameters. These uncertainties cannot be described by 
deterministic models. The modelling and identification of nonlinear dynamic 
systems through the measured experimental data is a problem in engineering 
and technical processes. Therefore, field of system identification have become 
an important area of research.  Fuzzy technology is an effective tool for dealing 
with complex nonlinear processes that are characterized with uncertain factors. 
In this paper, a novel approach based on Local Linear method learning in  
dynamical filter weights neurons for the identification of non-linear dynamic 
systems is presented. The fuzzy wavelet neural network combines wavelet 
theory with fuzzy logic and neural networks. Learning fuzzy rules and parame-
ter update in fuzzy wavelet neural network is based on gradient decent method. 
The proposed approach is said to be Fuzzy Local Linear Wavelet Neural Net-
work based model. It has been explained through examples. The structure is 
tested for the identification with both wavelet neural network and Fuzzy Local 
Linear Wavelet Neural Network that shows the comparative performance. 

Keywords: System Identification, Non-linear System, Wavelet Neural  
Network, Fuzzy Wavelet Neural Network, Local Linear Wavelet Neural  
Network, Fuzzy Local Linear Wavelet Neural Network. 

1 Introduction 

System identification is an area of research and has evolved during the last two to 
three decades. It involves finding a relation between the input and output of the sys-
tem. Identification is basically the process of developing or improving a mathematical 
representation of a physical system using experimental data. Recently authors are 
proposed to design fuzzy wavelet neural network (FWNN)[3] for function learning 
and identification by tuning fuzzy membership functions and wavelet neural net-
works. The structure of FWNN is based on the basis of fuzzy rules including wavelet 
functions in the consequent parts of rules. Some of them also designed for controllers 
based on fuzzy wavelet neural sliding mode controller (AFWN-SMC). FWNN models 
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have been used for identification and prediction also [1-3].  But one of the main 
problems for effective control of an uncertain system is the creation of the proper 
knowledge base for the control system. Hence in [4], authors developed that each 
fuzzy rule includes a wavelet function in the consequent part of the rule. The parame-
ter update rules of the system are based on the gradient descent method (GDA).  
The structure was verified for the identification as well as the control of the dynamic 
plants. The performance of the FWNN structure is illustrated by applying to a  
nonlinear dynamic plant that has fast local variation as compared with Adaptive Neu-
ro-Fuzzy Inference System (ANFIS) model [5]. Further, attention was in learning and 
some techniques have been applied.  Accelerated hybrid learning algorithm is pro-
posed for the training of FWNNs. The algorithm gives the initial parameters by the 
clustering algorithm and then updates them with a combination of back propagation 
and recursive least-squares methods [6]. The parameters are updated in the direction 
of steepest descent but with a local adaptive learning rate that is different for each 
epoch which has been taken care in this work. 

FWNN have been widely used in many applications. For solving the majority of 
approximation problems, NNs require a large number of neurons. But the NNs may 
get stuck on a local minimum of the error surface, and the network convergence rate 
is generally very slow. A WNN has a nonlinear regression structure that uses loca-
lized basis functions in the hidden layer to achieve the desired input– output mapping. 
The integration of  the localization properties of wavelets and the learning abilities  
of NN results in the advantages of WNN over NN for complex nonlinear system 
modelling, and some researchers  have used such structures for solving approxima-
tion, classification, prediction and control problems. The FWNN is a combined struc-
ture based on fuzzy rules that includes wavelet functions in their consequent parts.  
In many research, the strength of FWNNs for function learning has been shown  
[7-10]. They have shown a fuzzy wavelet network that is based on multi-resolution 
analysis of wavelet transforms and fuzzy concepts to approximate random nonlinear 
functions. In [11], Fuzzy NNs are used for direct adaptive control of  dynamic plants 
and for robust adaptive control or robot manipulators, and in [12], a recurrent fuzzy 
network is used for nonlinear modelling where as in [13], a Takagi-Sugeno-
Kang(TSK)-type recurrent neuro-fuzzy NN(TRFN) is developed. The membership 
functions are chosen from a family of scaling functions, and the fuzzy system is  
developed by using wavelet techniques.    

2 Proposed Method 

2.1 Wavelet Neural Network 

Wavelet networks uses wavelet functions as hidden neuron activation functions.  
It helps to determine the neural network parameters and number of hidden neurons 
during training. The output of wavelet neural network is given by  

( ) ( ) 
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Where mψ is the wavelet activation function of mth unit of the hidden layer and mω
is the weight connecting the mth unit of the hidden layer to the output layer unit. The 

( )xmψ , is called as mother wavelet and the parameters  ma and mb are the scale 

and translation parameters and x  represents inputs to the  WNN model. In conse-
quent part of fuzzy rules, the Mexican hat wavelet function is used and the mother 
wavelet is represented by 

              (2) 

 
A shortcoming of WNN is being removed by LLWNN and is explained. 

2.2 Local Linear Wavelet Neural Network 

In Local Linear Wavelet Neural Network (LLWNN), the number of neurons in the 
hidden layer is equal to the number of inputs and the connection weights between the 
hidden layer units and output units are replaced by a local linear model.  It has ad-
vantages as the learning efficiency and the structure transparency. The output of local 
linear wavelet neural network is given by  

 (3)

where [ ]nxxxx ..........,, 21= and the linear model is given by  

 (4)

The activities of linear models ( )MmLm ,.......,2,1=  are determined by the asso-

ciated locally active wavelet functions. The basic structure is shown in Fig. 1. 

 

Fig. 1. Block diagram of LLWNN for System Identification 
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2.3 Fuzzy Local Linear Wavelet Neural Network 

Figure 2 shows the block diagram for FLLWNN. The FLLWNN can be described by 

a set of fuzzy rules iR  : If 1x  is iA1 , 2x  is iA2 …….   And qx  is 
i
qA  

            Then 
=

=
q

j
jijii xwy

1

)(ψ   

The nonlinear parameters of the FLLWNN are updated by the following relation. 
 

 

Fig. 2. Block diagram of FLLWNN for System Identification 
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(8)

where ci ≤≤1  is the number of fuzzy rules; qj ≤≤1  is the input dimension; 

     λ  is the momentum that is used to speed up the learning process. 

     η  is the local learning rate that is updated for each parameter separately.   
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2.4 Adaptive Learning Method 

In adaptive back propagation (ABP) learning algorithm, the network weight update rule 
is chosen such that the error function is forced to behave in a certain manner that accele-
rates convergence. As in back propagation network (BPN), the weight update is given by 

 (9)

The weight update equation used in ABP algorithm is  

 (10)

The learning function )(Eρ  depends on the total error E .  

3 Result and Discussion 

In this work, FLLWNN is used for non-linear system identification. For this, a refer-
ence system is selected and using it the input-output pairs are generated. Using this, 
error is found and then passed through an adaptive learning algorithm where weight 
updating takes place. The weights are updated using local linear and back propagation 
learning method. It has been explained by using the following two examples:  

Example-1. A well known piecewise function is considered in first case [5]. 
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In this example, we have sampled 200 points that are distributed uniformly over  
[-10, 10] as training data.  Despite of low number of epochs, the convergence speed 
is much higher than previous works. For comparison, this function is approximated by 
first applying Local Linear Wavelet Neural Network (LLWNN) and then using Fuzzy 
Local Linear Wavelet Neural Network (FLLWNN) for whole of the parameters.  
For the purpose of comparison, the root mean square error (RMSE) is used as the 
performance criterion.
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and d
ly  is the desired output, 

ly  is the estimated output and L  is the number of training data. For example 1, the 

results of identification and error show from Fig. 3 to Fig. 6 respectively. 
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Fig. 3. Identification of a piecewise function using LLWNN 

 

Fig. 4. RMSE of a piecewise function using LLWNN 

 

Fig. 5. Identification of piecewise function using FLLWNN 
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Fig. 6. RMSE of piecewise function using FLLWNN 
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In this example, a second order nonlinear plant is considered as in [4], 
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)3(),2(),1( −−− kykyky  are one-, two- and three- step delayed outputs of the 

plant, and u(k) and u(k-1) are the current and one-step delayed inputs of the plant. The 
current output of the plant depends on the previous input and output. The RMSE is 
used as a performance index is as follows, where k is the number of training data. 
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For example 2, the results of identification and error show from Fig. 7 to Fig. 10 re-
spectively. 
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Fig. 7. Identification of nonlinear plant using LLWNN 

 

Fig. 8. RMSE of nonlinear plant using LLWNN 

 

Fig. 9. Identification of nonlinear plant using FLLWNN 
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Fig. 10. RMSE of nonlinear plant using FLLWNN 

To further evaluate the performance, the corresponding RMSE of all examples are 
summarized in Table 1. 

Table 1. Comparison of RMSE among LLWNN and FLLWNN Method 

 RMSE of 
ANFIS method 

RMSE of LLWNN 
method 

RMSE of FLLWNN 
method 

Example-1 .40 0.35 0.14 
Example-2 .07 0.09 0.04 

4 Conclusion 

In this paper a fuzzy wavelet neural network structure was discussed to solve the 
problem of system identification. The proposed structure incorporates the advantages 
of wavelet function, neural networks and fuzzy logic. An accelerated hybrid learning 
algorithm has been proposed for training of FWNNs. The Fuzzy Local Linear Wave-
let Neural Network (FLLWNN) was used here in the context of an output signal 
tracking problem. Research is under way to test the feasibility of implementing more 
complex tasks, such as direct and inverse dynamics identification, using a smoothed 
version of the parameters’ behaviour, when the unknown process is subjected to ex-
ternal perturbations which introduce chattering into the estimated time varying pa-
rameters of the filters.  
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Abstract. This paper is proposed a neural controller for static time critical error 
and better damping oscillations after a short circuit fault is cleared. The neural 
network is approached for estimation of the control and operating parameters of 
STATCOM .It is used for improving voltage profile in power system. So 
STATCOM is an important voltage source converter device. It is used in 
voltage control mode or reactive power injection mode. To achieve this idea, a 
controller is designed based on energy function lyapunov. The neural controller 
is employed to the system for enhancement the transient stability. The 
performance is analyzed using MATLAB/SIMULINK. 

Keywords: Neural Controller, Multilevel Inverter, STATCOM, Transient 
Stability. 

1 Introduction 

The static synchronous compensator (STATCOM) using voltage source inverters has 
been accepted as a competitive alternative to the conventional static VAr compensator 
(SVC) using thyristor-controlled reactors STATCOM functions as a synchronous 
voltage source. It can provide reactive power compensation without the dependence 
on the ac system voltage. By controlling the reactive power, a STATCOM can 
stabilize the power system, increase the maximum active power flow and regulate the 
line voltages. Faster response makes STATCOM suitable for continuous power flow 
control and power system stability improvement. The interaction between the AC 
system voltage and the inverter-composed voltage provides the control of the 
STATCOM var output. When these two voltages are synchronized and have the same 
amplitude. So the active and reactive power outputs are zero. However, if the 
amplitude of the STATCOM voltage is smaller than that of the system voltage, it 
produces a current lagging the voltage by 90º and the compensator behaves as a 
variable capacitive load. The reactive power depends on the voltage amplitude. This 
amplitude control is done through the leading the STATCOM voltage, it is possible to 
charge or discharge the dc capacitor; as a consequence change the value of the dc 
voltage and the STATCOM’s operational characteristics and the compensator behaves 
as an inductive load, which reactive value depends on the voltage amplitude. Making 
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the STATCOM voltage higher than the AC system voltage the current will lead the 
voltage by 90º. To overcome the limitations of semiconductor device, many new 
techniques are developed. They are multiple switching elements in one leg of an 
inverter, series connected inverter and parallel connected inverters. Among these 
various multilevel topologies, the cascaded multilevel inverter can implement a high 
number of levels [13]. 

In conventional cascaded multilevel inverter use fundamental switching frequency 
to generate step waveform at low harmonic distortion and keep the switching loss as 
low as possible. But the inverter unit’s duty cycles are different from each other. Due 
to unequal duty cycle the inverter units cannot equally share the exchanged power 
with the utility grid.  In STATCOM is to balance the dc-link voltages and additional 
auxiliary inverters is used to exchange the energy among various capacitors [7]. The 
disadvantage is high cost and complexity in hardware design. To eliminate unequal 
duty cycles, it is required dc capacitance of each inverter unit is calculated according 
to the corresponding duty cycle. But in practical application modular design is very 
difficult. By using proposed method inverter unit’s fundamental output voltage are 
equalized. Consequently, all the inverter units can equally share the exchanged power 
with the utility grid and the dc-link voltage balancing control can be simplified [12]. 
A special gating pattern is used for maintain the dc capacitor charge balance and 
equalize the current stress of the switching device. In this paper, design rules for 
creating neural controller is very effective. This article on a STATCOM Control for 
transient stability improvement has proposed. 

2 Cascaded Multilevel Inverter 

Fig. 1 shows the basic structure of cascaded multilevel inverter with separate dc 
source. For a three phase system, the output voltage of the three cascaded inverters 
can be connected either star or delta.   

 
Fig. 1. Shows the basic structure of cascaded Multilevel Inverter 
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3 STATCOM 

The STATCOM with DC link and a link type GTO converter. Its simplest form 
includes only one capacitor displaying a single-phase power system and single infinite 
bus. A major element modeling is that the system can be given it like a current source 
model, STATCOM performance. It can usually drive for more reactive to consider or 
before the current phase of the STATCOM are for power system to inject. Because this 
model at this stage it with the ability that each waveform is STATCOM Sinusoidal 
current favorite for a very short time and accurately can be produced. The STATCOM 
is comprised a voltage source shunt converter connected through a transformer and 
filter across a load bus where the voltage is to be regulated [10] [11]. The shunt 
converter is a modeled as a controllable voltage source generated by the inverting 
action of the converter with a DC voltage applied through a charged capacitor. The 
static synchronous compensator is based on the principle that a voltage source inverter 
generates a controllable AC voltage source behind a transformer leakage reactance. So 
that the voltage difference across the reactance produces active and reactive power 
exchange between the STATCOM and the transmission network [2]. The converter 
controls the current injected to the power system and the energy exchanges by the 
STATCOM which is limited by the capacitor stored energy. Only reactive power can 
be exchanged in steady state. The terminal voltage almost independent of their form a 
reactive current source STATCOM Parallel is shown in Fig. 2.  

 

Fig. 2. Equivalent circuit of STATCOM represented by a current injection model 

The equivalent circuit of STATCOM by a current injection model is given by  
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The output electrical power Po of generator is connected with STATCOM. So it can 
be written as Pe = Po (without STATCOM) + K IS sin (δ – δm)                                  (5) 

The energy function (V) of a power system with STATCOM is written by 

( , ) ( ) ( ) ( ) ( )K P CV V V V Vδ ω ω δ δ δ= + + +                                          (6) 

Here VK is kinetic energy, Vk is the potential energy of the system without 
STATCOM , Vp is the additional component of potential energy of STATCOM and  
VC is the constant energy at the post fault equilibrium and speed (ωs = 0).The first 
integral of the motion[8][9]. It constitutes an energy function is given by 

1

0

( , ) [ ] [ ( ) ] [ ( )
s s

V M d M fo x dx M Isf x dx
ω δ δ

δ δ

δ ω ω ω= − −              (7) 

The equation (8) can be written as again 
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( , ) [ ] [ ( ] [ sin( )m m

s s

V M d P P d KIs d
ω δ δ

δ δ

δ ω ω ω δ δ δ δ= + − + + −     (8) 

The STATCOM is placed at the location where it provides the maximum output 
electrical power. So E’ = V and X1 = X2, the output electrical power has the maximum 

value. The value of mδ  is given by 2mδ δ= . The energy function V  of a power 

system with STATCOM is given by  
max1

02 2( , ) [ ] [ cos ] [ cos ]m cV M P P KIs Vδδ ω ω δ δ= + − + + +                      (9) 

The above equation (10) that 2cosKIs δ = the potential energy function. Similarly the 

continuous nonlinear control of the STATCOM is given by sinIs Kω δ= . 
Now the single line diagram is representing grid network with STATCOM as 

shown in figure 3. 

 
Fig. 3. Single line diagram representing grid network with STATCOM 

At the time of starting the source voltage is such that the STATCOM is inactive. It 
neither absorbs nor provides reactive power to the network. The following load 
sequence is tested and results are taken. At t=0.06 sec STATCOM is connected to the 
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system by switching circuit breaker CB4. At t=0.1 load 1 is connected by switching 
CB1. At t= 0.3 load 2 is connected by switching CB2. At t= 0.5 load 2 is connected 
by switching CB3. STATCOM system is given in the Appendix. 

4 Neural Network Approach 

A typical multilayer ANN is shown in Fig. 4. It consists of one input layer, a middle 
layer and an output layer, where each layer has a specific function.  The input 
accepts an input data and distributes it to all neurons in the middle layer. The input 
layer is usually passive and does not alter the input data. The neurons in the middle 
layer act as feature detectors. They encode in their weights a representation of the 
features present in the input patterns. The output layer accepts a stimulus pattern 
from the middle layer and passes a result to a transfer function block which 
usually applies a nonlinear function and constructs the output response pattern of the 
network. The number of hidden layers and the number of neurons in each hidden 
layer depend on the network design consideration and there is no general rule for an 
optimum number of hidden layers or nodes [3] [4].  
 

 
Fig. 4. A typical Artificial neural network 

The ANN to be used for the generation of the optimal switching angles has a 
single input neuron fed by the modulation index, one hidden layer and Y  outputs 
where each output represents a switching angle. The model of an artificial neuron 
can be represented by the op-amp summer-like configuration. It can be described 
by the following equation: 

Y =σ 0
1

( )
k

i i
i

w xω
=

+                                   (10) 

Where, 
Y = the output of the neuron, xi = the ith input to the neuron, wi = the ith connection 

weight, ω0 = the bias weight, σ = the transfer function of the neuron,  
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k - the number of connections with the neurons in the preceding layer. So the sigmoid 

transfer function used in output layer has the form given by: 
xe

x ασ −+
=

1

1
)(1

. 
Where α is the co-efficient or gain which adjusts the slope of the function that 

change between two asymptotic values (0 and +1). The sigmoid function is nonlinear, 
monotonic and differentiable. It has the largest incremental gain at zero signals. In the 
hidden layer, the Gaussian transfer function has been used [5] [6]. 

5 Indirect Supervised Training of Neural Network  

Back propagation training algorithm is a supervised learning algorithm for multilayer 
feed forward neural network. It is a supervised learning algorithm in both input and 
target output. It provides for training network. The error data at the output layer is 
calculated using network output and target output. Then the error is back propagated 
to intermediate layers, allowing incoming weights to these layers to be updated. This 
algorithm is based on the error-correction learning rule. Basically the error back-
propagation process consists of two passes through the different layers of the 
network: a forward pass and a backward pass. In the forward pass, input vector is 
applied to the network, and its effect propagates through the network, layer by layer. 
Finally, a set of outputs is produced as the actual response of the network. During the 
forward pass the synaptic weights of network are all fixed. During the backward pass, 
on the other hand, the synaptic weights are all adjusted in accordance with the error-
correction rule [1]. The actual response of the network is subtracted from a desired 
target response to produce an error signal. This error signal is then propagated 
backward through the network against direction of synaptic connections. Hence the 
name is called as “error back-propagation”. The synaptic weights are adjusted so as to 
make the actual response of the network move closer the desired response. The ANN 
is trained by the back-propagation algorithm of the error between the desired 
solutions of the nonlinear system equations to enhance the transient  stabi li ty 
and the output of this equation using the switching angle given by the ANN [7] [8] as 
shown in figure 5. The training algorithm (BPA) is summarized as follows: 
 

 
Fig. 5. Indirect Training of Artificial Neural Network (ANN) for harmonic elimination 

The ANN is trained by the back-propagation algorithm of the between the desired 
solutions of the nonlinear system equations to enhance the transient stability and the 
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output of this equation using the switching angle is given by ANN. The training 
algorithm is summarized as follows: 

Step 1: Define the nodes ‘W’ of the Gaussian functions and Random initialization of 
the weights ‘V’. 
Step 2: Present at the input of a network the value of a network the value of the 
modulation index m. 
Step 3: Calculate the output of the neurons of the hidden layer and the output layer i.e 
Hidden layer: σ2 (m, W) with W = [w1, w2 --------- wl]

T, l . It is the number of the 
neurons in the hidden layer. The output layer: 

1 2( , ( , )), ( , )V m W sizeV S lθ σ σ= = . 

Step 4: Standardize the outputs of the network of neuron between 0 and
2

π
. 

Step 5: Apply the ANN outputs to the nonlinear system equation ( )H θ  

Step6: Calculate the total error ( ) ( )dE H Hθ θ= −
 

and 
2 ( ( ) ( ) )( ( ) ( ))T

d dE H H H Hθ θ θ θ= − −  

Step 7: Back Propagate error on the network using gradient descent algorithm 
21

2
new old

v

E
V V

V
η ∂= −

∂
 

new old
v

H
V V E

V

θη
θ

∂ ∂= +
∂ ∂

 

1
1 2

1
1 2

1
1 2

sin( ) sin( ) ( ) sin( )

sin(5 ) sin(5 ) ( ) sin(5 )

sin( ) sin( ) ( 1) sin( )

s
s

s
s

s
s

H

n n n

θ θ θ
θ θ θ

θ
θ θ θ

+

+

+

 − −
∂  = − − ∂  − − 
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V = Random initialization of weight 
Step9: Repeat steps 3 to end until obtaining the desired precision. 

After the termination of the training phase, the obtained ANN can be used to 
generate the control sequence of the inverter as shown in Fig.6. 
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Fig. 6. Generating switching angles by using an ANN 

6 Simulation Result 

Fig. 11 shows the output voltage at various load conditions without controller  
and Fig. 12 shows the real and reactive power of the system at bus 3 without 
controller. Fig. 13 shows the voltage at bus 3 by using neural controller. Fig 14 shows 
the real and reactive power of the system at bus 3 by using neural controller. From the 
graph it is inferred that transient period is reduced and also voltage is regulated. 
Reactive power and active power are analyzed. By comparing without compensator, 
the time critical error is reduced in Neural Controller. 

 

Fig. 7. Simulation of Cascaded Multilevel inverter  

 

Fig. 8. Phase currents in seven levels multilevel inverter 
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Fig. 9. Line currents in seven levels multilevel inverter 

 

Fig. 10. Line voltages in seven levels multilevel inverter 

 

Fig. 11. Output Voltage Waveform at Bus 3 without controller 

 

Fig. 12. Real and Reactive at Bus 3 without controller 
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Fig. 13. Output Voltage waveform at Bus 3 with neural control 

 

Fig. 14. Real and Reactive Power at Bus 3 with neural control 

Comparison of time critical 

Table 1.  

Controller Without 
Controller 

Neural 
controller 

Time Critical 
(Seconds) 

0.0054 0.00505 

Table 2. 

Without Controller With Neural Controller 
 

Time in 
sec 

 

Voltage 
in KV 

 

Real 
Power 
in Watts 

 

Reactive 
Power in 
Var 

 

Time in 
sec 

 

Voltage 
in KV 

 

Real 
Power 
in Watts 

 

Reactive 
Power in 
Var 

0 0 0 0 0 0 0 0 
0.02 2.5 0 0 0.02 2.0 0 0 
0.06 3.4 0 0 0.06 4.0 0 0 
0.1 3.4 0 0 0.1 3.5 0 0 
0.12 0.62 4.0 2.2 0.12 1.62 0.5 0.65 
0.2 0.6 2.0 0.8 0.2 1.62 0.46 0.51 
0.28 0.6 2.0 0.8 0.28 1.60 0.46 0.5 
0.30 0.6 1.8 1.0 0.3 1.60 0.4 0.52 
0.40 0.4 1.0 0.40 0.40 0.8 0.38 0.5 
0.44 0.4 1.0 0.40 0.44 0.8 0.38 0.5 
0.50 0.4 -1.8 0.40 0.50 1.0 0.38 0.5 
0.52 1.0 -0.9 8.40 0.52 1.0 0.36 0.32 
0.54 1.5 0.0 4.4 0.54 1.0 0.4 0.4 
0.60 1.4 -0.9 6.0 0.60 1.0 0.45 0.45 
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7 Conclusion 

The Controller design for compensating synchronous with criterion function is used in 
power system. The Lyapunov energy function is used after the system disturbance. 
The neural network is to make a decision on the voltage source converter firing angle 
alpha which controls the operation of the STATCOM. Three-phase system is used to 
analyze system transient stability. Neural system obtained, while it features robust in 
dealing with uncertain system. So the stability criteria Lyapunov will also meet. A 
100Mvar STATCOM device is connected to the 230-kV (L-L) grid network. A 
multilevel optimal modulation strategy is proposed for STATCOM is incorporated in 
system line. So the system is easily balanced. Neural Control is employed to enhance 
the transient stability. Voltage and real and reactive power waveform at bus 3 under 
open loop system is discussed by neural network. The future work can be done in 
harmonic elimination at multilevel inverter with STATCOM using intelligent 
controllers. 
 
APPENDIX 
 

For STATCOM                                                                For grid       
Rated Power = 100 MVAr                                      Rated Voltage: 230 kV  
Rated voltage= 138 kV                                      Short Circuit Capacity: 10000 MVA 
Interface inductor (L) = 2.86 mH                               

     Resistance (Rs) = 0.0898 Ω 
For Power Transformer (Y/Y)                         For Coupling Transformer (Y/Y)    
Rated Voltage 220 kV/33 kV                               Rated Voltage 138 kV/230 kV  
Rated Power: 300 MVA                                       Rated Power: 100 MVA  
Three Phase Load 
Load 1:                                          Load 2:                           Load 3: 
P= 100 MW                                 P= 70 MW                          P= 60 MW 
Q= 80 MVAr                                Q= 50 MVAr                     Q= 40 MVAr 
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Abstract. Gestures have been called the leaky source of emotional information. 
Also gestures are easy to retrieve from a distance by ordinary cameras. Thus  
as many would agree gestures become an important clue to the emotional state 
of a person. In this paper we have worked on recognizing emotions of a person 
by analyzing only gestural information. Subjects are initially trained to perform 
emotionally expressive gestures by a professional actor. The same actor  
trained the system to recognize the emotional context of gestures. Finally the 
gestural performances of the subjects are evaluated by the system to identify the 
class of emotion indicated. Our system yields an accuracy of 94.4% with a 
training set of only one gesture per emotion. Apart from this our system is also 
computationally efficient. Our work analyses emotions from only gestures, 
which is a significant step towards reducing the cost efficiency of emotion  
recognition. It may be noted here that this system may also be used for the pur-
pose of general gesture recognition. We have proposed new features and a new 
classifying approach using fuzzy sets. We have achieved state of art accuracy 
with minimal complexity as each motion trajectory along each axis generates 
only 4 displacement features. Each axis generates a trajectory and only 6 joint 
trajectories among all joint trajectories are compared. The 6 motion trajectories 
are selected based on maximum motion, as maximum moving regions give 
more information on gestures. The experiments have been performed on data 
obtained from Microsoft Kinect sensors. Training and Testing were subject 
gender independent. 

Keywords: Type-1 Fuzzy Sets, Gesture Recognition, One-shot Learning,  
Emotion Recognition. 

1 Introduction 

Health experts have long been discussing on the bad effects of sitting for prolonged 
periods in front of the computer, the side effects including, eye problems, back  
pain and obesity. In such a scenario, developing a gestural interface which works on 
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introduces an approach oriented to improve HCI. Sugeno and Mamdani type infe-
rence systems [13], [17], [18], in general rule based inference systems in general have 
generated a lot of interest. 

Our approach works with only displacement and expansion properties, yet achieves 
a very good accuracy with minimal complexity. This is because: 

• We have proposed expansion and displacement features which are independent of 
the subject’s height, weight or position in general. 

• Our algorithm is also time efficient; this is because of two factors; the first reason 
being that we do not match entire motion trajectories but only 4 parameters ex-
tracted from each of the selected 6 motion trajectories. Secondly our algorithm 
considers only six trajectories with maximum quantity of motion, as these trajecto-
ries yield most information of the gesture. 

• In our approach we have considered the 3 axes of movement separately, which 
ensured that negative movement along one axis does not neutralize positive 
movement along another axis. Each axes of each body part yields four features 
namely averages of two most repeated cycles and maximum positive and negative 
displacements.  

• We have modeled intra-personal variance, by analyzing intra-gesture dynamics. 
The entire process is illustrated with a block diagram given in Fig 2. Each of these 
modules are then explained. Complexity is minimized as only the six trajectories 
with maximum quantity of motion are matched against their respective training set 
Gaussian curve. 

We have trained the algorithm using gestures of a person expressing the 5 emo-
tions, Happy, Anger, Fear, Disgust and Surprise separately. These gestural clues are 
obtained mainly from our extensive literature review and were validated by a profes-
sional actor. Data training was done by the actor and testing was performed on ges-
tures of the other 10 subjects. Thus we have a testing set of 50 cases (10 subjects * 5 
emotions). The accuracy obtained for all emotions was 94.4% which is better than 
most of its counterparts [19]. 

2 System Overview 

The algorithm employs dimension reduction based on Quantity of Motion (QoM). 
Each body joint has 3 motion trajectories along the 3 axes. Thus, for 20 body joints 
there will be 20x3(60) motion trajectories. We evaluate expansion parameters of the 
right hand and displacement parameters of the 6 motion trajectories with maximum 
QoM.The parameters are listed in table 1. The memberships of gesture in each emo-
tion are found by evaluating closeness of the test parameters to training parameters. 
The entire methodology is illustrated with a block diagram. 
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Fig. 2. Overview of the Fuzzy Gesture Recognition approach 

Dimension Reduction: Quantity of Motion (QoM) or amount of detected motion 
has been used in many cases as a low level feature of gesture expression [20], [21].  
In our experiments, we consider another aspect of QoM; we use it for dimension  
reduction. As it is natural for humans to consider most moving parts of body more 
informative, we also, induce our system to filter the most moving body joints as more 
relevant. 

Feature Extraction: Form each of the joint trajectories with maximum quantity of 
motion (QoM) we select the displacement features. Expansion parameters are distance 
between hip center and right hand, as right hand is mostly active and dominant hand 
in humans. Here α may indicate X, Y or Z axis. 
 
 
 

Training co-ordinates 
for each emotion 

Find parameters of training set which corres-
ponds to reduced parameters of test set 

Test Co-ordinates

Dimension Reduction based on 
QoM 

Expansion 
Parameters 

Displacement 
Parameters 

Fuzzify Training values 

Find membership of expansion and dis-
placement parameters in an emotion 

Aggregate parameter memberships to 
find emotion memberships 
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Table 1. Features Extracted 

 Name Description 
Expansion Parame-
ters 

Min Minimum amount of joint displace-
ment along the selected dimension 

Max Maximum amount of joint displace-
ment along the selected dimension 

Avg1 Average of most repeated move-
ment.(example shaking hands in 
Anger in Fig 4b) 

Avg2 Average of second most repeated 
movement 

 
Displacement 
Parameters 

Max(Eα) Maximum distance between Hip 
Centre and Right Hand along α axis 
during the given gesture 

Min(Eα) Minimum distance between Hip 
Centre and Right Hand along α axis 
during the given gesture 

 
Fig. 3. Sample Gaussian curve indicating the membership of parameter Avg 1 for a joint J in 
emotion “Angry”. X axis indicates feature value Y axis indicates membership. 

Fuzzification of values: Since emotions are fuzzy parameters of a human mind set, 
we have fuzzified the displacement and expansion parameters to find displacement 
and expansion memberships in emotions. To fuzzify the variables we have, con-
structed Gaussian curves with peaks at extracted displacement and expansion parame-
ters. Also we have determined intrapersonal variance by calculating the variance of 
movement of a particular joint for a selected gesture. Let M be the set of displace-
ments of any joint j along any axis. Let there be a set of n displacements. Then, 

 Intra-personal variance for parameters of joint j= 
∑ | | )

 

 where, = ∑ (| |)
 

Where, Mi indicates the ith displacement of joint j along a fixed axis. The peak of the 
Gaussian curve for a joint i representing an emotion of class c is taken as the observed 
parameter training value. Fig 3 shows a generated sample membership curve. 
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2.1 Matching Test Gesture with Trained Gestures to Find Out Emotion 
Indicated by Test Gesture 

1. For a given test gesture we extract joint co-ordinate vectors and select 6 with max-
imum QoM. 

2. From each selected 6 joint co-ordinate vectors we extract 4 displacement features. 
Apart from this we also extract 6 expansion parameters. Thus we have extracted 
6x4 displacement parameters + 6 expansion parameters. 

3. Gaussian curves are constructed with peaks at corresponding training parameter 
values. 

4. Variance of each of the curve indicating a parameter extracted from a joint is va-
riance of intra-personal displacement for that joint. 

5. The 6 displacement parameter vectors extracted, each containing Avg1, Avg2, 
Max and Min are plotted on their corresponding Gaussian curves. 

6. Thus we get 6 membership vectors for displacement features, each containing 4 
memberships of AVG1, AVG2, MAX and MIN in the trained emotion. For all 6 
parameter vectors: 

 μ (Avg1)=
∑ E( )

 

 μ  (Avg2)=
∑ E( )

 

 μ  (Max)=
∑ E( )

 

 μ  (Min)=
∑ E( )

 

 where i denotes the vector to which a parameter belongs to 

7. The net memberships of displacement parameters in emotion E are calculated as 
follows: μ (displacement) =0.3 μ  (Avg1) + 0.2 μ  (Avg2) + 0.25  μ  (Max) + 0.25  μ  (Min) 

8. The weights given to membership values are based on the following philosophy; 
as Max and Min are based on displacement they share 50% priority and Avg1 and 
Avg2 share the remaining 50% priority as they are based on movement repetition 
Avg1 being repeated more often repeated gets more weight (30%) than Avg2 
(20%). As maximum and minimum displacements are both equally important in 
determining motion, both get equal priority (25% each). 

9. We also get 6 memberships of expansion parameters in each emotion from their 
corresponding training expansion parameter membership curves. 

10. The net expansion parameter membership in emotion E is calculated as  μ  (expansion)=min(μ (expansion parameters))  ,    
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11. The membership of gesture G in emotion E is calculated as  

 μ ( ) =  μ ( )  μ ( ) 

12.  Winning emotion is the emotion with maximum μ ( ) value. 

3 Experimental Details 

3.1 Experiment Design 

As an input set skeletal co-ordinates of emotionally indicative nature are taken.  
Since all subjects may not be similarly vivid in expressing their emotions through 
gestures, a professional actor is chosen to train the subjects how a vividly emotional 
gestural expression may be portrayed. The same actor also performs in front of the 
Kinect and the system analyses the X, Y and Z co-ordinates of the body joints ob-
tained from Kinect. When the subjects perform any test gesture in front of the Kinect, 
it processes the X, Y and Z co-ordinates and matches the obtained features with the 
features it has processed by analyzing the actor’s performance. The performance is 
assigned a class to which acted performances lie closest to. Some of the skeleton 
overviews are given in Fig 4. For evaluating displacement; we consider 3 axes sepa-
rately as aforementioned. These views of skeleton have been stimulated my Matlab 
software by plotting the body joint co-ordinates from Kinect machine. Some gesture 
stills have been shown. Five emotions: Anger, Disgust, Fear, Happy and Surprise 
have been studied. 

3.2 Experiment Modality and Result Analysis 

The sole modality of the experiment was gesture. The gestures were analyzed by eva-
luating direction of and magnitude of repetitive movements (Avg1, Avg2), direction 
and magnitude of movements of joint co-ordinates (Max, Min), and expansion (max-
imum and minimum distance of right wrist from hip center along each axis for a ges-
ture).The confusion matrix of the system is given in Table 2.From Table 2 we can see 
that “Surprise” class is sometimes confused with “Happy” or “Fear” class because the 
gestures are almost similar. In Table 3 some emotion recognition methods and are 
compared with our proposed approach.  

Table 2. Confusion Matrix for Emotion Recognition 

 Anger Disgust Fear Happy Surprise 
Anger 100%     
Disgust   98% 2%   
Fear   96% 2% 2% 
Happy    92% 8% 
Surprise   6% 8% 86% 
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dances. It tackles time complexity well and has incorporated fuzzy system to allow 
for the uncertainty involved in emotions. It achieves an accuracy of 94.4% based on 
only gestural clues. The best accuracy obtained for a one shot learning system for 
gesture recognition is around 90% [19]. The major drawback of this system is that the 
subjects need to be trained in order to vividly express their emotions as all subjects 
may not be equally expressive in projecting their emotions through gestures. However 
there are a lot of applications of this gesture recognition system as it is a real time 
system. Also we have used only cameras for data extraction which means minimum 
user hindrance. Also gestures are a better source of emotional information from a 
distance; wherein face bay not be visible, as gestures can be extracted by low end 
cameras also. The system can also be used for threat detection. It may be noted here 
that contradictory to common notion since gestures have more degree of freedom, 
they have the capacity to express emotions better than facial expressions. 
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Abstract. Automatic extraction of eyes is a very important step in face 
detection and recognition system since eyes are one of the most stable features 
of the human face. In this paper, we present a novel technique using genetic 
programming for determining the classifier function to be used in the automatic 
detection of eyes in facial images. The feature terminals fed to the system are 
Gabor wavelet filtered image, mean, standard deviation and vertical position. 
Gabor wavelet transform has the optimal basis to extract local features. To find 
the Gabor wavelet to filter the image, we make use of Levenberg-Marquardt 
optimization. For the fitness function, we have used the concept of localization 
fitness, which is incorporated in the calculation of the precision and recall 
values to be included in fitness. We tested our system on the face images from 
the ORL databases and have presented our results. The result shows the 
effectiveness and flexibility provided by genetic programming in deciding the 
classifier for the detection of eyes in face images.  

1 Introduction 

Identification of people using Face Recognition is a trivial task for humans. The latest 
available cameras can capture images with equal and far greater resolution as that of 
the human eye. But the system to process these images for recognition of human faces 
is still nowhere near that of the human brain. This problem has attracted significant 
attention [15] across the research community. Face recognition systems are most 
widely used for time attendance systems, access control systems including gates and 
entrances at corporate or residential enclosures, visitor management systems etc. and 
vital part of biometrics systems in the case of unconstrained set-up. For face 
recognition, several features such as eyes, nose, lips etc are used. Among these, eyes 
are the most salient features to be detected by human eyes and hence, image 
processing algorithms. Another important point in face recognition algorithms is the 
alignment of facial images which has a large impact on recognition accuracy [16]. 
The best way to perform alignment is by locating the eye positions. More recently, the 
facial area around the vicinity of eyes are used for periocualr recognition for the 
person identification, where iris recognition becomes implausible due to large 
camera-subject distance [24, 25, 26]. This inspired us to find the effective and flexible 
solution for the localization of eyes in the facial images.  
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The classification method we will be using is Genetic Programming (GP). GP is a 
relatively new approach which was introduced by Koza in 1992 [10] in his work 
Genetic programming: on the programming of computers by means of natural 
selection. GP is a part of evolutionary computation which is inspired by the principles 
of natural evolution as introduced by Charles Darwin in On the Origin of Species: By 
Means of Natural Selection or the Preservation of favored Races in the Struggle for 
Life [17] in 1859.  

Several eye detection methods have been developed for different purposes such as 
drowsiness detection [18], driver fatigue detection and as a preliminary step to face 
detection. Red-eye detection has been developed as well in many works. For detecting 
eyes, entropy of different regions of a face image is found in [1]. It is assumed that the 
eye region will have the highest entropy and this is used to find eye regions. In 
another system [2], Haar wavelets are used along with AdaBoost system for eye 
detection. SVM has been used as well for this purpose in [3], [8]. A terrain map and 
Gaussian mixture model has been used [5].  

Our work takes a cue from the work done in [14] in which Genetic Programming 
was used for object detection. A sweeping window is used to collect the features 
which were pixel statistics. But instead of using pixel statistics, we have use Gabor 
wavelets to filter the image. The dimensions of the Gabor wavelet are calculated by 
using Levenberg-Marquandt algorithm. This wavelet filtered image along with 
vertical position information is used as features fed to the GP system. So far to our 
knowledge, there have not been any attempt to use the genetic programming, effective 
and flexible way, to detect the eye locations. Though, there are several attempts of 
using the genetic algorithm for eye detection. In section 2 we explain the basics of a 
GP system. Then in section 3 we explain the architecture of our system. In section 4 
we explain our results and then the conclusions and scope for future work. 

2 Genetic Programming 

GP can be summarized as a supervised learning method in which a number of 
‘computer programs’ are initialized randomly. Selected features are extracted from 
the data set which are called as ‘terminals’. These are given as inputs to the system to 
the initialized programs and a ‘fitness function’ is used to evaluate the programs. This 
fitness function is a very important part of the GP system. It must be carefully 
formulated to as to find the ‘program’ which will give the optimum solution. It 
assigns a fitness value to each possible fixed-length character string in the population. 
The best programs are ‘reproduced’ or inserted into the next population. ‘Crossover’ 
operations are performed on some of the good programs in which two ‘parent’ 
programs are combined to form child programs which are also evaluated and then 
inserted into the new population. ‘Mutation’ operations are performed as well on the 
good programs and are inserted into the population. The basic flow of a GP system is 
shown in figure 1. GP is used widely to solve two problems i.e. classification and 
regression. In this work we use it for classification. 
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3 Eye Detection System 

The GP system described above is used. In this section we will describe the collection 
of features which will be used in the eye detection system. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

                                                         NO                                           YES 
  
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Fig. 1. Flowchart of GP system 

3.1 Features Collection 

The major feature used for eye detection is the Gabor filtered wavelet. The wavelet 
transform can perform multi-resolution time-frequency analysis. Gabor wavelet 
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Evaluate fitness 
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End
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transform are the optimal basis to extract local features for several reasons [20]: The 
biological motivation is, the simple cells of the visual cortex of mammalian brains are 
best modeled as a family of self-similar 2D Gabor wavelets while the mathematical 
and empirical motivation is that Gabor wavelet transform has both the multi-
resolution and multi-orientation properties and are optimal for measuring local spatial 
frequencies. The Gabor function can be defined as: 

2 2 2 2
0 0( , ) exp( ( ( ) ( ) ))r rg x y K a x x b y yπ= − − + −  

  0 0exp( (2 ( ) ))j u x v y Pπ + +
                                    

 (1) 

where, K: scales the magnitude of the Gaussian envelope. 
(a, b) : Scale the two axis of the Gaussian envelope. 
θ  : Rotation angle of the Gaussian envelope. 

0 0( , )x y
: Location of the peak of the Gaussian envelope. 

0 0( , )u v
: Spatial frequencies of the sinusoid carrier in Cartesian coordinates. 

P: Phase of the sinusoid carrier 
 
Below in figure 2, we have shown some Gabor wavelets of varying scales, 

frequencies and orientations. 
 

  
 

(a) (50,50), 0 degrees, 0 Hz (b) (50,50), 0 degrees, 5 Hz 

 

  
 

(c) (50,50), 30 degrees, 5 Hz (d) (10,10), 90 degrees, 10 Hz 

Fig. 2. Gabor wavelets with varying scales, phase angles and frequencies 
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The pixel values of the Gabor wavelets shown above vary between 0 and 1. As it 
can be seen a variety of configurations for filters can be used. The challenging task is 
to find out which wavelet will give us the best output for the eye detection system. In 
other words, the filtered image should be such that the eyes stand out. In order to 
converge upon the optimal wavelet, we use Levenberg-Marquardt optimization.  

The Levenberg-Marquardt (LM) algorithm is an iterative technique that locates the 
minimum of a multivariate function that is expressed as the sum of squares of non-
linear real-valued functions [21, 22]. It can be thought of as a combination of steepest 
descent and the Gauss-Newton method. When the current solution is far from the 
correct one, the algorithm behaves like a steepest descent method: slow, but 
guaranteed to converge. When the current solution is close to the correct solution, it 
becomes a Gauss-Newton method. The block diagram of L-M algorithm is shown in 
figure 3. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                              NO                                                                  YES 
 
 
 
 
 

 

                             NO 
                                                                                                          YES 
 
 
 

Fig. 3. Flowchart of LM optimization algorithm 

In brief, the working of LM can be shown as follows. The function to be 
minimized can be given as  

Start

Initialize parameters 

Update parameters acc. to (3)

Evaluate using (2) 

Increase in error? 

Decrease λ  Increase λ  

Minimum error reached/ 
max iterations reached 

End
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In our case the function is minimum when the when the wavelet correctly filters 
out the eyes. We used the ORL database with the manual annotation of eye positions. 
Using the LM algorithm, the updating of the parameters can be found as 

1
1 ( | |) ( )i i ix x H diag H f xλ −
+ = − + ∇  (3) 

where H is the hessian of ( )f x . The algorithm is as follows 

Thus the LM algorithm will converge as it approaches the optimal wavelet. Using 
this wavelet, the image is filtered. 

 

   

Fig. 4. (a) Face image, (b) Optimal Gabor wavelet (c) Filtered image 

The above figure 4(b) shows the optimal Gabor wavelet obtained after running the 
mentioned LM optimization or the face image, fig 4(a). The fig 4(c) shows the gabor 
output of optimal filter parameters. It can be seen that it highlights the eyes albeit with 
other regions as well. They can be eliminated by using some more features which are 
described further. 

Second and third features used are mean and standard deviation. They can be 
obtained using the formulas below. 

1
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                                            (5) 

 
where N = the total number of pixels in the window which are being considered,  
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iX  = the ith pixel and  

X  = the mean of pixels for i=1 to N 

σ  = the standard deviation of the pixels under the window. 

 
The fourth feature used is the vertical position of the eyes. Since we are only 

working with face images, it can be assumed that the eyes will be somewhere in the 
lower parts of the upper half of the image. Hence we take the vertical height of the 
pixels as well as a feature. The features fed to a GP system are called as its terminals. 
For collection of features, the concept of sweeping window with fixed step size to 
reduce computations is used as used in our earlier work [9]. 

3.2 Function Set 

The function set contain the four standard arithmetic and conditional operation: 
FuncSet = {+, −, *, /, if}. The +, −, and * operators are usual addition, subtraction and 
multiplication, while / represents “protected” division. The if function returns its 
second argument if the first argument is positive or returns its third argument 
otherwise. 

3.3 Fitness Function 

Using the above function sets and terminals, programs are randomly generated. These 
programs need to be evaluated so that they can be ‘evolved’. These programs are 
generated as shown in [14]. This evaluation is done using the Fitness Function. At the 
heart of the genetic programming problem lies the fitness function formulation. This 
function must give a measure of how well evolved the program is. We used precision 
and recall values to calculate fitness value. The fitness function we are using was used 
for object localization using GP by Zhang and Malcolm Lett [23]. We use it for eye 
detection. They introduced the “Relative Localization Weighted F-measure” (RLWF), 
which attempts to acknowledge the worth of individual localizations made by the 
genetic program. Precision refers to the number of objects correctly detected by a GP 
system as a percentage of the total number of object detected by the system. Recall 
refers to the number of objects correctly detected by a system as a percentage of total 
number of target objects in a data set. In this fitness function, we don’t just say 
1=correct localization and 0=incorrect localization, but we use the scale [0,1] to 
signify how ‘worthy’ each localization is. We call this value as localization fitness 
LF. It is calculated based on the Euclidean distance between the current position and 
the correct position (closest object center). LF=1 indicates that the localization made 
by the function is the correct localization and LF=0 indicates it is not close to a 
correct localization position. LF can be calculated as follows: 
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0,

x y
if x y rLF x y r

otherwise

 + − + ≤= 



                  (6) 

where 2 2x y+  is the distance of the classification position (x,y) from target 

object centre, and r is called the “localization fitness radius”, defined by the user. In 
this system, r is set to a half of the square size of the input window, which is also the 
radius of the largest object. 

The precision and recall are calculated by taking the localization fitness for all the 
localizations of each object and dividing this by the total number of localizations or 
total number of target objects respectively. 

 

 
(  for all localization positions)

Precision=
Total no. of localization positions

Sum LF

 

 (7) 
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Hence while calculating precision, for every localization position, a value between 

1 and 0 will be used depending on how “precise” each localization is. This is divided 
by the total number of objects. Hence for a perfect case where each position 
represents the object at the exact center, precision value will be 1. Hence it is the 
measure of false alarms and trying to reduce those. However, this leaves a loophole. 
In the case where all object are not localized, one can still achieve precision 1. Hence 
recall value is used which checks for localization of all objects. Hence recall = 1 
indicates that all objects are classified regardless of how good the precision is. Hence 
this measures detection ratio. Hence both these measures completely describe the 
fitness function which is given in eqn. (9). 

3.4 Parameters and Termination Criteria 

The parameter values used in this approach are shown in table 1. In this approach, the 
learning/evolutionary process is terminated when one of the following conditions is 
met: 

1) The detection problem has been solved on the training set, that is, all objects in 
each class of interest in the training set have been correctly detected with no false 
alarms. In this case, the fitness of the best individual program is zero. 

2) The number of generations reaches the pre-defined number, max-generations. 
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Table 1. Parameters for GP Training 

 Parameters Values 
Search Parameters Population size 

Max. no. of generations 
100 

 
30 

Genetic parameters Reproduction rate 
Cross-rate 

Mutation-rate 

10% 
 

80% 
10% 

Fitness parameters Classification fitness 
radius 

5 

4 Experimental Results 

We use the images in the ORL database, a well-known free database of faces, to do 
our experiments. In this database, there are completely photographs of 40 persons, of 
which each one has 10 various views. The 10 views of the same person include faces 
looking to the right, to the left, downward and upward. All faces in this database are 
presented by images in gray-level with the size of 92×112. 
 

 

 

Fig. 5. Results after testing on various subjects 
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Fig. 5. (Continued.) 

Our system works well for images of persons without glasses. The first stage of the 
training process is to obtain the optimum Gabor wavelet (GW). We use 10 frontal 
face images to get it. One of the obtained GW is shown in Fig. 4(b). After that the 
actual system training takes place which is finding the program which will give the 
best solution combining the extracted features. For training of the system, we used 
images of faces without glasses. From the subject without glasses which are 25, we 
trained the system for 17 of these subjects and tested on the remaining 8. Some of the 
results obtained are shown below. 

The sub-figures shown in the figure 5 presents the effectiveness and flexibility of 
the system. The flexibility in general is very useful parameter as it provides the way 
to adapt the systems to changing situations by updating the classifier using GP. A few 
false positives and negatives do exist. But they are at a minimum due to the 
robustness of the fitness function. 

5 Conclusion 

We have presented a novel system of eye detection using genetic programming. This 
is an approach that has not been used before. It has used a very powerful tool which 
has recently emerged to solve difficult classification problems: Genetic Programming. 
Since Gabor wavelets is a very good feature extractor, it was used for extracting one 
of the features or terminals for the GP system. These tools combined with the LM 
algorithm made for a very robust system. Genetic Programming has continued to 
prove itself as a very promising and intelligent system for solving classification 
problems and it could also be used to make system more adaptable for changing 
situations. Thus, GP based method can be used in unconstrained biometrics.  
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Abstract. A simple method to detect gestures revealing muscle and joint pain is 
described in this paper. Kinect Sensor is used for data acquisition. This sensor 
only processes twenty joint coordinates in three dimensional space for feature 
extraction. The recognition part is achieved using a neural network optimized 
by Levenberg-Marquardt learning rule. A high recognition rate of 91.9% is 
achieved using the proposed method. This is also better than several algorithms 
previously used for elder person gesture recognition works.  

Keywords: Elder, gesture, Kinect sensor, neural network.  

1 Introduction 

The identification of various body gestures and human behaviors falls within the 
sphere of gesture recognition. The main efficacy of gesture recognition is the 
analyzing of information that is entrenched in the gesture and is not communicated by 
speech or text [1], [2]. It is well thought-out as a way computer understands body 
language and thus, renders a better interface between human and computer than other 
various interfaces, e.g. text and graphical [3]. In our proposed work, we have dealt 
with 3D mode of gesture recognition for elderly health care. Gestures arising out of 
diseases related to muscle and joint pains, such as Lumbar spondylosis, Plantar 
fascitis, Tennis elbow, etc., are taken as the inputs in the system and Kinect sensor is 
employed to obtain the 3D representation of the body gestures using twenty body 
joint co-ordinates. Advantages of using this method accounts to faster processing as 
only the data for these twenty joints needs to be processed and also implementation of 
the system in real-time is achieved using Kinect sensor. 

The medical diseases considered for this proposed work are the symptoms shown 
by elderly persons due to muscle and joint pains. These diseases occur due to injury, 
fatigue or aging and are further intensified due to the lifestyle of the disabled 
individuals. Thus the proposed algorithm can be utilized for home monitoring systems 
for aged persons. These diseases if not recognized in early stages produce adverse 
effects on their health and intensify to chronic stages.  
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A few research works have been done in this following area. The authors in [4] 
have proposed an algorithm, where silhouettes are extracted from elder persons using 
video sensor. The work suffers from a drawback of variation in the background. As 
the background of the monitored scenario can vary widely, this may lead to erroneous 
silhouettes and which further generates wrong results. Another scheme is proposed by 
authors in [5], employing the time-of flight camera. This algorithm is very much 
similar to our proposed work, as in [5] also the human body is modeled using body 
joints. The algorithm in [5] only addresses the fall detection of elder persons, while 
our work does not have this sort of limitation. 

In our proposed work, we have employed Microsoft Kinect Sensor [6], [7], [8], [9], 
[10] for gathering the information regarding the various muscle and joint pains in 
elder persons. In [9], researchers have used Kinect sensor for recognizing four 
postures viz., standing, bending, lying and sitting using Support Vector Machine as 
classifier. We have created a large database comprising of 7 body gestures related to 
diverse muscle and joint pains for elderly health care. Thus, along with describing a 
method for gesture recognition, this work addresses the issues related to independent 
living and elderly healthcare. 

In this work, we intend to make a real-time system which tracks the subject 
concerned and recognize whether the subject has any of the muscle and joint pains 
using Kinect sensor. Kinect sensor detects skeleton of the individual, using 20 body 
joint co-ordinates [11]. This tracking is possible if the subject situated in front of the 
Kinect sensor within a finite amount of distance using a set of visible and IR cameras. 
The elder persons generally perform their whole day activity while sitting on a chair. 
Thus we considered 7 different body gestures related to muscle and joint pains when 
the person is sitting on a chair. After collection of the body gestures, those are 
processed to produce 10 features from the skeleton structure. The recognition is 
accomplished using neural networks [12], [13] with Levenberg-Marquardt (LM) 
Optimization [14], [15]. In a real-time recognition scenario, when an elder performs 
his/her whole day activity, the Kinect sensor tracks the skeleton and matches each 
frame of the recording with the database and generate the best matched body gesture 
using neural network. In case the person possesses pain at any body part, the system 
recommends the subject to perform some exercises. If the pain persists the subject is 
advised to consult doctors. We have achieved a high recognition rate of 91.9% using 
the above mentioned method.  

In section 2, method of study for the proposed work is illustrated by providing the 
description of Kinect sensor, concerned diseases related to muscle and joint pain and 
the explanation of neural network. Section 3 elaborately shows feature extraction 
procedure for 10 features. The experimental results are discussed in section 4 and 
section 5 concludes the paper providing future directions.  

2 Method of Study 

This section includes the description of Kinect sensor, concerned muscle and joint 
pains and neural network. 
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2.1 Kinect Sensor 

The Kinect is an upcoming technology which basically looks like a webcam [7]. It has 
the appearance of a long horizontal bar with a motorized base. It tracks the skeleton of 
the person present in front of the sensor roughly within 1.2 to 3.5m or 3.9 to 11ft from 
the sensor. It has a set of visible IR and RGB cameras [11] as picturized in Fig. 1. The 
IR cameras are responsible for sensing the skeleton in three-dimensional space [16] 
and hence the body gestures irrespective of the color of the person’s dress or distance 
from the camera are produced.  
 

 

Fig. 1. Kinect Sensor 

2.2 Overview of Concerned Muscle and Joint Pains 

Although there is no demarcation that marks the onset of old-age, it has been seen that 
pain at different muscle and joints starts on an average age of 40 years. Ten subjects, 
7 female and 3 male in the age group of 40 years and above, have been asked to 
participate for the data acquisition. For each of the diseases, 50 sample gestures are 
obtained. The following 7 pains are frequently observed in the studied persons and a 
database is created after processing the data for these diseases. While making the 
database, it is kept in mind to include equal number of samples for pain at both right 
and left sides, where applicable. 
 

 

Fig. 2. Data output from Kinect Sensor for the seven diseases considered. (i) Lumbar 
spondylosis, (ii) Tennis elbow, (iii) Plantar fasciitis, (iv) Osteoarthritis knee, (v) Cerviacal 
spondolysis, (vi) Osteoarthritis hand, (vii) Frozen shoulder. 

 



Neural Network Based Gesture Recognition for Elderly Health Care Using Kinect Sensor 379 

Lumbar spondylosis is a joint problem caused due to degenerative changes in the 
lumbar spine. Pain is felt in lower back position. Fig. 2(i) shows the skeleton when 
the lower back is massaged by left hand due to this pain. Tennis elbow is a problem of 
tendon. The subject experiences pain over the lateral aspect of the elbow due to strain 
of the tendinous origin. The pain at right elbow is depicted by the skeleton in Fig. 
2(ii). Plantar fascitis is also a disease related to tendon. Pain is faced at the heel due to 
strain of the plantar fascia. Fig. 2(iii) shows the skeleton of a person having pain at 
the left ankle. Osteoarthritis knee occurs due to degenerative changes of the knee 
leading to pain and stiffness of the joint. The skeleton of a person holding his right 
knee due to the pain is shown in Fig. 2(iv). The origin of Cerviacal spondolysis 
disease is the degenerative changes occurring in the cervical spine. The patient holds 
and tilts their neck to get some relief. The corresponding skeleton is given in Fig. 2(v) 
where the person has hold her neck with her left arm. The palm and fingers have 
several joints. The degenerative change of the joints of the hand which gradually 
leads to pain and stiffness is the cause of Osteoarthritis hand disease. The patient 
generally massages the painful hand with the other arm. The skeleton in Fig. 2(vi) 
shows the person facing pain in the right hand.  Pain and stiffness occurs at the 
shoulder due to degenerative changes in the shoulder.  The skeleton of a subject 
rubbing the left shoulder due to Frozen shoulder pain is given in Fig. 2(vii). 

2.3 Neural Network with Levenberg-Marquardt Optimization 

A feed forward neural network [12], [13], [17], [18], [19] is a type of a network which 
has a series of layers and a weighted sum of input flows in forward direction only. 
Each of the layers has connection only from its immediately previous layer. The 
layers between the input and output layers are called hidden layers. Although there 
can be many hidden layers, one hidden layer with several neurons fits any input-
output mapping. If satisfactory results are not obtained, the number of neurons in the 
hidden layer is varied. For our work, we have obtained best performance with one 
hidden layer having 10 neurons.  In order to obtain a mapping between two domains 
(input-output) a random set of weights has to be adapted so that error between desired 
and generated output is minimized. Back-propagation algorithm is one such model 
where weight adaption proceeds from the last to first layer. There are several weight 
adaptation techniques for implementing back propagation algorithm. Out of them, 
Levenberg-Marquardt optimization [15] has been used as it surpasses gradient descent 
search and conjugate gradient (or quadratic approximation) methods for medium-
sized problems. The block diagram of the proposed work using neural network is 
depicted in Fig. 3.  

The gradient descent learning (1) used by back-propagation algorithm converges 
very slowly as it takes very small step size which is some constant times the negative 
gradient instead of a step of fixed size in the direction of negative gradient of the error 
function.  

 

1 ( ) .i iw w E wη+ = − ∇
                                             

(1) 
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This results in quick movement in steep regions (large gradient) and slow 
movement in valley regions (small gradient) of the error surface. However, if the 
curvature information is taken into account, we can speed up the optimization 
technique. The second order information provides both the curvature and gradient but 
it is computationally expensive to calculate. Hence, most of the techniques 
approximate the curvature by function evaluation and the gradient using first order 
derivative. 

The error surface is given by average squared error function (2) where f(x;w) 
represents the output of the neural net as a function of input and weights, y is the 
desired output, E(w) is the error which is a function of weights during the training 
phase and the averaging is done over the input and output pairs.  

 

( )2
( ) ( ; ) -  .E w f x w y=

                                       
(2) 
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Fig. 3. Block Diagram of the Proposed Work 

If E is quadratic in nature, we have a linear model with which we directly find the 
minimum without undergoing the steepest descent search. By approximating f as 
linear, the weight adaptation rule is slightly changed (3) where d is derivative and H is 
an approximation of Hessian matrix resulting from averaging the first order 
derivative. 

 
1

1 .i iw w H d−
+ = −

                                              
(3) 
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However, E may not always be a quadratic function but it can be treated so near the 
minimum. So, Levenberg blended these two approaches where at first the minimum is 
roughly estimated by the gradient descent learning and the quadratic approximation is 
then used to improve upon the previous result. Here, weights and all parameters are 
randomly initialized to generate the output and corresponding error. Then the 
Levenberg proposed optimization rule (4) is used. An increase in the error means 
quadratic approximation is failing and so λ is increased to use gradient descent and if 
error decreases, λ is decreased as minimum is nearby. The weights adaptation 
continues until error is within a prescribed threshold. 

 
1

1 ( )  .i iw w H I dλ −
+ = − +

                                     
(4) 

 
Marquardt noticed that when λ is large, only gradient descent search occurs. He 

incorporated the insight of moving further in the direction in which gradient decreases 
to prevent getting trapped in a local minima. For this, in the original Levenberg 
equation, the identity matrix is replaced by diagonal of the Hessian matrix, which 
yielded the final Levenberg-Marquardt rule (5). 

 
1

1 ( [ ])  .i iw w H diag H dλ −
+ = − +

                                
(5) 

3 Feature Extraction 

The data obtained using Microsoft Kinect consists of the Cartesian coordinates of the 
20 different joints of the person facing the device. From this information, we extract 
features or valuable information that is used to differentiate a normal gesture from a 
gesture showing a muscle or joint pain. To form a feature vector, the following 
features are considered: distance between hand left (HaL) and hand right (HaR); 
elbow left (EL) and elbow right (ER); and knee left (KL) and knee right (KR). Not 
only distances between different joints but also angles formed at various joints are 
used as features. The following angles are considered: angle at elbow left, elbow 
right, knee left, knee right and spine (S). As angle calculation depends on vector 
algebra, we need coordinates of three vertices. So, angle such as that between 
shoulder left (SL), hip left (HiL) and knee left (KL) are measured as a feature. The 
same angle with the respective joints at the right side is also considered. Hence, we 
calculate a 1 by 10 feature vector for a frame as shown in Fig. 4.  
 

D (HaL, 
HaR) 

D (EL, 
ER) 

D (KL, 
KR) 
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(EL)

θ 
(ER)

θ 
(KL)

θ 
(KR)

θ 
(S) 

θ (SL, 
HiL, 
KL) 

θ (SR, 
HiR, 
KR) 

Fig. 4. Feature Vector 
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Let there be two points V1 (a1,b1,c1) and V2 (a2,b2,c2). The distance between these 
two points is calculated as given by (6). We have taken Euclidean distance, as other 
distance metrics, like City Block, Chebyshev etc. are less precise. 

 
2 2 2

1 2 1 2 1 2distance ( ) ( ) ( )  .a a b b c c= − + − + −
                 

(6) 

 
Let there be 3 vertices V1 (a1,b1,c1), V2 (a2,b2,c2) and V3 (a3,b3,c3). Then, we have 

two vectors 
1v


 (from V2 to V1) and 
2v


 (from V2 to V3) as given by (7) and (8) 

respectively. The angle formed between these two vectors is given by (9). 
 

1 1 2 1 2 1 2( ) ( ) ( )  .v a a i b b j c c k= − + − + −
   

                              
(7)

 
 

2 3 2 3 2 3 2( ) ( ) ( )  .v a a i b b j c c k= − + − + −
   

                            
(8) 

 

1 21

1 2

tan

180  .o

v v

v v
θ

π

−
  ×
  
  •

  = ×
 
 
 
 

 

 

                               

(9) 

4 Experimental Results 

After the above-mentioned ten features are calculated from the data of each sample a 
very large feature space is obtained. As the data is acquired from many subjects the 
distances used as feature have to be normalized. This is done with respect to the 
maximum value of the distance from any of the three distance feature of all the 
samples. This creates a subject-invariant data-set. Each of the columns of table 1 
shows the features of a sample of a particular disease. 

After the feature extraction step, 70% of the total feature space is taken as input 
and the neural network is trained by Levenberg-Marquardt learning rule [15]. The 
remaining data-set is divided equally for testing and validation. After the testing is 
over, classification accuracy is noted as the performance parameter. The overall 
accuracy is found to be 91.9%. The same data-set, used for training the neural 
network, is then used to train a Support Vector Machine (SVM) [20], [21], [22], [23] 
and a k-Nearest Neighbors (kNN) classifier [24], [25], [26], [27]. Then, the trained 
classifiers are tested with the remaining data-set. It is observed that the classification 
accuracy decreases.  
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Table 1. Feature vector of samples from each of the 7 gestures 

Features Gesture 1 Gesture 2 Gesture 3 Gesture 4 Gesture 5 Gesture 6 Gesture 7 

D (HaL, 
HaR) 

0.3929 0.2925 0.4327 0.2353 0.5370 0.0500 0.3463 

D (EL, 
ER) 

0.5295 0.3200 0.4810 0.3226 0.3840 0.4017 0.3086 

D (KL, 
KR)  

0.2479 0.2368 0.3010 0.3247 0.2791 0.2719 0.2728 

θ (EL) 133.9250 143.8060 87.0081 144.3490 135.0660 80.4115 91.1978 
θ (ER) 65.5103 57.6142 139.5170 118.8670 27.6181 81.5946 119.5570 
θ (KL) 127.9930 127.7030 124.7170 108.1600 129.0380 117.9680 126.9930 
θ (KR) 127.8040 126.1600 104.2230 121.6670 126.6810 118.5920 123.6570 
θ (S) 141.2740 136.5250 164.3590 162.1730 129.1990 129.4690 134.4660 
θ (SL, 
HiL, KL) 

133.4650 136.4620 104.1750 107.2280 123.0930 142.4880 127.4220 

θ (SR, 
HiR, KR) 

143.6880 134.1040 109.4600 104.8500 126.4800 132.7030 129.3360 

 
For successful recognition of body gestures, exercises corresponding to the 

recognized body gesture are shown in a video player for the real-time system. If the 
disease persists then the patient is recommended to seek advice from a doctor. For the 
preparation of the videos for the exercises, doctors are consulted. 

Table 2. Recognition rate obtained with one-versus-one classification 

Gesture Accuracy with 
Neural Net (%) 

Accuracy with  
SVM (%) 

Accuracy with  
kNN (%) 

1 90.37 85.71 84.12 
2 92.54 71.43 74.50 
3 98.11 85.71 83.47 
4 85.37 100 98.54 
5 95.28 71.43 84.91 
6 87.94 100 94.86 
7 93.72 85.71 98.20 
Average 91.90 85.71 88.37 

 
The proposed work not only produces better result with Neural Net than with SVM 

and k-NN classifiers, but it also outperforms the similar works performed in [5] and 
[9]. When our work is compared with the algorithms proposed in [5] and [9], we note 
that the proposed method yield higher accuracy covering a large spectrum of 
disorders while keeping the procedure simple. The comparison of the accuracy rates 
are collectively explained in Fig. 5. 
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Fig. 5. Comparison of accuracies with respect to [5] and [9] 

5 Conclusion 

We have examined the seven different diseases causing pains at different body parts 
on people above 40 years of age. The proposed algorithm is validated using ten 
subjects. The performance of neural net with an accuracy of 91.9%, surpasses that of 
the SVM and kNN classifiers. 

The drawback of the silhouette based algorithm [4] has been overcome with this 
work. Even if the background of the examined person varies, there is no effect on the 
proposed work. This is due to the reason that only the skeleton is tracked using the 
Kinect Sensor. On the other hand, our work has considered simple and large number 
of diseases commonly occurring in elderly persons as compared to [5] and [9].  

In the future, we are going to concentrate on complex muscle and joint pains with a 
larger dataset.  
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Abstract. The microRNAs or miRNAs are short, endogenous RNAs having abil-
ity to regulate gene expression at the post-transcriptional level. Various studies
have revealed that a large proportion of miRNAs are co-expressed. Expression
profiling of miRNAs generates a huge volume of data. Complicated networks
of miRNA-mRNA interaction increase the challenges of comprehending and in-
terpreting the resulting mass of data. In this regard, this paper presents the ap-
plication of city block distance in order to extract meaningful information from
miRNA expression data. The proposed method judiciously integrates the merits
of robust rough-fuzzy c-means algorithm and normalized range-normalized city
block distance to discover co-expressed miRNA clusters. The city block distance
is used to calculate the membership functions of fuzzy sets, and thereby helps to
handle minute differences between two miRNA expression profiles. The effec-
tiveness of the proposed approach, along with a comparison with other related
methods, is demonstrated on several miRNA expression data sets using different
cluster validity indices and gene ontology.

Keywords: MicroRNA, co-expressed miRNAs, overlapping clustering, rough
sets.

1 Introduction

MicroRNAs/miRNAs are a class of short approximately 22-nucleotide non-coding RNAs
found in many plants and animals. They often act post-transcriptionally to inhibit mRNA
expression. Hence, miRNAs are related to diverse cellular processes and regarded as im-
portant components of the mRNA regulatory network. Recent genome wide surveys on
non-coding RNAs have revealed that a substantial fraction of miRNAs is likely to form
clusters. The genes of miRNAs are often organized in clusters in the genome. It has been
reported that at a very conservative maximum inter-miRNA distance of 1kb, over 30%
of all miRNAs are organized into clusters [1]. Expression analyses showed strong pos-
itive correlations among the closely located miRNAs, indicating that they may be con-
trolled by common regulatory element(s). In fact, experimental evidence demonstrated
that clustered miRNA loci form an operon-like gene structure and that they are tran-
scribed from common promoter. Existence of co-expressed miRNAs is also demonstrated
using expression profiling analysis in [3]. Several miRNA clusters have been experimen-
tally shown by RT-PCR or Northern blotting [6]. These findings suggest that members of
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a miRNA cluster, which are at a close proximity on a chromosome, are highly likely to
be processed as co-transcribed units. Expression data of miRNAs can be used to detect
clusters of miRNAs as it is suggested that co-expressed miRNAs are co-transcribed, so
they should have similar expression pattern. The complex networks of miRNA-mRNA
interaction greatly increase the challenges of comprehending and interpreting the result-
ing mass of data [15]. A first step towards addressing this challenge is the use of clus-
tering techniques, which is essential in the pattern recognition process to reveal natural
structures and identify interesting patterns in the underlying data [21].

In this background, authors have used hierarchical clustering algorithms [15] and
self organizing maps [2] to group miRNAs having similar function. Other clustering
techniques such as k-means algorithm [12], graph theoretical approaches [4,11,24,26],
model based clustering [9,10,19,27], density based approach [13], and nearest hyper-
plane distance neighbor based method [20], which have been widely applied to find
co-expressed gene clusters, can also be used to group co-expressed miRNAs from mi-
croarray data.

However, one of the main problems in expression data analysis is uncertainty. Some
of the sources of this uncertainty include imprecision in computations and vagueness
in class definition. In this background, the possibility concept introduced by fuzzy sets
[28] and rough sets [22] provides a mathematical framework to capture uncertainties
associated with human cognition process. Therefore, fuzzy c-means [5] and different
rough-fuzzy clustering algorithms such as rough-fuzzy c-means [16] and robust rough-
fuzzy c-means [17] can be used to effectively handle these situations and to find co-
expressed miRNA clusters.

In general, the quality of generated clusters is always relative to a certain distance
measure. Different distance measures may lead to different clustering results. However,
every distance measure tries to compute the dissimilarity among miRNAs present in dif-
ferent clusters. Several similarity or dissimilarity measures such as Euclidean distance,
jaccard index, correlation coefficient, and city block distance (CBD) are used in various
clustering algorithms. The performance of a clustering algorithm is highly dependant
on the distance measure used. One of the important properties of the CBD, not shared
by Euclidean distance, is dimensional additivity, that is, the total distance is a sum of
the distances per dimension. Moreover, the time required to calculate the CBD is less
than the time required to calculate the Euclidean distance.

In this regard, the paper presents a rough-fuzzy clustering algorithm, integrating the
concepts of robust rough-fuzzy c-means algorithm [17] and normalized range-normalized
city-block distance (NRNCBD), to discover co-expressed miRNAs from huge miRNA
expression data. The use of the NRNCBD helps to handle minute differences between
two miRNA expression profiles. Each cluster is represented by a set of three parame-
ters, namely, a cluster prototype or centroid, a possibilistic lower approximation, and a
probabilistic boundary. The cluster prototype depends on the weighting average of the
possibilistic lower approximation and probabilistic boundary. The NRNCBD is used to
calculate both possibilistic and probabilistic membership functions. The effectiveness
of the NRNCBD over Euclidean distance is presented in this paper. The performance of
the proposed miRNA clustering algorithm, along with a comparison with other related
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methods, is demonstrated on three miRNA expression data sets using standard cluster
validity indices and gene ontology based analysis.

2 Proposed Clustering Method

This section describes the proposed miRNA clustering algorithm. It is developed by
integrating judiciously robust rough-fuzzy c-means algorithm and the CBD.

The CBD, also known as the Manhattan distance or taxi distance, is closely related
to the Euclidean distance. Whereas the Euclidean distance corresponds to the length
of the shortest path between two points, the CBD is the sum of distances along each
dimension. The distance between two objects xi and x j is defined as follows:

CBD(xi,x j) =
m

∑
k=1

|xik − x jk| (1)

where m is the number of features of the objects xi and x j. As for the Euclidean distance,
the expression data are subtracted directly from each other, and therefore should be
made sure that they are properly normalized. There are many variants of the CBD. The
normalized range-normalized CBD (NRNCBD) is defined as follows:

N (xi,x j) =
1
m
×

m

∑
k=1

[ |xik − x jk|
|kmax − kmin|

]
, (2)

where kmax and kmin denote the maximum and minimum values along the kth feature,
respectively. The following properties can be derived for the NRNCBD:

1. 0 ≤ N (xi,x j)≤ 1.
2. N (xi,x j) = N (x j,xi).
3. N (xi,xi) = 0.
4. N (xi,x j)≤ N (xi,xk)+N (xk,x j).

The proposed rough-fuzzy clustering algorithm adds the concepts of fuzzy member-
ships, both probabilistic and possibilistic, of fuzzy sets, lower and upper approximations
of rough sets, and the NRNCBD into c-means algorithm. While the integration of both
probabilistic and possibilistic memberships of fuzzy sets enables efficient handling of
overlapping clusters in noisy environment, the rough sets deal with uncertainty, vague-
ness, and incompleteness in cluster definition.

Let X = {x1, · · · ,x j, · · · ,xn} be the set of n objects and V = {v1, · · · ,vi, · · · ,vc} be the
set of c centroids, where x j ∈ ℜm and vi ∈ ℜm. Each of the clusters βi is represented
by a cluster center vi, a lower approximation A(βi) and a boundary region B(βi) =
{A(βi)\A(βi)}, where A(βi) denotes the upper approximation of cluster βi.

In the proposed rough-fuzzy clustering algorithm, each cluster is represented by a
centroid, a possibilistic lower approximation, and a probabilistic boundary. The lower
approximation influences the fuzziness of final partition. According to the definitions
of lower approximation and boundary of rough sets [22], if an object x j ∈ A(βi), then
x j /∈ A(βk),∀k �= i, and x j /∈ B(βi),∀i. That is, the object x j is contained in βi definitely.
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Hence, the memberships of the objects in lower approximation of a cluster should be
independent of other centroids and clusters. Also, the objects in lower approximation
should have different influence on the corresponding centroid and cluster. From the
standpoint of ”compatibility with the cluster prototype”, the membership of an object in
the lower approximation of a cluster should be determined solely by how far it is from
the prototype of the cluster, and should not be coupled with its location with respect
to other clusters. As the possibilistic membership νi j depends only on the distance of
object x j from cluster βi, it allows optimal membership solutions to lie in the entire
unit hypercube rather than restricting them to the hyperplane. Whereas, if x j ∈ B(βi),
then the object x j possibly belongs to cluster βi and potentially belongs to another
cluster. Hence, the objects in boundary regions should have different influence on the
centroids and clusters, and their memberships should depend on the positions of all
cluster centroids. So, in the proposed clustering algorithm, the membership values of
objects in lower approximation are identical to possibilistic c-means as follows:

νi j =

[
1+

{
N (vi,x j)

ηi

} 1
(ḿ2−1)

]−1

; where ηi =

n

∑
j=1

(νi j)
ḿ2N (vi,x j)

n

∑
j=1

(νi j)
ḿ2

; (3)

subject to 0 < ∑n
j=1 νi j ≤ n,∀i; maxi{νi j} > 0,∀ j. The ηi represents the zone of influ-

ence or size of the cluster βi. On the other hand, those in boundary region are the same
as fuzzy c-means as follows:

μi j =

[
c

∑
k=1

(
N (vi,x j)

N (vk,x j)

) 1
ḿ1−1

]−1

; (4)

subject to ∑c
i=1 μi j = 1,∀ j, and 0 < ∑n

j=1μi j < n,∀i. The parameters ḿ1 ∈ [1,∞) and
ḿ2 ∈ [1,∞) are the probabilistic and possibilistic fuzzifiers, respectively. Note that μi j ∈
[0,1] is the probabilistic membership function as that in fuzzy c-means [5] and νi j ∈
[0,1] represents the possibilistic membership function that has the same interpretation
of typicality as in possibilistic c-means [14].

The centroid is calculated based on the weighting average of the possibilistic lower
approximation and probabilistic boundary. The centroid calculation for the proposed
clustering algorithm is as follows:

vi =

⎧⎨
⎩

wC1 +(1−w)D1 if A(βi) �= /0, B(βi) �= /0
C1 if A(βi) �= /0, B(βi) = /0
D1 if A(βi) = /0, B(βi) �= /0

(5)

where C1 =

∑
x j∈A(βi)

(νi j)
ḿ2 x j

∑
x j∈A(βi)

(νi j)
ḿ2

; and D1 =

∑
x j∈B(βi)

(μi j)
ḿ1x j

∑
x j∈B(βi)

(μi j)
ḿ1

. (6)
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The parameters w and (1−w) correspond to the relative importance of lower and
boundary regions, respectively. Hence, the cluster prototypes or centroids depend on
the parameters w and (1−w), and fuzzifiers ḿ1 and ḿ2 rule their relative influence. The
main steps of the proposed clustering algorithm proceed as follows:

1. Select c initial cluster prototypes using the NRNCBD based initialization method
mentioned in [17].

2. Choose values for fuzzifiers ḿ1 and ḿ2, and calculate thresholds δ1 and δ2 . Set
iteration counter t = 1.

3. Compute νi j by (3) for c clusters and n objects.
4. If νi j and νk j be the highest and second highest possibilistic memberships of object

x j and (νi j −νk j)> δ1 then x j ∈ A(βi).
5. Otherwise, x j ∈ B(βi) and x j ∈ B(βk) if νi j > δ2. Furthermore, x j is not part of any

lower bound.
6. Compute μi j for the objects lying in boundary regions for c clusters using (4).
7. Compute new centroid as per (5).
8. Repeat steps 3 to 7, by incrementing t, until no more new assignments can be made.
9. Stop.

The performance of the proposed clustering algorithm depends on the values of two
thresholds δ1 and δ2, which determine the cluster labels of all the miRNAs. In other
word, the proposed clustering algorithm partitions the data set into two classes, namely,
lower approximation and boundary, based on the values of δ1 and δ2. The thresholds δ1

and δ2 control the size of granules of the proposed clustering algorithm. In practice, the
following definitions work well:

δ1 =
1
n

n

∑
j=1

(νi j −νk j); δ2 =
1
ń

ń

∑
j=1

νi j (7)

where n is the total number of miRNAs, νi j and νk j are the highest and second highest
memberships of object x j. That is, the value of δ1 represents the average difference
of two highest possibilistic memberships of all the miRNAs in the data set. A good
clustering procedure should make the value of δ1 as high as possible. On the other
hand, the miRNAs with (νi j −νk j)≤ δ1 are used to calculate the threshold δ2, where ń
is the number of miRNAs those do not belong to lower approximations of any cluster
and νi j is the highest membership of miRNA x j. That is, the value of δ2 represents the
average of highest memberships of ń miRNAs in the data set.

3 Results and Discussions

In this section, the performance of the proposed method is compared with that of hard c-
means (HCM) [12], fuzzy c-means (FCM) [8], rough-fuzzy c-means (RFCM) [16], ro-
bust rough-fuzzy c-means (rRFCM) [17], cluster identification via connectivity kernels
(CLICK) [24], and self organizing map (SOM) [25]. The performance of the NRNCBD
over Euclidean distance is also presented. In this work, publicly available three miRNA
expression data sets with accession number GSE16473, GSE17155, and GSE29495 are
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used to compare the performance of different clustering methods. The data sets are
downloaded from Gene Expression Omnibus (www.ncbi.nlm.nih.gov/geo/). For each
data set, the number of clusters c is decided by using the CLICK [24] algorithm. The
weight parameter w for rough-fuzzy clustering algorithms is set to 0.99, while the values
of fuzzifiers ḿ1 = 2.0 and ḿ2 = 2.0. All the results are presented using Silhouette index
[23], and Davies-Bouldin index [7]. The biological analysis of the obtained miRNA
clusters is also studied using the gene ontology.

3.1 Performance of Different Distance Measures

Table 1 provides the comparative performance analysis of different c-means algorithms
with Euclidean distance and the NRNCBD for three miRNA microarray data sets. The
results of each c-means algorithm are reported for the optimal λ value. The optimal λ
value has been used in initialization method, described in [17]. In most of the cases, the
NRNCBD is found to improve the performance in terms of Silhouette and DB indices,
irrespective of the c-means algorithms. Out of total 24 comparisons, the NRNCBD is
found to provide significantly better results in 15 cases compare to the Euclidean dis-
tance. Also, the proposed NRNCBD based rough-fuzzy clustering algorithm achieves
better performance in all 42 comparisons, irrespective of the c-means algorithms, clus-
ter validity indices, distance measures, and miRNA data sets used. In this regard, it
should be mentioned that the proposed algorithm with Euclidean distance is the rRFCM
introduced in [17].

Table 1. Comparative Performance of Different C-Means Algorithms and Distance Measures

Methods / Microarray Silhouette Index DB Index
Algorithms Data Sets Euclidean NRNCBD Euclidean NRNCBD

GSE16473 0.749 0.564 0.889 3.037
HCM GSE17155 -1.000 0.215 8.000 6.401

GSE29495 0.253 0.759 3.982 8.624
GSE16473 0.073 0.169 2.977 1115.042

FCM GSE17155 0.132 0.110 416.098 128.1
GSE29495 0.437 0.271 25.935 1564.585
GSE16473 0.262 0.543 1.603 2.924

RFCM GSE17155 0.233 0.369 65.459 4.896
GSE29495 0.780 0.759 58.539 8.277
GSE16473 0.969 0.971 0.009 0.007

Proposed GSE17155 0.415 0.471 0.674 0.658
GSE29495 0.899 0.928 0.115 0.092

3.2 Performance of Different Clustering Algorithms

Table 2 presents the performance of different clustering algorithms. The results and
subsequent discussions are presented with respect to the Silhouette and DB indices.
From Table 2, it can be observed that the proposed method outperforms other cluster-
ing algorithms, irrespective of the quantitative indices and miRNA data sets used. The
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Table 2. Performance of Different Clustering Algorithms

Validity Methods/ Data Sets
Index Algorithms GSE16473 GSE17155 GSE29495

CLICK 0.005 -0.101 -0.634
Silhouette SOM 0.059 -0.112 -0.540

Proposed 0.971 0.471 0.928
CLICK 2.277 13.016 450.689

DB SOM 10.128 39.558 455.345
Proposed 0.007 0.658 0.092

best performance of the proposed clustering algorithm is achieved due to the follow-
ing reasons: (1) the city block distance used to calculate possibilistic and probabilistic
membership functions, provides effective values for degree of belongingness of the
miRNAs; (2) probabilistic membership function of the proposed clustering algorithm
handles efficiently overlapping partitions, while the possibilistic membership function
of lower approximation of a cluster helps to discover arbitrary shaped cluster; and (3)
the concept of possibilistic lower approximation and fuzzy boundary of the proposed
algorithm deals with uncertainty, vagueness, and incompleteness in class definition.

3.3 Biologically Significant Gene Clusters

DIANA microT v3.0 [18], a miRNA target prediction algorithm, is used to predict
miRNA target genes for all miRNA clusters generated by different clustering algo-
rithms. The genes that are targeted by 95% or more miRNAs in a particular miRNA
cluster are used to calculate number of significant gene clusters. Fig. 1 presents the
results for the molecular functions (MF), biological process (BP), and cellular compo-
nents (CC) ontologies on three data sets. The gene ontology (GO) Term Finder is used to
determine the statistically significant gene clusters produced by different algorithms for
all the GO terms from the MF, BP, and CC ontologies. If any cluster of genes generates
a p-value smaller than 0.05, then that cluster is considered as a significant cluster.

The upper portion of Fig. 1 presents the comparative results of the RFCM and pro-
posed algorithm for the MF, BP, and CC ontologies, respectively. From the results, it is
seen that the proposed algorithm generates more or comparable number of significant
gene clusters in all cases. The middle portion of Fig. 1 reports the number of significant
gene clusters generated by the HCM, FCM, and proposed algorithm for the MF, BP,
and CC ontologies for all microarray data sets, respectively. All the results reported in
this portion establish the fact that the proposed algorithm generates more or comparable
number of significant gene clusters than that of other c-means algorithms in most of the
cases. However, the proposed method generates more or comparable number of signif-
icant gene clusters in three cases, while the HCM with Euclidean distance generates
more or comparable number of significant gene clusters in only one case CC ontology.
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Fig. 1. Biologically significant gene clusters generated by different algorithms

Finally, the performance of CLICK, SOM, and proposed algorithm is compared in
lower portion of Fig. 1 with respect to the number of significant gene clusters generated
for MF, BP, and CC ontologies, respectively. From the results reported in this portion, it
is seen that the proposed algorithm generates more or comparable number of significant
gene clusters compare to both CLICK and SOM algorithms in all the cases.
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4 Conclusion

In this paper, a new miRNA clustering algorithm has been presented. Integration of the
merits of robust rough-fuzzy c-means algorithm and normalized range-normalized city
block distance generates better results as compared to other c-means algorithms. The
dimension additivity property of city block distance leads to better clustering solutions
as compare to the Euclidean distance. The effectiveness of the proposed clustering algo-
rithm, along with a comparison with other clustering algorithms, has been demonstrated
on three miRNA microarray data sets.

Acknowledgements. This work is partially supported by the Indian National Science
Academy, New Delhi (grant no. SP/YSP/68/2012). The work was done when one of the
authors, S. Paul, was a Senior Research Fellow of Council of Scientific and Industrial
Research, Government of India.

References

1. Altuvia, Y., Landgraf, P., Lithwick, G., Elefant, N., Pfeffer, S., Aravin, A., Brownstein, M.J.,
Tuschl, T., Margalit, H.: Clustering and Conservation Patterns of Human microRNAs. Nu-
cleic Acids Research 33, 2697–2706 (2005)

2. Bargaje, R., Hariharan, M., Scaria, V., Pillai, B.: Consensus miRNA Expression Profiles
Derived from Interplatform Normalization of Microarray Data. RNA 16, 16–25 (2010)

3. Baskerville, S., Bartel, D.P.: Microarray Profiling of microRNAs Reveals Frequent Coex-
pression with Neighboring miRNAs and Host Genes. RNA 11, 241–247 (2005)

4. Ben-Dor, A., Shamir, R., Yakhini, Z.: Clustering Gene Expression Patterns. Journal of Com-
putational Biology 6(3-4), 281–297 (1999)

5. Bezdek, J.C.: Pattern Recognition with Fuzzy Objective Function Algorithms. Plenum, New
York (1981)

6. Cai, X., Hagedorn, C.H., Cullen, B.R.: Human microRNAs are Processed from Capped,
Polyadenylated Transcripts that can also Function as mRNAs. RNA 10, 1957–1966 (2004)

7. Davies, D.L., Bouldin, D.W.: A Cluster Separation Measure. IEEE Transactions on Pattern
Analysis and Machine Intelligence 1, 224–227 (1979)

8. Dembele, D., Kastner, P.: Fuzzy C-Means Method for Clustering Microarray Data. Bioinfor-
matics 19(8), 973–980 (2003)

9. Fraley, C., Raftery, A.E.: How Many Clusters? Which Clustering Method? Answers Via
Model-Based Cluster Analysis. The Computer Journal 41(8), 578–588 (1998)

10. Ghosh, D., Chinnaiyan, A.M.: Mixture Modelling of Gene Expression Data from Microarray
Experiments. Bioinformatics 18, 275–286 (2002)

11. Hartuv, E., Shamir, R.: A Clustering Algorithm Based on Graph Connectivity. Information
Processing Letters 76(4-6), 175–181 (2000)

12. Heyer, L.J., Kruglyak, S., Yooseph, S.: Exploring Expression Data: Identification and Anal-
ysis of Coexpressed Genes. Genome Research 9(11), 1106–1115 (1999)

13. Jiang, D., Pei, J., Zhang, A.: DHC: A Density-Based Hierarchical Clustering Method for
Time-Series Gene Expression Data. In: Proceedings of the 3rd IEEE International Sympo-
sium on Bioinformatics and Bioengineering, pp. 393–400 (2003)

14. Krishnapuram, R., Keller, J.M.: A Possibilistic Approach to Clustering. IEEE Transactions
on Fuzzy Systems 1(2), 98–110 (1993)



396 S. Paul and P. Maji

15. Lu, J., Getz, G., Miska, E.A., Saavedra, E.A., Lamb, J., Peck, D., Cordero, A.S., Ebert, B.L.,
Mak, R.H., Ferrando, A.A., Downing, J.R., Jacks, T., Horvitz, H.R., Golub, T.R.: MicroRNA
Expression Profiles Classify Human Cancers. Nature Letters 435(9), 834–838 (2005)

16. Maji, P., Pal, S.K.: RFCM: A Hybrid Clustering Algorithm Using Rough and Fuzzy Sets.
Fundamenta Informaticae 80(4), 475–496 (2007)

17. Maji, P., Paul, S.: Rough-Fuzzy Clustering for Grouping Functionally Similar Genes from
Microarray Data. IEEE/ACM Transactions on Computational Biology and Bioinformatics,
1–14 (2013)

18. Maragkakis, M., Alexiou, P., Papadopoulos, G.L., Reczko, M., Dalamagas, T., Giannopou-
los, G., Goumas, G., Koukis, E., Kourtis, K., Simossis, V.A., Sethupathy, P., Vergoulis, T.,
Koziris, N., Sellis, T., Tsanakas, P., Hatzigeorgiou, A.G.: Accurate microRNA Target Predic-
tion Correlates with Protein Repression Levels. BMC Bioinformatics 10(295) (2009)

19. McLachlan, G.J., Bean, R.W., Peel, D.: A Mixture Model-Based Approach to the Clustering
of Microarray Expression Data. Bioinformatics 18, 413–422 (2002)

20. Pasluosta, C.F., Dua, P., Lukiw, W.J.: Nearest hyperplane distance neighbor clustering algo-
rithm applied to gene co-expression analysis in alzheimer’s disease. In: 2011 Annual Inter-
national Conference of the IEEE Engineering in Medicine and Biology Society, EMBC, pp.
5559–5562 (2011)

21. Paul, S., Maji, P.: Robust RFCM Algorithm for Identification of Co-Expressed miRNAs. In:
Proceedings of IEEE International Conference on Bioinformatics and Biomedicine, Philadel-
phia, USA, pp. 520–523 (2012)

22. Pawlak, Z.: Rough Sets: Theoretical Aspects of Resoning About Data. Kluwer, Dordrecht
(1991)

23. Rousseeuw, J.P.: Silhouettes: A Graphical Aid to the Interpration and Validation of Cluster
Analysis. Journal of Computational and Applied Mathematics 20, 53–65 (1987)

24. Shamir, R., Sharan, R.: CLICK: A Clustering Algorithm for Gene Expression Analysis. In:
Proceedings of the 8th International Conference on Intelligent Systems for Molecular Biol-
ogy, pp. 307–316 (2000)

25. Tamayo, P., Slonim, D., Mesirov, J., Zhu, Q., Kitareewan, S., Dmitrovsky, E., Lander, E.S.,
Golub, T.R.: Interpreting Patterns of Gene Expression with Self-Organizing Maps: Methods
and Application to Hematopoietic Differentiation. Proceedings of the National Academy of
Sciences, USA 96(6), 2907–2912 (1999)

26. Xing, E.P., Karp, R.M.: CLIFF: Clustering of High-Dimensional Microarray Data via Itera-
tive Feature Filtering Using Normalized Cuts. Bioinformatics 17(1), 306–315 (2001)

27. Yeung, K.Y., Fraley, C., Murua, A., Raftery, A.E., Ruzz, W.L.: Model-Based Clustering and
Data Transformations for Gene Expression Data. Bioinformatics 17, 977–987 (2001)

28. Zadeh, L.A.: Fuzzy Sets. Information and Control 8, 338–353 (1965)



B.K. Panigrahi et al. (Eds.): SEMCCO 2013, Part II, LNCS 8298, pp. 397–405, 2013. 
© Springer International Publishing Switzerland 2013  

Extreme Learning Machine Approach  
for On-Line Voltage Stability Assessment  

P. Duraipandy1 and D. Devaraj2 

1 Department of Electrical and Electronics Engineering, Velammal College of Engineering  
and Technology, Madurai District, Tamilnadu, India 

2 Department of Computer Science Engineering, Kalasalingam University,  
Virudhunagar District, Tamilnadu, India 

vai_2k4@yahoo.co.in, deva230@yahoo.com 

Abstract. In recent years, voltage instability has become a major threat for the 
operation of many power systems. This paper proposes a scheme for on-line 
assessment of voltage stability of a power system for multiple contingencies 
using an Extreme Learning Machine (ELM) technique. Extreme learning 
machines are single-hidden layer feed- forward neural networks, where the 
training is restricted to the output weights in order to achieve fast learning with 
good performance. ELMs are competing with Neural Networks as tools for 
solving pattern recognition and regression problem.  A single ELM model is 
developed for credible contingencies for accurate and fast estimation of the 
voltage stability level at different loading conditions. Loading margin is taken 
as the indicator of voltage instability. Precontingency voltage magnitudes and 
phase angles at the load buses are taken as the input variables. The training data 
are obtained by running Continuation Power Flow (CPF) routine. The 
effectiveness of the method has been demonstrated through voltage stability 
assessment in   IEEE 30-bus system. To verify the effectiveness of the proposed 
ELM method, its performance is compared with the Multi Layer Perceptron 
Neural Network (MLPNN). Simulation results show that the ELM gives faster 
and more accurate results for on-line voltage stability assessment compared 
with the MLPNN.  

Keywords: Extreme learning machine, loading margin, voltage stability 
assessment. 

1 Introduction 

Voltage stability is one of the challenging problems faced by the power utilities. Due 
to economic reasons arising out of deregulation and open market of electricity, 
modern day power systems are being operated closer to their stability limits. If a 
contingency occurs in an already stressed system, stability may be lost, leading to the 
most critical outcome of voltage instability process: the so-called voltage collapse. 
Voltage collapse which occurs due to the inability of the system to meet the reactive 
power requirements of the system is observed by a sudden decline in system-wide 
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voltages. This change in voltage is so rapid that voltage control devices may not be 
able to take corrective action rapidly enough to prevent cascading blackouts. 

Online voltage stability monitoring is becoming an integral part of the modern day 
Energy Management Systems (EMS) so that corrective measures can be taken to 
avoid system black-out.  Several approaches have been proposed for analyzing the 
voltage stability problem. They can be broadly classified into static and dynamic 
approaches. The static approach [1–9] is based on the steady-state load flow model. In 
the dynamic approach [10-11] the power system is represented by a dynamic model 
and time domain simulations are carried out using a comprehensive set of initial and 
transient conditions to compute the voltage stability level. These analytical methods 
require significantly large computational time. For online applications, there is a need 
for quick detection of the potentially dangerous situations of voltage instability so that 
necessary actions may be taken to avoid the occurrence of voltage collapse in a power 
system. 

Alternatively, Artificial Neural Network (ANN) model can be developed for on-
line assessment of voltage stability.  Several voltage stability prediction studies have 
been carried out by using ANN model. In [13], an Artificial Neural Network (ANN)–
based approach has been proposed for contingency ranking. A set of feed forward 
neural networks were developed to estimate the voltage stability level at different load 
conditions for the selected contingencies. S. Chakrabarti [14] proposed a 
methodology for online voltage stability monitoring using artificial neural network 
(ANN) and a regression based method of selecting features for training the ANN. 
Separate ANNs were used for different contingencies. In [15], a Radial Basis 
Function (RBF) networks was proposed for fast contingency ranking. An adaptive 
RBF network has been proposed in [16] for multicontingency voltage stability 
monitoring in which sequential learning strategy is used along with regularization 
technique to design RBFNN and weights in output layer are determined using linear 
optimization. A network pruning strategy is used to limit the growth of network size 
due to adaptive training. Jayashankar etal. [17] proposed feedforward back 
propagation network to estimate voltage stability index for various load conditions 
and the optimal location for placement of TCSC is identified for improving the 
voltage stability in power system. In [18], an artificial neural network (ANN)-based 
approach was proposed for on-line voltage security assessment. The proposed 
approach uses radial basis function (RBF) networks to estimate the voltage stability 
level of the system under contingency state. In [19], an ANN based algorithm was 
proposed to estimate the voltage magnitude of each critical bus in a power system 
under normal and/or contingent states. The learning speed of feedforward neural 
network is in general slower and it has been a major bottleneck in their applications. 
Two key reasons behind may be: (1) the slow gradient-based learning algorithms are 
extensively used to train neural networks, and (2) all the parameters of the networks 
are tuned iteratively by using such learning algorithms.  

In this paper, an Extreme Learning Machine model [22] is developed for on-line 
voltage stability assessment. ELM is a single hidden layer feedforward network where 
the input weights are chosen randomly and the output weights are calculated  
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analytically. The learning speed of ELM is extremely fast. Unlike traditional gradient-
based learning algorithms which only work for differentiable activation functions, 
ELM works for all bounded non constant Piecewise continuous activation functions. 
Unlike traditional gradient-based learning algorithms facing several issues like local 
minima, improper learning rate and over fitting, etc, ELM tends to reach the solutions 
straightforward without such trivial issues. The training data required to develop the 
ELM model is generated by conducting off-line contingency analysis by varying the 
load at the load buses. The effectiveness of the proposed method is demonstrated 
through stability assessment in IEEE 30-bus test system.  

2 Voltage Stability Assessment 

Voltage stability is concerned with the ability of the power system to maintain 
acceptable voltages at all the system buses under normal conditions as well as after 
being subjected to a disturbance. Thus the analysis of voltage stability deals with 
finding the voltage levels at all buses in the system under different loading conditions 
to ascertain the stability limit and margin. Voltage stability is commonly analyzed by 
employing two techniques, namely time-domain (dynamic) simulation and steady-
state analysis. Depending on the stability phenomenon or phenomena under 
investigation, one or both of these techniques may be applied. Studies have been 
performed to predict voltage collapse with both static and dynamic approaches.  

System dynamics influencing voltage stability are usually slow. Therefore many 
aspects of the problem can be effectively analyzed by using static methods, which 
allow examinations of a wide range of system conditions and if appropriately used, 
can provide much insight into the nature of the problem and identify the key 
contributing factors. For static voltage stability studies of a power system, the loading 
of the system is increased incrementally and slowly (in certain direction) to the point 
of voltage collapse. The MW-distance to this point called loading margin is a good 
measure of system voltage stability limit (Fig. 1).  

At the loadability limit, or tip of the nose curve, the system Jacobian of the 
power flow equations will become singular as the slope of the nose curve become 
infinite. Thus, the traditional Newton-Raphson method of obtaining the load flow 
solution will break down. In this case, a modification of the Newton-Raphson 
method known as the continuation method is employed. The continuation method 
introduces an additional equation and unknown into the basic power flow equations. 
The additional equation is chosen specifically to ensure that the augmented 
Jacobian is no longer singular at the loadability limit. The additional unknown is 
often called the continuation parameter. The formulation of continuation power 
flow method is given in Appendix A.  
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Fig. 1. Loading Margin 

3 Proposed Approach for Voltage Stability Assessment  

This paper proposes a scheme for on-line assessment of voltage stability of a power 
system for multiple contingencies using an Extreme Learning Machine (ELM).  A 
single ELM model is developed for credible contingencies to accurately estimate the 
voltage stability level at different loading conditions. Loading margin is taken as the 
indicator of voltage instability. Precontingency voltage magnitudes and phase angles 
at the load buses are taken as the input variables. The training data are obtained by 
running Continuation Power Flow (CPF) routine. The training data for the 
development of ELM is generated as per the following procedure: 

1. First, a range of situations is generated by randomly perturbing the load at all 
buses from the base case value and by adjusting the generator output in 
proportion to the output in the base case condition. For each load-generation 
pattern, load flow study is conducted to obtain the pre-contingency 
quantities. 

2. Next, for each load-generation pattern, the single line-outages specified in 
the contingency list are simulated sequentially and the maximum loading 
parameters are evaluated by running CPF. 

After training, the generalization performance of the network is evaluated with the 
250 test data. The proposed method can be used for on-line voltage stability 
assessment in large scale power systems.  

4 Extreme Learning Machine 

ELM [21, 22] provides a unified learning platform with a widespread type of feature 
mappings and can be applied in regression and multiclass classification applications 
directly. ELM is a single hidden layer feedforward network where the input weights 
are chosen randomly and the output weights are calculated analytically. For hidden 
neurons, many activation functions such as sigmoidal, sine, Gaussian and hard-
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limiting function can be used and the output neurons have a linear activation function. 
ELM uses non-differentiable or even discontinuous functions as an activation 
function. In ELM, the input weights and hidden biases are randomly chosen. The 
output weights obtained using the Moore-Penrose (MP) generalized inverse. After the 
input weights and the hidden layer biases are chosen randomly, SLFNs can be simply 
considered as a linear system and the output weights (linking the hidden layer to the 
output layer) of SLFNs can be analytically determined through simple generalized 
inverse operation of the hidden layer output matrices. Based on this concept, this 
paper proposes a simple learning algorithm for SLFNs called extreme learning 
machine (ELM) whose learning speed can be thousands of times faster than 
traditional feedforward network learning algorithms like back-propagation (BP) 
algorithm while obtaining better generalization performance. Different from 
traditional learning algorithms the proposed learning algorithm not only tends to reach 
the smallest training error but also the smallest norm of weights. Therefore, the 
proposed learning algorithm tends to have good generalization performance for 
feedforward neural networks. 

5 Simulation Results  

This section presents the details of the simulation study carried out on IEEE 30- bus 
system for on-line estimation of voltage stability level using the proposed method. IEEE 
30 –bus system consists of 6 generator buses, 24 load buses and 41 transmission lines. 
For this test system, based on the contingency analysis conducted at different loading 
conditions, seven single line outages 1-2, 28-27, 27-30, 27-29, 2-5, 9-10, 4-12 were 
identified as severe cases. ELM model is developed for the selected contingencies to 
estimate the voltage stability level at different loading conditions. Precontingency 
voltage magnitudes and phase angles at the load buses are taken as the input variables. 
Loading margins for seven credible contingencies are the outputs of ELM.   

The input features after normalization along with the output are used to train the 
network as mentioned above. The networks are trained until the network reaches the 
mean square error of 0.0001.  

After training, the generalization performance of the network is evaluated with the 
250 test data. The performance of the developed ELM model is given in Table 1. 
From these results it is evident that the ELM takes less time for training and exhibits 
better generalization performance than the MLPNN network. 

Table 1. Performance Comparison of ELM with MLPNN and SVM 

Parameters ELM MLPNN SVM 
Number of input 
variables             
Number of output 
variables                  
Training data           
Testing data             
Testing error            
Training time (s)     

 48 
 
   7 
 
750 
250 
    0.000565 
     0.046875              

48 
 
   7 
 
750 
250 
    0.0112 
  84.952 

     48 
 
   7 
 
750 
250 
    0.001924 
    2.9219 
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Comparison between the actual values of loading margin calculated from CPF and 
ELM for one loading scenario is presented in Table 2 and for random 10 loading 
conditions is shown in Fig. 2.  

Table 2. Comparison of ELM output with CPF result 

Line outaged    ELM output   CPF result 

 
maxλ  Rank maxλ         Rank 

1     2 
2     5 
4    12 
9    10 
28    27 
27    29 
27    30 

0.2612 
2.0411 
2.7010 
2.4207 
1.4144 
2.0143 
1.8089 

1 
5 
7 
6 
2 
4 
3 

0.2612 
2.0410 
2.7010 
2.4207 
1.4144 
2.0143 
1.8089 
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Fig. 2. Comparison of ELM output and CPF result for line outage 1-2 

The result shows the agreement between the actual ranking and the ranking based 
on the output of the ELM. After training, the developed network is able to estimate 
the voltage stability index accurately within a short duration i.e., 1.4844 seconds 
when compared to time taken to compute loading margin of 7 line outages using 
conventional power flow method i.e., 12.575 seconds. This shows that the proposed 
method can be used for on-line voltage stability assessment in large scale power 
systems. 

6 Conclusion 

In this paper, an Extreme Learning Machine technique is presented for on-line voltage 
stability assessment. The ELM model was developed to estimate the voltage stability 
level for severe contingencies. Precontingency voltage magnitudes and phase angles 
at the load buses are chosen as the input features to the ELM and the corresponding 
loading margins for the credible contingencies are taken as the outputs of the network. 
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For large power systems, training separate ELMs for all contingencies is a demanding 
task. The proposed method allows the use of a single ELM for different 
contingencies. The contingencies considered are the outage of transmission lines, one 
at a time. The effectiveness of the method has been demonstrated through voltage 
stability assessment in IEEE 30-bus system. Test results show that the ELM gives 
faster and more accurate results for on-line voltage stability assessment considering 
multiple contingencies compared with the MLPNN. 
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Appendix: A 

A.1 Formulation of Continuation Power Flow 

The continuation power flow analysis [9] uses iterative predictor and corrective steps 
(Fig.A.1). The predictor step will start from point A, from which the estimate solution 
is obtained from tangent of ABC triangle. Then corrector step determines the solution 
by using conventional power flow. The further increase in load voltage is then 
predicted on a new tangent predictor. 

 
Fig. A.1. The Predictor – corrector scheme used in the Continuation Power Flow 

The load flow equation consisting of load factor can be written as: 

0),,( =λδ VF                                                 (A.1) 

Where λ = the loading parameter 
           δ = the vector of bus voltage angle 
           V = the vector of bus voltage magnitude 
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From the Newton-Raphson load flow calculation is expressed as: 


=

=−−−
N

j
ijjijiiji VVYP

1

0)cos( θδδ                                 (A.2) 


=

=−−−
N

j
ijjijiiji VVYQ

1

0)sin( θδδ                                 (A.3) 

The system has N node and Nq number of source including slack bus. The total 
number of equation equal 2N-Nq-1. 

The new load flow equations consists of load factor (λ) are expressed as: 

)cos(0 ibaseLiLLi SKPP φλ Δ+=                            (A.4) 

)sin(0 ibaseLiLLi SKQQ φλ Δ+=                           (A.5) 

where 
PLi, QLi  = the active and reactive power respectively, 
KLi     = the constant for load changing at bus I, and 
SΔbase    = the apparent power which is chosen to   provide appropriate scaling of λ. 
Then the active power generation term can be modified to  

)1(0 GiGGi KPP λ+=                                        (A.6) 

Where 
          PG0 = the initial value of active power generation, 
           PGi = the active power generation at bus I, and 
           KGi = the constant of changing rate in generation. 

A. Predictor step 

In the predictor step, a linear approximation is used to estimate the next solution in 
order to adjust the state variables. Taking the derivative of both side of (A.1), it can be 
expressed as:  

0=++ λδ λδ dFdVFdF V                                      (A.7) 

[ ] 0=
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FFF V                                 (A.8) 

B. Corrector step 

The load flow equations are selected by 

 ]0[
),,(
=








−η

λδ

kX

VF
                                       (A.9) 

Where 
Xk= the state variable selected as continuation parameter at k iterative and  
η  =  the predicted value of Xk. 
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Abstract. This paper presents a fuzzy goal programming approach for solving 
quadratic fuzzy bilevel programming problems with probabilistic constraints 
containing Weibull distributed fuzzy random variables. In the proposed 
methodology the problem is first converted into an equivalent quadratic fuzzy 
bilevel programming model by applying chance constrained programming 
technique developed with the use of cuts in a fuzzily defined stochastic 
decision making situation. Then the developed model is transferred into an 
equivalent deterministic one by using the method of defuzzification based on 
probability density function of the corresponding membership functions. The 
individual optimal value of the objective of each decision makers is found in 
isolation to construct the quadratic fuzzy membership goals of each of the 
decision makers. The quadratic membership goals are then converted into linear 
goals by applying approximation techniques. A weighted minsum goal 
programming method is then applied to achieve the highest membership degree 
of each of the membership goals of decision makers in the decision making 
context. Finally a comparison is made on the applied approximation techniques 
with the help of using distance function. An illustrative numerical example is 
provided to demonstrate the applicability of the proposed methodology.  

Keywords: Bilevel programming, Weibull distribution, Fuzzy nonlinear 
programming, Fuzzy Chance Constrained programming, Fuzzy goal 
programming.  

1 Introduction 

In the real life decision making problems the decision makers (DMs) often faces 
various types of vagueness in which randomness and fuzziness are the most crucial 
ones. To deal with such type of uncertainties, there exist two typical approaches, viz., 

                                                           
∗ Corresponding author. 
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probability theoretic approach and fuzzy set theoretic approach. One well defined 
methodology for treating problems involving probabilistic data is known as chance 
constrained programming (CCP) [1]. Solving fuzzy CCP (FCCP) has attracted more 
attention in recent years to the researchers. In FCCP probabilistic and fuzzy aspects 
are combined to provide an efficient technique to describe real-life problems where 
uncertainty and imprecision of information co-occur. However, this kind of 
combination with fuzzy and stochastic uncertainties creates great challenges to the 
researcher [2,3] to find an efficient solution in the decision making contexts. 

In mathematical optimization, bilevel programming problem (BLPP) establishes its 
greater applicability in different real life hierarchical decision making problems. 
Candler and Townsley [4] first introduced the concept of BLPP. It is a powerful and 
robust technique for solving hierarchical decision making problem with a structure of 
two levels in a highly conflicting decision making situation. The upper level decision 
maker is known as leader and the lower level decision maker is termed as follower. In 
most of the decision making situation it is found that the parameters involved with 
BLPP are based on prediction of future conditions which inevitably contains some 
degree of uncertainty. Under this context the classical approaches fails to give 
satisfactory solution which would be acceptable to both the DMs. To deal with such 
types of problems Zimmermann [5] first applied fuzzy set theory in decision making 
problems with several conflicting objectives. In 1996 Lai [6] introduced the concept of 
fuzzy sets in a hierarchical decision making context. The main difficulty of fuzzy 
programming (FP) approach is that the objectives of the DMs are conflicting. So there is 
possibility of rejecting the solution again and again by the DMs and the solution process 
is continued by redefining the membership functions repeatedly until a satisfactory 
solution is obtained. This make solution process very lengthy and tedious one. 

To overcome such difficulty fuzzy goal programming (FGP) procedure, introduced 
by Mohamed [7], is applied indecision making problems. In the recent past FGP 
approaches to solve BLPPs have been discussed by Moitra and Pal [8], Biswas and 
Bose [9], and others. 

The class of BLPPs which are associated with fuzzy random variables (FRVs) in 
the objective of the DMs and the constraints are termed as fuzzy bilevel chance 
constrained programming (FBLCCP). In the recent times there is an increase 
emphasizing on different solution aspects and methodologies of this kind of decision 
making problems. Very recently Biswas and Modak [10] develop a new solution 
technique for FBLCCP in which the constraints of the problem are involved with 
normally distributed FRVs. Among the various types of probability distributions, 
Weibull distribution [11] plays an important role for its wide applications in survival 
analysis, reliability engineering and failure analysis, weather forecasting and many 
other real life decision making areas. Solution techniques for FBLCCP problems with 
FRVs following Weibull distribution is yet to appear in the literature. 

Further it may found in a FBLCCP that objectives of the DMs are nonlinear in 
nature. To solve nonlinear objectives, different classical approaches have been 
developed in the literature. Two methods of approximation of nonlinear objectives, 
viz., Taylor series approximation [12] and piecewise linear approximation method 
[13], are frequently used in a nonlinear decision making environment.  
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In this paper a FBLCCP is considered in which the objectives of the DMs are 
quadratic in nature and the parameters are fuzzily defined. Again the system 
constraints are involved with some FRVs following Weibull distribution. At first the 
quadratic FBLCCP (QFBLCCP) model is converted into its equivalent quadratic 
fuzzy BLPP (QFBLPP) using CCP technique developed for FRVs following Weibull 
distribution by -cut of fuzzy numbers. Then the QFBLPP is transformed into 
quadratic BLPP (QBLPP) using the method of defuzzification [14]. FGP approach is 
considered to solve the QBLPP by developing nonlinear membership goals of the 
objective of the DMs. A weighted minsum goal programming model is developed 
after linearizing the nonlinear goals by using approximation techniques for finding 
most compromise solution in the decision making arena. 

2 Preliminaries 

The basic ideas which are necessary in the treatise of formulating the proposed model 
are described in this section. 

Trapezoidal fuzzy number: A trapezoidal fuzzy number, , is a quadruplet ( , , , ) whose membership function, ( ), is defined by 

( ) =  1
0                                         (1) 

It is to be noted here that if in a trapezoidal fuzzy number, = =  then that 
number is converted into a triangular fuzzy number ( , , , )with the 
corresponding changes in its membership function. For simplicity, in the subsequent 
texts of this article, a triangular fuzzy number would be denoted by the triple ( , , ).   -cut of a fuzzy number: -cut of a fuzzy number  is a crisp set which is denoted by 

 and defined by = ∈ ( )  , 0 1  , where  represents 
the set of real numbers considered as the universe of discourse on which the fuzzy 
number  is defined. 

First decomposition theorem: Every fuzzy set  defined on Y, some universal set of 
discourse, can be represented in the form  =  . ( )∈( , , where is 
considered as the standard union on fuzzy sets. 

Fuzzy random variable: Let X be a continuous random variable with probability 
density function f(x,v), where υ is a parameter describing the density function. If v is 
considered as fuzzy number , then X becomes a fuzzily described random variable 
with density f(x, ). A fuzzy random variable on a probability space (Ω,Φ, P) is a 
fuzzy valued function    ( ),   such that for every Borel set B of 

and for every  ∈  (0, 1],( ) ( )  ∈  , where ( )and X[α] are the set of 
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fuzzy numbers and the set valued function, respectively. The set valued function, 
X[α], has the form    2 , = ∈  ( ) .Fuzzy 
random variables are found by using decomposition theorem on fuzzy numbers as =  .∈( ,  

Proportional probability distribution: Consider a probability density function ( ) = ( ) associated with , where c is a constant obtained by using the 
property of probability density function  ( ) = 1, i.e. ( ) = 1. 

Mellin Transform: The Mellin transform ( ) of a probability density function ( ) 
is written as  ( ) = ( )  

Here it is to be pointed out that the expected value of the function is given by ( ) = ( ) . As x is non-negative,  ( ) = ( ) = ( ). Thus ( ) = (2).  

2.1 Defuzzification with Probability Density Function from Membership 
Function [14] 

Let = ( , , , )be a trapezoidal fuzzy number. Then the crisp value is 
obtained by finding the expected value using the probability density function 
corresponding to the membership function of the trapezoidal fuzzy number.  

Now probability density function of a random variable involved with trapezoidal 
fuzzy number  is consider as ( ) = ( ), where ( ) is defined in (1). 

The value of c is then calculated as     = ( ) 
Thus the proportional density function of the random variable corresponding to a 

trapezoidal fuzzy number  is given by   

 ( ) =
( )( )( )( )( )( )

( )0   (2) 

Again by Mellin transform, the expression of ( ) is found as  ( ) =  ( ) ( ) ( ) ( )( ) ( ) ( )( )   

Thus the mean of the random variable is obtained as   

 ( ) = (2) = ( + + + + ( )) (3) 

Similarly, the mean of a random variable corresponding to a triangular fuzzy number = ( , , ) is given by  

 ( ) = (2) = ( + + ).  (4)  
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With the consideration of the above ideas the QFBLCCP model is derived in the 
following section. 

3 Formulation of QFBLCCP Model 

In BLPP both the DMs are motivated to cooperate with each other and each DM tries 
to optimize his/her own benefit, paying serious attention to the interest of the other. 
The generic form of QFBLCCP problem is represented as 

 
Find ( , , … . . , )   so as to  Max ( ) = ∑ ̃ + ∑ ∑   

where for given   ;   solves Max ( ) = ∑ ̃ + ∑ ∑   

 subjecttoPr ∑ 1           ; = 1,2, … ,  

 0              ; = 1,2, … , . (5) 

Here ( = 1,2, . . , ) represents Weibull distributed FRVs; ̃ , , ̃ , ( , =1,2, … , ) and  are considered as fuzzy numbers and  ∈ 0,1 . The decision 
vector = ( , , … . , ) is controlled by the leader and the decision vector = ( , , … . , ) is controlled by follower;  = = ( , , … . , ) ∈  with + = . 
As is Weibull distributed FRV, its probability density function is written as  

   ;   , = , ∈ , ∈    

where the support of  is the set of non-negative real numbers. Here , are 
the –cut of fuzzy numbers , whose support are the set of positive real numbers. 

3.1 QFBLPP Construction 

In this subsection a technique for converting the QFBLCCP problem into its 
equivalent QFBLPP form is discussed. The chance constraints in model (5) are given 
by Pr ∑  1 ; = 1,2, … . , . Now considering  =  ∑  the above constraints reduces to the following 

form as Pr 1 . 
Now considering cuts of each fuzzy numbers associated with the constraints, 

and applying CCP technique the following calculations are derived as 1  , where ( ∈ , ∈ , ∈ ) 
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i.e. ln      ; = 1,2, … . ,  

Since this inequality is true for all α ∈ (0, 1], the expression can be written in terms 
of α-cut as  (ln ) i.e. ∑  (ln ( )) ; = 1,2, … . ,  

Now using first decomposition theorem, the above equation is reduced to the 
following form as ∑ (ln ( ))   ; = 1,2, … . ,  

Hence the QFBLCCP model (5), is converted into the equivalent FP problem by using 
the derived methodology as  

Find ( , , … . . , )   so as to Max ( ) = ∑ ̃ + ∑ ∑   

where for given   ;   solves Max ( ) = ∑ ̃ + ∑ ∑   

subject to  ∑ (ln ( ))   ; = 1,2, … . ,  0              ; = 1,2, … ,                   (6) 

Here ̃ , , ̃ , ( = 1,2, … ,  ; = 1,2, … , ) are considered as triangular 

fuzzy numbers with the forms ̃ = , , ,  = , , ,  =, , , = , , ,  are considered as trapezoidal fuzzy 
numbers with the form = ( , , , );( = 1,2, … ,  ; = 1,2, … ,  ). Also 

the parameters ,  of the fuzzy random variable are taken as triangular fuzzy 
numbers with the form = ( , , ) and = ( , , ). ; ( = 1,2, … , ). 

3.2 Derivation of QBLPP Using Method of Defuzzification 

The fuzzy numbers are defuzzified in this subsection to find a QBLPP model of the 
given problem. Defuzzification of fuzzy numbers is a process that maps a fuzzy 
number to a crisp number. The crisp values associated with the fuzzy numbers of 
model (6) are obtained by the method of defuzzification [14] with probability density 
function of the corresponding membership functions are given as ̂ ( ) =     ;  ( ) =    ; ̂ ( ) = ;  ( ) =   ; =   ;  = ; = 1,2, … ,  
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= ( + + + +    ); = 1,2, … ,   ;  = 1,2, … , . 

Thus the equivalent deterministic model of the QFBLPP (6)is stated as 
Find ( , , … . . , )   so as to Max ( ) = ∑ ̂( ) + ∑ ∑ ( )   

Where for given   ;   solves Max ( ) = ∑ ̂( ) + ∑ ∑ ( )   

Subject to  ∑ (ln ( ))   ; = 1,2, … . ,  0              ; = 1,2, … ,    (7) 

4 Development of QFGP Model 

In a bilevel system,  it can reasonably be assumed that both the DMs are motivated to 
cooperate with each other and each one tries to optimize his/her own benefit paying 
serious attention to the benefit of the others.  

Now both the leader and follower optimize their objective independently under the 
same set of system constraints defined in (7).  

Let  ; = , , . . ,  ; and  ; = , , . . ,  ; ( =1,2) be the best and worst independent solutions of the objectives of the respective 
DMs.  Hence the fuzzy objective goal for each of the corresponding DMs is expressed 
as:     for   = 1,2 .  

In a bilevel decision making context, it is to be realized that the full achievement 
of the respective goal values of the DMs are not always possible due to conflicting 
nature of the objectives of the DMs and also due to the scarcity of limited resources in 
the decision making context. Again values lower than the worst values of the 
objectives of the DMs are completely unacceptable to the DMs. Hence the 
membership functions of the defined fuzzy goals are formulated as  

( ) =  0
1 (k = 1, 2)  (8) 

The membership function defined above are now converted into the membership 
goals by introducing under- and over- deviational variables and assigning the highest 
membership value (unity) as the aspiration level to each of them. Then the 
QFGPmodel of the corresponding QBLPP (7) is presented as:  
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Find   ( , , … . ) 
so as to Min D =∑  
and satisfy + = 1  ,  + = 1  ,  

subject to ∑ (ln ( ))   ; = 1,2, … . ,  , , , , , 0 with . = . = 0   (9) 

where =  (k= 1, 2) represents fuzzy weight corresponding to the 

membership goals of the DMs. 

5 Linearization of QFGP Model 

Since the membership goals are quadratic in form, first order Taylor’s series 
approximation technique [12] and piecewise linear approximation technique [13] are 
used to convert the defined membership goals to linear forms and thereby obtaining 
most suitable solution in the decision making arena.  

5.1  Taylor’s  Series Approximation 

To linearize the membership goals by using Taylor series linear approximation 
technique, the initial point is considered as the best solution point arrived by the 
leader and follower in the process of solving individual objective. Thus applying 
linearizing technique the defined membership functions are approximated as  

( )( ) + ( ) + + ( )                = ( ), say, for = 1,2.   (10) 

Thus the linearized model of (9) is stated as  

Find   ( , , … . ) 
so as to Min D =∑  
and satisfy    ( ) +  = 1  ; ( ) +  = 1   ∑ (ln ( ))   ; = 1,2, … . ,  0              ; = 1,2, … ,    (11) 
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5.2 Piecewise Linear Approximation 

In this technique each objective of the DMs are expressed in the form  ( ) = ∑ ( )for = 1,2 
Thus the membership goals in (9) are expressed as  ∑ ( ) + = 1  ,  = 1,2. 
To linearize the quadratic form of ( ), the grid points for the variable ( =1,2, . . , ) are chosen as ( = 0,1, . . , ). Now, introducing new variables ( =0,1, . . , ), is expressed as  = ∑ , 

where ∑ = 1(  0) with =  and = .  

Then the piecewise approximated linear form of the ( )is expressed as     = ∑ ( )  = 1,2   (12) 

where  and  are the respective lower and upper bounds of . Using the relation in 
(12) the executable linear FGP model is presented as  

 
Minimize D =∑  
So as to satisfy  ∑ + = 1  ,   ∑ + = 1  

subject to ∑ (∑ ) (ln ( ))   ; = 1,2, … . ,  0 ( = 1,2, . . ,  ; = 0,1, . . , )   (13) 

At most two  may be positive and if two are positive, they must be consecutive.  
To ensure the above conditions binary variable   ( = 1,2, . . ,  ; = 0,1, . . ,1) are to be introduced. The required restriction are then appeared as 
 

; + , = 0,1, . . , 1; ; ∑ = 1  (14) 
 

The derived two models (11) and (13) including constraints in (14) are then solved 
independently using minsum goal programming to achieve most compromise solution 
in a linearized decision making context. 

6 Comparison of Decisions Using Distance Function 

In BLPP, distance function is used to make appropriate measure regarding 
achievement of the goals of the leader and follower in the decision making context. 
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The concept of ideal point dependent solution and the use of distance function for 
group decision analysis were studied by Yu [15]. In the present study, since the 
aspired level of each of the membership goals is unity, the point consisting of the 
highest membership value of each of the goals would represent the ideal point. The 
Euclidean distance function is expressed as = ∑ (1 )     (15) 

where  represents the achieved membership value of the  objective goal of the k-th 

level decision maker under the different linearization technique. 

Now it can be easily be realized that the linearization technique under which the value 
of d is found to be minimum would be considered as appropriate solution technique of 
the proposed model in the current decision making situation.  
To illustrate the proposed approach, a numerical example is solved in the next section. 

7 A Numerical Example 

The following QFBLCCPP is considered to explore the application potentiality of the 
proposed approach  

Find   ( , , … . ) 
so as to Max = 6 + 3 + 1 + 1   Max = 1 + 5 + 1   

subject to   Pr (1 + 1 ) 0.85, Pr (3 + 2 ) 0.75, Pr (2 + 1 ) 0.72, ,  0  (16) 

Here , ,   represents Weibull distributed independent fuzzy random variables. 
The parameters of the distribution are taken as triangular fuzzy numbers with the form = 0.5 = (0.4,0.5,0.6), = 186 = (184,186,188), = 118 = (115,118,121), = 0.25 = (0.20,0.25,0.30), = 589 = (585,589,593). 
Also the coefficients of the objectives are also taken as triangular fuzzy number with 
the values 6 = (4,6,9), 3 = (2,3,5), 1 = ( 1.5, 1, 0.5), 1 = ( 1.1, 1, .15),  1 = (0.95,1,1.05), 5 = (4.5,5,5.8), 1 = ( 1.04, 1, 0.03). 

The coefficients of the probabilistic constraints are taken as trapezoidal fuzzy 
numbers as 1 = (0.2,0.8,1,1.2), 1 = (0.4,1,1.6,2), 3 = (1,2,3,4), 2 = (0.5,1.5,2.5,3),  2 = (1,1.8,2.2,3), 1 = (0.5,1,1.5,2). 
On the basis of the method of defuzzification with probability density function and 
CCP technique the above model (16) can be expressed as  
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Find   ( , , … . )  so as to Max = 6.33 + 3.33 0.75   Max = + 5.1 0.69   
subject to   0.78 + 1.24 4.92 
2.67 + 1.86 9.78 
2 + 1.25 6.86 ,  0                                  (17) 

Now each DM considers their objective independently and then solve with respect to 
the system of constraints in (17) to find the best and worst values of the objectives. 
The results are obtained as   = 2.427, = 1.605 with = 12.885;  and = 1.566, = 2.983 with = 10.639.  
Then the worst values of the objective of the respective DMS are = 10.720     = 8.835  

Then the fuzzy goals of the objectives are found as: 12.885 and  10.639. 
Therefore the membership goal of the leader and follower are expressed as  ( ) = . . . .. + = 1  ( ) = . . .. + = 1  

These nonlinear membership goals are first linearized by Taylor series approximation 
method as discussed in subsection 4.1 and then solving the developed model subject 
to the system constraints defined in (17), the solutions are achieved as = 1.8, = 2.608 with objective values = 11.737 and = 10.408. 

Similarly, linearizing the membership goals of DMs using piecewise approximation 
technique, as described in subsection 4.2, and then solving the achieved subject to the 
system constraints defined in (17) the solutions are found as = 1.992, = 2.3 with objective values = 12.333 and = 10.072. 

The solutions achieved by two approximation techniques are summarized in the 
following table: 

Table 1. Result comparisons of two approximation techniques 

Linearization 
technique 

Solution 
point 

Objective 
values 

Membership 
values 

Euclidean 
distance 

Taylor series 
approximation 
technique 

= 1.8  = 2.608 
= 11.737  = 10.408 

= 0.58 = 0.87 
= 0.44 

Piecewise linear 
approximation 
method 

= 1.992 = 2.3 
= 12.333  = 10.072 

= 0.74 = 0.68 
= 0.41 
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The comparison shows that better solution is obtained in the process of piecewise 
linear approximation method than Taylor series approximation method.  

It is to be mentioned here that Taylor series approximation provides estimation 
based on the selection of initial solution points. Also some round-off errors may occur 
in practical decision situations. On the other hand, since piecewise linear 
approximation approach approximate the nonlinear functions in a piecewise manner, 
the error estimation becomes less in comparison to the Taylor series approximation 
method.  

8 Conclusions 

In this paper, methodological development of solving a QFBLCCP model is discussed 
systematically using a combination of probabilistic and fuzzy concepts in a 
hierarchical decision making environment for finding most satisfactory solution to the 
DMs for overall benefit of the organization. In the solution process, two well-known 
linear approximation techniques are employed for solving QFBLPP and the achieved 
solutions are compared using distance function to measure the suitability of two 
different solution techniques. The proposed procedure can be extended to solve any 
nonlinear fuzzy hierarchical decision making problems involving fuzzy parameters 
and fuzzy random variables following different types of probability distributions. The 
proposed methodology can also be applied to different real life planning problems for 
obtaining satisfactory solution in a hierarchical decision making environment. 
However, it is hoped that the proposed procedure may act as a pioneer into the way of 
making decision from some nonlinear imprecisely defined probabilistic hierarchical 
decision making environment.   
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Abstract. Sampling methods are a fundamental component of estima-
tion of distribution algorithms (EDAs). In this paper we propose new
methods for generating solutions in EDAs based on Markov networks.
These methods are based on the combination of message passing algo-
rithms with decimation techniques for computing the maximum a poste-
riori solution of a probabilistic graphical model. The performance of the
EDAs on a family of non-binary deceptive functions shows that the in-
troduced approach improves results achieved with the sampling methods
traditionally used by EDAs based on Markov networks.

Keywords: estimation of distribution algorithms, message passing,
Markov networks, probabilistic modeling, belief propagation, abductive
inference.

1 Introduction

Genetic Algorithms that apply simple genetic operators are usually unable to
identify the problem variables that interact and therefore they are not very
efficient at the time of generating solutions. Extensive research has been devoted
to design heuristic recombination operators based on a priori information about
the problem domain and adaptive genetic operators that attempt to identify and
preserve the linkage between the variables. However, these are not general and
robust solutions to these problems.

Estimation of distribution algorithms (EDAs) [4,11] are evolutionary algo-
rithms (EAs) that deal in a different way with the “building-block identifica-
tion” and “building-block mixing or exchange” questions [16]. EDAs use machine
learning techniques to learn a probabilistic model from the selected solutions and
to sample new solutions from this model. There is overwhelming evidence that
probabilistic modeling of selected solutions is a very competitive approach to
the “linkage problem” as known in EAs [3,5,20].

The choice of the probabilistic model in EDAs influences the type of problems
that can be successfully addressed and the machine learning algorithms used to
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learn the models and to sample from them. One class of EDAs able to repre-
sent higher order interactions between the variables are EDAs that use Markov
networks [13,18,20]. Sampling methods commonly applied by this type of EDAs
can transfer the information contained in the Markov models to the generated
solutions but are computationally costly [21]. In this paper we propose the com-
bination of message passing algorithms [12] with decimation strategies [1] for
generating solutions in EDAs based on Markov networks.

The paper is organized as follows. In the next section, we review two typical
examples of EDAs based on Markov networks. Section 3 presents factor graphs,
message passing algorithms, and decimation methods for computing the (MAP)
of a factor graph. Section 4 introduces three variants of algorithms for generating
solutions in EDAs. The experimental results on the validation of our proposal
are given in Section 5. The conclusions of our paper are presented in Section 6.

2 Markov Network Factorized Distribution Algorithm
and the Markovianity Based Optimization Algorithm

Let X = (X1, . . . , Xn) denote a vector of discrete random variables. We will use
x = (x1, . . . , xn) to denote an assignment to the variables. S will denote a set
of indices in {1, . . . , n}, and XS (respectively xS) a subset of the variables of
X (respectively x) determined by the indices in S. We will work with positive
distributions denoted by p. p(xS) will denote the marginal probability for XS =
xS . We use p(xi | xj) to denote the conditional probability distribution of Xi =
xi given Xj = xj .

The Markov network factorized distribution algorithm (MN-FDA) [13] and
the Markovianity based optimization algorithm (MOA) [19,21] are two different
approaches to the use of undirected graphical models to represent probabilistic
dependencies in EDAs. MN-FDA can capture some of the dependencies that
acyclic models like trees are not able to represent, however the number of these
dependencies that it is able to represent is rather limited. The reason for this
limitation is that MN-FDA represents dependencies using a junction graph of
bounded complexity [15]. A good characteristic of MN-FDA is that it samples
new solutions using probabilistic logic sampling (PLS), which is a very efficient
sampling procedure. MOA is a more powerful algorithm in terms of the number
of probabilistic dependencies that it is able to capture. Nevertheless, it requires
to use the Gibbs sampling (GS) algorithm to sample this model. GS is a com-
putationally costly algorithm.

2.1 MN-FDA

MN-FDA defines a factorization in which the factors correspond to a set of
maximal cliques organized as a labeled junction graph (JG). The cliques in the
factorization can be ordered in such a way that at least one of the variables in
every clique is not contained in the previous nodes in the ordering. MN-FDA



Message Passing Methods for Estimation of Distribution Algorithms 421

allows the existence of cycles between the factors, therefore expanding the class
of distributions represented by junction trees [13].

Algorithm 1. MN-FDA

1 Set t ⇐ 0. Generate N � 0 points randomly.

2 do {
3 Evaluate the points using the fitness function.

4 Select a set DS
t of k ≤ N points according to a selection method.

5 Learn an undirected graphical model from DS
t .

6 Generate the new population sampling from the model.
7 t ⇐ t+ 1

8 } until Termination criteria are met

The general steps of MN-FDA are shown in Algorithm 1. The steps that
describe the way the probabilistic model is learned are shown in Algorithm 2. In
this paper, we use the G-test of independence [6] to detect dependencies. G-tests
are a subclass of likelihood ratio tests, a general category of tests that have many
uses for testing the fit of data to mathematical models. To compute the test, we
use the relationship between the G-test and the mutual information:

G(Xi, Xj) = 2NMI(Xi, Xj) (1)

where MI is the mutual information and N is the number of samples.
Since the use of the G-statistics implies a different way to determine the

relationships between variables and different characteristics of the learning algo-
rithm, we call the MN-FDA that uses this test as MN-FDAG.

Algorithm 2. Model learning in MN-FDA

1 Learn an independence graph G using the G-test.

2 If necessary, refine the graph.

3 Find the set L of all the maximal cliques of G.
4 Construct a labeled JG from L.

5 Find the marginal probabilities for the cliques in the JG.

Details on the algorithms used for refining the graph, finding the maximal
cliques, and constructing the labeled JG are given in [14]

2.2 MOA

MOA [19,21] exploits the Markovianity or local Markov property of Markov
networks. Its workflow is described in Algorithm 3.
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Algorithm 3. Markovianity based optimization algorithm

1 Set t ⇐ 0. Generate M points randomly

2 do {
3 Evaluate the points using the fitness function.

4 Select a set DS
t of N ≤ M points according to a selection method.

5 Estimate the structure of a Markov network from DS
t .

6 Estimate the local Markov conditional probabilities, p(xi|Ni), for each
variable Xi as defined by the undirected structure.

7 Generate M new points sampling from the Markov network.
8 t ⇐ t+ 1
9 } until Termination criteria are met

To learn the Markov network structure, first the mutual information for each
pair of variables in computed. Then, an edge between two variables is created
if the mutual information between them is higher than a given threshold. Here
we compute the threshold, TR, as TR = avg(MI) ∗ sig, where avg(MI) is the
average of the elements of the mutual information matrix and sig is the signif-
icance parameter. Following [21], we set sig = 1.5. If the number of neighbors
of a variable is higher than an allowed maximum number, Nneigh, then only the
Nneigh neighbors that have the highest mutual information are kept.

MOA uses a Gibbs sampler with r steps, where r = n×ln(n)×IT , and IT , the
iteration coefficient, is set to 4. In the particular case of binary representation,
the probability of xi = 1 given the value of its neighbors Ni is p(xi = 1|Ni) =

ep(xi=1,Ni)/T

ep(xi=1,Ni)/T+ep(xi=0,Ni)/T
, where T is the temperature coefficient that controls the

convergence of the Gibbs probability distribution. More details on the learning
and sampling procedures used by MOA can be obtained from [21].

3 Message Passing and Decimation Methods Methods on
Factor Graphs

A factor graph [2] is a bipartite graph that can serve to represent the factorized
structure of a distribution. It has two types of nodes: variable nodes, and factor
nodes. Variable nodes are indexed with letters starting with i, and factor nodes
with letters starting with a. The existence of an edge connecting variable node
i to factor node a means that xi is an argument of function fa in the referred
factorization.

Belief propagation (BP) [12] is an inference method used to calculate the
marginal probabilities of a probabilistic model. It is usually applied after some
evidence about the observed states of the variables has been incorporated to the
model. A key characteristic of the BP algorithm is that the inference is done
using message-passing between nodes. Each node sends and receives messages
until a stable situation is reached. Messages, locally calculated by each node,
comprise statistical information concerning neighbor nodes.
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When the algorithm converges (i.e. messages do not change), marginal func-
tions (sum-product) ormax-marginals (max-product) are obtained as the normal-
ized product of all messages received by Xi. For the the max-product approach,
each variable in the optimal solution is assigned the value given by the configura-
tion with the highest probability at each max-marginal.

Decimation strategies [1] are used to solve constraint satisfaction problems.
They work by repeatedly fixing variable values and simplifying the constraints
without reconsidering earlier decisions. They can be seen as a divide and conquer
approach in which the problem is split and simplified at each step.

In the context of EDAs, we will apply a decimation strategy to find an approx-
imate solution to the maximum a posteriori probability (MAP) configuration of
a factor graph representing a probability distribution. At each step of the simple
BP-decimation algorithm the idea is to identify the variable Xi that is almost
certainty to have a given value in the problem’s most probable configuration.
First, max-BP is run. Then, the variable Xi with the largest likelihood on one of
its configurations is identified and fixed to its most probable value. In the next
step, the variable node Xi is removed from the factor graph, and all factors that
contain Xi are reduced by eliminating the tuples which force Xi to take a value
different from the one fixed. The cycle is repeated until all variables are fixed.
The BP-decimation scheme used in this paper is based on the decmap program
included in the libDAI implementation [9].

4 New Methods for Generating Solutions in EDAs Based
on Markov Networks

We propose two different ways for using the information contained in the Markov
networks for generating new solutions: 1) Adding the most probable configura-
tion and 2) Using the most probable configuration as a template for crossover.

In Algorithm 4, the MAP is generated using BP-decimation and it is passed
to the new generation together with the elitist solutions E, and the N − |E| −
1 solutions generated from the probabilistic model using GS or PLS. This is
essentially the same idea used in previous EDA work on the use of the most
probable configurations [7,8]. However, there are also some relevant differences:

– The factor graph is constructed from a Markov network that will represent
two different types of structural information. Reduced set of cliques, for MN-
FDAG, and neighborhood based cliques, for MOA.

– Three different methods are used to compute the most probable configu-
ration: junction-tree-based method for computing exact MAP, loopy belief
propagation (LBP) for computing approximate MAP, and decimation-based
LBP for computing approximate MAP [9].

– An archive is used as a memory of the EDA to avoid adding MAPs already
found in previous generations. The archive stores at most one new MAP in
each generation.
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Algorithm 4. Insert-MAP

1 Learn the Markov network model MN.
2 Generate the set S of N − |E| − 1 solutions according to generation

method.
3 Compute the factor graph FG.

4 Generate a MAP solution from FG.

5 Form the new population with S, E, and the MAP solution.

The effect of the Insert-MAP strategy will depend on the choice of the in-
ference algorithm. Very often for MOA the application of an exact inference
procedure is infeasible due to the dimension of the junction tree. In these situa-
tions no MAP solution is added to the population.

In Algorithm 5, the MAP is used as a template for recombining the infor-
mation of the solutions in the current population with the global information
contained in the Markov model. Recombination guarantees that partial config-
urations that coincide with the MAP will remain in the next population. In
Algorithm 5, inference is applied only once in each generation and PLS or Gibbs
sampling are not applied. It has been acknowledged [22] that operators that
generate offspring through combination of global statistical information and the
local information of solutions found so far (e.g., guided mutation) can improve
search efficiency.

Algorithm 5. Template-MAP

1 Learn the Markov network model MN.
2 Compute the factor graph FG.

3 Obtain MAP solution from FG.
4 for i = 1 to N − |E|
5 Apply uniform crossover between solution xi and MAP solution.

5 Experiments

To evaluate the algorithms introduced in this paper we use separable additively
decomposable functions (ADFs) defined on discrete non-binary variables.

f c
deceptivek(x) =

n
k∑

i=1

Fdec(xk·(i−1)+1 + xk·(i−1)+2 + · · ·+ xk·i, k, c) (2)

Fdec(x1, . . . , xk, k, c) =

⎧⎪⎪⎨
⎪⎪⎩

k · (c− 1), for
k∑

i=1

xi = k · (c− 1)

k · (c− 1)−
k∑

i=1

xi − 1 otherwise

(3)
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The general deceptive function f c
deceptivek(x) of order k [17] is formed as an

additive function composed by the function Fdec(x1, . . . , xk, k, c) evaluated on
substrings of size k and cardinality c, i.e. xi ∈ {0, . . . , c − 1}. This family of
functions is a generalization of the binary fdeceptivek(x) to variables with non-
binary values. Its difficulty increases with the cardinality of the variables (c) and
the size of the definition sets (k).

We compare the algorithms in terms of their critical population size to reach
the optimum and the average number of evaluations needed. The critical pop-
ulation size is computed as the minimum population size needed to reach the
optimum in l = 30 successive experiments and the average number of evaluations
is computed from a maximum of r = 30 independent computations of the critical
population size (less than r if it was not possible to find a critical population
size in all the runs). The population size is started at N = 32 and doubled if the
algorithm does not converge in the l experiments until a maximum N = 131072.
The maximum number of generations was g = 40. Truncation selection, T = 0.5,
is applied together with best elitism in which the complete selected population
is passed to the next generation.

There are two factors that define the different variants we compare:

1. EDAs (MN-FDAG and MOA)
2. Strategy for generating new solutions: S1) Insert-MAP. S2) Template-MAP.

S3) Insert-MAP + Template-MAP

We also evaluate the influence that using different inference methods has in
the behavior of the EDA. Four inference methods are compared:

1. NoMAP: No MAP is computed. Instead a solution generated using PLS, GS,
or template crossover is added to the population.

2. Exact: Exact inference based on a junction tree
3. BP: Belief propagation
4. Dec-BP: Decimation BP

The choice of MN-FDAG or MOA influences the type of undirected model
that is learned from data but also the strategy used for generating new solutions.
When Insert-MAP is combined with NoMAP it means that no MAP is computed
and therefore the original method used by MN-FDAG or MOA to generate new
solutions is applied. In total, we compare 2 × 3 × 4 − 2 = 22 variants of the
algorithms.

We investigate the performance of MN-FDAG and MOA using function
f c
deceptivek(x), k ∈ {3, 4, 5}, c ∈ {2, 3, 4, 5}. We are interested in evaluating the
behavior of the EDAs when the size of the definition sets and the number of
values of each variable are increased.

Table 1 shows the number of successful runs of different EDAs variants when
the definition sets of the functions are increased from k = 3 to k = 5. Each cell of
the table groups the number of successful runs for 4 different cardinality values
c ∈ {2, 3, 4, 5}. Therefore the maximum number of successful runs is 120.

A number of observations can be made from the analysis of Table 1:
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Table 1. Results of the EDAs variants for fcdeceptivek(x), k ∈ {3, 4, 5}, c ∈ {2, 3, 4, 5}.
Number of runs that achieved the optimum.

Problems Gen. Method MN-FDAG MOA

NoMAP Exact BP Dec-BP NoMAP Exact BP Dec-BP

n = 30, k = 3 s1 90 120 120 120 120 120 120 120
s2 90 0 0 0 120 0 0 0
s3 90 120 119 119 120 117 113 118

n = 32, k = 4 s1 60 90 90 90 56 57 57 58
s2 60 0 0 0 56 0 0 0
s3 60 85 88 88 54 30 30 30

n = 30, k = 5 s1 30 60 60 60 30 30 30 30
s2 30 0 0 0 30 0 0 0
s3 30 60 60 60 30 30 30 30

– As the size of the definition sets is increased the results of all algorithms
deteriorate.

– Insert-MAP is amarginally better strategy than Insert-MAP+MAP-Template
for MN-FDAG, and a better strategy for MOA, as it can be observed for n =
32, k = 4.

– For Insert-MAP, there are not important differences between exact and ap-
proximate inference algorithms.

– MAP-Template is the worst generation strategy for all the problems.

We also investigate the number of function evaluations required by the algo-
rithms to find the optimum for each combination of k and c. Figures 1, 2, and 3
show this information as boxplots. On each box, the central mark is the median
number of evaluations from those runs (out of 30) in which the optimum was
found. The edges of the box are the 25-th and 75-th percentiles. The whiskers
extend to the most extreme datapoints the plotting algorithm considers to be
not outliers, and the outliers are plotted individually as crosses.

A first finding from the analysis of the figures is that, for a fixed k, as the
cardinality of the variables is increased, all algorithms dramatically decrease
their performance. This can be seen in the fact that some of the algorithms are
not able to find the optimum even once, and in the dramatic increase in the
number of evaluations. For a fixed c (e.g., c = 2), the number of evaluations also
increases with k. The combination of a high cardinality and a high definition
set is particularly harmful to all the algorithms. For c = 5, only functions with
k = 3 are solved.

Figures 1, 2, and 3 reveal that Insert-MAP is a more efficient algorithm than
No-MAP and Insert-MAP+MAP-Template. The advantage of using Insert-MAP
over No-MAP can be clearly observed for c = 5 for which MN-FDAG with No-
MAP never finds the optimum. The figures help to realize that Insert-MAP
outperforms Insert-MAP+MAP-Template significantly. For all combinations of
c and k the average number of evaluations needed by Insert-MAP is smaller than
that needed by Insert-MAP+MAP-Template. Another interesting observation
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can be made from the analysis of the outliers in Figure 2, (k = 4, c = 2).
Although the average behavior of MOA is worse than MN-FDAG for s1, there
are runs were the number of evaluations needed by MOA to find the optimum is
smaller than the number of evaluations required by the best run of MN-FDAG.
This fact indicates that MN-FDAG is more stable but MOA can eventually
require a smaller number of evaluations in some runs.

Once possible explanation of the poor performance achieved by Template-
MAP is that it produces a lack of diversity in the population that leads to search
stagnation. Insert-MAP+MAP-Template attempts to counteract this effect but
the result does not outperform Insert-MAP. Another issue that should be taken
into account in the analysis of the experiments is that the critical population
size has been computed by requiring to reach the optimum in l = 30 successive
experiments. This is a very strong condition and may explain that for some
functions the success rate is close but not equal to 30.
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Fig. 1. Results of the different strategies for generating new solutions and inference
methods for fcdeceptivek(x), n = 30, k = 3, c ∈ {2, 3, 4, 5}
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Fig. 2. Results of the different strategies for generating new solutions and inference
methods for fcdeceptivek(x), n = 32, k = 4, c ∈ {2, 3, 4}. For c = 5 none of the
algorithms achieved the optimum.
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algorithms achieved the optimum.
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6 Conclusions

In this paper we have introduced new strategies for generating solutions in EDAs
based on Markov networks and presented ways in which they can be combined.
We have compared exact and approximate inference strategies in the context
of EDAs based on Markov networks and we have shown that the choice of the
inference procedure can help to dramatically reduce the number of evaluations.

It has been acknowledged [10] that “While the computation of the conditional
probabilities and even learning of the Markov network structure can be efficiently
done, efficient sampling of Markov networks is still an unsolved problem.” The
same argument has been exposed or implicitly assumed by other authors from the
field. Although we do not claim that the use of inference techniques contribute
to a more accurate sampling of the Markov network probability distribution,
our experiments show that focusing on the MAP of the Markov network can
actually improve the optimization results. The lesson to be taken is that the
sampling problem could be somewhat relaxed by aiming at directly generating
the solutions with highest probabilities instead of sampling the full distribution
using Gibbs sampling. This is what strategies for generating new solutions based
on approximate inference methods for MAP are able to do.
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Abstract. This paper is intended to present the benefits of the application of 
artificial neural network to automatic load frequency control. The power system 
model has been simulated and the conventional PI controller has been replaced 
by the artificial neural network controller wherein, we have trained the neural 
controller to behave as a PI controller. The strategy has been successfully tested 
for both a single area as well as multi area systems using 
MATLAB/SIMULINK. With the help of a neural controller we have been able 
to achieve a smaller transient dip as well as faster stabilization of frequency. 

1 Introduction 

In a power system there has to be perfect balance between the power generated and 
the power consumed. Any change in load is immediately sufficed by the change in 
frequency and conversion of energy stored as momentum of the system into electrical 
energy, until the time taken by the speed sensors, governors, amplifiers and actuators 
to respond to the change in load. The steam valves are opened and the system 
frequency is then restored to its normal value. It is imperative to mention that the 
control measures are most effective once the control elements are automatic devices. 
Power system loads and losses are sensitive to frequency.  

Once a generating unit is tripped or a block of load is added to the system, the 
power mismatch is initially compensated by an extraction of kinetic energy from 
system inertial storage which causes a declining system frequency. As frequency 
decreases, the power taken by load also decreases. Equilibrium for large systems is 
often obtained when the frequency sensitive reduction of loads balances the output 
power of the tripped unit or that delivered to the added block of load at the resulting 
(new) frequency. If this effect halts the frequency decline it usually does so in less 
than 2 seconds. If the mismatch is large enough to cause the frequency to deviate 
beyond the governor dead band of generating units, their output will be increased by 
governor action. For such mismatches, equilibrium is obtained when the reduction in 
the power taken by loads plus the increased generation due to governor action 
compensates for the mismatch. Such equilibrium is normally obtained within a dozen 
seconds after the tripping of a unit or connection of the additional load.  
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The frequency of a generating system is affected by the change in the real power 
and the voltage of the system by the change in the reactive power. Although active 
and reactive powers have combined effects over the frequency and voltage the control 
problem of voltage and frequency can be decoupled. Hereafter we have decoupled the 
problem of frequency variations to be affected by the change in real power and the 
change voltage as a result of variation in reactive power. These two parameters 
(voltage and frequency) determine the quality of the system and hence impose a 
constraint on the system such that the system needs to maintain the deviations in these 
parameters within certain limits. Oscillation around the steady state values may result 
in system instability and may destroy the balance in real and reactive power.  Thus a 
control is necessary to control the changes in the frequency and hence prevent the 
system from entering into an unstable state.  

Any mismatch between generation and demand causes the system frequency to 
deviate from scheduled value. Thus high frequency deviation may lead to system 
collapse. This necessitates an accurate and fast acting controller to maintain constant 
nominal frequency. The limitations of the conventional controls viz., Integral, PI, and 
PID are slow and lack of efficiency in handling system non linearities. 

Many works have been conducted in the field of neural control. In [1] an accurate 
simulation of a heating coil is considered for the comparison of the performance of a 
PI controller and a neural network, which is trained to predict the steady-state output of 
the PI controller, and a combination of PI and neural network. It is observed that the neural 
network when trained as a PI controller after a training of approximately 500 epochs, 
considerably reduced the average error between the set point and actual temperature 
to a level below that observed with the PI controller alone. Neural networks can be 
employed to develop a model reference adaptive control, as in [2] where an MRAC 
has been employed to supervise the control of a chemical plant with significant 
process delay. In [3] Neural network based PI controllers and PID controllers are 
designed and simulated so as to increase the accuracy of position in a pneumatic 
servomotor. Neural Network based PI and PID controllers have a simple structure 
which makes them easier to be implemented and enhances performance with a better 
efficiency than its individual working has been shown. In [4] Khepera mobile robot is 
considered in the case of obstacle avoidance behavior and conclusions that fuzzy is 
efficient for realization of simple tasks whereas neural networks have a better learning 
ability. 

Most of the industrial processes today implement PI or PID controllers in order to 
achieve steady state or dynamic control over the process, but the these controllers 
have a high rise time, high settling time and also a high peak even when the settings 
are optimum and the gain is adjusted to its critical value. The main aim of the paper is 
to display the superior efficiency of neural controllers over conventional PI 
controllers through an application in the field of power system frequency control. The 
paper boasts of the simplicity and efficiency of the technique.  

Here we observe the effectiveness of the ANN applied techniques. The results of 
ANN being applied to the ALFC have been really appreciable in the sense that, 

 



 Application of Neural Networks to Automatic Load Frequency Control 433 

 

• The transient dip has been reduced to a great extent (almost halved) in both 
cases, two area as well as a single area system. 

• The time required for the system to achieve system frequency has also 
decreased 

The paper is organized as follows, section 2 discusses the conventional approach to 
the problem, section 3 discusses a neural approach to the problem and Section 4 
discusses the results of the simulation. 

2 Automatic Load Frequency Control 

2.1 The Single Area Model  

The ALFC loop shown in fig.1 (a) is called the primary ALFC loop. It achieves the 
primary goal of real power balance by adjusting the turbine output ΔPm to match the 
change in load demand ΔPO. 

 

Fig. 1(a). Single area model 

The transfer function of the system is given as [5]: - 
 ( ) ( ) = 1 1(2 + )(1 +  )(1 +  ) ∆ ( )∆ ( ) = (1 +  )(1 +  )(2 + ) 1 +  (1 +  ) + 1 

 ∆ ( ) = ∆ ( ) ( ) ∆ = ( ∆ )  
 
The above equation gives the steady state value of the frequency drift following a 

load disturbance and it can be inferred that the system’s new operating frequency will 
be less than the nominal value due to the load disturbance. However from the stability 
point of view, the frequency drift should be brought down to zero or to a level 
acceptable for stable operation and this is done with the help of a secondary loop 
shown below. 
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2.2 The Single Area Model with Secondary Control 

The ALFC loop shown in Fig. 1(a) achieves the primary goal of real power balance 
by adjusting the turbine output ΔPm to match the change in load demand ΔPo. But a 
change in load results in a steady state frequency deviation. The restoration of the 
frequency to the nominal value requires an additional control loop called the 
supplementary loop. This objective is met by using an integral controller which makes 
the frequency deviation zero. The ALFC with the supplementary loop is generally 
called the AGC. The block diagram of an AGC is shown figure 1(b). 

 

Fig. 1(b). Single area model with secondary control 

The main requirement in the frequency control is to make- Δω=0. So the speed 
changer setting is changed in response to Δω(s) through an integrator. For this 
purpose the signal from Δω(s) is fed back through an integrator block (1/s) to adjust 
ΔPref so as to bring the frequency to the steady state value. Because of the secondary 
loop the steady state value of Δω(s)=0. Thus the integral action results in automatic 
adjustment of ΔPref so as to make Δω=0. This action is rightly called Automatic 
Generation Control. 

The transfer function with the integral group is given below [5], = 1+ 1 ∆ ∆  

2.3 Two Area Model 

he model is similar to the Single Area System but with the additional input of ΔP12. 
Suppose there is a change in load (ΔPo) in area1, the frequencies of the two area 
systems settle to a steady state value. 
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Fig. 1(c). Two area system with secondary control 

3 Neural Control 

3.1 Neural Networks  

A neural network is a mathematical model of the brain that is inspired from the 
working of a biological neural network and consists of a cluster of neural neurons. 
Neural networks are applied in the field of robotics, data mining, recognition and 
control and to many other problems that involve high dimensionality, high degree of 
non-linearity and a complex relation between the input and output.  

Here we train the neural network to behave as a PI controller. The neural network 
takes the load change as the input and produces an output control signal that is 
required to stabilize the frequency oscillations. The number of neurons in the hidden 
layer is determined by observing the MSE. 

3.2 Levenberg Marquardt Algorithm 

The Levenberg–Marquardt algorithm [6,7], which was independently developed by 
Kenneth Levenberg and Donald Marquardt, provides a numerical solution to the 
problem of minimizing a nonlinear function. It is fast and has stable convergence. In 
the artificial neural-networks field, this algorithm is suitable for training small- and 
medium-sized problems. 

Many other methods have already been developed for neural-networks training. 
The steepest descent algorithm, also known as the error backpropagation (EBP) 
algorithm [8,9], dispersed the dark clouds on the field of artificial neural networks and 
could be regarded as one of the most significant breakthroughs for training neural 
networks. Many improvements have been made to EBP [10,11,12,13], but these 
improvements are relatively minor [14,15,16,17,18]. The EBP algorithm is still 
widely used today; however, it is also known as an inefficient algorithm because of its 
slow convergence. There are two main reasons for the slow convergence: the first 
reason is that its step sizes should be adequate to the gradients. Logically, small step 
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sizes should be taken where the gradient is steep so as not to rattle out of the required 
minima (because of oscillation). So, if the step size is a constant, it needs to be chosen 
small. Then, in the place where the gradient is gentle, the training process would be 
very slow. The second reason is that the curvature of the error surface may not be the 
same in all directions, such as the Rosenbrock function, so the classic “error valley” 
problem [19] may exist and may result in the slow convergence. The slow 
convergence of the steepest descent method can be greatly improved by the Gauss–
Newton algorithm [20]. Using second-order derivatives of error function to 
“naturally” evaluate the curvature of error surface, The Gauss–Newton algorithm can 
find proper step sizes for each direction and converge very fast; especially, if the error 
function has a quadratic surface, it can converge directly in the first iteration. But this 
improvement only happens when the quadratic approximation of error function is 
reasonable. Otherwise, the Gauss–Newton algorithm would be mostly divergent. 

The Levenberg–Marquardt algorithm blends the steepest descent method and the 
Gauss–Newton algorithm. Fortunately, it inherits the speed advantage of the Gauss–
Newton algorithm and the stability of the steepest descent method. It’s more robust 
than the Gauss–Newton algorithm, because in many cases it can converge well even if 
the error surface is much more complex than the quadratic situation. Although the 
Levenberg–Marquardt algorithm tends to be a bit slower than Gauss–Newton 
algorithm (in convergent situation), it converges much faster than the steepest descent 
method. The basic idea of the Levenberg–Marquardt algorithm is that it performs a 
combined training process: around the area with complex curvature, the Levenberg–
Marquardt algorithm switches to the steepest descent algorithm, until the local 
curvature is proper to make a quadratic approximation; then it approximately becomes 
the Gauss–Newton algorithm, which can speed up the convergence significantly. 

Table 1. Update rules for various algorithms 

Algorithms Update Rules Convergence Computation 
Complexity 

EBP algorithm wk+1=wk−∝gk 
 

Stable, slow Gradient 

Newton algorithm wk+1=wk−Hk−1gk 
 

Unstable, fast Gradient & Hessian 

Gauss-Newton 
algorithm 

wk+1=wk−(JkTJk)−1Jkek 
 

Unstable, fast Jacobian 

Levenberg-
Marquardt 
algorithm 

wk+1=wk−(JkTJk+μI)−1Jkek 
 

Stable, fast Jacobian 

NBN algorithm  wk+1=wk−Qk−1gk Stable, fast Quasi Hessian 
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Table 2. Comparison of training algorithms 

Algorithms Convergence Rate (%) Average Iteration Average Time 
EBP algorithm(α=0) 100 1646.52 320.6 

Newton 
algorithm(α=100) 

79 171.48 36.5 

Gauss-Newton 
algorithm 

3 4.33 1.2 

Levenberg-Marquardt 
algorithm 

100 6.18 1.6 

 
The comparison of various algorithms is presented in Table 1and 2. One may 

notice that: (1) for the EBP algorithm, the larger the training constant α is, the faster 
and less stable the training process will be; (2) Levenberg–Marquardt is much faster 
than the EBP algorithm and more stable than the Gauss–Newton algorithm. 

For more complex parity-N problems, the Gauss–Newton method cannot converge 
at all, and the EBP algorithm also becomes more inefficient to find the solution, while 
the Levenberg–Marquardt algorithm may lead to successful solutions. 

4 Results and Simulation 

The following figures demonstrate the models and their simulation results. A 
reduction in the transient dip and a reduction in peak time can be observed in case of a 
single area as well as a 2 area system. Fig 2(a) displays a model for comparing the 
frequency response of a neural control and that of a PI control in a single area system 
and Fig 2(b) displays the simulation results of the model of a single area system. Fig 4 
(c) represents a 2 area system where Fig 2 (d) displays neural control in a 2 area 
system and Fig 2 (e) displays the simulation results of the 2 area system. 

 

Fig. 2(a). Neural control in a single area system 
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Fig. 2(b). Frequency response of a single area system 

 

 

Fig. 2(c). Area system 
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Fig. 2(d). :Neural Control in a 2 area system 

 

Fig. 2(e). Frequency response of a 2 area 

Table 3 summarizes the decrease in Peak time and settling time and also a 
reduction in transient dip of frequency. Through neural control we have been able to 
achieve 40% reduction in settling time and 10-30% reduction in peak time. 

Table 3. Comparison between a PI and Neural controller 

 Peak Time Settling time Peak Load 
PI control 1 sec 16.5 sec -0.024 .33 
Neural control .85 sec 10 sec -0.0134 .33 
PI controller 1 sec 16 sec -0.0375 .54 
Neural 
controller 

.7 sec 9.5 sec -0.0222 .54 
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5 Future Works 

Due to the rapid changing nature of a power system and due the possibility of 
replacement of any equipment, retraining of each neural network becomes a practical 
and evident possibility. Retraining the Neural controller is practically harassing for 
the users. Therefore we suggest the application of Online training of the neural 
controller which can be supervised by the same Levenberg-Maquardt algorithm 
according to the frequency deviation from zero. 

6 Conclusion 

The main aim of the paper was to display the efficiency of a neural controller trained 
with levenberg-maquardt algorithm in the field of automatic load frequency control. 
The results achieved are truly appreciable and inspire further work in this particular 
sector. 
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Abstract. The estimation of solar irradiation data is very important for
renewable energy and solar energy systems applications. The forecasts
can be used to predict the output power of photovoltaic systems installed
in power systems and control the output of other generators to meet the
electricity demand. In this paper, a Recurrent Neural Network(RNN)
model is used to forecast the Daily, Mean Monthly and Hourly Solar
Irradiations using the recorded meteorological data. Here, an adaptive
learning rate is proposed for the RNN. The results of the RNN is com-
pared with that of a Multi Layer perceptron(MLP). It is found that the
RNN with the adaptive learning rate gives a better performance than
the conventional feed forward network.

Keywords: Adaptive Learning Rate, Recurrent Neural network(RNN),
Solar Radiation forecasting, Time Series Prediction.

1 Introduction

The amount of energy that the sun delivers to earth is many times more than all
the world’s power needs. It doesn’t give off carbon dioxide emissions and its free.
This has encouraged a lot of research in the field of solar energy. The cumulative
installed capacity of solar photovoltaic reached roughly 65 gigawatts at the end
of 2011 from 1.5 gigawatts in 2000[1]. Therefore, solar radiation forecasting has
become of prime importance as it helps in predicting the output of photovoltaic
systems and plays a huge role in their long term and short term planning.

There has been a lot of research work where Artificial Neural Networks is used
to forecast solar irradiation values from meteorological data [4–6]. If we compare
the conventional algorithms based on local linear models, ANN is a better option
as it provides nonlinear parametric models. Authors in [5] used a Multi layer
perceptron and an ad hoc time series pre-processing to develop a methodology
for the daily prediction of global solar radiation on a horizontal surface tracking
the sun. Its performance is better as compared to other predictors like ARIMA,
Bayesian inference, Markov chains and k-Nearest-Neighbors predictors. Authors
in [7] used Radial Basis Function (RBF) networks for daily global solar radiation
data prediction from sunshine duration and air temperature.
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1.1 Solar Irradiation

Solar irradiation is the measure incident of total amount of solar radiation trans-
mitted to the surface of the Earth’s atmosphere in a given unit of time. It is
expressed in watt*hours/m2. The solar irradiation can be represented in three
ways.
(a) Direct Normal Irradiation(DNI)
(b) Diffuse Horizontal Irradiation(DHI)
(c) Global Horizontal Irradiation(GHI)
Direct Normal Irradiance is the amount of solar radiation received per unit area
by a surface that is always held perpendicular to the rays that come in a straight
line from the direction of the sun. While in Diffuse Horizontal Irradiance, the
radiation scattered by molecules and particles is considered and that need not
arrive on a direct path from the sun, it comes equally from all directions. Global
Horizontal Irradiance is the total amount of radiation received per unit area
by a surface horizontal to the ground. It is composed of both Direct Normal
Irradiance and Diffuse Horizontal Irradiance, can be expressed as

GHI = DNI ∗ cos(θ) +DHI (1)

where θ is the angle between the incoming sun rays to the normal to the surface.

1.2 Why Solar Irradiation Forecasting Is Needed?

The forecasted values of solar irradiation can be used for variety of applications.
Short term forecasting can be used to predict the output of the photovoltaic sys-
tems. This can further be used for controlling the output of other generators in
the grid or planning the installation of new systems. Forecasted monthly mean
data of solar radiation is needed for calculating the long term performance of
solar energy systems. The forecasted results can also be used to increase the
integration limit of the renewable energy systems into the electric grid. Figure 1

Fig. 1. Variation of GHI with time(days)
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shows the variation of GHI at a certain time against time(days). It can be ob-
served here that the variation of GHI follows a pattern. Therefore, the irradiation
values is not entirely unpredictable.

2 Problem Formulation

The meteorological studies suggest that solar irradiation reaching earth depends
on other weather parameters like temperature, humidity, rainfall etc [4]. So, we
can use neural networks and train it to give solar irradiation values as output
while feeding these weather parameters as inputs. As a result, we will have a
model which gives us solar irradiation values if these weather data is given to
it. In this paper, we will use the old recorded data of solar irradiations and
different weather parameters and develop such a neural network model. Once
we have such a model, we can even forecast the future solar irradiation values
provided we have the future values of different weather parameters. Therefore,
for solar irradiation forecasting we need to first use the recorded data of these
weather parameters and perform a time series analysis to get their future values
and then give it to the neural network model to predict the solar radiation values.

2.1 Data

The meteorological data which has been used here were recorded in Rajasthan,
India. The site is located at 26.487475 latitude, 73.12122 longitude and having
an elevation of 237 meter from the sea level. We have a total 13 years of data
i.e. from Jan 1999 to Feb 2013 recorded on a half an hour basis. The meteo-
rological parameters used are day, month, year, time (UTC +5.5), temperature
(◦C), relative humidity (%), wind speed (m/s), wind direction (deg), dew point
temperature (◦C), rainfall in kg/m2 and atmospheric pressure (hPa) that were
finally used to estimate DNI,GHI and DIF in Wh/m2.

Fig. 2. Architecture of NN for time series analysis of different weather parameters
(a)Daily and Mean Monthly estimation(b) Hourly estimations
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2.2 Model Development

The meteorological parameters mentioned before are used as inputs to the neu-
ral networks to predict the DNI,GHI and DIF. We use the old values of these
parameters to form a training data set for the neural networks. Once the train-
ing is over, we can perform the forecasting. But for forecasting, these inputs
must also be predicted. So, a separate time series prediction is done for these
input parameters using feed forward neural networks(MLP). For this time series
prediction, we have used a set of MLP networks for each parameter with the
architecture shown in fig 2. For our calculations, we have used a MLP network
with the structure of [8-10-10-1] i.e. 8 inputs, 2 hidden layers with 10 neurons
and 1 output. As shown in figure 2, we give day, month, year and the parameter’s
past 5 values as inputs to the MLP to get the future values of the parameter we
want to know. Therefore, in this way we calculate the future values of different
parameters and use it for the solar irradiation forecasting. In our problem, we
will feed these forecasted weather parameters to a recurrent neural network with
an adaptive learning rate to get the solar irradiation values. We will also use a
separate MLP network in place of the RNN for comparison.

In this paper, we have made three kinds of forecasting. First, the daily solar
irradiation values corresponding to 11-12am for the entire year of 2012. Second,
the hourly solar irradiation values for the first three month of 2012. Finally,
the monthly mean values of solar irradiation for each month of 2012 is also
calculated. The number of hidden layers and number of neuron were chosen on
the basis of hit and trial. The monthly mean solar irradiation is calculated by
taking the monthly average of daily solar irradiation. Since the desired values
are known, the performance of the models can be analyzed and compared.

2.3 Performance Evaluation

The performance of the models were evaluated by three statistical indices, i.e.
the coefficient of determination (R2), root mean square error (RMSE), and the
mean absolute error (MAE). The R2 is a measure of how successful the model
evaluation is in explaining the variation of the data. The value of RMSE gives
information on the short term performance of the correlations. The MAE gives
the absolute value of the bias errors. The lower value of RMSE and MABE shows
better estimation.

Let us assume N is the number of test data. If e1, e2....eN is the error in the
test data sets then,

RMSE =

√
e21 + e22 + ...e2N

N
(2)

MAE =
|e1|+ |e2|+ ....|eN |

N
(3)

R2 =

∑N
i=1(yi − yd)

2∑N
i=1(yi − yd)

2 +
∑N

i=1(yi − ydi)
2

(4)

where yd is the mean of desired data set.
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3 Recurrent Neural Networks

Recurrent Neural Network (RNN) is a class of neural network with feedbacks.
In such a network, the next state is a function of the current input together with
the present state of the network. Thus, these networks have some memory. This
feature of RNN can be utilized in solar forecasting calculations. Figure 3 shows
us the feedbacks in a RNN. This means that the current output depends upon
previous values of output.

Fig. 3. The structure of RNN used

3.1 Recurrent Neural Network Learning Algorithm

In figure 3, a three-layered recurrent neural network is shown which comprises an
input layer (i0), a hidden layer(i1) and an output layer (i2). The objective of the
algorithm is to adjusts the weights Wi2i1 and Wi1i0 such that the cost function
E(t) is minimized. The instantaneous cost function in error can be expressed as

E(t) =

n2∑
i2=1

Ei2(t) =
1

2

n2∑
i2=1

(ydi2(t)− yi2(t))
2 (5)

The input to the ith1 neuron of hidden layer is given by

hi1(t) =

m∑
io=1

Wi1io(t)xi0 (t) +Wi1vi1(t− 1) (6)

where vi1 is the output of ith1 neuron of hidden layer given by

vi1(t) = ψ(hi1(t)) =
1

1 + e−hi1(t)
(7)
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Here ψ(.) is the sigmoidal activation function. Now, input to the ith2 neuron of
output layer is

hi2(t) =

n1∑
i1=1

Wi2i1(t)vi1 (t) (8)

The final output of the ith2 neuron of output layer is given by

yi2(t) = vi2(t) =
1

1 + e−hi2 (t)
(9)

Update of the Weights Connecting the Output Layer and Hidden
Layer. The gradient descent algorithm can be used to update the weights as [9]

Wi2i1(t+ 1) = Wi2i1(t) + ηδi2(t)vi1 (t) (10)

where,

δi2(t) =
[
ydi2(t)− yi2(t)

] × yi2(t)× (1− yi2(t)) (11)

ans η is the learning rate.

Recurrent Weights Update. Similarly, applying the gradient descent algo-
rithm will give

Wi1 (t+ 1) = Wi1(t) + ηvi1 (t)(1 − vi1(t))vi(t− 1)

n2∑
i2=1

(δi2Wi2i1(t)) (12)

Update of the Weights Connecting the Input Layer and Hidden Layer

Wi1i0(t+ 1) = Wi1i0(t) + ηP (t)

n2∑
i2=1

(δi2(t)Wi2i1(t)) (13)

where P (t) =
δvi1 (t)

δWi1i0 (t)
and it can be shown that

P (t) =
δvi1 (t)

δWi1i0 (t)
=

δvi1(t)

δhi1(t)
× δhi1(t)

δWi1i0(t)

= vi1(t)(1 − vi1 (t))×
[
xio(t) +Wi1 (t)

δvi1(t− 1)

δWi1i0(t)

]
= vi1(t)(1 − vi1 (t))× [xio(t) +Wi1 (t)P (t− 1)] (14)

Eqn 14 is the recursive relation in P (t) and P (t−1). It can be implemented in
real time. The learning rate η is considered to be fixed in this derivation. Next,
an adaptive learning rate will be derived which will replace the constant value
here in this derivation.
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3.2 Recurrent Neural Network with an Adaptive Learning Rate

In [8], authors have proposed an adaptive learning rate for a feed forward net-
work. Here, it is observed that a similar adaptive learning rate can also be derived
for the recurrent neural network.Therefore, using the results in [8]

Wi2i1(t+ 1) = Wi2i1(t) + μẆi2i1(t)

= Wi2i1(t) +

(
μ

||e||2
||JTe||2

)
JTe (15)

So, the adaptive learning rate for the RNN will be

ηa = μ
||e||2

||JTe||2 (16)

where e = [y1d − y1, y2d − y2, ...]T and

J =
δy

δWi2i1

here, μ is selected heuristically and in order to avoid numerical instability.

4 Estimation of Solar Irradiations

4.1 Daily and Mean Monthly Solar Irradiations

For the daily solar irradiation prediction, we have chosen the interval 11-12am
for which we will make the forecasting. As the meteorological data is from Jan
1999 to Feb 2013, a subset of data from 11-12am is taken for daily irradiation
calculation. Therefore, the data corresponding to 11:48am from Jan 1999 to
December 2011 is taken to build the input-output data set for training and the
forecasting is made for the year 2012. Therefore, we have 4748 number of input-
output data for training while 366 number of test points for forecasting. The
Monthly Mean solar irradiation is calculated by taking the monthly average of
Daily solar irradiation. Since the desired values are known, the performance of
the models can be analysed and compared.

Simulation Results. In this paper, the RNN which gives the final solar irradi-
ation values has the structure of [7-15-3] i.e. 7 inputs, 15 neurons in the hidden
layer and 3 outputs. For comparison we have also used a MLP with the struc-
ture of [7-10-10-3] in place of the RNN. Figure 4 and 5 show the GHI forecasting
for an entire year for an interval of 11-12 am by RNN and MLP networks re-
spectively. Figure 6 compares the monthly mean solar irradiation calculation. In
both the cases we can observe that the performance of RNN with an adaptive
learning rate is better than that of MLP. Table 1 compares the performance on
the basis of various indices.
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Fig. 4. Daily Global Horizontal Irradiation(GHI) at 11-12am [Wh/m2] using RNN

Fig. 5. Daily Global Horizontal Irradiation(GHI) at 11-12am [Wh/m2] using MLP

4.2 Estimation of Hourly Solar Irradiation

For the hourly forecasting, first the data is converted from half hourly basis to
hourly basis by down sampling by a factor of 2. We have calculated the hourly
irradiation of each month separately. For example, if we consider the month of
january, the input to the RNN is the subset of the whole data which contain the
irradiation values of january month only from 1999 to 2011. The total number
of training data for the month with 31 days were 9672 and the number of testing
data were 744.
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Fig. 6. Mean Monthly global solar radiation at 11-12am [Wh/m2] using (a) RNN (b)
MLP

Table 1. Comparison between RNN and MLP Results for Daily and Mean Monthly
Irradiations

RNN [7-15-3] MLP [7-10-10-3]

DNI Daily Monthly Mean Daily Monthly Mean

%RMSE 14.57 6.37 17.26 9.71

%MAE 11.12 6.09 13.60 8.28

R2 0.58 0.92 0.52 0.87

GHI Daily Monthly Mean Daily Monthly Mean

%RMSE 15.54 5.35 17.05 8.66

%MAE 9.42 3.94 12.51 6.49

R2 0.71 0.98 0.65 0.95

DIF Daily Monthly Mean Daily Monthly Mean

%RMSE 14.94 4.47 16.45 9.4

%MAE 10.04 3.36 12.03 7.59

R2 0.67 0.98 0.66 0.95

Simulation Results. The RNN which gives the final solar irradiation values
has the structure of [7-15-3]. For comparison we have also used a different MLP
with the structure of [7-10-10-3] in place of the RNN. Figure 7 shows the hourly
solar irradiation forecasting for all the 31 days of January 2012. Figure 8 shows
the forecasting for a random day of January. Note that the peaks in the figure
7 represent one day of the month while figure 8 is a zoomed version of one such
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Table 2. Results of Hourly Solar Irradiations using RNN [7-15-3]

DNI GHI DIF

%RMSE %MAE R2 %RMSE %MAE R2 %RMSE %MAE R2

Jan 14.15 7.18 0.71 9.30 5.05 0.90 10.38 7.12 0.86

Feb 9.45 4.43 0.91 8.49 4.03 0.92 6.67 4.2 0.90

Mar 11.38 5.50 0.81 13.32 7.73 0.82 8.41 4.72 0.88

Fig. 7. Hourly Solar irradiation forecasting for 31 days of January [Wh/m2]

Fig. 8. Hourly Solar irradiation [Wh/m2] forecasting for a random day of January
against time

peak. Table 2 shows the performance of RNN for the first three months on the
basis of various indices.



452 A.P. Yadav, A. Kumar, and L. Behera

5 Conclusion

In this paper, a single layer Recurrent Neural Network(RNN) is used to estimate
the different solar irradiations i.e. Direct Normal Irradiance (DNI), Global Hor-
izontal Irradiance (GHI) and Diffuse Horizontal Irradiance (DHI). Daily, Mean
monthly and hourly values of the irradiance are predicted using the meteoro-
logical data of different weather parameters. The results of [9] regarding the
adaptive learning rate has been extended to the recurrent neural network. The
performance of the proposed RNN with the adaptive learning rate is compared
with that of conventional MLP. The RNN model outperforms the MLP in all
the three cases.
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Abstract. Data aggregation is essential for wireless sensor networks
(WSN) where energy resources are limited. Due to scarce energy re-
sources, construction of data aggregation tree in WSN from group of
source nodes to sink nodes with less energy consumption is challenging.
In this work, we propose a method to determine the aggregation tree with
less energy consumption using Artificial Bee Colony (ABC) algorithm,
which is a swarm intelligence technique. We compute the fitness (energy
consumption of whole network) by considering multiple algorithms in the
same network and then evolving the solution until fitness value is mini-
mum. Our preliminary results suggest that, under investigated scenarios,
the usage of ABC algorithm for aggregation in WSN with multiple base
stations can achieve energy savings over Shortest path tree data aggre-
gation and Ant colony data aggregation with multiple base stations.

Keywords: WSN, Aggregation, Energy Efficient, ABC Algorithm.

1 Introduction

Wireless Sensor Network (WSN) consists of large number of sensor nodes, where
each node is connected to one or more sensor nodes. Each node contains a ra-
dio transceiver, a micro controller, an electronic circuit for interfacing with the
sensors and an energy source. WSNs have a wide range of potential applications
to industry, science, transportation, civil infrastructure and security. Power sup-
plies of WSNs are limited and the positions of the sensor nodes are usually not
predetermined and deployed randomly in inaccessible geographic areas and dis-
aster locations [5]. The applications like forest monitoring, wild life monitoring
and battlefield surveillance etc. can not replace the batteries by reaching the
sensor node. This implies that the sensor nodes are expected to perform sens-
ing and communication for long time with no maintenance or reorganization.
The lifetime of a sensor network can increase by using energy efficiently. The
energy consumption of each and every sensor node in the sensor network can be
balanced with the use of multiple base stations.

The sensor nodes monitor a geographical area and collect sensory informa-
tion. Sensory information is communicated to the base station through wireless
hop by hop transmissions. To conserve energy this information is aggregated at
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intermediate sensor nodes by applying a suitable aggregation function on the
received data. Aggregation reduces the amount of network traffic which helps
to reduce energy consumption on sensor nodes [4]. Optimal aggregation tree
problem is NP-Hard [7] which is equivalent to Steiner tree and weighted set
cover [1] problems. Approximation algorithms for finding optimal aggregation
are Greedy Incremental Tree (GIT), Shortest Paths Tree (SPT) and Center at
Nearest Source (CNS) [4]. The Shortest Path Tree problem is to find the set of
edges connecting all nodes such that the sum of the edge lengths from the root
to each node is minimized.

Sensor nodes around the base station become bottlenecks and deplete their
battery energy much faster than other nodes. A natural solution to such a prob-
lem is to have multiple base stations, so that the load is distributed evenly
among all nodes [6]. If one of the base station malfunctions due to some reason,
the nodes that are connected to the malfunctioned base station will switch to
the nearest base station that is working properly.

In this paper, an Artificial Bee Colony(ABC) algorithm is proposed to find
data aggregation tree in a WSN for reducing the energy consumption. The in-
termediate nodes that have more than one children are known as aggregation
nodes. The aggregation node will combine data coming from a group of source
nodes and transmits it to the nearest base station. With multiple base stations,
the energy consumption of sensor nodes in the region is balanced by switching
from the current base station to another active base station.

Rest of the paper is organized as follows. sections 2 presents a brief review of
the literature. section 3 describes the algorithm and working principle of artificial
bee colony algorithm. Experimental setup and results obtained are discussed in
section 4 followed by conclusions and future work in section 5.

2 Related Work

Data aggregation is essential for WSN, lot of researchers have made effort on
this area. To save energy, the data coming from different sources are aggregated
by eliminating redundancy and minimizing the number of transmissions. Mini-
mizing the number of non source nodes in the aggregation tree also minimizes
energy consumption in the whole network.

Design of an efficient data aggregation technique with efficient use of the
resources can reduce communications among nodes. Most of data aggregation
techniques are not designed for large scale WSNs. The application like static
time driven monitoring system provides redundant information to the user. For
example, temperature information in the field is almost same, it is redundant
data. For sending the redundant data to the base station lots of sensors deplete
their energy for transmission purpose. A dynamic data aggregation method was
proposed for large scale WSN with degree of aggregation based on dynamic
decision making [16].

Number of routing protocols for wireless sensor networks have been developed
using the principles of swarm intelligence. The natural systems of inspiration



Energy Efficient Aggregation in WSNs for Multiple Base Stations 455

from the foraging behaviors of ant and bee colonies, show the desirable interest
in context of network routing, and in particular of routing in wireless sensor
networks. An extensive survey of these protocols, the general principles of swarm
intelligence and its application to the routing is described in [19].

An ant based algorithm is proposed to find an aggregation tree [9]. In this
paper, every source is assigned to an ant. Each ant tries to get the path between
source and sink. If any ant finds an already existing path, it adds more pheromone
to the path and chooses that path for onward transmission. Like this if all ants
use the existing path, the energy consumption is less [12] [3]. The results are
compared with the Greedy Incremental Tree Algorithm [4], ant-0, ant-1 and
ant-2. The ant-0 algorithm works by using extended hop count 0. ant-1 and
ant-2 algorithms(ALG) work by using extended hop count 1 and 2 respectively.

One of the main problems to be solved in WSNs operation is the routing
problem. The main goal of WSN routing is to prolong the lifetime of the net-
work and prevent connectivity errors by employing aggressive energy manage-
ment techniques. A routing approach is proposed based on Artificial Bee Colony
(ABC) [13] [15] algorithm of which preliminary performance results presented
is tested by round based network lifetime. With this test, complexity analysis
of the model is also studied. ABC algorithm is utilized to develop the routing
strategy for time-based WSN applications by transferring data periodically [20].

3 Artificial Bee Colony Algorithm

Artificial bee colony algorithm is a population based meta-heuristic optimiza-
tion algorithm, which is inspired by the intelligent foraging behavior of natural
honey bee swarm. This algorithm was proposed by Dervis Karaboga [13], later
developed by Karaboga and Basturk [10] [11][8]. ABC algorithm is used in WSN
like deployment [17] [14], coverage [21], routing [20] etc. ABC algorithm is also
used for other engineering applications [18]. Naturally there are three types of
bees Employed bees, Onlooker bees and scout bees. In the similar way, ABC also
consist 3 types of bees.

3.1 ABC Algorithm Overview

In artificial bee colony, the assumption is that one bee is associated with one food
source. Food sources are assumed as solutions. As the food source is having nectar
amount as a measurement, solutions are also associated with fitness. Depending
on the problem in consideration, the solution with least fitness or maximum
fitness is considered as best solution. The sudo code of the ABC is described in
Algorithm.1.

Initialization Phase: In the first step, each bee is randomly initialized with a
solution. The fitness of each solution is evaluated. The best solution is identified
based on the fitness value.

Employed Bee Phase: For each solution have to find the neighboring solution.
That means, searching for better solution with in the region of current solution.
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Algorithm 1: Pseudo code of ABC

generate ne random solutions S1, S2, ...., Sne [ Getting path from each source
to the nearest base station];

best sol := best solution among S1, S2, ...., Sne [Less energy consumption
solution among all solutions] ;

while max cycle number do

foreach Employed bee do
Ne := Generate Neighboring Solution(Se);
[If neighboring solution not get path to all sources];
if (Ne == ∅) then

replace Se with random solution;
else if (Ne is better than Se) then

Se := Ne;
counte := 0 ;

end
counte := counte + 1;

end

foreach Onlooker bee do
o := Roulette Wheel Selection(S1, S2, ...., Sne);
No := Generate Neighboring Solution(So);
if (No == ∅) then

replace So with random solution;
else if (No is better than So) then

So := No;
counte := 0;

else
counte := counte + 1;

end
end

foreach Employed bee do
if (Se is better than best sol) then

best sol := Se;
end

end

if (counte ≥ maxcount) then
replace Se with random solution;

end
end
return best sol;
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The reason behind finding the neighboring solution is motivated from the nature
itself, because in the nature if there is a good food source, there is high probability
of another good food source availability. If that neighbor solution is better than
the current solution, current solution replaced with the neighbor solution. In case
if neighboring solution is unable to generate, replace the solution with random
solution.

Onlooker Bee Phase: Instead of finding neighboring solution to every solution,
select some solutions randomly. For this purpose, generally either roulette wheel
selection, or binary tournament selection was used. For those randomly selected
solutions, generate the neighboring solution and store it, instead of replacing
as soon as we find better solution. At the end of the iteration, compare the
generated neighbor solutions with existing solution. If they are better, replace
the old ones with new solutions.

Scout Bee Phase: If a solution is neither worst than neighbor solution nor
replaced by random solution, and if this continues after some number of iterations
the employed bee associated with that solution becomes scout bee. The scout
bee replaces the existing solution with new random generated solution.

3.2 ABC for Data Aggregation in WSN with Multiple Base
Stations

Initialization Phase

1. The path between each and every source to the nearest base station by
making the overlapping nodes as aggregation nodes is a solution.

2. The path between source and nearest base station was found using Breadth
First Search (BFS) technique.

3. The BFS begins at a source node and inspects all the neighboring nodes.
Then for each of those neighbor nodes in turn, it inspects their neighbor
nodes which were unvisited, and so on. Once it reaches the nearest base
station, it will retrieve the path from source to the nearest base station.

Employed Bee Phase

1. Generate the neighboring solution to every solution.
(a) For each node, check for existed path in one hop neighbors.
(b) If exists switch to that path.
(c) Otherwise traverse in previous path.
(d) This process continues until each source finds its path to the nearest

base station.
2. Check whether neighboring solution is better than existing solution.
3. If yes replace the existing solution with neighboring solution.

Onlooker Bee Phase

1. Instead of finding neighboring solution to every solution, select some solu-
tions randomly.

2. To select a solution randomly roulette wheel selection has been used.
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3. If fi is the fitness of individual i in the population, its probability of being
selected is

pi =
fi∑N
j=1 fj

where N is the number of individuals in the population.

Scout Bee Phase

1. Find out which solution has the highest count value in total solutions.
2. Check whether that highest trial value is greater than maxcount.
3. If yes replace respective solution with random solution.

4 Experimental Setup and Results

The simulation are carried out on a Windows 32-bit system with Intel Core2
Duo, 3.00GHz processor. Matlab version 7.8 is used to perform all experiments.
The sensor nodes are distributed randomly in 100m×100m grid. All sensor nodes
are assumed to have the same transmission range. The neighbors of each sensor
node are identified by using euclidean distance. If the euclidean distance between
two sensor nodes is less than the communication range, these sensor nodes are
said to be neighbors. In the Euclidean plane, if p = (p1, p2) and q = (q1, q2)
then the distance is given by

d(p,q) =
√
(p1 − q1)2 + (p2 − q2)2.

An energy consumption model described in [2] is used to estimate the power
consumption. The energy consumption for sending a packet is determined by a
cost function

Esend = Etrans ∗ s+ Eamp ∗ d2
where Esend is the energy cost of sending a bit, s is the packet size, Eamp is

the energy consumed in the amplifier, Etrans is the energy consumed for sending
a bit and d is the distance of message transmission. The simulation parameters
used for the experimental setup is shown in Table 1.

Table 1. Simulation Parameters

Symbol Definition Setting

Erec Receiver electronics 50nJ/bit
Etrans Transmitter electronics 50nJ/bit
Eamp Transmit Amplifier 0.1nJ/bit/m2

DPsize Size of data packet 64bytes
Senergy Initial energy of sensor 0.25J

The energy consumption for receiving a message is determined by a cost
function

Ereceive = Erec ∗ r
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where Erec is the energy cost of receiving a bit, and r is the packet size.
Fig.1. shows an initial setup that contains 500 sensor nodes and 3 base sta-

tions. In those 500 sensor nodes, 250 nodes are used as source nodes. The trans-
mission range is 12m. Nodes that are represented by ∗ (red) are source nodes
and nodes represented by + (green) are intermediate nodes. The nodes 501−503
are base stations and these are represented with ∗ (blue). Fig.2. to Fig.4. shows
the final networks obtained after performing the SPT, ANT and ABC algorithm
for multiple base stations respectively, for the same network.

Fig. 1. Initial setup

.
Fig. 2. SPT ALG for aggregation in

WSN with multiple base stations

Fig. 3. ACO ALG for aggregation in

WSN with multiple base stations

Fig. 4. ABC ALG for aggregation in
WSN with multiple base stations

Table 2. to Table 5. shows the total energy consumption of the network in
nano joulels for SPT, ANT and ABC algorithms. For each set of sources, the
reported results are the average of four different sets of sources(instances). The
minimum energy consumption is shown in bold phases in the table i.e. ABC.

Fig. 5. to Fig. 8. plots the energy consumption of whole network for a set of
sources on x(axis) and energy in nano joules in y(axis). Here we have taken four
networks, in each network the number of set of sources is varied (100, 200, 300
etc.), for each set of sources, the average of four different instances is considered.

Fig.5. shows the energy comparison of 500 sensors with variable number of
sources. The network is configured in 100*100 grid, each sensor transmission
range is fixed at 12 and only one base station is considered. Fig.6. represents
same as Fig.5. but with three base stations. It shows the total energy consump-
tion in the network with the three base station is less compare to total energy
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Table 2. Energy consumption (nano joules) for 500 sensors and 1 base station

Number of Sources
Algorithms

70 140 210 280 350 420

SPT 348300 531400 688300 832600 963900 1082500
ANT 303200 470500 625200 768000 912200 1054400
ABC 248000 413700 566800 726900 879300 1034300

Table 3. Energy consumption (nano joules) for 500 sensors and 3 base stations

Number of Sources
Algorithms

70 140 210 280 350 420

SPT 336500 543700 694300 833100 960500 1091200
ANT 287900 460300 613700 769500 905500 1053200
ABC 233600 403500 559300 722300 873700 1034200

consumption in the network with one base station. The numerical data corre-
sponding to Fig.5. and Fig.6. are tabulated in Table 2. and Table 3. respectively.

Fig. 5. Energy comparison of ALGs for
500 sensors and 1 base station

Fig. 6. Energy comparison of ALGs for
500 sensors and 3 base stations

Table 4. Energy consumption (nano joules) for 1500 sensors and 1 base station

Number of Sources
Algorithms

220 440 660 880 1100 1320

SPT 1105400 1685200 2137700 2543900 2929200 3269700
ANT 905900 1406800 1865000 2319000 2754700 3185400
ABC 744000 1232100 1707300 2183700 2658000 3130700

Fig.7. shows the energy comparison of 1500 sensors with variable number
of sources. The network is configured in 200*200 grid, each sensor transmission
range is fixed at 15 and only one base station is considered. Fig.8. represents same
as Fig.7. but with ten base stations. It shows the total energy consumption in the
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Table 5. Energy consumption (nano joules) for 1500 sensors and 10 base stations

Number of Sources
Algorithms

220 440 660 880 1100 1320

SPT 917700 1532200 2020000 2460800 2862100 3254100
ANT 785000 1308000 1793000 2260700 2714800 3163700
ABC 671500 1177200 1671000 2151700 2637400 3118500

network with the ten base stations is less compare to total energy consumption
in the network with one base station. The numerical data corresponding to Fig.7.
and Fig.8. are tabulated in Table 4. and Table 5. respectively.

Fig. 7. Energy comparison of ALGs for

1500 sensors and 1 base station

Fig. 8. Energy comparison of ALGs for
1500 sensors and 3 base stations

It is observed that with increase in number of base stations, energy consump-
tion of the whole network is decreces. ABC algorithm is performing better, if
the number of source nodes is approximately half the number of total sensor
nodes. If all the sensors in the network act as sources, energy consumption of
every aggregation algorithm is the same.

Table 6. Energy consumption for 500 sensors and 1 base station with respect to less
cpu time

ALG/sources 80 160 240 320 400 480

SPT 313300 514400 642100 787700 947900 1057500
ANT 319200 490100 628600 777800 919800 1048500
ABC 261300 422600 571800 736600 888200 1037300

Number of seconds usage of cpu time for each alg for respective sources

SPT 1.9110 3.6348 5.6316 7.5426 9.4069 10.9357
ANT 8.3461 18.1819 32.5340 47.9079 64.5142 82.4621
ABC 7.6986 15.10870 23.8058 31.55120 38.18120 45.7863

SPT algorithm takes little CPU time compared to ANT and ABC but the
energy efficiency is very less and there is no way to improve the energy efficiency
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even if we run the SPT algorithm for more time. ABC algorithm is more energy
efficient compared to ANT if both these algorithms are allowd to run for almost
same time [Table 6]. But if ABC algorithm is executed for more time, the energy
efficiency still increases. Thus it can be concluded that ABC algorithm performs
better in terms of energy efficiency in comparison to SPT and ANT if all the
algorithms are executed for a fixed time. ABC still gives better performance if
executed for more time period[Table 7].

Table 7. Energy consumption for 500 sensors and 1 base station with respect to more
cpu time

ALG/sources 80 160 240 320 400 480

SPT 313300 514400 642100 787700 947900 1057500
ANT 319200 490100 628600 777800 919800 1048500
ABC 251700 421300 565700 729300 884500 1037300

Number of seconds usage of cpu time for each alg for respective sources

SPT 1.8174 3.6192 5.5146 7.4022 9.1651 11.0215
ANT 8.2915 19.0555 34.6244 47.3541 65.9416 85.5899
ABC 42.7755 85.5665 123.6464 160.4782 192.5520 261.7697

5 Conclusions and Future Work

In this work, we have modeled the data aggregation tree problem in WSN with
less energy consumption. The importance of energy efficiency and aggregation
in WSN are explained. We used Ant colony and Artificial Bee Colony Algo-
rithms to solve the problem and to find a set of optimal data aggregation trees
across the total network. We have extended data aggregation problem for mul-
tiple base stations also. The performance of ABC is compared with ANT and
SPT algorithm for aggregation in WSN with multiple base stations for variable
number of sources and base stations. Simulation results and analysis show that
ABC algorithm is more energy efficient than ANT and SPT algorithms for data
aggregation in WSN with multiple base stations. It is also observed that with
same aggregation efficiency, ABC is energy efficient compared to SPT and ANT
algorithms.

In future we proposed to extend this work to find out dynamic aggregation
trees in WSN for mobile base stations.

References

1. Back, T., Schutz, M., Khuri, S.: A comparative study of a penalty function, a
repair heuristic, and stochastic operators with the set-covering problem. In: Alliot,
J.-M., Ronald, E., Lutton, E., Schoenauer, M., Snyers, D. (eds.) AE 1995. LNCS,
vol. 1063, pp. 320–332. Springer, Heidelberg (1996)



Energy Efficient Aggregation in WSNs for Multiple Base Stations 463

2. Heinzelman, W.R., Chandrakasan, A., Balakrishnan, H.: Energy-efficient commu-
nication protocol for wireless microsensor networks. In: Proceedings of the 33rd
Annual Hawaii International Conference on System Sciences, pp. 1–6 (January
2000)

3. Intanagonwiwat, C., Estrin, D., Govindan, R., Heidemann, J.: Impact of Network
Density on Data Aggregation in Wireless Sensor Networks. Technical Report 01-
750, University of Southern California (November 2001)

4. Krishnamachari, B., Estrin, D., Wicker, S.: The Impact of Data Aggregation in
Wireless Sensor Networks. In: International Workshop of Distributed Event Based
Systems (DEBS), Vienna, Austria, pp. 575–578 (July 2002)

5. Akyildiz, I., Su, W., Sankarasubramaniam, Y., Cayirci, E.: Wireless Sensor Net-
works: A Survey. Computer Networks 38, 393–422 (2002)

6. Gandham, S.R., Dawande, M., Prakash, R., Venkatesan, S.: Energy Efficient
Schemes for Wireless Sensor Networks with Multiple Mobile base stations. In:
Global Telecommunications Conference, pp. 377–381 (December 2003)

7. Al-Karaki, J.N., Ul-Mustafa, R., Kamal, A.E.: Data Aggregation in Wireless Sen-
sor Networks - Exact and Approximate Algorithms. In: The Proceedings the In-
ternational Workshop on High-Performance Switching and Routing, Phoenix, pp.
241–245 (April 2004)

8. Karaboga, D.: An idea based on honey bee swarm for numerical optimization.
Technical Report TR06, Computer Engineering Department, Erciyes University,
Turkey (2005)

9. Misra, R., Mandal, C.: Ant-aggregation: Ant Colony Algorithm for optimal data
aggregation in Wireless Sensor Networks. In: IFIP International Conference on
Wireless and Optical Communications Networks, 5pages (2006)

10. Basturk, B., Karaboga, D.: An artificial bee colony (ABC) algorithm for numeric
function optimization. In: Proceedings of the IEEE Swarm Intelligence Symposium,
pp. 12–14 (May 2006)

11. Karaboga, D., Basturk, B.: A powerful and efficient algorithm for numerical func-
tion optimization: artificial bee colony (ABC) algorithm. Journal of Global Opti-
mization, 459–471 (2007)

12. Liao, W.-H., Kao, Y., Fan, C.-M.: An Ant Colony Algorithm for Data Aggregation
in Wireless Sensor Networks. In: International Conference on Sensor Technologies
and Applications, pp. 101–106 (2007)

13. Karaboga, D., Basturk, B.: On the performance of artificial bee colony(ABC) al-
gorithm. Applied Soft Computing, 687–697 (2008)

14. Udgata, S.K., Sabat, S.L., Mini, S.: Sensor deployment in irregular terrain using
artificial bee colony algorithm. In: World Congress on Nature and Biologically
Inspired Computing, pp. 1308–1313 (2009)

15. Sabat, S.L., Kumar, K.S., Udgata, S.K.: Differential evolution and swarm intelli-
gence techniques for analog circuit synthesis. In: World Congress on Nature and
Biologically Inspired Computing, pp. 468–473 (2009)

16. Karim, L., Nasser, N., Abdulsalam, H., Moukadem, I.: An Efficient Data Aggrega-
tion Approach for Large Scale Wireless Sensor Networks. In: IEEE Global Telecom-
munications Conference, pp. 1–6 (2010)

17. Mini, S., Udgata, S.K., Sabat, S.L.: Sensor deployment in 3-D terrain using artificial
bee colony algorithm. In: Panigrahi, B.K., Das, S., Suganthan, P.N., Dash, S.S.
(eds.) SEMCCO 2010. LNCS, vol. 6466, pp. 424–431. Springer, Heidelberg (2010)

18. Sabat, S.L., Udgata, S.K., Abraham, A.: Artificial bee colony algorithm for small
signal model parameter extraction of MESFET. Eng Appl. Artif. Intell., 689–694
(2010)



464 N. Reddy Busireddy and S.K. Udgata

19. Muhammad, S., Di Caro, G.A., Farooq, M.: Swarm intelligence based routing pro-
tocol for wireless sensor networks: Survey and future directions. In: Information
Sciences, vol. 181, pp. 4597–4624. Elsevier (2011)

20. Okdem, S., Karaboga, D., Ozturk, C.: An Application of Wireless Sensor Net-
work Routing based on Artificial Bee Colony Algorithm. In: IEEE Congress on
Evolutionary Computation (CEC), pp. 326–330 (2011)

21. Mini, S., Udgata, S.K., Sabat, S.L.: Artificial bee colony based sensor deployment
algorithm for target coverage problem in 3-D terrain. In: Natarajan, R., Ojo, A.
(eds.) ICDCIT 2011. LNCS, vol. 6536, pp. 313–324. Springer, Heidelberg (2011)



 

B.K. Panigrahi et al. (Eds.): SEMCCO 2013, Part II, LNCS 8298, pp. 465–475, 2013. 
© Springer International Publishing Switzerland 2013 

An Intelligent Method for Handoff Decision 
in Next Generation Wireless Network 

Laksha Pattnaik, Mihir Narayan Mohanty, and Bibhuprasad Mohanty 

ITER, Sikshya O Anusandhan University, Bhubaneswar, Odisha, India 
{laksha008,mihir.n.mohanty,bmohanty.iit07}@gmail.com 

Abstract. The vision of Next-Generation networks is to be heterogeneous in 
nature with an increasing demand in wireless networks. Many wireless 
networks are deployed with widely varying characteristics. As various networks 
have widely different characteristics, it is difficult to maintain the quality of 
service after executing a handoff from one network to another network. 
Maintaining the quality of service, based on applications, during the handoff in 
heterogeneous networks needs an intelligent handoff decision mechanism. In 
order to utilize the full heterogeneous networks, the mobile terminal may 
handoff from one network to another by many reasons. Development of 
efficient handoff algorithm for cost-effective, and that can enhance the capacity 
as well as quality of service of cellular system. A fuzzy based handoff 
algorithm is proposed in this paper as a solution to this problem. Handoff on the 
basis of ratio of slopes of normal signal loss to the actual signal loss is 
presented. The fuzzy based solution is supported by analytical solution. 
Simulation results show that compared to other vertical handoff algorithms, the 
proposed algorithm gives better performance for different traffic classes. 

Keywords: Next Generation Wireless Network, Handoff Decision, Intelligent 
Method, Fuzzy Logic. 

1 Introduction 

In Next-Generation (NG) hybrid wireless networks, it is assumed that Mobile-
Controlled Handover can substitute the current handoff mechanism in homogeneous 
networks. The presence of heterogeneity in wireless technology has paved the way to 
provide global information access to users on the move. In case of number of mobile 
networks, the problem of handoff and managing the mobility is an important 
parameter which affects the performance dramatically. So we need different handoff 
schemes that consider the current situations [1, 2]. Quality of Service (QoS) is one of 
the key operations in cellular mobile communication systems that is accomplished by 
the system and is imperceptible for the user. The continuity of a call is maintained 
when mobile moves from one cell area to another. The handoff initiation in cellular 
systems depends on many environmental and system parameters. Various handoff 
initiation algorithms are available and most of them are based on relative signal 
strength (RSS) measurements [3, 4]. The parameters which affect the hand-off vary 
with respect to the type of geographical location of the mobile terminal (MT) and 
various atmospheric conditions. Therefore, for improving the handoff performance it 
is necessary to use an appropriate path loss model and proper parameter values [5, 6]. 
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Currently, there are various wireless access networks deployed and these different 
types of access technologies give users great flexibility in choosing services, which 
can be different in QoS support, business models, and service providers. Realization 
of seamless handovers to the best network selection can be obtained by using 
intelligent handover decision strategies [7-8]. A proper scheme of handoff between 
neighboring cells in different type of network is needed. The design of handover 
decision strategy to support seamless handover scenarios and also used to obtain QoS 
and AAAC (Authentication, Authorization, Accounting and Charging) information 
from candidate networks with minimum signaling overhead [9].    Handoff decision 
must be adaptively set based on the type of network it presently resides and the one it 
is attempting handoff with through some predefined rules. These schemes were 
depended on the speed of the mobile terminal to make a decision of the handoff 
initiation RSS threshold value. The handoff types based on channel usage, 
microcellular and multilayered systems and network characteristics has been 
explained in [10-12]. 

In order to maintain reliable communication in a microcellular/ macrocellular/ 
hybrid system new and better handoff algorithms must be developed. We have 
proposed a fuzzy based handoff algorithm as a solution to this problem. Fuzzy set 
theory allows a linguistic representation of the control and operational laws of a 
system. The main strength of fuzzy set theory is that it excels in dealing with 
imprecision. Thus, fuzzy sets chosen in this work have smooth membership function 
that increases or decreases gradually. 

This paper is organized as follows. Section 2 provides the knowledge and idea of 
handoff. Section 3 depicts the methods for hand-off decision. The result of 
performance is discussed in section 4 and finally in section 5, it concludes the work.   

2 Hand-off  

Handoff is defined as the process of changing the current radio channel to a new radio 
channel which mainly takes place because of the movement of mobile unit and 
unfavorable radio conditions (deterioration of received signal quality) inside an 
individual cell or between a numbers of adjacent cells. A handoff algorithm with 
fixed parameters cannot perform well in different system environments. QoS is 
achieved with a good mechanism to handle handoff between two dissimilar networks, 
called vertical handoff. Vertical handoff mechanisms involve three different phases of 
operations: system discovery, handoff decision process and handoff execution. Some 
research has been conducted to model the performance of heterogeneous networks. In 
[13-15], fuzzy logic-based vertical handover decision is applied by considering a 
combination of various parameters such as price, RSS variation, traffic, sojourn time, 
available network bandwidth, monetary cost, user preferences, dwell time, etc. In 
heterogeneous networks, Vertical handoffs can be initiated for convenience rather 
than connectivity reasons. A decision algorithm gives a better performance when 
several parameters are considered, more so when a combination of static and dynamic 
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parameters are considered. The decision may depend on various groups of parameters 
such as,  

 Network- Related Parameters - Bandwidth, Latency, RSS, SIR, Cost, 
Security etc.  

 Terminal Related Parameters - Velocity, Battery power, Location 
Information, Distance etc.  

 User-Related Parameters - user profile and preferences  
 Service Related Parameters - service capacities, QoS etc.  

2.1 Issue in Hand-off 

While the mobile is moving, if it detects that the signal strength of current network is 
less than a predetermined threshold value, it scans the available foreign network set. 
The mobile client needs to obtain the information about the foreign networks. 

Relative signal strength chooses the strongest received base station at all times. 
The decision is based on an averaged measurement of the received signal. Relative 
signal strength with hysteresis and threshold hands a user over to a new base only if 
the current signal level drops below a threshold and the target base station is stronger 
than the current one by a given hysteresis margin. The rapid decrease in received 
signal strength may cause the call drop and that cannot be supported by handoff 
algorithms. This nature of the decaying signal can be determined with the slope or 
tangent of angle subtended by the two corresponding points on signal line with 
respect to two axes. Slope ratio ( ) can be defined as the ratio between normal to 
actual signals and depicted in Fig. 1 [16]. 

 

 

Fig. 1. Slope of actual signal and expected signal 

From the geometry of Fig. 1, slope of normal signal can be represented as, tan = ∆∆                                                            (1) 

and slope of actual signal with rapid decrease can be represented as, 
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tan = ∆∆                                                                (2) 

Hence, the slope ratio of normal to actual signal can be represented as 
 = tan tan                                                          (3) 

For different values of and  various values of   are obtained. But for handoff to 
take place  must always be greater than . 

Automation and adaptability is one of the solutions with fuzzy logic based in this 
work to decide hand-off and switch over automatically. 

3 Methods for Hand-off Decision 

The potential capacity benefits of mobile-initiated vertical handovers are substantial. 
However, it is important to choose the correct VHO criteria in order to achieve 
optimum load balancing and equilibrium states [17]. Pervasive systems are context 
aware and need to adapt to context changes, including network disconnections and 
changes in network Quality of Service (QoS). Vertical handover is one of many 
possible adaptation methods. It allows users to roam freely between heterogeneous 
networks while maintaining the continuity of their applications. In [18], S. 
Balasubramaniam, et. al., proposed a vertical handover mechanism suitable for 
multimedia applications in pervasive systems. They focused on the handover decision 
making process which uses context information regarding user devices, user location, 
network environment and requested QoS.  

Based on the handover metrics mentioned, the decision about how and when to 
switch the interface to which network will be made. Many papers have given 
reasonable flow charts based on the better service and lower cost, etc. while in this 
work, using fuzzy logic has been proposed to solve the problem. 

Handoff metrics are the qualities that are measured to indicate whether or not a 
handoff is needed. As in [1], in this work, the cell size is considered as 5km radius 
each. Also, the maximum velocity of mobile is considered as 100Km/hr. In order to 
take an intelligent and better decision as to which wireless network should be chosen 
and make it possible to deliver each service via the network that is the most suitable, 
for it the following metrics have been proposed.  

• RSS  
• Distance of mobile from base station  
• Slop Ratio 
• Threshold 

The consideration of the above parameters in various ways, the block diagrams of 
the fuzzy inference systems are shown from Fig. 2 to Fig. 4. 
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Table 3. Membership values of membership function 

Linguistic variable Fuzzy set 

RSS {weak, medium, strong} 

Slope ratio {low, medium, high} 

Threshold {low, medium, high} 

Handoff decision {no change, handoff} 

 
The fuzzified data matched with fuzzy rules to produce output fuzzy sets. The rules 

for the system are implemented to obtain the decision of hand-off. 

Defuzzification 
In this work, centroid principle method is chosen for defuzzification to obtain the 
crisp set. It consists of finding the centroid of the area under the curve by the output 
MF and its abscissa is taken as the crisp value. The method is also commonly known 
as center of gravity or center of area defuzzification. It was developed by Sugeno in 
1985. But this method is difficult computationally for complex membership functions. 
The centroid defuzzification technique can be expressed as 

 =  ( )( )  

where z
COG 

is the crisp output, μ
A
(z) is the aggregated membership function and z is 

the output variable. 
This method determines the centre of the area of the combined membership 

functions [19].  

4 Result and Discussion 

Using fuzzy logic a softer handoff decision can be drawn. It has been observed better 
performance as compared to the work done in [14-15]. Here, the handoff decision 
using parameters like RSS, distance, slope ratio and threshold have been analyzed. 
When RSS increases, the handoff decision is taken as NO; that implies no handoff is 
required. Similarly when distance of MT from the base station increases, handoff is 
required. Hence for adaptive handoff decision, RSS value is set for particular distance 
so as to minimize the false handoff initiation and handoff failure.  

Fig. 5  (a) and (b) shows the output after de-fuzzification of the mapped inputs with 
fuzzy rules.   
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Fig. 5. (a) and (b) Variation of handoff decision with respect to distance and RSS 

The slope ratio is inversely proportional to the hand off decision. Higher the value 
of slope ratio, lower the hand off value. Higher slope ratio means the actual signal 
strength approaches the normal or expected signal strength. By determining the slope 
ratio, the value of RSS can be monitored. Hence, we can take a decision on hand off. 
The relation between slope ratio and hand off decision is shown in Fig. 6. 

 

Fig. 6. Variation of handoff decision w.r.t. slope ratio 
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Fig. 7. (a) and (b) variation of handoff decision with respect to RSS, slope ratio, threshold 

A relation between handoff decision with respect to RSS, slope ratio and threshold 
is shown Fig. 7 (a) and (b).  

5 Conclusion 

We presented a Fuzzy based intelligent approach for handover decision algorithm 
designed for NG and multi-technology environments. The simulation is carried out 
using MATLAB 7.5 platform and the results obtained. From the results obtained, it is 
concluded that the proposed FUZZY rule-based technique gives better performance 
for different types of applications. The fuzzy membership functions help in making a 
clear distinction among the parameters of the networks and the fuzzy rule base is used 
to compute the handoff decisions. Results obtained using the proposed technique 
show better performance for decision. In this paper a new fuzzy based handoff 
algorithm capable of responding to the fast changes that occur in a microcellular 
environment is presented. These results are to be expected because fuzzy algorithms 
are superior to conventional ones when working in areas of uncertainties. 
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Abstract. This paper introduces a novel method to find the optimal path for 
Autonomous Underwater Vehicles (AUVs).  AUVs have gained importance 
over the last few years as service and research tools in a variety of applications.  
Path planning is one of the challenging tasks when dynamic obstacles are 
encountered. The Dijkstra’s algorithm is modified suitably to account for static 
as well as dynamic obstacles by adding an Additional Part (AP).  In addition, 
the proposed algorithm takes into account the dynamics of the water flow and 
corrects the path suitably.  Only two-dimensional routes are considered in the 
applications.  The numerical results show that the proposed algorithm is 
effective in finding optimal paths.   

Keywords: Autonomous Underwater Vehicle, path planning, collision 
avoidance, Dijkstra's algorithm, Graph theory. 

1 Introduction 

AUVs are increasingly employed while the technology is applied to survey and 
exploration to meet the deepwater challenges. One of the major challenges with 
AUVs is to design a suitable path planning algorithm to circumvent obstacles.  In 
particular, when the dynamic obstacles are considered, brings in more complexity.  
The path optimization algorithm needs to navigate the AUV without human 
intervention [1,2].  

A number of different algorithms are available to find the optimal path, such as: 
Dijkstra's algorithm, Bellman-Ford algorithm, Floyd-Warshall algorithm, Johnson 
algorithm [3]. All these algorithms are based upon the graph theory and could be 
applied to calculate the optimal path for the AUV. These algorithms need to be 
modified suitably, if they are employed for the underwater robots.  

In the proposed algorithm, the first step is dividing the area of obstacles and area of 
all possible paths [4] using the input from standards of World Geodetic System 
(WGS) and Automation Identification System (AIS). The output data includes the 
coastline, waterways, shoals, obstacles and depth. All data types are composed of an 
array of nodes. All nodes of the map are processed and connected by edges to each 
other. The AP part of the algorithm complements the Dijkstra’s algorithm. Thus the 
algorithm is made up of the two areas of path planning: obstacles and trajectories. The 
AP of the algorithm can handle dynamic obstacles as well. Along with this, the effect 
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of flow is considered and an optimal path is computed in the presence of flows. This 
is carried out as the addition of a correction matrix.  The correction matrix has 
weights based on the graph theory.  Thus, an optimal trajectory is created that can be 
employed for navigation and control of the AUV. 

The methodology of the technique is discussed in Section 2.  Section 3 deals with 
collision avoidance in the presence of dynamic obstacles.  The effect of flow is 
discussed in Section 4.  The paper is concluded in Section 5 with some remarks on the 
methodology.  

2 Methodology 

To find the optimal trajectory, the graph theory with Dijkstra’s algorithm [5] is used. 
Dijkstra's algorithm is complemented by a special algorithm Graph [6]. Graph’s 
algorithm generates a graph of all possible paths. There are two main functions in the 
proposed program. First function is CrossTest.  Consider two edges t1 and t2 with the 
nodes at the ends (Figure 1, 2).  Let the coordinates of nodes be; 1 1,i ix y , 2 2,i ix y  

and 1 1,j jx y , 2 2,j jx y  (Figure 1); 

 

 
 

Fig. 1. Two edges intersecting each other 

 
where: 

                                                      10 1,t< < 20 1t< <                                            (1) 

 

 

Fig. 2. Two non-intersecting edges 

where: 

                                                        1 1,t >  20 1t< <                                               (2) 

(xi2, yi2) 

(xi1, yi1) 
(xj1, yj1) 

(xj2, yj2) 

(xj2, yj2) (xi2, yi2) 

(xi1, yi1) 

(xj1, yj1) 
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Fig. 3. Flowchart of the algorithm 
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The equations of the coordinates of nodes are described by; 

                                              

1 1 1 2

1 1 1 2

1 2 2 2

1 2 2 2

(1 ) ;

(1 ) ;

(1 ) ;

(1 ) .

i i

i i

j j

j j

x x t t x

y y t t y

x x t t x

y y t t y

= + −
= + −
= + −

= + −

                                                (3) 

where: 

                                              10 1,t< < 20 1t< < .                                                  (4)  

 
If the system Eq. (3) has a solution for the condition Eq. (4), the edges are 

intersected. If it is not or the determinant is equal to zero, the edges do not intersect. 
The determinant of the system Eq. (3) has the form; 

 

                                              

(x[j2] x[j1]) (y[i1] y[i 2])

(x[i1] x[i 2]) (y[j1] y[j2])

− ⋅ − +
+ − ⋅ −

                                (5) 

 
The determinant is obtained from the matrix: 
 

                                              

1 2

1 2

1 2

1 2

1 0 0

0 1 0

1 0 0

0 1 0

i i

i i

j j

i j

x x

y y

x x

x x

− + 
 − + 
 − +
 − +  

                                (6) 

 
The edges are parallel and there are no restrictions with t1 and t2 if the determinant 

is zero. These edges do not intersect each other and will be included to the number of 
graph edges with Dijkstra’a algorithm. The program CrossTest goes through all the 
nodes in pairs and if the edge do not intersect with the other edges of the graph, it will 
be considered by Dijkstra’s algorithm. The symmetry of the adjacency matrix of the 
graph is used to accelerate this process. The adjacency matrix has 0ija = if there is no 

edge from the node i to node j, otherwise 1ija = . The matrix and numbers of the nodes 

are used by Dijkstra’a algorithm. The number of the nodes is taken to be increasing 
along the contour of the obstacles in the clockwise direction.  The edges in obstacles 
are divided as; edges which come inside the contour from corner nodes and edges 
which come outside the contour of obstacles from corner nodes. For example, the 
edge in the sea is a possible trajectory for the AUV [7]. Function DeleteIn 
determines the edges which go into the contour.  

Bypassing ends of the edges of the unit vector ([k,j]) and unit vector of the edge of 
two adjacent edges ([k,k-1], [k,k+1]) differ by the sign (Figure 3) depending on 
whether the direction is clockwise or anti-clockwise. The sign of bypass is determined 
by the sign of double area of the corresponding triangle and is calculated by Green's 
formula (the function is DeleteIn).  
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k-1 k-1 

k 
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Fig. 4. Traversing nodes in a counter clockwise and clockwise directions 

                                             

3

1 1
1

2 ( )n n n n
n

S x y x y+ +
=

= −                                            (7) 

                                                       4 1 4 1,x x y y= =                                                  (8) 

 
The function returns “0” if the edge is inside, otherwise it returns “1”. The 

auxiliary function F calculates the sum of; 
 

                                                       1 1n n n nx y x y+ +−                                                  (9) 

 
In this case, it is important to determine the direction of the contour nodes.  

Function DeleteIn deletes all edges which do not have any crossing with each 
other but are placed inside of the contour. 

Adjacency matrix A is formed when the function DeleteIn is applied when there 
are unnecessary edges. In the loop of all the obstacles (ii=1..k),  two nested loops are 
written. The first loop is calculated from corners i of obstacle ii, and second loop is 
calculated from the end of edges inside the obstacle and goes from i+2 to the last node 
of the obstacle. It should be noticed that the second loop is smaller than the first loop 
because the edges located on the borderline of obstacle are not considered. Elements 
of the matrix aij are multiplied by the value of the function DeleteIn and then the 
result is assigned to the matrix aij again. In adjacency matrix, the edge is removed if 
the value of function DeleteIn is 0 indicating an inside edge, otherwise the edge 
remains. 

Consider the example shown in Fig. 5.  There are two obstacles with nine nodes. 
The function DeleteIn returns the values of 5,1 5,2 5,30, 0, 1a a a= = = . Similarly the 
nodes 7, 8 and 9 are considered.  Fig.6 shows different obstacles along with all the 
edges possible for the nodes. The edges inside the obstacle are removed and the 
optimal path is obtained using the Dijkstra’s algorithm. 
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Fig. 5. Obstacles 

 
 

  
 
 

Fig. 6. Creating obstacles and displaying of all edges 

 
 

  
 

Fig. 7. Removing the edges from obstacles and finding the optimal path 
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3 Collision Avoidance with the Dynamic Obstacles 

The navigation map AIS includes only the static obstacles which are displayed 
initially in the database of WGS. However, these data are insufficient for safe passing 
through all types of obstacles in the autonomous mode. The guidance and control 
system uses a variety of sensors for collision avoidance with the dynamic obstacles, 
such as: LIDAR, IR rangefinder, ultrasound sensors, etc [9, 10]. The data obtained 
from the sensors allows the addition of the obstacles to the map every sampling time 
(e.g., 0.5 seconds). Continuously updated information shows the location of obstacles 
and AUV in relation to each other during all the time.  When dynamic obstacles are 
encountered, the following algorithm works.  

Let point A be the object of control (AUV) (Fig. 8, 9). Point B is a moving 
obstacle. Point A in the XY coordinate system is moving in a straight line Ax x=  at a 

speed Av .  Also, the point B(obstacle) is moving in a straight line By y=  at a 

speed Bv . There is the critical radius R between A and B points. The algorithm has to 

find the most optimal path  in order to keep radius R as a minimum between points A 
and B to avoid point B approaching A to avoid collision.  Further movement of the 
point A is previous algorithm of path planning. 

 
Y 

X 

A 

B 

R α 
YB 

XA 

 

Fig. 8. The option to overcome the obstacles which going towards and finding the critical 
radius R 

Linking the coordinates of the point A and point B located in the “Critical area”; 
 

                                                    

cos ;

sin .
B A

B A

x x R

y y R

α
α

= −
= +

                                             (10) 

 
A circle with radius R centered at point B (Fig. 8) is created.  The point A  

has a two ways of motion: left side and right side of the circle. Alternatively, there  
is a possibility of moving straight back if the point B is within the critical  
radius R (Fig. 9). 
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Fig. 9. Collision avoidance by going backward as an alternative way of the point A 

The first option is overcoming the obstacles by point A going towards B.  The 
vehicle (point A) moves along the trajectory: 

                                             

cos( ) ;

sin( ) .
B B

B

x R kt x v t

y R kt y

α
α

= − + +
= − +

                                    (11) 

where /Ak v R=  provided that the point A moves the circumference length 2 Rπ  

at a speed Av during the period 2 / AR vπ , and bypassing ends when the point A 

reaches the straight line Ax x=  . As a result, one can find the bypassing period of the 
point A.  The second option to avoid the obstacles is going backward. Now, the point 
A is moving along a trajectory 

                                             

cos( ) ;

sin( ) .
B B

B

x R kt x v t

y R kt y

α
α

= − − + +
= − − +

                                  (13) 

This problem has a numerical solution. Assume 10, 2, 150, / 3A Bv v R α π= = = = . 
Fig. 10 shows the options to avoid the moving obstacle B. 

T2 T1 

 

Fig. 10. Path followed by the vehicle 
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The blue lines indicate the path taken by the vehicle (point A) to overcome the 
obstacle B by going backwards and the red lines while moving towards the obstacle. 
The period to overcome the obstacles are; T1 = 39.71246547 and T2 = 52.04941998 
accordingly.  The total length of path T2 is 520.4 units and T1 is 397.1 units. 

 

Fig. 11. The graphical solution of the finding the periods T1 and T2 

4 Path Planning with Flow 

Autonomy and speed of reaching a destination is an important criterion in the 
development of the AUV [11, 12]. If one can account for the effect of flows (water 
flow), then the path planning will significantly improve these parameters. 

The first step in this direction is creating a matrix of weights to calculate the power 
of flow [13, 14]. This will show the priority of the selected path between the edges in 
a map. The second step is finding the most optimal path with minimum weight. 
Finally the trajectories are created.  

 

 

Fig. 12. The path without correction factors 
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As shown in Fig. 12, the starting point is 3 and the goal point is 5. The bold line is 
the trajectory of the AUV. After the addition of the correction matrix due to flow, one 
gets; 

6 7

5 8 

1 1
1

1 4 

3 2 

9 

begin 

end 

flow = 4 

 

Fig. 13. The path with correction factors 

Assuming a flow of strength of 4 units, the total length of the new path is 
9.20823962 units as compared t0 9.19214935 units without the correction.   

5 The Optimization of the Number of Points with Respect to Time 

Generally, there will be restrictions on the processing of points (nodes) at a time. It is 
caused by the hardware capabilities of the guidance and control system [13, 14]. A 
large number of points increase the computational time, particularly with dynamic 
objects.  At the same time, lesser number of points may not give a proper image of 
the map.  Fig. 14 shows the plot of numbers of points vs computation time with and 
without flow taken into consideration.  

 

Fig. 14. A plot of the number of points on the time  path planning;  path 
planning with flows;  optimal time calculation 
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6 Concluding Remarks 

The paper presents a combination of algorithms which allows finding the optimal 
path with static and  dynamic obstacles along with flow considerations.  All results 
are collected and processed by the on-board computer unit of guidance and control 
system. The optimal time calculation for the on-board computer unit is 0.5 seconds 
per time. This time is a period between processing data of the map and getting the 
new information. Based on the plot shown in Figure 13 it is possible to make a 
conclusion that the optimal number of nodes is not more than 900. Each of these 
methods can be used separately or together depending on the needs of the guidance 
and control system. Also, the resulting plot of the number of points on the time will 
optimize the range of the navigation system of the AUV, depending on the 
performance of the on-board computer unit. 
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Abstract. Game theory applies mathematical models in deciding inter-
actions among people and their outcome. Mixed strategy Nash equi-
librium in general exists in every game with a finite set of actions.
Correlated equilibrium is a new solution concept in game theory that is
more general than Nash Equilibrium and can be formulated with more
accuracy on solutions. In this paper a Correlated Equilibrium based con-
trol has been extended to an Islanded Microgrid structure which depicts
that scenario in smart-grids when it is isolated from the main power sup-
ply during power scarcity. The game theory based control has been shown
to perform exceedingly well for the islanded scenario considering multi-
agent structure. The individual agents are segregated by a superagent as
potential buyers and sellers.A novel problem formulation is proposed and
a Constrained variant of a newly proposed Differential Evolution Algo-
rithm, ADE-LbX has been used for solving the non linear optimization
problem. The final outcome has shown that the overall utility or satis-
faction of agents is maximized extensively after energy trading besides
maintaining trade advantage for each agent.

Notation

1. Loads
Li: Load of agent i.
αi: Fraction of Li consumed by agent i; 0 ≤ αi < 1.

2. Sources
GPV i: Photovoltaic power generated by agent i.
GBi: Non-critical load of agent i.

3. Marginal Utility
U(αi Li): Utility of agent i consuming fraction αi of Li.
= (1− (exp(−4 ∗ αi)))

B.K. Panigrahi et al. (Eds.): SEMCCO 2013, Part II, LNCS 8298, pp. 487–498, 2013.
c© Springer International Publishing Switzerland 2013
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Utility function is formulated as an exponentially saturating curve following
the law of diminishing returns: which states that there is more utility or ben-
efit from utilizing initial percentage of something utilizable, than utilizing
the later part and the overall curve stagnates finally[3]. [αi ∈ [0, 1]

4. Trading
�Pi: Power surplus/deficit of agent i.

5. �Pi = GPV i +GBi − αiLi.

6. S: Set of selling agents.
S=i | �Pi > 0.

7. B: Set of buying agents.
B=i | �Pi < 0.

8. S (�Pi): Selling price of �Pi units to agent i ∈ S.

9. B(�Pi): Buying price of �Pi units to agent i ∈ B.

1 Introduction

Definition 1. Game theory is a study of how agents interact with each other
for making decisions. Formally it is a study of mathematical models of conflict
and cooperation between intelligent rational decision-makers for strategic deci-
sion making [1,2,7]. Game theory has lots of applications in economics, political
science, and psychology, as well as logic and biology.

Definition 2. In multiplayer non-cooperative games, Nash equilibrium is a so-
lution concept in which each and every player has no advantage in deviating
from its own strategy unilaterally when other players are fixed in their choice.
The corresponding pay-offs constitute the Nash Equilibrium.[2,4]

The modern game-theoretic concept of Nash Equilibrium is instead defined in
terms of mixed strategies, where players choose a probability distribution over
possible actions. In every game a pure strategy Nash Equilibrium might not
exist. John Forbes Nash in his 1951 article “Non-Cooperative Games” proved
that at least one mixed strategy Nash Equilibrium must exist in any game with
a finite set of actions.

Correlated equilibrium introduced by Robert Aumann is a much recent propo-
sition which is a solution concept more general than Nash Equilibrium.

Definition 3. In Correlated Equilibrium the control resides on a super agent
who assigns public signal based on which each player chooses its action.If every
agent would not want to deviate from their assigned strategies for maximizing
their utility, the distribution is said to be a correlated equilibrium.
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A strategic game of N players is characterized by an action set Ai and each
player has an assigned ui denoting its utility for choosing strategy ai. The
(N,Ai, ui) game is thus comprised of strategies ai, ai ∈ Ai and remaining play-
ers choose strategy profiles described by N − 1 tuple a − 1. The utility of i-th
player is thus ui(ai, a− i).

φ : Ai −→ Ai is a strategy modification for player i i.e. φ tells a player to play
with action φ(ai) when instructed to play ai.

Let (Ω, π) be a countable probability space. For each player i, let Pi be his in-
formation partition, qi be i’s posterior and let Si : Ω −→ Ai, assigning the same
value to states in the same cell of i’s information partition. Then ((Ω, π), Pi) is a
correlated equilibrium of the strategic game (N,Ai, ui) if for every player i and
for every strategy modification φ:

∑
ω∈Ω qi(ω)ui(si, s−i) ≥

∑
ω∈Ω qi(ω)ui(φ(si), s−i)

That is, ((ω, π), Pi) can be said to be a correlated equilibrium if there exists
no such player who can possibly improvise on its expected utility by any possible
strategy modification.

Example 1. In game theory, battle of the sexes (BoS), [2] is a two-player coor-
dination game shown in Table 1 where Husband and Wife play the game with
individual probabilities p, 1 − p, q and 1 − q respectively. The payoff of wife is

Table 1. Battle of Sexes

Husband

Opera Game
p 1− p

Opera q (2, 4) (0, 0)
Wife

Game 1− q (0, 0) (2, 4)

given in the first value in each set whereas the payoff of the husband is given in
the second ordinate. Clearly there exists two pure strategy Nash Equilibrium at
(Opera,Opera) and (Game,Game) and also a mixed strategy Nash equilibrium
if both husband and wife go to their preferred event 2

3 times. The expected payoff
for each individual will be 4

3 respectively. The utility calculation for wife U(W )
is shown as below:

U(W ) = 2pq + 4(1− p)(1− q).

So, for maximizing U(W ), we equate: ∂
∂pU(W ) = 0, which results in q = 2

3 .

Therefore the U(W ) |max equals 4
3 . Similar calculations hold for husband with

p = 1
3 and U(H) |max=

4
3 .
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Now if we consider a correlated strategy pair as given in Table 2 the total
utility for wife will be: U(W ) = 2 ∗ pOO + 0 ∗ pOG + 0 ∗ pGO + 4 ∗ pGG. If
wife is instructed to go to Opera by a super agent her expected payoff will be
2 ∗ pOO +0 ∗ pOG and if she disobeys her payoff will be 0 ∗ pOO +4 ∗ pOG. Again
if she is instructed to go to Game her expected payoffs for the above two cases
will be 0 ∗ pGO + 4 ∗ pGG and 2 ∗ pGO + 0 ∗ pGG. Hence wife will benefit by
obeying the super agent only if: 2 ∗ pOO + 0 ∗ pOG > 0 ∗ pOO + 4 ∗ pOG and
0 ∗ pGO +4 ∗ pGG > 2 ∗ pGO +0 ∗ pGG respectively. Similar explanation holds for
husband, which yields 4∗pOO+0∗pGO > 0∗pOO+2∗pGO and 0∗pOG+2∗pGG >
4 ∗ pOG + 0 ∗ pGG. Maximizing the total utility of each agent U(W ) and U(H)
with the above constraints along with pOO + pOG + pGO + pGG = 1 we get an
expected reward of 3 for each player which happens to be much higher than
Mixed Strategy Nash Equilibrium.

Table 2. Battle of Sexes

Husband

Opera(O) Game(G)

Opera(O) pOO pOG
Wife

Game(G) pGO pGG

That is if both the players could agree to toss a coin and if the result is heads,
then both play Opera. or, both play Game then both players would benefit
more.

2 Islanding- A Brief Overview

Definition 4. Islanding [5] refers to the condition of a smart grid problem [3,6]
in which a distributed (DG) generator continues to power a location even though
electrical grid power from the electric utility is no longer present.

The common example of islanding is a grid supply line that has solar panels
attached to it. In the case of a blackout, the solar panels will continue to deliver
power as long as brightness is sufficient. In this case, the supply line becomes an
“island” with power surrounded by a “sea” of unpowered lines.

In intentional islanding, the generator disconnects from the grid, and forces
the distributed generator to power the local circuit. Intentional islanding is the
purposeful sectionalization of the utility system during widespread disturbances
to create power “islands”. These islands can be designed to maintain a con-
tinuous supply of power during disturbances of the main distribution system.
The distributed energy resources can then supply the load power demand of the
islands created until reconnection with the main utility system occurs.
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3 Problem Formulation

3.1 Objectives and Constraints

1. Power Balance Constraint∑
i(GPV i +GBi − αiLi) = 0.

2. Utility Objective
Maximize: Λ =

∑
i U(αiLi).

3. Agent Objective
Maximize:

∏
i = S(�Pi)−B(�Pi) + U(αiLi)

3.2 Correlated Equilibrium Approach

The idea behind the following formulation is to distribute the excess powers of
some agents to the agents having deficits, provided that the agents sacrificing
excess powers are getting incentives in return or their utility gets maximized.
Thus during islanding the outage can be handled effectively by efficient allocation
of excess powers among agents.

– Scenario: The utility for all agents is to be maximized such that no agent
loses in trading. The power trade is to beneficial for all and the total utility
of load consumption by the society is to maximized. The power balance con-
straints must also be satisfied such that there is no loss in power being traded.

– Some Sellers can sell surplus power which are identified by the superagent.
The microgrid verifies whether the α metric of the agent is above the mean
value for the entire islanded agents. If it is so then it is classified as a potential
seller. So sellers can adopt two strategies as instructed by the superagent:
Strategies: Sell/NoSell

– Remaining units (B) can buy power. It readily follows that if the α metric
of some agents falls below the mean value of α for all agents it gets classified
as a potential buyer. So buyers can adopt two strategies as instructed by the
superagent:
Strategies: Buy/NoBuy

The Superagent will thus send signals to sellers (S) & buyers (B) as per the
algorithm.

– Seller Payoffs:α(i,S̄) > α(i,S).
a. Sell:U(S) = S(GPV i +GBi − α(i, S)Li) + U(α(i,S)Li).
b. No Sell:U(S̄) = U(α(i,S̄)Li).
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– Buyer Payoffs:α(i,B̄) < α(i,B).
a. Buy:U(B) = B(GPV i +GBi − α(i,S)Li) + U(α(i,B)Li).
b. No Buy:U(B̄) = U(α(i,B̄)Li).

Correlated Equilibrium Formulation for Constraints Determina-
tion. Here we consider the cases where the microgrid as a superagent in-
structs the potential buyers and sellers with their corresponding strategies
to play. The equilibrium is ensured only when each agent does not lose by
obeying the superagent while the overall utility of the total number of agents
is maximized. This ensures that the overall benefit of the society is maxi-
mized by trading while nobody loses in its value of trade. The different cases
by which the superagent instructs the agents are illustrated.

• Case-1: Buyer i ∈ B is receiving signal B

a. Expected payoff U(B | B) if it is buying:
Determine users α(i,B|B) if buying (α(i,B̄|B) < α(i,B|B)).
Determine expected payoff,U(B | B) = −B(α(i,B)Li − GPV i + GBi) +
U(α(i,B)Li).

b. Expected payoff U(B̄ | B) if it is not buying:
Determine users α(i,(B̄|B)) if not buying (α(i,B̄|B) < α(i,B|B)).

Determine expected payoff, U(B̄ | B) = U(α(i,B̄)Li).

– Criterion for utility gain of buyers by obeying the super agent:
U(B | B) > U(B̄ | B)
−B(α(i,B)Li −GPV i +GBi) + U(α(i,B)Li) > U(α(i,B̄)Li).

• Case-2: Buyer i ∈ B is receiving signal B̄

a. Expected payoff U(B̄ | B̄) if it is not buying:
Determine users α(i,B̄|B̄) if not buying (α(i,B̄|B̄) > α(i,B|B̄)).

Determine expected payoff, U(B̄ | B̄) = U(α(i,B̄)Li).

b. Expected payoff U(B | B̄) if it is buying:
Determine users α(i,(B|B̄)) if not buying (α(i,B̄|B̄) > α(i,B|B̄)).

Determine expectedpayoff,U(B | B̄)=B(GPV i+GBi−α(i,B)Li)+U(α(i,B)Li).

– Criterion for utility gain of buyers by obeying the super agent::
U(B̄ | B̄) > U(B | B̄)
U(α(i,B̄)Li) > B(GPV i +GBi − α(i,B)Li) + U(α(i,B)Li).

• Case-3: Seller i ∈ S is receiving signal S
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a. Expected payoff U(S | S) if it is selling:
Determine users α(i,S|S) if selling (α(i,S̄|S) < α(i,S|S)).
Determine expected payoff,U(S | S)=S(α(i,S)Li−GPV i+GBi)+U(α(i,S)Li).

b. Expected payoff U(S̄ | S) if it is not selling:
Determine users (i, (S̄ | S)) if not selling (α(i,S̄|S) < α(i,S|S)).

Determine expected payoff, U(S̄ | S) = U(α(i,S̄)Li).

– Criterion for utility gain of sellers by obeying the super agent::
U(S | S) > U(S̄ | S)
S(α(i,S)Li −GPV i +GBi) + U(α(i,S)Li) > U(α(i,S̄)Li).

• Case-4: Seller i ∈ S is receiving signal S̄

a. Expected payoff U(S̄ | S̄) if not selling:
Determine users α(i,S̄|S̄) if not selling (α(i,S̄|S̄) > α(i,S|S̄)).

Determine expected payoff, U(S̄ | S̄) = U(α(i,S̄)Li).

b. Expected payoff U(S | S̄) if selling:
Determine users α(i,(S|S̄)) if not selling (α(i,S̄|S̄) > α(i,S|S̄)).

Determine expectedpayoff,U(S | S̄)=S(GPV i+GBi−α(i,S)Li)+U(α(i,S)Li).

– Criterion for utility gain of sellers by obeying the super agent::
U(S̄ | S̄) > U(S | S̄)
U(α(i,S̄)Li) > S(GPV i +GBi − α(i,S)Li) + U(α(i,S)Li).

• Therefore the problem is:

Maximize: Λ =
∑

i U(αiLi).
subject to the Correlated Equilibrium constraints:

1. −B(α(i,B)Li −GPV i +GBi) + U(α(i,B)Li) > U(α(i,B̄)Li).

2. U(α(i,B̄)Li) > B(GPV i +GBi − α(i,B)Li) + U(α(i,B)Li).

3. S(α(i,S)Li −GPV i +GBi) + U(α(i,S)Li) > U(α(i,S̄)Li).

4. U(α(i,S̄)Li) > S(GPV i +GBi − α(i,S)Li) + U(α(i,S)Li).

4 Algorithm

The initial settings of each agent are computed. The production:consumption
ratio is classified as α for each agent. The agents will recompute theirα based
on trading. The average value of α helps in distinguishing between S and B.
Based on their classification the constraints are formulated as shown previously.
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The functional value
∑

i U(αiLi) is also set up. The agents along with their
functional value and constraints are optimized as a Constrained Differential
Evolution algorithm [8].

Differential evolution (DE) is a popular heuristic that is widely applied as an
optimizer to real world problems of varied complexity and dimensionality. It is
mostly used an an optimizer to static unimodal fields with sufficient advantage
in complexity of the algorithm and runtime. It has shown to provide excellent
solutions to a varied range of problems which includes its variants to be ex-
tended to multimodal, dynamic, as well constrained field of optimization.Here
the constraints are formulated as a measure of penalty which is subtracted from
the original functional value for optimization.

Very recently a strong modification on Differential Evolution, ADE-LbX [9]
has been proposed which aims at having an explorative coverage of the entire
search space rather than selective search biased to Cartesian Co-ordinates as in
classical Differential Evolution. The algorithm is composed of strong components
like a local best mutation schemes and L-best crossover merged with adaptive
parameters F and Cr. The strength of the algorithm lies in its searching abil-
ity that can search an entire portion of the Gaussian Hyper-sphere marked by
its two parents responsible for the mutation. The explorative search is suitable
and more promising than other heuristics especially when search space is com-
plicated, convoluted and high-dimensional in nature. The ADE-LbX has been
implemented here to cater to these conditions and the constraints that make the
search challenging.

Pseudo Code

Step 1. Set data for each home agent, GPV i and Li.
Step 2. Compute αi for each agent: αi = (GPV i +GBi)/Li
Step 3. Compute ᾱ = mean(α)
Step 4. For each agent

If αi > ᾱ
Classify it as seller

Else Classify it as buyer.
End if

End for
Step 5. Compute constraints for each agent.
Step 6. Optimize α for all agents by Differential Evolution using bench-
mark as

∑
i U(αiLi) and using all the constraints.

5 Experimental Settings

In the following section we discuss in details the set of parameters used to val-
idate the problem formulation described above. The Number of Agents is kept
fixed at N = 40. All agents are assumed to have GPV i and GBi generation. The
range of Li and GPV i are defined within [5, 4] and [3, 4](in KWH). The value of
GBi is kept fixed as 1KWH for all agents. The Selling Price and Buying price
are assumed to be fixed at 10 cents/KW. All the runs have been taken on a
machine with Windows 7 64-bit configuration, 4GB RAM, 500GB hard disk and
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2.26 GHz Intel Core i3-350M Processor. The parametric settings assumed here
are approximately similar to real scenarios but they can be adjusted according
to the problem considered. However, the performance of the correlated equilib-
rium approach to optimize the total utility of agents in islanded microgrids is
independent of any parametric settings considered.

6 Results and Discussions

The α values of all the agents are shown in Fig 1. The algorithm is tested
on a sample microgrid scenario representing outage for 40 agents. The GPV i

generation of each home along with its battery capacity GBi and demands Li

are as per Experimental Settings. The α metrics are segregated for sellers and
buyers separately for better analysis of the results.

Fig. 1. Final α for both Buyers and Sellers

The initial α values are marked in red and the final values after optimization is
shown in blue. For the sellers it can be observed that their α happens to be higher
than average α for all the agents. More over many of them has α that happens
to be greater than 1 that is their production is more than their consumption.
Hence they try to sell this off during outage for more profit. Even if the α metric
is not more than one the sellers are identified by their α metrics being greater
the average value for all. Hence the sellers are those agents who have already
satisfied much of its load demand. As the utility of each agent with increasing
load decreases they can trade off their power for more profit by selling. The final
α values are observed in Fig 1 which shows that that the sellers has traded off
much of their power resulting in lower α. However their α is seldom less than
one because after that they have to compromise their utility more for profit. The
buyers who are in demand for energy gain by buying the powers as sold by the
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Table 3. Performance Comparison of ADE-Lbx as compared to various other
algorithms

Algorithms ADE-Lbx JADE DE PSO GA

Final Value
of 39.8979 37.2387 34.5730 27.5507 32.4973∑
U(αi)

Fig. 2. Overall increase of α by optimizing utility using Differential Evolution

sellers and gain in α. Their α is increased with increasing utility. However all of
them do not buy their entire demand as they have to pay a buying price for the
power they bought. They settle in an equilibrium condition in which they have
advantage both in terms of utility and money spent for buying extra power. The
overall α of the agents is increased after trading. The plot of average α with DE
generations is shown with fig 2. The plot showing the penalty values decreasing
with iterations is shown in figure 3.

The performance of the algorithm has also been compared to several state-of
the-arts. The final sum of utilities for all the agents has been taken as a metric
of comparison. The average of 50 runs has been taken for a fair comparison.
All the algorithms have been run on similar operating conditions. The results
have been compared with JADE[10][11], the most recent adaptive variant of DE,
original DE, PSO and GA and reported in Table 3. The results signify that ADE-
LbX is the best of the state-of-the-arts in terms of the final value reached and
signify its use in the islanded microgrid problem. The algorithm is run only for
150 generations and best DE individual is reported as the final α metric for all
the agents.

Runtime for the algorithm as a function of the number of agents has been
enumerated in Table 4. The runtime signifies that the controlling substation will
not have a problem in evaluating the correct condition for the Microgrid before
sending out the appropriate signals to the agents with respect to time. An outage
is expected to last nearly 2-3 hours on average and an evaluation time in minutes
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Table 4. Runtime for ADE-LBX Algorithm

is not expected to hamper the situation because a Microgrid itself takes couple
of minutes before islanding a part of the agent as it needs to retrieve the network
condition of those agents before islanding.

7 Conclusion and Future Works

Game theory is successfully applied to a multi agent islanded DG scenario in
smart grids. Correlated Equilibrium is used as a possible means of control al-
gorithm formulation. A variant of Differential Evolution, ADE-LbX is used an
optimizing tool in the problem with superior results. The algorithm has been
applied over a sample islanded scenario of 40 agents of varying generation and
load characteristics. Results show that the final utility of the entire society is
maximized which implies that most of the agents could use a healthy amount of
their load even when the entire neighbourhood is cut-off from main power grid.
The results have also been compared with state-of-the arts and shown to outrun
them by good margin. The low value of final penalty of the solution implies that
the power balance constraints is minimal and the trading value of each agent
is positive i.e. no agent loses by trading in terms of trade utility. Future work
includes extending the problem to include critical loads i.e. the loads in which
the power is to be ensured in any situation like the hospital or industrial loads
etc. Moreover trading values can be made adaptive to the power availability of
the sellers or power demand of the buyers.
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Abstract. Artificial neural networks (ANNs) are promising methods for the pat-
tern recognition and classification. In this paper applies ANN to day-ahead de-
regulated energy market prices. The optimal profit is determined by applying a 
perfect price forecast. A price forecast with a less prediction errors, yields max-
imum profits for market players. The numerical electricity price forecasting is 
high in forecasting errors of various approaches. In this paper, discrete cosine 
transforms (DCT) based cascade-forward neural network (CFNN) approach 
(DCT-CFNN) is used to classify the electricity markets of mainland Spain and 
New York is presented. These electricity price classifications are important be-
cause all market participants do not to know the exact value of future prices in 
their decision-making process. In this paper, classifications of electricity market 
prices with respect to pre-specified electricity price threshold are used. In this 
proposed approach, all time series (historical price series) are transformed from 
time domain to frequency domain using DCT. These discriminative spectral co-
efficient forms the set of input features and are classified using CFNN. It has 
been observed that features selected from spectral domain improve the classifi-
cation accuracy. The proposed model is more effective compared to some of the 
most recent price classification models. 

Keywords: Price forecasting, Discrete cosine transforms, Cascade-forward 
neural network, Electricity price classification, Electricity market. 

1 Introduction 

The industries like oil and gas, airlines, banking, auto-manufacturing etc. had already 
showed very good performance in deregulation. Although electricity is a different 
type of commodity which cannot be stored in bulk quantity and also related to the 
interconnected grid management, beyond above features electric supply industries 
will also show the good results as deregulated industries. In most countries, oil and 
gas industry was deregulated before the electric supply industries. After looking at the 
performance of other sectors, the electric supply industries were deregulated [1]. 

In a deregulated electricity market, producers submit selling bids to the market op-
erator consisting in energy blocks and their corresponding minimum selling prices, 
and consumers submit buying bids to the market operator consisting in energy blocks 
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and their corresponding maximum buying prices. In turn, the market operator clear 
the market using an appropriate market clearing procedure then that results in hourly 
energy prices and accepted selling and buying bids. Both producers and consumers 
use day-ahead price forecasts to derive their respective bidding strategies to the elec-
tricity market. Therefore, accurate price estimates are crucial for producers to maxim-
ize their profits and for consumers to maximize their utilities. Forecasting electricity 
prices is difficult because unlike demand series, price series present such characteris-
tics as nonconstant mean and variance and significant outliers [2]. 

The electricity price forecasting errors generally range from approximately 5% to 
36% and vary based on the technique used and the market analyzed. This range of 
error, however, is relatively high when compared to that of short-term electric load 
forecasting where errors usually range from 1% to 3% [3]. 

It is perceived from the existing literature [6-12] that traditional price forecasting 
approaches are generally developed for numerical prediction or point-forecasting. 
That is, existing approaches try to predict the exact value of prices at future hours by 
approximating the true underlying price formation process. However, not all market 
participants know the exact value of future prices in their decision-making process. 
Many demand-response products are designed having certain thresholds for electricity 
prices in mind, such as the hour-ahead dispatchable load program in the Ontario mar-
ket. Another example of threshold-based decision making can be found in electricity 
consumers with on-site generation facilities. These facilities only purchase electricity 
from the grid if the electricity market prices are below the marginal cost of operating 
the on-site electricity generation equipment. In these types of applications where the 
exact value of prices is not primarily required, the point-price forecasting problem can 
be reduced to price classification sub problems in which the class of future prices is of 
interest [3]. 

The key uncertainties associated with those electricity prices are fuel prices, future 
addition of generation and transmission capacity, regulatory structure and rules, future 
demand growth, plant operations and climate changes [15]. For instance, electricity 
price depends on its previous values (historical values) and load values [16]. 

Prediction under soft-computing models, such as artificial neural networks (ANN), 
intelligent algorithms and hybrid intelligent approaches were used. Some of the soft-
computing models include feed forward neural networks (FFNNs) technique [13], 
CFNN technique [13] and DCT based NN approach (DCT-NN) technique [14] are 
used. In particular, neural networks have been used to solve problems such as 
load/price predictions and classification, component and system fault diagnosis, secu-
rity assessment, unit commitment etc. Electricity price classification has become an 
important research area in electrical engineering in recent years. Among the different 
approaches of classification systems, application of cascade-forward neural network 
(CFNN) input featured by discrete cosine transform (DCT) has been adopted in this 
paper because of its ability to learn complex and non-linear relationships that are dif-
ficult to model with conventional approaches. 

An ANN input-output mapping is learned from historical examples, thus there is 
no need to model the system. Hence in this paper proposes a DCT input featured 
CFNN (DCT-CFNN) approach to classify next-week prices in the electricity markets 
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of mainland Spain and New York. The day-ahead price classification method is as an 
alternative to numerical price forecasting. In price classification, predictions are made 
with respect to whether the price is above or below pre-specified price thresholds 
defined by users based on their operation and planning objectives. Price classification 
is specifically useful when the exact value of future prices is not critically important 
[3]. The main contribution of this paper is proposing a day-ahead price classification 
that could be realized using DCT input featured CFNN, trained by the levenberg-
marquardt (LM) algorithm. 

The price evaluation is different in different markets and therefore large variations 
exist in price-classification accuracy achieved by different models across different 
electricity markets [10]. Therefore, the Spanish market is taken as a real-world case 
study with sufficient non linear behavior and time variant functional relationship [2], 
[6]. The proposed approach is compared with FFNN, CFNN, and DCT-NN approach-
es, to show its good classification accuracy and less computation time. 

The rest of the paper is organized as follows. The section 2 presents data source 
and proposed approach to classify electricity prices using their dataset. Section 3 
presents the numerical results of proposed approach from a real-world case study 
based on the electricity markets of mainland Spain and New York. Finally, the con-
clusions are presented in section 4. 

2 Methodology 

This section describes the data source and proposed DCT-CFNN classification model 
to day-ahead price classification in mainland Spain and New York electricity markets. 

2.1 Data Source 

In order to perform the research reported in this paper, the electricity prices data taken 
from mainland Spain's daily trading reports, presented on a monthly basis and New 
York Independent System Operator (NYISO), CAPITL zone customized on yearly 
reports were used. The Spain and NYISO data set consists of market clearing price 
(MCP) [17] and locational-based marginal price (LBMP) [18]. Different sets of 
lagged prices (are transformed from time domain to frequency domain using DCT) 
have been proposed as input features for the price classification. The lags of Ph-1, Ph-2, 
Ph-3, Ph-24, Ph-25, Ph-48, Ph-49, Ph-72, Ph-73, Ph-96, Ph-97, Ph-120, Ph-121, Ph-144, Ph-145, and Ph-168 
are transformed from time domain to frequency domain using DCT considered in 
which as the input features for the proposed approach. 

Four classification thresholds are considered for the mainland Spain market for the 
year 2002: T1 = 0, T2 = 37, T3 = 74 and T4 = 158 with all in euro per megawatt hour 
and New York market for the year 2010: T1 = 17, T2 = 49, T3 = 98 and T4 = 189 with 
all in dollar per megawatt hour. T1, T4, T2 and T3 are the price floors, price cap, annual 
average and twice the annual average of the prices in mainland Spain and New York. 
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Normally, the price thresholds based on their own operating criteria were defined by 
the users. For the above price thresholds, the class distribution is 

• Class 1: (Prices between T1 and T2) 
• Class 2: (Prices between T2 and T3) 
• Class 3: (Prices between T3 and T4) 

For electricity price classification, target prices belongs to particular class are ap-
plied with target as “1” to the corresponding class and target as “0” to the rest of the 
classes. All patterns have sixteen features. These features are DCT transformed 
lagged prices. 

2.2 Classification of Electricity Prices Using DCT-CFNN Approach 

The proposed DCT-CFNN approach to classify electricity prices is based on a coordi-
nation of DCT and CFNN. In this approach, all time series (historical price series) are 
first transformed from time domain into a frequency domain using DCT. This step is 
crucial because it helps reducing the correlation between the features in time domain 
and in revealing the hidden information about the series. Then, these discriminative 
spectral co-efficient forms the set of input features and are classified using CFNN. 
Finally, CFNN classify the future behavior of the prices that classify the actual prices. 

Discrete Cosine Transform. In most real world time series, consecutive values of a 
time series are usually not independent, but highly correlated. This makes it difficult 
to develop effective feature selection techniques that work directly on the time series 
data. To alleviate the problem, time series can be transformed from time domain into 
another domain in order to de-correlate the time features and reveal the hidden struc-
ture of the series. This paper, describes the DCT time series transformation technique. 

The DCT attempts to de-correlate the time series. After de-correlation each trans-
formed co-efficient can be encoded independently without losing efficiency. DCT is a 
Fourier related transform is similar to discrete fourier transform, but uses only cosine 
functions instead of using both cosines and sines. It transforms the input signal from 
time domain to frequency domain, which highlights the periodicity of the signal. 

The DCT definition of a 1-D (one dimension) sequence of ( )xf , length N is 
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In this approach, the inverse transformation is not used. In equation (1), ( )uα  is 

defined as 
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transform co-efficient is the average value of the time series. In literature, this value is 
referred to as the DC co-efficient. All other transform co-efficient are called the AC 
co-efficient. 

In this paper, the DCT is used. It is chosen because it offers the following desirable 
properties: 

1) DCT co-efficient are always real numbers; 
2) DCT can handle effectively, the time series with trends; 
3) When successive values are highly correlated, DCT achieves better energy 
concentration. 

Cascade-Forward Neural Network. The ANN models are trained in such a way that 
a particular input leads to a specific target output. There are generally four steps in the 
training and testing process (1) assembling the training data, (2) creating the network, 
(3) training the network, and (4) computing the network response to new inputs. 

 

Fig. 1. Implementation of DCT-CFNN approach for electricity price classification 
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In this paper, a CFNN was used for electricity price classification. In this CFNN 
model (with one input layer, one hidden layer and one output layer), the first layer has 
connecting weights with the input layer and each subsequent layer has weights com-
ing from the input as well as from all previous layers is shown in Fig. 1. The hidden 
layer neurons (12 neurons) and the output layer neurons (three neurons) use non-
linear hyperbolic-tangent-sigmoid and pure linear activation functions respectively. In 
this system, sixteen inputs are featured, and electricity price classification outputs are 
used to classify electricity prices. Equations used in the CFNN classification model 
with only one hidden layer are shown in (3) and (4). 

Outputs of the hidden layer neurons are: 

 1-))))()()((Wexp(-2+/(12)( ih nbnfnnX ihih


+∗∗=  (3) 

Output of the network is: 

 )()()(W)()(W)( hoio nbnXnnfnnY hoih +∗+∗=


  (4) 

Where )(Wih n  are the weights from the input to the hidden layer and )(nb ih


 are 

the biases of the hidden layer, )(Wio n  are the weights from the input to the output 

layer, )(Who n  are the weights from the hidden layer to the output layer and )(nbho  

are the biases of the output layer, )(nf


 values are the input features. )(nY


 values 

are the outputs for the electricity price class, and n  is training pattern index. 
Like FFNNs, CFNN uses BP algorithm for updating of weights but the main symp-

toms of the network is that each neuron is related to all previous layer neurons. In [4], 
several neural network topologies were evaluated and it was found that CFNN with 
BP training provides the best performance in terms of convergence time, optimum 
network structure and recognition performance. The training of FFNNs normally 
involves BP training as it provides high degrees of robustness and generalization [5]. 

2.3 Implementation Procedure of DCT-CFNN Classification Model 

As previously described, electricity price is a nonlinear, time variant and multi-
variable function. For instance, electricity price depends on its previous values, load 
values, available generation, etc. It is very hard for a single NN to capture correct 
input/output mapping function of such a signal in all time periods [16]. However, our 
experience shows that different electricity price classifications can usually cover defi-
ciencies of each other for price forecast provided; a correct data flow is constructed 
among them. Some researcher proposed parallel and classification structures for this 
purpose [3].  A new classification procedure of CFNN classification model shown in 
Fig. 2 is proposed in this paper. 

The procedure outlined in Fig. 2 and a detailed explanation of above procedure is 
given below. 



Classification of Day-Ahead D

Fig. 2. The cl
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1) Apply DCT: First, the input features (historical prices) are transformed from 
time domain to frequency domain using DCT of the equation (1). 

2) Preprocessor: The input features (DCT transformed historical prices) and target 
outputs (three price classes) are linearly normalized in the range of {-1, 1}. 

3) CFNN classification model: The price classification model for each of the con-
sidered weeks, the hourly DCT transformed historical prices of the past 42 days 
previous to the day of the week are trained and tested using CFNN of equation 
(3) and (4), trained by the LM algorithm. 

4) Postprocessor: The outputs from the CFNN classification model were de-
normalized. 

5) Classification: During classification, outputs of all the classes are compared. 
The classes having largest output will represent the corresponding class. The 
actual electricity price class is compared with the CFNN classification model 
output electricity price class. If it does not belong to the same class, then in-
crement the number of misclassification rate. This procedure is repeated until 
each of the considered weeks. 

6) Performance evaluation: The performance of the trained network is then eva-
luated by mean percentage classification error and percentage classification ac-
curacy. These are used to measure the classification error. 

3 Numerical Results 

This section describes the testing of Spanish and New York, CAPITL zone electricity 
markets price classification for the year 2002 and 2010 using proposed approach. 

3.1 Case Studies 

The methodology described above has been applied to classify the electricity prices of 
Spanish and New York markets. 

Day-ahead electricity market of Spanish, in year 2002 is used as test case in price 
classification. For the sake of comparison, four weeks of February, May, August and 
November 2002 are selected, i.e., weeks with particularly good price behavior are 
deliberately not chosen [15]. In order to evaluate the proposed approaches, the most 
volatile prices, are employed for price classification in this paper. 

To build the price classification model for each of the considered weeks, the in-
formation available includes hourly DCT transformed historical prices of the 42 days 
previous to the day of the week whose prices are to be classified. Very large training 
sets are not used to avoid overtraining during the learning process. 

For the Spanish market, the classification of the winter week is from February 18 
to February 24, 2002, the spring week is from May 20 to May 26, 2002, the summer 
week is from August 19 to August 25, 2002 and the fall week is from November 18 to 
November 24, 2002; the DCT transformed historical data available includes hourly 
prices from January 7 to February 17, 2002, from April 8 to May 19, 2002, from July 
8 to August 18, 2002 and from October 7 to November 17, 2002, which are used to 
classify the respective week. 
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Real data of the New York electricity market in year 2010 are also considered for 
examination. For the sake of fair comparison, the four weeks of February, May, Au-
gust, and November (months 2, 5, 8, and 11) are selected. The winter week is Febru-
ary 15 to February 21, 2010; historical data available includes hourly prices from 
January 4 to February 14, 2010. The spring week is May 15 to May 21, 2010; histori-
cal data includes prices from April 3 to May 14, 2010. The summer week is August 
15 to August 21, 2010; historical data includes prices from July 4 to August 14, 2010. 
The fall week is November 15 to November 21, 2010; historical data includes prices 
from October 4 to November 14, 2010. 

In this paper, the input features (DCT transformed historical prices) and target out-
put (three price classes) are linearly normalized in the range of {-1, 1}. The outputs 
from the CFNN classification model were de-normalized before being presented in 
performance evaluation. 

The performance of the trained network is then evaluated by comparison of the 
network output with its actual value via statistical evaluation indices. The mean per-
centage classification error (MPCE) and percentage classification accuracy (PCA) are 
used as the overall measures of classification error in this paper. 

The MPCE can be defined as 
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Where 
mc

N  and 
tot

N  are the number of misclassified and total number of classi-

fied hours, respectively. 

3.2 Classification of Electricity Prices with DCT-CFNN Approach 

In DCT-CFNN classification model, the architecture and training are determined us-
ing stochastic approach. Several attempts were made until the proper number of  
hidden layers and numbers of neurons in hidden layer were reached. The network 
architecture selected after many attempts produced minimal error in both training  
and testing. 

The CFNN classification model have input layer composed of sixteen neurons, 
hidden layer composed of twelve neurons and output layer with three neurons. The 
multi-layer neural network is selected as the network type with LM training. The 
DCT-CFNN classification model is implemented using the MATLAB neural network 
toolbox. The size of the input pattern is 16 (DCT transformed historical price series) 
×  1008 (42 days training period ×  24 hours), and the size of the target pattern is 3 
(three price classes) ×  1008 in DCT-CFNN classification model. 
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Table 1. Statistical analysis for four weeks obtained with the DCT-CFNN approach on Spanish 
and New York market for the year 2002 and 2010 

Classification Week 
Spanish Market New York Market 
MPCE PCA MPCE PCA 

Winter 3.0 97.02 3.6 96.43 
Spring 1.8 98.21 3.0 97.02 
Summer 4.2 95.83 3.0 97.02 
Fall 3.6 96.43 6.6 93.45 
     
Average 3.2 96.87 4.1 95.98 

 
The MPCE and PCA obtained by proposed DCT-CFNN classification model to 

electricity price classification were presented in Table 1 for both the markets. The 
first column indicates the classification week, the second and third column indicates 
MPCE and PCA for Spanish market, the fourth and fifth column indicates MPCE and 
PCA for New York market. It is observed that the MPCE and PCA obtained  
using proposed approach for the Spanish and New York electricity market has an 
average value of 3.2% and 96.87%; 4.1% and 95.98% respectively. The MPCE and 
PCA results confirm that the proposed DCT-CFNN classification model is capable of 
classifying the electricity market prices efficiently. 

3.3 Comparison with Other Approaches 

Different approaches are tested for Spanish market and results of these analyses are 
compared. Table 1 gives statistical analysis for four weeks obtained with the DCT-
NN approach on Spanish and New York market for the year 2002 and 2010. Table 2, 
shows the comparison between the proposed DCT-CFNN approach and three other 
approaches (FFNN, CFNN, and DCT-NN) on Spanish market for the year 2002. From 
the same Table 2, it is observed the minimum MPCE and maximum PCA is 3.2% and 
96.87% respectively occurred on an average in DCT-CFNN approach for price classi-
fication when compared with three other approaches for all the four weeks of Spanish 
market in year 2002. 

Table 2. Comparative MPCE and PCA results between the various methods on Spanish market 
for the year 2002 

Method 
Classification Week Average 
Winter Spring Summer Fall MPCE PCA 

FFNN [21] 3.6 3.0 4.8 5.4 4.2 95.83 
CFNN [21] 3.0 3.0 4.8 4.8 3.9 96.13 
DCT-NN [22] 3.0 1.8 4.8 4.2 3.5 96.58 
DCT-CFNN 3.0 1.8 4.2 3.6 3.2 96.87 

 
Improvement in the average MPCE of the proposed approach with respect to the 

NN, CFNN and DCT-NN approaches are 1.0%, 0.7%, and 0.3% and improved per-
centage average error of MPCE are 23.8%, 18.0%, and 8.6% on Spanish market. So, 
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we can easily say that DCT-CFNN approach possesses better classifying abilities than 
three other approaches and its performance was least affected by the price volatility. 
Finally, the proposed DCT-CFNN approach provides a very powerful tool of easy 
implementation for electricity price classification. 

The simulations were carried out in AMD processor with 2GHz and 1GB RAM. 
Moreover, the proposed approach presents lower modeling complexity: the average 
computation time is less than 25ms. In a deregulated electricity market, the fast classi-
fication of prices would help the power trading market and independent players  
with better bidding strategies for efficient operation and increase in savings and  
social benefit. 

4 Conclusion 

This paper presented a comprehensive model for day-ahead electricity price classifi-
cation using a DCT-CFNN approach in the mainland Spain and New York deregu-
lated markets. The electricity price depends on its previous values (historical values) 
and load values. In price classification, predictions are made with respect to whether 
the price is above or below the pre-specified price thresholds used. To verify the price 
classification ability of the proposed approach, yielding an average weekly MPCE 
and PCA for the Spanish and New York electricity were close to 3.2% and 96.87%; 
4.1% and 95.98% which shows a better capability to improve the problem of classify-
ing price spikes. The test results showed that the proposed price classification model, 
especially the MPCE and PCA results of the proposed DCT-CFNN classification 
model is a good tool for price classification in terms of efficiency as well as heuristic 
compared to three other classification models on Spanish market. The research work 
is underway in order to develop better feature selection algorithm for different power 
markets and classification models. 
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Abstract . This work proposes to optimize Protein Structure Prediction (PSP) 
using multi-objective ab initio approach. This paper addresses an application of 
modified NSGA-II (MNSGA-II) by incorporating controlled elitism and 
Dynamic Crowding Distance (DCD) strategies in NSGA-II for PSP by 
minimizing free Potential Energy (PE) and minimizing Solvent Accessible 
Surface area (SAS).  In this model, a trigonometric representation is used to 
compute backbone and side-chain torsion angles of protein atoms. Free energy 
is calculated using Chemistry at HARvard Macromolecular Mechanics 
(CHARMm -22). SAS is calculated using dssp program.  Both objectives 
together evaluate the structures of protein conformations. The evolution of 
protein conformations is directed by optimization of protein energy and surface 
area contributions using MNSGA-II. To validate the Pareto-front obtained 
using MNSGA-II, reference Pareto-front is generated using multiple runs of 
single objective optimization (RGA) with weighted sum of objectives. TOPSIS 
technique is applied on obtained non-dominated solutions to determine Best 
Compromise Solution (BCS). Result of MNSGA-II is compared with NSGA-II. 
The proposed model is validated with Met-enkephalin, a benchmark protein, 
obtaining very promising results. 

Keywords: Protein Structure Prediction, Free Potential Energy, Solvent Accessible 
Surface Area, modified NSGA-II, Pareto-front, Best Compromise Solution. 

1 Introduction 

One of the most important open problems in molecular biology is the prediction of the 
spatial conformation of a protein from its primary structure, i.e. from its sequence of 
amino acids. The classical methods for structure analysis of proteins are X-ray 
crystallography and nuclear magnetic resonance (NMR). Unfortunately, these 
techniques are expensive and can take a long time. On the other hand, the sequencing 
of proteins is relatively fast, simple, and inexpensive. As a result, there is a large gap 
between the number of known protein sequences and the number of known three-
dimensional protein structures. This gap has grown over the past decade and is 
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expected to keep growing, as a result of the various genome projects worldwide. 
Therefore, computational methods are needed as they could provide a faster and 
economic way to tackle the PSP problem.  

There are three major approaches to predict the native state of this problem: 
‘comparative modelling’, ‘threading’, and ‘ab initio prediction’. Comparative 
modelling exploits the fact that evolutionarily related proteins with similar sequences, 
as measured by the percentage of identical residues at each position based on an 
optimal structural superposition, often have similar structures. Threading methods 
compare a target sequence against a library of structural templates, producing a list of 
scores. The scores are then ranked and the fold with the best score is assumed to be 
the one adopted by the sequence. Finally, the ab initio prediction methods consist in 
modeling all the energies involved in the process of folding, and then in finding the 
structure with lowest free energy. This approach is based on the ‘thermodynamic 
hypothesis’, which states that the native structure of a protein is the one for which the 
free energy achieves the global minimum. While ab initio prediction is clearly the 
most difficult, it is arguably the most useful approach [1]. 

2 Literature Review 

Proteins usually fold into the conformation with the lowest free energy, so protein 
structure prediction is essentially a search amongst all possible conformations of an 
amino acid sequence for the conformation with the lowest free energy. As PSP using 
ab initio approach can be considered as a search problem, the search space is 
determined by all possible rules involved in the folding process of a protein. Such a 
space is huge and very complex.   Evolutionary Algorithms are more suitable, 
because EAs are characterized by very good search capabilities and have the ability to 
escape from local optima. Authors of [2-4] used torsion angle model, HP model and 
Lattice model respectively to solve PSP using EAs. All these methods consider PSP 
as single-objective optimization problem to minimize potential energy. This potential 
energy function is used to find the three-dimensional native conformation with 
minimum energy from a protein sequence of amino acids. 

The single objective approach works well when one objective to optimize or all the 
objectives are not in conflict with each other. When a problem requires optimizing 
several objectives at a time and they can be difficult to combine into in a single 
function, single objective approach will not work well. Because, in this, the search 
space is highly complex and it is often impossible to find a single optimal solution. 

In this scenario, one is usually interested in finding a set of solutions that presents a 
good compromise among all the objectives. Such solutions are generally denoted as 
the Pareto set, because based on the notion of Pareto dominance. Rather than 
combining the multiple objectives into a single fitness function, a better approach to 
find this optimal set is to optimize the objectives separately, i.e., treat the problem as a 
multi-objective problem. EAs are particularly suited for tackling multi-objective 
optimization problems, mainly due to the population-based nature of EAs. This allows 
the generation of several elements of the Pareto set in a single run. Some of the best 
known multi-objective EAs (MOEAs) are NSGA, SPEA, NSGA-II, SPEA-II and 
PAES-II [5]. 
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Several prediction methods have considered PSP problem as a multi-objective 
optimization problem (MOP). In [6], authors developed MI-PAES as a modified 
version of PAES using a torsion angles model. A parallel multi-objective optimization 
was performed by using Chemistry at HARvard Macromolecular Mechanics 
(CHARMM) energy function in [7]. Authors of [8] proposed a multi-objective 
Feature Analysis and Selection Algorithm (MOFASA) in order to solve the Protein 
Fold Recognition (PFR) problem. In [9], an I-PAES algorithm is used as search 
procedure for exploring the space of the PSP problem. The concept of bond and non-
bond energies is included in the fitness function of this approach. MOEA is proposed 
in [10] for the protein contact map prediction problem and the scheme is based on the 
Strength Pareto Evolutionary Algorithm (SPEA) for the PSP problem. The novelty in 
prediction is based on a set of amino acid properties [10].  

So for, authors of multi-objective optimization in PSP have used bonded and non-
bonded energies as their conflicting objectives. But, in this work, for the first time, 
potential energy and accessible surface area are considered as two conflicting 
objectives and Modified NSGAII is used to solve the problem. 

The flow of the paper is as follows: Section 3 describes the formulation of two 
objectives; Section 4 explains the Modified NSGAII algorithm; Section 5 discusses 
about the results and Pareto fronts. 

3 Objective Functions Formulation 

Protein Structure Prediction Problem has been formulated as Multi-objective problem 
by minimizing the potential energy as well as minimizing the accessible surface area 
of a protein to improve the structure of protein. Fig 1. shows the plotting of two 
objectives for the random 100 solutions. As the plotting is not linear, it is shown that 
the considered two objectives are conflicting. 

 

Fig. 1. Conflicting objectives 
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3.1 Potential Energy 

The force field refers to the form and parameters of mathematical functions used to 
describe the potential energy of a protein.  The force field encapsulates both bonded 
terms relating to atoms that are linked by covalent bonds, and nonbonded (also called 
"non-covalent") terms describing the long-range electrostatic and van der Waals 
forces. The total energy in an additive force field can be written as   =+   where the components of the covalent and non-covalent 
contributions are given by  

 

CHARMM (Chemistry at HARvard Macromolecular Mechanics) is widely used 
set of force fields for molecular dynamics. There are several versions of the 
CHARMM force field available like CHARMM19, CHARMM22, or CHARMM27. 
CHARMM22 (released in 1991) and CHARMM27 (released in 1999) are the most 
recent versions of the force field. For purely protein systems, the two are equivalent 
[11]. The potential energy function for CHARMM22 is given below in eqn (1). 

 

 (1)

 

The first term in the energy function accounts for the bond stretches.  , is the 
bond force constant and  is the distance from equilibrium that the atom has 
moved. The second term in the equation accounts for the bond angles, where,  is 
the angle force constant and is the angle from equilibrium between 3 bonded 
atoms. The third term is for the dihedrals (a.k.a. torsion angles) where  is the 
dihedral force constant,  is the multiplicity of the function,   is the dihedral 
angle and is the phase shift. The fourth term accounts for the impropers, i.e. out of 
plane bending, where  is the force constant and is the out of plane angle. 
The Urey-Bradley component (cross-term accounting for angle bending using 1, 3 
nonbonded interactions) comprises the fifth term, where  is the respective force 
constant and  is the distance between the 1,3 atoms in the harmonic potential. 
Nonbonded interactions between pairs of atoms ( , ) are represented by the last two 
terms. By definition, the nonbonded forces are only applied to atom pairs separated by 
at least three bonds. The van Der Waals (VDW) energy is calculated with a standard 
12-6 Lennard-Jones potential and the electrostatic energy with a Coulombic potential. 
In the Lennard-Jones potential above, the  term is not the minimum of the 

potential, but rather where the Lennard-Jones potential crosses the x-axis (i.e. where 
the Lennard-Jones potential is zero).  
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3.2 Accessible Surface Area  

The Solvent Accessible Surface Area (SAS) describes the area over which contact 
between protein and solvent can occur. The solvent accessible surface is defined as 
the locus of the centre of a probe sphere (representing the solvent molecule) as it rolls 
over the van der Waals surface of the protein. The original motivation for the 
calculation of the accessible surface was the study of the protein-folding problem and 
hydrophobicity. The size of the solvent accessible surface area buried in an interaction 
between protein units can be used to discriminate between crystal packing and a 
functional protein-protein interaction. 

An effect of using different van der Waals’ radii is that Hydrogen atoms are not 
considered individually in the calculations. The van der Waals' radii used for non-
hydrogen atoms are modified to account for the implicit presence of hydrogen. The 
choice of van der Waals' radii used in the calculations would also be expected to have 
an effect on the estimates of ASA[12]. 

While defining the accessible surface area, draw spheres of radii +   around 
each atom of the protein structure;  is the van der Waals radius of the atom and  
is the radius of a sphere simulating a water molecule, typically 1.4 A. The spheres 
intersect, and the accessible surface area of the atom is: = , in which  is 
the total surface area of the sphere S attached to that atom, = 4 ( + )  and  (buried surface area) is the area cut out of the surface of S by all intersecting 
spheres. SAS is calculated using DSSP software [13]. 

4 Modified NSGA-II (MNSGA-II) 

NSGA-II algorithm [14] incorporates advanced concepts like elitism, fast non-
dominated sorting and diversity maintenance along the Pareto-optimal front, but, still 
it cascades a bit to maintain lateral diversity and uniform distribution of non-
dominated solutions. Emphasis on lateral diversity is essential to elude too much 
exploitation than exploration and hence need to have better convergence of search 
algorithm. Uniform distribution of non-dominated solutions is necessary to cover the 
entire Pareto-front. The proposed, enhanced concept called controlled elitism, which 
maintains the diversity of non-dominated front laterally, overcomes shortcomings of 
NSGA-II.  Also, Luo et al.’s[15] DCD improves distribution of non-dominated 
solutions in NSGA-II. 

4.1 Controlled Elitism 

A new concept called ‘controlled elitism’ incorporated [16] in NSGA-II restricts the 
number of individuals in the current best non-dominated front adaptively and 
maintains a predefined distribution of individuals in each front. First, the combined 
parent and offspring population =     is sorted for non-domination. 
Let  be the number of non-dominated fronts in the combined population (of size 2 ). According to the geometric distribution, the maximum number of individual 
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allowed in the  front ( = 1,2, … , ) in the new population of size  is given 
in eqn. (2). 

                           =                       (2)  is the reduction rate. Since  < 1, the maximum allowable number of individuals 
in the first front is the highest. Thereafter, each front is allowed to have an 
exponentially reducing number of solutions. 

4.2 Dynamic Crowding Distance (DCD) 

In MOEAs, the horizontal diversity of Pareto-front is very important. The horizontal 
diversity is often realized by removing excess individuals in the non-dominated set 
(NDS) when the number of non-dominated solutions exceeds population size. NSGA-
II uses crowding distance (CD) measure as given in eqn. (3) to remove excess 
individuals. The individuals having lower value of CD are preferred over individuals 
with higher value of CD in removal process. 

                    = ∑                         (3) 

where  is the number of objectives,   is the  objective of the  +  1  individual and  is the  objective of the 1  individual after 
sorting the population according to CD value. The major drawback of crowding 
distance is lack of uniform diversity in obtained non-dominated solutions as 
illustrated in Fig. 2.  

 

Fig. 2. Crowding Distance of individuals 

In Fig.2, if normal crowding distance method is adopted then the individuals C–E 
are deleted from NDS, since they have small CD values. Because of that, some parts 
of Pareto-front are too crowded and some parts are with sparseness. Also, CD of B is 
small, because one side of the rectangle is short, while another side is long. However, 
the CD of F is large because the length of one side almost equal to another side. If one 
individual must be removed between the individuals B and F, because of small CD 
value, individual B will be removed and F will be retained in NDS. But, in order to 
get good horizontal diversity the individual B should be maintained, because the 
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individual B helps to maintain uniform spread. To overcome this problem, DCD 
method is recently suggested in [15]. In this approach, one individual with lowest 
DCD value every time is removed and recalculates DCD for the remaining 
individuals. The individuals in DCD [16] are calculated as follows: 

            =                               (4) 

where CDi is calculated by Eqn. (3),   is based on 

               = ∑ ( )                 (5) 

 is the variance of CDs of individuals which are neighbors of the  individual.  can give information about the difference variations of CD in different 
objectives. In Fig. 1, the individual B has larger value of than the individual F 
and DCD of B is larger than F. Therefore, the individuals similar to B in the NDS will 
have more chance to retain. 

4.3 DCD Algorithm 

Suppose the population size is N, the non-dominated set at tth  generation is  and 
its size is M. 

If M > N, DCD based strategy is used to remove M-N individuals from non-
dominated set. The summary of DCD algorithm is given below: 

 if  | |   then  
  Stop the population maintenance. 
 else  
  Calculate individuals DCD in the | | based on Eqn. (4). 
  Sort the non-dominated set, | |based on DCD. 
  Remove the individual which has the lowest DCD value in the | |. 
              end 

4.4 Algorithmic Steps of Proposed Approach 

Input Initial random  
Output non-dominated  to form Pareto optimal front 
Initialize 

Algorithm  
 Set Gen_count = 0; 
 Generate   within  and  limits; 
 Calculate fitness ( ) 
  ( ); 
  ( ); 
 loop until ( )    

  Generate from crowded_tour_sel( ),SBX( ) 

, , , , ,  η , η ,  , 
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and poly_mut( ); 
  Generate Combined_pop =  ; 
  Perform non_dom_sort( ) to find various = 1,2, …  ; 
  Apply N_Dom_Improved_dcd_controlled_elitism( ); 
  = size(non_dom_set ); 
  if  
   remove  individuals from  using DCD; 
   = crowded_tour_sel( ( )); 
  else 
   = crowded_tour_sel( ( )); 
  Calculate fitness ( ); 
 End  

5 Results and Discussion 

In this paper, Protein Structure Prediction is solved as multi-objective problem. The 
proposed model is validated with Met-enkephalin, a benchmark protein. For multi-
objective procedure, Modified NSGAII is used by incorporating controlled elitism 
and Dynamic Crowding Distance (DCD) strategies in NSGA-II for PSP by 
minimizing free potential energy (PE) and minimizing solvent accessible surface area 
(SAS). NSGA-II is also applied to compare the performance of MNSGA-II. For 
single objective optimization RGA is used. The algorithms are developed in 
MATLAB and are executed for 10 runs. Table1 lists the optimal parameters selection 
for the three algorithms.  

Table 1. Optimal Parameters selection 

 
 
Table 2 shows the optimized results of potential energy (PE) and solvent accessible 

surface area (SAS) minimum for Met-enkephalin obtained using MNSGA-II and 
NSGA-II from 5 best runs. Since MNSGA-II adopts lateral diversity, more 
exploration than exploitation made better convergence of this search algorithm.  

 
 
 

Parameters RGA NSGA-II MNSGA-II 
Pop Size  300 300 300 
Max. no. of generations 300 300 300 
Dimensions 22 22 22 
probability of crossover  0.8 0.8 0.8 
probability of mutation  1/ (0.2*dim) 1/ (0.2*dim) 1/ (0.2*dim) 
Crossover Index η  --- 1 1 
Mutation Index η  --- 50 50 
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Table 2. Optimized minimum of potential energy and accessible surface area from 5 runs 

Runs MNSGA-II NSGA-II 

Min. PE kcal/mol Min. Surface area Å  Min. PE kcal/mol  Min. Surface area Å 
Run1 -28.604 452.745 -22.4186 483.920 
Run2 -28.6222 452.653 -22.9262 514.865 
Run3 -28.6307 452.634 -22.9247 476.871 
Run4 -28.2879 459.165 -23.0285 495.296 
Run5 -28.6605 476.317 -22.7156 509.286 

 
Table 3 shows the optimized results of potential energy (PE) and solvent accessible 

surface area (SAS) minimum for Met-enkephalin obtained using RGA, MNSGA-II 
and NSGA-II.  

Table 3. optimized results of energy (PE) and surface area (SAS) 

Objectives RGA MNSGA-II NSGA-II

Potential Energy kcal/mol -29.12 -28.66 -23.0285

Surface Area Å 449.14 452.634 476.87

 
The Reference Front is generated using multiple runs of single objective 

optimization by minimizing weighted sum of objectives. The Best Compromise 
Solution (BCS) is obtained using TOPSIS [18] method. Table 4 and Figure 3 show 
the BCS performance comparison of MNSGA-II and NSGA-II with RGA.  

Table 4. Comparison of the results Modified NSGA-II and NSGA-II 

 RGA BCS of 
MNSGA-II Deviation BCS of NSGA-

II Deviation 

Potential 
Energy 

-29.12 -6.4146 77.9% 18.3613 163% 

Surface 
area 447.14 624.038 39.6% 639.588 43% 

 
The BCS score of MNSGA-II is not only closer to true ideal solution, but far away 

from the false ideal solution. Controlled elitism used in MNSGA-II maintains the 
diversity of non-dominated front laterally, which overcomes shortcomings of NSGA-
II. Also Table 4 shows that deviation of BCS of NSGA-II is more than MNSGA-II 
from the minimum solution of Single objective optimization. 

The Root Mean Square Deviation of the minimum solutions and the Best 
Compromise Solution of MNSGA-II with 1PLW[19] and Scheraga[20] structures are 
calculated using Pymol [21] and the results are shown in Table 5. 1PLW is NMR 
structure and Scheraga structure is experimentally proven bench mark structure for 
Met-Enkephalin.  
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Fig. 3. Reference Pareto front vs MNSGA and NSGA fronts 

Table 5. RMSD with 1PLW and Scheraga structures 

 RMSD with 1PLW RMSD with Scheraga 
All Atoms C  atoms atoms All Atoms C  atoms atoms 

Minimum Potential Energy 
Solution 

3.27 1.78 1.59 0.33 

Best Compromise Solution 2.86 1.68 1.52 0.65 

Minimum Accessible Area 
Solution 

3.09 1.85 3.97 2.13 

 
RMSD values of Best Compromise Solution with 1PLW and RMSD of all atoms 

with Scheraga structure are smaller than other best solutions, while RMSD of C   
atoms with Scheraga structure is slightly more than RMSD value of Minimum 
Potential Energy Solution.  

Figure 4a shows the structural superimpose of minimum solutions and best 
compromise solution with 1PLW for all atoms, whereas Figure 4b shows the 
structural superposition with Scheraga structure.  

 

                       
            

Fig. 4a. Superimpose of solutions with 1PLW   (Dark Gray – 1PLW, light Gray- predicted 
solutions) 

From Table 5 values and Figures 4a & 4b, it is well known that Best Compromise 
Solution is performing better than the minimum solutions of Potential Energy and 
Accessible Surface Area. 
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Fig. 4b. Superimpose of solutions with Scheraga (Dark Gray – 1PLW, light Gray- predicted 
solutions) 

Since this solution compromises both the objectives, the deviation of this structure 
with original structures is marginal. Also, this solution is not only closer to true ideal 
solution, but far away from the false ideal solution.  

6 Conclusions 

In this work, Protein structure Prediction is treated as multi-objective problem by 
minimizing the Potential energy and minimizing solvent accessible surface area of a 
protein. Modified NSGAII has been implemented. Met-enkephalin, a benchmark 
protein, is used as test data. The force field CHARMM-22 and DSSP software are 
used to calculate potential energy and Accessible Surface area respectively. The 
performance of MNSGA-II and NSGA-II approaches are compared. An appreciable 
improvement on lateral diversity and uniformity measure without affecting 
convergence metric is observed in Pareto-front obtained using MNSGA-II when 
compared to NSGA-II. The RMSD results show that the Best Compromise Solution is 
compromising the ideal solutions and is better than the minimum solutions of 
Potential energy and surface area of MNSGA-II.  
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Abstract. Spirometry is a valuable tool used for respiratory diagnoses and 
assessment of disease progression. It measures air flow to help make a 
definitive diagnosis of pulmonary disorder and confirms presence of airway 
obstruction. In this work, clustering based classification of spirometric 
pulmonary function data has been attempted using Principal Component 
Analysis (PCA) and Self Organising Map (SOM). Pulmonary function data 
(N=100) are obtained from normal and obstructive subjects using gold standard 
Spirolab II spirometer. These data are subjected to PCA to extract   significant 
parameters relevant to the cluster structure. The clustering analysis of the 
significant spirometric parameters is further enhanced using self organizing 
map and classification of spirometric data is achieved. It is observed from 
results that FEV1, PEF and FEF25-75% are found to be significant in 
differentiating normal and obstructive subjects. SOM based classification is 
able to achieve accuracy of 95%. This cluster based method of feature reduction 
and classification could be useful in assessing the pulmonary function disorders 
for spirometric pulmonary function test with large dataset. 

Keywords: Spirometry, principal component analysis, self organizing map, 
clustering. 

1 Introduction 

Pulmonary Function Test (PFT) measures how well the lungs take in and release air 
and how well they move from the atmosphere into the body's circulation.  This test 
performs complete evaluation of the respiratory system. Spirometry is a most 
commonly used PFT for assessing lung function by measuring the total volume of air 
expelled from the lungs after a maximal inhalation. It monitors disease progression in 
chronic obstructive pulmonary disease, assess one aspect of response to therapy, and 
perform pre-operative assessment [1]. Spirometry is a reliable method of identifying 
obstructive illness and is used to grade the disease severity [2]. 

The dynamic interrelationships of flow and volume parameters obtained during 
various time intervals from spirometer are displayed as graphical loop called 
spirogram. Respiratory diseases and their severity are interpreted based on these 
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graphical patterns and the parameters obtained from them [3]. Some of the important 
parameters obtained from the maneuver are Forced Expiratory Volume of air in one 
second (FEV1), Forced Vital Capacity (FVC), Peak Expiratory Flow (PEF), Forced 
Expiratory Flow at 25% of FVC (FEF25%), Forced Expiratory Flow at 25-75% of 
FVC (FEF 25-75%), Forced Expiratory Flow at 50% of FVC (FEF50%), Forced 
Expiratory Flow at 75% of FVC (FEF75% ), Forced Inspiratory volume at first second 
(FIV1), percentage of Forced Inspiratory Volume at first second (FIV1%) and Forced 
Inspiratory Vital Capacity (FIVC).  

Automated diagnosis methods that evaluate respiratory flow volume patterns for 
appropriate clinical interpretation are very much essential [3,4]. Data clustering is a 
common technique employed for multi-label classification. It has been used in many 
fields, including machine learning, data mining, pattern recognition, image analysis 
and bioinformatics [5,6]. Clustering performs classification of data by finding natural 
groups using unsupervised learning [7]. Cluster analysis divides data into clusters 
such that similar data objects belong to the same cluster and dissimilar data objects to 
different clusters. As large number of parameters could be extracted from spirometer, 
there may be chance of misclassification of pulmonary disease [8]. Hence there is a 
need for data reduction of significant parameters for appropriate interpretation.  

Principal Component Analysis (PCA) is a mathematical procedure that uses an 
orthogonal transformation to convert a set of observations of possibly correlated 
variables into a set of values of uncorrelated variables called principal components 
[9].  The mathematical approach used in PCA is called eigen analysis. The 
eigenvector associated with the largest eigenvalue has the same direction as the first 
principal component. The first principal component accounts for as much of the 
variability in the data as possible, and each succeeding component accounts for as 
much of the remaining variability as possible. The main objectives of the PCA are to 
reduce the dimensionality of the data set and to identify new meaningful underlying 
variables.  Segmentation of retinal images is investigated extensively using PCA has 
been reported [10]. Feature extraction of biometric identifier, Finger-Knuckle-Print 
(FKP), is done using Principal Component Analysis (PCA) technique [11]. PCA is 
also performed to identify the transnational terrorism [12]. PCA is powerful used for 
processing and visualizing the data [13, 14]. PCA approach could be used to reduce 
the dimension of input parameters of clustering routine [15]. Interdependency of the 
measured and predicted parameters of flow volume spirometric data has been 
analyzed using PCA [16, 17]. 

The SOM is an unsupervised neural network that characterizes a relatively massive 
amount of data and performs clustering based classification [18]. It projects a high 
dimensional input space on a two-dimensional output space. Unique feature of SOM 
is that it can use neighbourhood kernels to preserve and also control the topological 
structure of high-dimensional input data [19]. The projection is topological 
preserving, that is, where patterns that are similar in terms of the input space are 
mapped to geographically close locations in the output space. The SOM is composed 
of a set of nodes arranged in a geometric pattern, typically a two dimensional lattice. 
Each node is associated with a weight vector W with the same dimension as the input 
space. Learning in SOM is based on competitive learning where these output nodes of 
the network compete among themselves to be activated or fired. Only one output 
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node, or one node per group, is ON at any one time. The output nodes that win the 
competition are called winner-take-all nodes [20, 21]. SOM algorithm can serve as an 
abstraction of data set, scalable to large datasets and it is robust to the missing data 
and rare outliers [22]. In this work, spirometric parameters are obtained from normal 
and obstructive subjects and are subjected to PCA. The clustering based classification 
using SOM is performed with significant parameters as inputs.  

2 Methodology 

The spirometer recordings are carried out on adult volunteers (N = 100) for the 
present study. The age, gender and race of the subject are recorded and height, weight 
are being measured before recording. The portable Spirolab II spirometer with a gold 
standard volumetric transducer is used for the acquisition of the data. 

In this work, acquired data is pre-processed using PCA before feeding it to the 
clustering algorithm. The most significant parameters of the spirometric pulmonary 
data are derived using PCA. Principal component analysis is a statistical method to 
estimate the most influenced common stochastic series by analyzing cross-sectional 
correlation.  It is utilized for extracting high dimensionality by constructing a linear 
projection of the spirometric data set in the two dimensional space. Principal 
component analysis is performed on the symmetric Covariance matrix or on the 
symmetric Correlation matrix. These matrices can be calculated from the data matrix.  

The spirometric data for 100 subjects is arranged in the form of matrix. PCA 
transforms the data by extracting statistically independent components and arranging 
them in the order of relative significance. The original feature space consists of 14 
spirometric parameters of normal and obstructive subjects. PCA is employed in 
transforming this feature space into a new space and the components that account for 
most of the variability are retained whereas the remaining components are ignored. In 
PCA method, spirometric data arranged in the form of matrix of size 100 X 14 is 
reduced into a covariance matrix A of size  14 X 14, where the columns corresponds 
to number of principal components and rows are associated with the spirometric 
variables. The covariance matrix A is given by 

 

                            1
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( )( ),

n

jk ji j ik k
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Φ = − − ≠
                                 

(1) 

 

where x  is mean of m variables in the matrix. The Principal Components (PCs) 
are determined as the Eigenvectors of the covariance matrix A. Eigen values 

1 2( , ,..., )mλ λ λ  can be found by solving the determinant equation ( 0IλΦ − = . 

Then PCs of the covariance matrix Φ  can be generated using a process of singular 
value decomposition, which is given by 
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The set of PCs is then represented as a linear combination of the original variables. 
PCA uncovers combinations of the original variables which describe the dominant 
patterns and the main trends in the data. This is done through an Eigen vector 
decomposition of the covariance matrix of the original variables [16]. The extracted 
latent variables are orthogonal and they are sorted according to their Eigen v 
alues [21]. The percentage of variance (PV) for the principal components can be 
calculated by 

                                 1 2

100%
...

k

m

PV
λ

λ λ λ
= ×

+ + +
                                      (3) 

The PCA from the perspective of statistical pattern recognition is an effective 
technique for dimension reduction [22]. The principal components that explain the 
maximum percentage variance are chosen and the corresponding component 
magnitudes are analyzed. The spirometric variables corresponding to these 
components are considered as the most significant features. The three parameters 
having highest magnitudes in the loadings of the principal components are chosen for 
further cluster based classification using SOM.  

SOM consists of two layers; the input layer and the output layer. The output layer 
is composed of a set of nodes arranged in a two dimensional lattice. Each neuron from 
the output layer has a double representation, one is its position in the grid and another 
is its weight vector. The dimension of the weight vector equals the dimension of the 
input data vectors. In the training process, the weights are gradually changed in order 
to span the weight vectors across the input data set. The training is based on 
competitive and cooperative learning [23].  

In the SOM network, the input pattern x represented by vector of length 3 
corresponding to significant features is presented to a two dimensional map of 25 X 
25 nodes. During each training cycle tk, every input pattern corresponding to 100 
subjects is considered in turn and the best matching weight vector W, also called 
winner node is determined such that 

                        
min ,i ix w x w− = −

   ( 0,1,..., )i N=                                (4) 

The weights of the neuron, which resembles the most to that input data, are 
updated. The weight vectors are updated using the following adaptation function. 

          

( ) [ ( )( ( ) )] ( )
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t k k t k i k

i k
i k

w t a t w t x for i N t
w (t +1)=

w t otherwise

+ − ε

            (5) 

where ( )ka t  is the learning coefficient that decreases over time and ( )I kN t  is the 

set of nodes considered to be in the topological neighbourhood of node i, the winner 
node. Node i represent the neuron that maximally responds to the input signal, i.e., its 
weight vector matches most closely, among all the Kohonen layer nodes, to that of the 
input vector. NI contains all nodes that are within a certain radius from node i. The 
weight vectors of all the nodes within the set NI are updated at the same rate [21].  
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When the SOM has been trained, the centroids of the input patterns that create 
winning neuron are identified as cluster centers. The SOM network is used for 
classification of normal and obstructive subjects. The performance of classification is 
evaluated by accuracy, sensitivity and specificity. The performance of a clustering 
and classification system can be measured by the clustering accuracy and the 
classification accuracy [24]. The clustering accuracy is defined as  

           Clustering Accuracy = Number of correct clustering combinations/ 
                                                Number of total combinations                                 (6) 

Correct clustering indicates the number of clusters determined by the algorithm 
that are matched to the number of classes present in the spirometric data.  

3 Results and Discussion 

The spirometric pulmonary function test is assessed using gold standard Spirolab II 
flow-volume spirometer. Spirometric parameters are obtained and they are subjected 
to PCA.  

The statistical analysis consisting mean and standard deviation of the principal 
components for the normal and obstructive subjects are presented in Table 1. The 
mean values of these principal components in normal subjects are distinctly higher 
than those of the obstructive subjects. The standard deviations for all the principal 
components for both normal and obstructive subjects are found to be high. 

The percentage variance obtained by various principal component for normal and 
obstructive data are shown in Figure 2. It is illustrated that the first two PCs account 
for 90% of variance. The higher percentage variance indicated that these PCs  
are sufficient to explain the similarity pattern of each data and capture most of  
the discrimination capability. These principal components alone are enough to 
guide clustering and removing features with low variance provides a more robust 
clustering.   

Table 1. Mean and standard deviation of the 11 principal components 

 
Principal  
components 

Mean ± Standard deviation 
 

Normal Obstruction 
PC1 0.1941±0.2737 -0.0135± 0.3329 
PC2 0.0775±0.3255 -0.0340±0.3142 
PC3 0.1264±0.2871 0.0529±0.3226 
PC4 0.0142±0.3158 0.0804±0.2860 
PC5 0.1451±0.2534 0.0694±0.3168 
PC6 0.0044±0.2891 0.0442±0.3128 
PC7 0.0587±0.3102 0.0466±0.2910 
PC8 0.0113±0.3160 0.1518±0.2692 
PC9 0.0652±0.3087 0.2024±0.2343 
PC10 0.0285±0.3148 0.0053±0.3162 
PC11 0.0283±0.3148 0.0853±0.3032 
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Fig. 1. Percentage variance obtained by various principal components 

 
PC1 and PC2 obtained for normal subjects represented as weighted linear 

combination of original parameters are given in equations 7 and 8. 
 

PC1 = -0.26(FVC)+0.49(FEV1)+0.45(PEF)+0.24(FEV1%) -0.32(FEF25-75%)-0.25(FEF25%)-0.18(FEF75%) 
              -0.34(FEF50%)-0.28(FIVC)-0.28(FIV1)-0.14(FIV1%)                                                                    (7) 

 
PC2 = -0.16(FVC)+0.52(FEV1)+0.45(PEF)+0.08(FEV1%) -0.33(FEF25-75%)-0.19(FEF25%)-0.36(FEF75%) 

              -0.3(FEF50%)-0.22(FIVC)-0.21(FIV1)-0.4(FIV1%)                                                                        (8) 
 
PC1 and PC2 obtained for obstructive subjects represented as weighted linear 

combination of original parameters are given in equations 9 and 10. 
 
PC1 = 0.43(FVC)+0.49(FEV1)-0.41(PEF)+0.06(FEV1%) -0.32(FEF25-75%)-0.21(FEF25%)-0.14(FEF75%) 

              -0.20(FEF50%)-0.36(FIVC)-0.20(FIV1)-0.13(FIV1%)                                                            (9) 

 
 PC2 = 0.43(FVC)+0.60(FEV1)-0.31(PEF) -0.14(FEF25-75%)-0.26(FEF25%)-0.15(FEF75%) -0.24(FIVC) 
          -0.29(FIV1)-0.11(FIV1%)                         (10) 

 
It is found that the coefficients of PC1 and PC2 of normal subjects corresponding 

to spirometric parameters FEV1 and PEF have the largest magnitude. Similarly, 
spirometric parameters FVC and FEV1 contribute the largest magnitude in obstructive 
subjects. It illustrates that these parameters are the significant components extracted 
from overall spirometric data set using correlation matrix. The corresponding 
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component loading plots for normal and obstructive subjects are shown in Figures 2 
and 3 respectively. It is found that the parameters FEV1 and PEF of normal subjects 
have similar magnitude and grouped to form cluster 1. Similarly, all the other 
spirometric parameters FVC, FEF25-75%, FEF25%, FEF75%, FEF50%, FIVC, FIV1, 
FIV1% have negative magnitudes and form  cluster 2. The parameters FEV1, FEV1 %, 
FVC and FEF50% of obstructive subjects form cluster 1and all the other spirometric 
parameters FEF25-75%, FEF25%, FEF75%, FIVC, FIV1, FIV1% and PEF have negative 
magnitudes and form  cluster 2.  

The significant parameters obtained from the PCA are given as the inputs to the 
self organizing map. Each pattern is presented and the best matching weight vector W 
for the present input is determined. The visualization map of SOM for classification 
of normal and obstructive subjects is shown in Figure 4. It is found that nodes 
corresponding to each class are clustered together and are mapped to geographically 
close locations in the output space. The classification accuracy for various number of 
SOM units for normal and obstructive subjects are presented in Table 2. It is observed 
that error is minimum for dimension of 5 X 5 for normal and obstructive subjects.  
The performance of the network in classifying normal and obstructive values is then 
calculated using true positive rate and false positive rate.  

It is observed that high values of classification accuracy, specificity and sensitivity 
are obtained for model with 25 neurons. It is also observed that high values of 
clustering accuracy are obtained for the same number of neurons. 
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Fig. 2. Component loading plot for normal subjects 
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Fig. 3. Component loading plot for obstruction subjects 

 

 

Fig. 4. Classification of normal and obstructive subjects using SOM 
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Table 2.   Classification performance for various dimensions of SOM classifier 

Number  
of 

neurons 

Classification  
accuracy (%) 

Clustering  
accuracy (%) 

25 95 95 
30 87.65 88.75 
40 93.9 96.25 
50 89.02 91.25 
60 93.75 93.75 
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Fig. 5. ROC analyses for SOM classifier with 25 neurons 

The ROC curves for SOM model with varied number of neurons (25, 30, 40, 50, 
and 60) is shown in Fig 5. Results demonstrate that SOM model with 25 neurons 
achieved better classification accuracy. 

4 Conclusions 

Spirometry is the most frequently performed pulmonary function test and is an 
essential tool for the diagnosis of respiratory diseases. The clinical utility of 
spirometer depends on the accuracy, performance of the subject and on the measured 
and predicted values [16]. It is also reported that a large database is to be analyzed by 
the physician to investigate the pulmonary function abnormalities [8]. Hence there is a 
need to provide automated diagnostic support to the physician using cluster based 
classification schemes. In this work, clustering based classification of normal and 
obstruction subjects are analyzed using PCA and SOM. Results show that PCA could 
extract significant parameters that are required for classification. These components 
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provide a good stable clustering solution without any significant compromise on 
quality of clusters. The clustering based SOM classification could achieve accuracy of 
95 % with dimension of 5 X 5 neurons. It is observed that the proposed model can be 
used to enhance the diagnostic relevance of pulmonary function test.  
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Abstract. Electroencephalograph (EEG) based Brain-computer Inter-
face (BCI) research provides a non-muscular communication to drive as-
sistive devices using movement related signals, generated from the motor
activation areas of the brain. The dimensions of the feature vector play
an important role in BCI research, which not only increases the com-
putational time but also reduces the accuracy of the classifiers. In this
paper, we aim to reduce the redundant features of a feature vector ob-
tained from motor imagery EEG signals to improve their corresponding
classification. In this paper we have proposed a feature selection method
based on Firefly Algorithm and Temporal Difference Q-Learning. Here,
we have applied our proposed method to the wavelet transform features
of a standard BCI competition dataset. Support Vector Machines have
been employed to determine the fitness function of the proposed method
and obtain the resultant classification accuracy. We have shown that the
accuracy of the reduced feature are considerably higher than the orig-
inal features. This paper also demonstrates the superiority of the new
method to its competitor algorithms.

Keywords: Brain-Computer Interfacing, Electroencephalography, Fire-
fly Algorithm, Temporal Difference Q-Learning, Support Vector Ma-
chines, Wavelet Transforms.

1 Introduction

Brain-Computer Interfacing (BCI) has been one of the most widely studied field
in rehabilitation engineering in the last few decades. BCI provides a direct path-
way between the brain and an external prosthetic device without involving the use
of any muscles [1], [2]. Initially, BCI aimed at providing a neuro-muscular reha-
bilitation to patient suffering from Amytropic Lateral Sceloris (ALS), Paralysis,
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Amputees and like [3]-[4], but in recent times it has found use in other general
applications like communication and control, robotics and gaming [5]-[6].

Elecroencephalography (EEG) is the most widely used brain measure in BCI
research because it is non-invasive, portable, easy to use, easy availability and
the best temporal resolution. Now, EEG-based BCI consists of the following
modules: a) Pre-processing, where the frequency band and the electrodes are
selected, b) Feature Extraction, where the relevant features are extracted and c)
Classification, where the different mental states are recognized. Sometimes, the
dimension of the feature vectors after feature extraction is very large. The high
dimension of the feature vectors increases the possibility of an increase in the
redundant features, which increases the computational load and may decrease
the overall performance of the classifiers [10]-[12]. In recent times, researchers
have employed algorithms like Principal Component Analysis (PCA) [13], Inde-
pendent Component Analysis (ICA) [14], Sequential Forward Floating Search
(SFFS)[15], Genetic Algorithm [16] to decrease the dimensions of the feature
vector without removing the relevant discriminating features.

In this study, we have aimed to reduce the dimensions of a feature vector
using a novel technique based on a synergistic operation between an evolution-
ary algorithm (EA) and a supervised learning classifier. In the proposed evolu-
tionary learning framework, a number of trial solutions come up with different
pre-defined number of features for the same dataset. Then a pseudo data set is
formed from the original dataset such that each data point only consists of the
selected features (represented by solution EA). Precision of each possible com-
bination of selected features is quantitatively evaluated with the classification
accuracy obtained by testing the learning classifier. Then, through a mechanism
of mutation and natural selection, eventually, the best solutions start dominating
the population, whereas the bad ones are eliminated. Ultimately, the evolution
of solutions comes to a halt (i.e., converges) when the fittest solution represents
a near-optimal partitioning of the data set with respect to the employed validity
index. In this way, the optimal pre-defined number of features can be located in
one run of the evolutionary optimization algorithm.

In this paper, we have used a standard BCI Competition dataset [17] which
classified between left and right hand motor imagery. Energy distribution [21],
[22] of wavelet coefficients [20] obtained from our standard dataset are used as
feature vectors in this study. This feature vector is fed to our proposed feature
selection algorithm based on EA to obtain a reduced feature set which is fed to
the SVM classifier. Hence the proposed methodology requires an EA for global
search of optimal features and a supervised learning classifier for judgment of
correctness of selecting the features (in terms of classification accuracy). The evo-
lutionary component has been realized here by Firefly Algorithm with Temporal
Difference Q-Learning (FA-TDQL) algorithm for its proven merits in global op-
timization [23]. It includes a Firefly Algorithm (FA) [24] for global exploration
and a Temporal Difference Q-Learning (TDQL) [25] for adaptive selection of
memes. These two modules work in a synergistic manner to improve the quality
of solutions for a given optimization problem. The results obtained in this study
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have shown a considerable increase in the performance of the classifier, both in
terms of accuracy and computational costs.

The rest of this paper is organized as follows. In Section 2, we have described
our proposed framework for feature selection. Section 3 describes the dataset and
the data analysis techniques employed in this study, followed by a discussion of
the results in Section 4. The concluding remarks are provided in Section 5.

2 The Proposed Framework

2.1 Problem Definition

Let dataN×D = {−−−→data1,
−−−→
data2, . . . ,

−−−−→
dataN} be a set of N patterns or data points,

each having D features and an assigned class label lε[1,K] for K classes. Given
such XN×D matrix, a feature selection algorithm tries to find out an optimal set
of d features (d < D). Since d number of features can be selected in a number of
ways, an objective function (some measure of the adequacy of the optimal feature
selection) must be defined. The problem then turns out to be one of finding a set
of d(< D) features of optimal or near-optimal adequacy, as compared to all other
feasible solutions. For this task we have employed the use Firefly Algorithm with
Temporal Difference Q-Learning (FA-TDQL) algorithm.

2.2 Firefly Algorithm with Temporal Difference Q-Learning
(FA-TDQL)

In the proposedmethod, the process of adaptive selection of step size α in (6) using
(3) from the meme pool, followed by one step of FA and reward/penalty updating
in the Q-table is continued until the condition for convergence of the AMA is sat-
isfied. The row indices of the Q-table represent states S1, S2, . . . , SNP of the popu-
lation of fireflies obtained from the last iteration of the FA-TDQL algorithm. The
column indices of the Q-table correspond to uniformly quantized values of the step
sizes to be used in the evolutionary algorithm. Let the parameter under consid-
eration be α with possible quantized values α1, α2, . . . , α10. Then Q(Si(t), 10αj)
represents the total reward given to a member at state Si for selecting α = αj .
Principles used in designing the FA-TDQL are introduced below.

Initialization. FA-TDQL starts with a population of NP fireflies with D-
dimensi-onal position vectors within the prescribed minimum and maximum
bounds:

−−−→
Zmin = {zmin−1, zmin−2, . . . , zmin−D} and

−−−→
Zmax = {zmax−1, zmax−2,

. . . , zmax−D}.
Hence, we may initialize the jth component of the ith vector at generation

t =0 as

zi,j(t) = zj−min + randi,j(0, 1)× (zj−max − zj−min) (1)

The entries for the Q-table are initialized as small values. If the maximum Q-
value attainable is 100, then we initialize the Q-values of all cells in the Q-table
as 1.
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Adaptive Selection of Parameters in FA. The probability of selection of
α = αj from the meme pool α1, α2, . . . , α10 is given by

P (αj) = Q(Si(t), 10αj)/

10∑
l=1

Q(Si(t), 10αl) (2)

The random selection of α is realized by generating a random number r be-
tween (0, 1) such that

∑j−1
m=1 P (α = αm) < r ≤ ∑j

m=1 P (α = αm)

⇒
∑j−1

m=1 Q(Si(t),10αm)
∑10

m=1 Q(Si(t),10αl)
< r ≤

∑j
m=1 Q(Si(t),10αm)

∑10
m=1 Q(Si(t),10αl)

(3)

Firefly Algorithm. In the Firefly Algorithm (FA), each firefly changes its
position iteratively by moving towards brighter and more attractive locations of
other fireflies in order to obtain optimal solutions. The attractiveness of a firefly−→
Zi(t) to other more attractive one

−→
Zj(t). The attractiveness β of each firefly is

described by a monotonically decreasing function of the distance distij between
any two fireflies [24] as given in (4).

β(distij) = β0exp(−γ × distmij ),m ≥ 1 (4)

where β0 denotes the maximum attractiveness (at r = 0) and γ is the light
absorption coefficient, which controls the decrease of the light intensity and

disti,j =‖ −→
Zi(t)−−→

Zj(t) ‖=
√√√√ D∑

k=1

(zi,k(t)zj,k(t))2 (5)

The movement of ith firefly
−→
Zi(t) to another more attractive (brighter) jth−→

Zj(t) firefly at the tth generation is determined by the following form [24].

zi,k(t+ 1) = zi,k(t) + β(disti,j)× (zj,k(t)− zi,k(t)) + α× (rand− 0.5) (6)

Here rand is a random number generator uniformly distributed in the range
(0, 1) and kε[1, D]. For most cases step size αε(0, 1), β0 = 1. In practice the light
absorption coefficient γ[24] varies from 0.1 to 10.

Ranking of the Members and State Assignment. Let fiti be the fitness
of the ith firefly in the last iteration. A ranking policy is designed to compute
normalized cost function fiti/

∑NP
j=1 fitj, ∀i, and then sort them in descending

order.
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Reward/Penalty-Based Q-Table Updating. If the fitness of the firefly in-
creases due to transition from Si to Sk on selection of αj , then Q(Si(t), αj)
will be updated following (7) with a positive reward function: reward(Si, 10j) =
increase in fitness function of the firefly,

Q(Si(t+ 1), 10αj) = (1 − ρ)Q(Si(t+ 1), 10αj)

+ρ(reward(Si(t+ 1), 10αj) + δmaxα′Q(Sk(t+ 1), 10α′)) (7)

else Q(Si(t), 10αj) will be evaluated by (7) with a negative reward = −K, of
constant value, however, small. Here ρ and λ represent the learning rate and the
discount factor, respectively [25].

Convergence. After each evolution, we repeat from step-2 until the termination
condition is satisfied.

2.3 Solution Representation and Cost Function Evaluation

In the proposed method, for N data points, each D dimensional, and user-
specified maximum number of features dε[1, D], a solution is a vector of real
numbers of dimension Dim = d for K number of classes. The d entries of a
solution of FA-TDQL,

−→
Xi are positive integers numbers in [1, D].The value of

xij = p(pε[1, D]) indicates that the pth feature is activated i.e., to be really used
for classifying the data. As an example, consider the solution encoding scheme
in Fig. 1. Let, there are D =8 features, among which, the second, third, fourth,
fifth and seventh ones have been activated for d =5.

In order to judge the quality of the feature selection yielded by such a solution
a pseudo data set data′N×d is constructed from the original one dataN×D.

Data′N×d consists of all theN−data points. However, each data
−−−→
data′j , j = [1, N ]

is formed by extracting only the d features (encoded by the solution
−→
Zi) from

the original data point
−−−→
dataj , j = [1, N ]. In other words,

−−−−→
data′j,k =

−−−−−−−→
data

j,
−−→
Xi,k

forj = [1, N ], k = [1, d] (8)

The mechanism is elucidated in Fig. 1. Now the reduced data set data′N×d

is decomposed into training− dataset and testing− dataset.The training−
dataset with the class level l, l ε [1, K] of each data point is then fed to the
SVM classifier. After training, the testing− dataset is fed to the SVM classi-
fier. Since the testing− dataset have their nominal classes known to the user,
we also compute the mean number of correctly classified data points i.e., the clas-
sification accuracy for different number of features. This is the average number
of objects that were assigned to classes according to the nominal classification.
The classification accuracy obtained by the SVM classifier is an indication of
the quality of the solution

−→
Zi(t). In the proposed feature selection method using

FA-TDQL-SVM, classification accuracy is used for fitness function evaluation.
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Fig. 1. Proposed methodology for feature selection

3 Data Analysis

3.1 The Dataset

The dataset used in this study was obtained from the BCI Competition 2008-
Graz dataset B. This data set consists of EEG data from 9 subjects of a study
published in [17]. Because of space constraint, the details of the dataset are not
explained in this paper and can be found in [17].
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3.2 Data Acquisition and Filtering

The experiment was conducted using three bipolar recordings (C3, Cz and C4)
were recorded with a sampling frequency of 250 Hz. The recordings had a dy-
namic range of ±100 μV for the screening and the ±50 μV for the feedback
sessions. They were bandpass-filtered between 0.5 Hz and 100 Hz, and a notch
filter at 50 Hz was enabled and the electrode position Fz served as ground. In
addition to the EEG channels, the electrooculogram (EOG) was recorded using
three monopolar electrodes with an amplifier setting of dynamic range ±1 μV
[17]. From the EEG signals, the eye movement and blink artifacts were removed
using the EOG signals.

3.3 Wavelet Analysis

In this study, we have used wavelet transforms for feature extraction the given
EEG data. Wavelet Transform (WT) has its obvious advantages over techniques
based on time-domain or frequency-domain as it provides localized frequency
related information at a given time. Further details on wavelet transforms are
found in [20]. In our study, we have selected the Daubechies mother wavelet
of order 4 (db4) to decompose the EEG data. The energy distribution of the
third and fourth (D3 and D4, respectively) detailed coefficients are selected as
feature vectors because the motor imagery signals are predominant at 8 -12 Hz
and 16-24 Hz.

The energy distribution [21], [22] for DWT is given as

1

N

∑
t

|f(t)|2 =
1

NJ

∑
k

|aJ(k)|2 +
N∑

J=1

(
1

NJ

∑
k

|dJ (k)|2) (9)

The first term on the right of (9) denotes energy of the approximation coeffi-
cients and the second term on the left of (9) denotes energy of detail coefficients.
The second term gives the energy distribution features of the detail coefficient of
the distorted signal which extracts the features of power distribution [21], [22].
The feature vector is prepared from the second term of the equation for each
electrode (C3, Cz and C4). The dimensions of the feature vector, thus obtained
is 822.

3.4 Support Vector Machine

The Support Vector Machine (SVM) has two purposes in this study: a) First, it
is used to provide the fitness function to our proposed algorithm, b) Secondly,
to determine the performance of our approach. Support Vector Machines (SVM)
are a set of supervised learning methods based on Statistical Learning Theory.
SVM finds the global minimum and its performance depends upon a selected
kernel, where the user only selects the error penalty parameter [27], [28]. A
SVM constructs an N-dimensional hyperplane that optimally separates the data
in two categories, which is specified by the support vectors. SVM can deal with



Feature Selection of Motor Imagery EEG Signals 541

large feature spaces as the complexity does not depend upon the dimension of
the features. Further details of the SVM classifier is given in [27], [28].

4 Results and Discussions

In this study, we have reduced the feature set from its original dimension of 822
to various smaller dimensions. The average classification accuracy for a given
dimension d is given in Table 1. It is observed that on reduction of the dimensions
of the feature vectors, our proposed algorithm have shown an improvement in
the classification accuracy as compared to the original feature vector. It is noted
that there is an improvement of accuracy in the range d = 200 to 500, but the
accuracy decreases below d=200. Also, from Table 1, we have observed that the
computational time (C.T.) of the algorithm keeps improving for every reduction
of the dimensions of the feature vector. Thus, based on these two observations,
we are able to maintain a trade-off between the accuracy and computational
time by selecting an appropriate dimension d.

Here, we have also compared the performance of FA-TDQL to Principal Com-
ponent Analysis (PCA)[13], Sequential Forward Search (SFS)[15], Genetic Pro-
gramming (GP)[29], Genetic Algorithm (GA)[30], Differential Evolution (DE)[31],
Particle SwarmOptimization (PSO)[32] andArtificial Bee Colony (ABC)[33]. The
input parameters for each competitor algorithm is given in Table 2 and the com-
parisons based on the average classification accuracy and computational time for
the reduced feature dimensions d =50, 300 and 600, are discussed in Table 3. It is
observed that the FA-TDQL performs better than the competitor algorithms in

Table 1. Average Classification Accuracy for the given dataset using FA-TDQL-SVM

Subject ID Average Classification Accuracy for given dimension d (k=10) in %

d= 50 100 200 300 400 500 600 700 800 822

B0101T 83.33 83.33 88.89 91.67 91.67 91.67 91.67 88.89 88.89 88.89
B0102T 80.56 80.56 83.33 91.67 86.11 86.11 86.11 86.11 86.11 86.11
B0201T 83.33 83.33 88.89 88.89 91.67 88.89 88.89 86.11 86.11 86.11
B0202T 83.33 83.33 80.56 83.33 83.33 77.78 80.56 75.00 75.00 75.00
B0301T 86.11 86.11 83.33 86.11 83.33 80.56 77.78 77.78 77.78 77.78
B0302T 80.56 80.56 83.33 77.78 77.78 77.78 77.78 77.78 77.78 75.00
B0401T 83.33 83.33 83.33 86.11 86.11 86.11 86.11 86.11 83.33 83.33
B0402T 85.71 85.71 90.47 90.47 92.85 92.85 88.09 85.71 85.71 85.71
B0501T 86.11 86.11 88.89 88.89 86.11 86.11 86.11 86.11 83.33 83.33
B0502T 78.57 78.57 83.33 85.71 85.71 83.33 83.33 83.33 80.95 80.95
B0601T 80.56 86.11 83.33 88.89 88.89 88.89 86.11 86.11 86.11 83.33
B0602T 88.89 91.67 94.44 94.44 94.44 91.67 91.67 88.89 86.11 86.11
B0701T 77.78 75.00 77.78 80.56 75.00 77.78 77.78 77.78 75.00 75.00
B0702T 80.56 80.56 83.33 83.33 83.33 83.33 83.33 77.78 80.56 80.56
B0801T 81.25 81.25 87.50 85.41 83.33 83.33 83.33 81.25 81.25 81.25
B0802T 80.56 80.56 86.11 83.33 83.33 83.33 83.33 83.33 83.33 83.33
B0901T 77.78 77.78 80.56 80.56 77.78 77.78 77.78 77.78 77.78 77.78
B0902T 80.56 80.56 86.11 83.33 80.56 80.56 83.33 80.56 80.56 80.56

C. T. (sec) 98.59 98.02 101.85 105.56 107.09 120.60 136.25 182.96 279.24 295.49
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Table 2. Parameters used in the competitor algorithms

Algorithms

Parameters GP GA DE PSO ABC FA-TDQL

Population Size 50 50 50 50 50 500
Mutation Probability 0.1 0.25 × × × ×
Crossover Probability 0.85 0.75 0.90 × × ×

Scale Factor × × (0,2] × × ×
Inertia Factor ω × × × 0.7 × ×

C1, C2 × × × 2 × ×
Limit Cycle × × × × 50 ×

β0 × × × × × 1
Light Absorption Coefficient γ × × × × × 2

Learning Rate ρ × × × × × 0.25
Discount Factor δ × × × × × 0.8

Table 3. Comparison of Performances of FA-TDQL with other competitive algorithms
(d=50, 300, 600)

Reduced Dimension Algorithms Average Computational
d Classification Accuracy Time (in seconds)

50

PCA 42.51 65
SFS 57.43 87
GP 61.46 117
GA 69.19 121
PSO 70.57 107
DE 72.62 97
ABC 74.31 115

FA-TDQL 77.85 92

300

PCA 74.45 94
SFS 75.13 100
GP 77.26 147
GA 80.75 160
PSO 82.45 145
DE 83.20 134
ABC 84.75 140

FA-TDQL 89.14 105

600

PCA 60.65 117
SFS 68.62 131
GP 70.05 176
GA 71.32 182
PSO 74.37 153
DE 74.94 150
ABC 77.13 167

FA-TDQL 80.21 119
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terms of accuracy. The proposed algorithm takes longer only as compared to the
statistical features selector (PCA and SFS) but takes a significantly lesser time in
comparison to the evolutionary features selector (GP, GA, DE, PSO and ABC).

5 Conclusion

This paper proposes a novel technique for feature selection based on a Fire-
fly Algorithm with Temporal Difference Q-Learning and Support Vector Ma-
chine classifier. Our proposed approach is validated on a standard datasets using
Wavelet Transforms for feature vector preparation. The results shows that an
improvement of accuracy is observed when the feature set is approximately half
of its original size, containing mostly the relevant features. Simultaneously the
computational complexity has also reduced. Further study in this direction will
aim to optimize the feature selection, extraction and classification techniques to
implement in real-time application towards an artificial limb control.
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Abstract. Application Package Software (APS) is a collection of software 
programs developed for the purpose of being licensed to third-party 
organizations. Examples of APS include accounting systems, human resources 
software, and enterprise resource planning (ERP) software. With the 
advancement in Information technology, Component Based Software 
Engineering (CBSE) has emerged for rapid assembly of flexible modular 
software systems. It promotes software re-use for large software systems by 
purchasing components in the form of commercial-off the shelf components 
from the vendor. If the required component is not available in the market, then 
it has to be developed in-house. This decision of whether to buy the component 
or build from the scratch is known as build-or-buy decision. Through this paper, 
we shall discuss a framework that will help the developer to decide whether to 
buy or to build software components while designing a fault-tolerant modular 
software system. This paper proposes optimization models for optimal 
component selection for a fault-tolerant modular software system under the 
Recovery Block Scheme (RBS). 

Keywords: Application Package Software (APS), Commercial-off-the Shelf 
(COTS), Build-or-Buy, Recovery Block Scheme (RBS). 

1 Introduction 

Opportunities in technology and variation in global markets, force organizations to be 
more market oriented, futuristic and knowledge driven with a flexible infrastructure. 
This kind of an advancement help organizations’ business practices and procedures to 
sustain in a competitive environment [1]. APS has emerged over the past decade and 
were introduced into organizations to solve their problems and to provide an 
integrated and holistic view of the business from a single information and IT 
structure. Most of the large organizations have already adopted these software and 
more of small- and medium-sized enterprises (SMEs) too are finding it cost effective 
and a competitive necessity for sustainability. These APS are developed using 
Component Based software Engineering (CBSE) approach. This approach has a great 
potential for reducing development time and cost. CBSE process starts with 
identification of users as well as developers requirements. After the analysis of the 
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requirements, a design of the software system is developed. CBSE approach follows a 
modular design and is composed of various modules and each module is more 
manageable and developed by integrating components. The cost and quality of a 
modular software system are majorly affected by selection of suitable components. 
The developers have different options for the development of these small independent 
components such as choosing from available Commercial-off-the shelf (COTS) 
components developed by different developers, in-house development from the scratch, or 
modifying the functioning of some existing in house components [2].COTS components 
are used without any code modification and inspection. The information on cost, 
reliability, execution time and delivery time of COTS components are generally given 
by the respective vendor. The components, which are not available in the market or 
cannot be purchased economically, can be developed within the organization. The 
strategy of developing software by assembling a mix of COTS and in-house build 
components is known as build-or-buy. This strategy tends to provide higher quality 
software, within a specified budget and delivery time. 

In this paper we shall focus on a framework that helps the developers to decide 
whether, buying or building, the components of software architecture is beneficial, on 
the basis of various factors, viz., cost, reliability, execution time and delivery time. 
Very few researchers have taken into account the execution time behavior of software 
functions. Through this paper we aim at proposing a model of component selection 
for a fault tolerant modular software system that more indulgently incorporates 
execution time. The execution time taken by the software to perform a function is 
important for a developer as well as user. Long execution time for performing a 
function may cause dissatisfaction and lead to low productivity of the system. The 
reliability of software can be improved during the software development life cycle 
through the application of reliability improvement technique, such as fault tolerance.  
Two of the best-known fault tolerant software design methods are N-version 
programming and Recovery block scheme. The basic mechanism of both the schemes 
is to provide redundant software to tolerate software failures. This paper discusses bi-
objective optimization model which maximizes reliability and minimizes cost of the 
software system with the threshold on reliability, execution time and delivery time. 

The rest of the paper is organized as follows. Section 2 presents a review of the 
previous work done in the field of fault tolerant software systems. In section 3, a 
decision framework is given by formulating optimization model for selection of 
components in design of fault tolerant modular software system. The fuzzy solution 
methodology is also explained in this section. In section 5, a case study on 
development of APS for Academic Institution is given. Finally, some conclusions are 
furnished in section 5. 

2 Literature Review 

Two of the most widely discussed fault tolerant techniques in the literature are N-
version programming and recovery block scheme. From past few decades tremendous 
efforts have been spent to study fault tolerant architecture in software systems. Scott 
et al., (1983, 1984 &1987) introduced data domain reliability models of several fault-
tolerant software schemes, including N-version programming (NVP), Recovery Block 
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The alternatives of modules within a software system can be differentiated on the 
grounds of cost and non-functional attributes. Purchase of high quality COTS 
products can be justified by the frequent use of the module. Also effective test cases 
and testing effort is required so as to improve the reliability of the in-house build 
component. This leads to an increase in cost. So this paper aims at minimizing the 
cost by simultaneously maximizing the system reliability. The estimation of cost and 
reliability of an in-house component can be done on the basis of fundamental 
attributes of development process. For instance, the cost of any component may be 
directly dependent upon the developer skills while the component reliability may be 
associated with the amount of testing. Hence, our model solution provides an optimal 
combination of COTS/in-house components for a fault tolerant modular software 
system under recovery block scheme. The model presents a trade-off between cost 
and reliability, under the limitations of reliability, execution time and delivery time. 

3.1 Notations 

Table 1. Model Notations 

R System reliability measure 
C Overall system cost 
fl Frequency of use, of function l 

sl Set of modules required for function l 
Ri Reliability of module 
L Number of functions the software is required to perform 
N Number of modules in the software 
mi Number of alternatives available for module i 

tot
ijN  Total number of test cases performed on jth in-house built component of ith 

module 
suc
ijN  Total number of successful test cases performed on jth in-house built component 

of ith module 
t1 Probability that next alternative is not invoked upon failure of the current 

Alternative 
t2 Probability that a correct result is judged wrong 
t3 Probability that an incorrect result is accepted as correct 
Xij Event that output of jth component of ith module is rejected 
Yij Event that correct result of jth component of ith moduleis accepted 

rij Reliability of jth component of ith module 
Cij Cost of jth COTS alternative of ith module 

sij Reliability of jth COTS alternative of ith module  
dij Delivery time of jth COTS alternative of ith module 
cij Unitary development cost of jth in-house component of ith module  
tij Estimated development time of jth in-house component of ith module 
τij Average time required to perform a test case for jth in-house component of ith 

module 
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Table 1. (Continued.) 

πij Probability that a single execution of software fails on a test case chosen from a 
certain input distribution of jth in-house build component of ith module 

ρij the probability that the jth in-house developed alternative of ith module is failure 
free during a single run given that Nij

suc test cases have been successfully 
performed 

Ro Thresh hold on module reliability
DT Thresh hold on delivery time
El Execution time of the lth function 
Tij Execution time of jth COTS component of ith module 
Teij Execution time of jth in-house build component of ith module 
yij {1       mod   -  

0  
if jth component of ith ule is in house built
otherwise

 

xij {1,   if the   COTS alternative of the  module is chosen
0,  otherwise

jth ith  

3.2 Model Assumptions  

The optimization model is based on the following assumptions: 

1. Software is developed using modular approach where the number of modules 
considered are finite. 

2. Each module is a logical collection of several independent developed 
components. The components available are also finite in number.  

3. A software system is required to perform a known number of functions. The 
program written for a function can call a series of modules. A failure occurs if a 
module fails to carry out an intended operation. 

4. Codes written for integration of modules don’t contain any bug. 
5. Several alternatives are available for each module. 
6. Fault tolerant architecture is desired in the modules (it has to be within the 

specified budget). Independently developed alternatives (COTS or in-house build 
components) are attached in the modules and work similar to the recovery block 
scheme discussed in [4,6]. 

7. Redundancy is allowed in the modules. For each module more than one 
component can be selected. 

8. The cost of an alternative is the development cost, if developed in house; 
otherwise it is the buying price for the COTS product. Reliability for all the 
COTS components are known and no separate testing is done.  

9. Cost and reliability of an in-house component can be specified by using basic 
parameters of the development process, e.g. a component cost may depend on a 
measure of developer skills, or the component reliability depends on the amount 
of testing. 

10. Different COTS alternatives with respect to cost, reliability and delivery time of a 
module are available. 

11. Different In- house alternatives with respect to unitary development cost, estimated 
development time, average time and testability of a module are available. 
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3.3 Model Formulation 

In the optimization model, it is assumed that the alternatives of module are in RB. The 
model is formulated for the structure given in Figure 1. RB requires n alternatives of a 
program and a testing segment called acceptance test (AT). Whenever an alternative 
fails, the testing segment activates the succeeding alternative. The function of the 
testing segment is to ensure that the operation performed by an alternative is correct. 
If the output of the alternative is incorrect, then the testing segment recovers the initial 
state and activates the next alternative.  
 
3.3.1 Optimization Model 
Let S be a software architecture made of n modules, with a maximum number of mi 

alternatives (i.e. COTS or in-house) available for each module. Therefore, 
optimization model for component selection can be written as follows: 
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The above formulation pertaining to the problem (P1) can be expressed based on the 
objective functions, constraints applicable and the formula derivation. Here, the 
objective function (1) maximizes the system reliability through a weighted function of 
modular reliability. Higher weights may be allocated to the modules that are invoked 
more frequently. These weights may depend on decision maker’s preference. The 
objective function (2) minimizes the overall cost of the system. Constraint (3) is the 
execution time constraint that provides maximum threshold on execution time of all 
functions. Constraint (4) is the threshold on the delivery time while constraints (5), (6) 
and (7) estimate reliability of each module under recovery block scheme. As it has 
been assumed that the exception raising and control transfer programs work perfectly, 
a module fails if all attached alternatives fail. 

Constraint (8) is the testability condition representing number of successful test 
cases performed on in-house developed components whereas constraint (9) calculates 
the probability of failure free in house developed test cases and constraint (10) is the 
reliability of both in-house and COTS products. Constraint (11) ensures that the 
alternative is either COTS or in-house build component whereas constraint (12) 
specifies that redundancy is allowed at modular level. Constraint (13), (14) and (15) 
shows rejection or selection of a particular component. 

3.3.4 Fuzzy Approach for finding Solution 
Crisp optimization models are based on the assumption that in the software 
development process all the parameters and goals are precisely known. But in real 
practical problems there are incompleteness and unreliability of input information. 
Fuzzy optimization is a flexible approach that permits more adequate solutions of real 
problems in the presence of vague information, providing the well-defined 
mechanisms to quantify the uncertainties directly. The representative linear 
membership functions for the two objectives are defined as follows: 
The membership function of the goal of reliability is given as: 
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where Rl is the worst lower bound and Ru is the best upper bound of reliability 
objective.  

The membership function of the goal of cost is given as: 
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where Cu is the worst upper bound and Cl is the best lower bound of the execution 
time. Following Bellman-Zadeh’s maximization principle [13] and using the above 
defined fuzzy membership functions; the fuzzy multi-objective optimization model 
for the problem (P1) is formulated as (P2) as follows. 
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The optimal value of λ represents the best compromise solution between two 
objective functions. The solution to the above problem gives the optimal mix of 
components (COTS or In-house) selected that maximizes reliability and minimizes 
overall cost of the system developed. 

4 Case Study 

Many software companies are in the business of developing APS system for various 
organizations and institution. Software companies have to face a challenge of 
developing software which is cost effective, timely delivered and also reliable. The 
organizations which are in the process of acquiring software system also want to have 
a system which takes minimum execution time. Hence, a case study of ‘Academic 
Institution’ software system is presented to illustrate the given methodology. 

The methodology is applied to select right mix of components for development of 
fault-tolerant modular software system. The optimal solution of the optimization 
model will give a set of components, either in-house built or COTS, so as to have a 
system which is highly reliable and within a budget. A real world case problem is 
selected to illustrate the application of the given approach. The selected organization 
is a management institute which is in the business of providing post graduate 
management courses to graduate students. The institute was facing a problem of 
integration and functional performance of various departments. In order to resolve 
this issue, a team of professors, would like to make a decision to have a customized 
software system to increase communication between departments, to implement new 
technologies, to lower administrative task and cost, improve faculty’s workload, to 
manage students database, to ease out admission, examination and placement process,  
maintain inventory, to enhance organizational flexibility, etc. The team of professors 
had then selected a software company who will develop a software system for their 
institute. Brainstorming sessions were organized in the institute with members of 
different department and their functional requirements were identified and given to 
the software development company.  

Software Development Company adopts CBSE approach for development of 
software system for this academic institution. Also, CBSE approach of software 
development follows a modular approach. Therefore, software development team of 
the company has identified seven software modules which can perform almost all the 
functions given by the institute and is given in Table 2.  

 
 



554 P.C. Jha et al. 

Table 2. Functional requirement of Academic Institution Software 

Modules Functional Requirements 

Admission 

 Defining admission types and preferences 
 Category, Mandatory original documents required 
 Payment modes 
 Rules of seat distribution & cancellation of admission 
 Admission listing with gender and branch wise 
 Confirmed admissions with admission type details 
 Cancelled admissions with amount return details 
 Provision for allotment of enrollment number to students 
 Issuing I-cards 
 Original documents submitted and pending for submission 

Academics 

 Defining branch wise subjects 
 Defining criteria for internal evaluation and marks scored 
 Defining criteria for external evaluation and marks scored 
 Provision to capture marks scored (internal + external) 
 Provision to display results using graphical charts 
 Analyzing results using class and section wise 
 Records of summer training and end-term projects 

Payroll/HR 

 Salary summary (Pay Slip) 
 Leaves management 
 Attendance monitoring 
 Income tax computation 
 Provident Fund statutory report 
 Recruitment 
 Management performance tracking 
 Skill set management 
 Employee training 
 Employee performance evaluation 
 Administration 
 Facility management 

Events 

 Details of cultural events 
 Details academic events 
 Sponsorships details 
 Organizing Faculty Development Programs (FDP) 
 Organizing Management Development Programs (MDP) 
 Provision for registration for participating in above events 
 Maintaining photographs of events  

Alumini/ 
Placement 

 Registration of Ex-students in the Alumni association 
 Maintaining Ex-students records with their batch and contact details 
 Provision to define council members of the alumni association 
 Provision to define terms and conditions for registration 
 Re-union planning 
 Provision to update contact information and current profile 
 Provision to maintain placement records of past few years 
 Provision to give details of placements batch-wise 
 List of companies who visit for placement 
 Provision for making placement schedule 
 Maintaining students profile for placement and summer internships. 
 Graphical reports of placements, batch wise and area wise   
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Table 2. (Continued.) 

Accounts/ 
Finance 

 Periodic and as on date balance sheet 
 Periodic profit & loss 
 Bank receipts and payment vouchers 
 Cash receipts and payment vouchers 
 Tracking of sales tax forms to be issued and received 
 Ratio Analysis 
 Cash flow 
 Fund flow 
 Budget analysis 
 Fixed asset management 
 Asset purchase sale 
 Asset scraps 

Store 

 Classifications of Items upto 5 levels 
 Godown wise classification wise stock 
 Auto Indent facility for Items going below Re-Order Level 
 Goods Receipt Register 
 Requisition Status Register 
 Items list below Re-order level 
 Items list below Minimum level 

Table 3. Data Set of COTS components 

Module Alternatives Cost Reliability 
Delivery 

Time 
Execution 

Time 

Admission 

x11 13 0.99 2 0.29 
x12 10 0.93 3 0.43 
x13 12 0.96 3 0.36 

Academics 
x21 16 0.89 2 0.71 
x22 14 0.85 3 0.92 

Payroll/ HR 

x31 6 0.87 2 0.92 
x32 4 0.84 3 0.99 
x33 8 0.92 1 0.78 
x34 7.5 0.94 3 0.8 

Events 
x41 4.5 0.66 3 0.99 
x42 5.5 0.7 5 0.95 

Alumni/ 
Placement 

Not 
available  - -  -  -  

Accounts/ 
Finance 

x61 6.8 0.89 1 0.88 
x62 5.7 0.86 1 0.9 
x63 5.5 0.85 2 0.91 

Store 
x71 5.8 0.72 1 0.96 
x72 6.2 0.76 2 0.92 

 
As discussed earlier, each module is built-up by integrating components. These 

components can be either readymade components, known as COTS or in-house build 
components that can be developed within the organization. COTS vendor provides 
information on cost, reliability, delivery time and execution time of each component. 
The software development team estimates values of cost, reliability, development 
time, execution time of in-house build components. The objective of the software 
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development team is to take a decision on selection of right mix of components which 
will help in developing software which is highly reliable, within a budget, delivered 
on time and also takes less execution time. After collecting all possible information 
about all the modules, the software development team identified some vendors from 
where the desired COTS components are available. The software development team 
had collected information on various parameters of COTS components and is given in 
the Table 3. 

These components can be purchased as COTS and also we assume that the 
software development company has the capability to build these components in-
house. The software development team compares in-house build components with 
that of COTS, with respect to cost, reliability, delivery time and execution time. The 
components (either one of the available COTS components or an in-house developed 
one) which satisfy these criterions will get selected for the final development of 
software. Sometimes, there may be a situation that for particular module a COTS 
component is not available in the market, and then in-house development of that 
component becomes a mandatory decision. We can see from table 2 that for module 5 
no COTS component is available, therefore, development of this component becomes 
a must decision irrespective of the cost involved. Data set for in-house built 
component is given in Table 4. 

The initial parameters, given in Table 3, help in estimating cost, reliabilities and 
development time of in-house built component. In total twenty three components are 
available to the software development team, out of these seven are in-house build 
components and fifteen COTS components. The decision maker has to evaluate each 
component on the basis of different parameters viz., cost, reliability, delivery time and 
execution time. Therefore, a scientific method of mathematical optimization has been 
adopted to deal with such a situation that involves too many decision variables. For 
this an optimization model was formulated and is given in section 3.3.1. The solution 
of the model is given below: 

Table 4. Data Set for In-house components 

Module Components Cost 
Development 
Time 

Execution 
Time 

Admission 1y  10 5 0.36 

Academics 2y  11 6 0.50 

Payroll/ HR 3y  10 3 0.84 

Events 4y  6 4 0.85 

Alumni/ Placement 5y   11 3 0.78 
Accounts/ Finance 6y  6 2 0.92 
Store 7y  8 1 0.94 

 
Once the optimization model is formulated for the above case study the next step is 

to determine the solution of each single objective problem so as to find the upper and 
lower bounds as follows: 
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Objective X1 (upper bound) X2 (lower bound) 
Reliability 0.96 0.54 
Cost 87 82 

The various thresholds on different constraints were assumed as: 

El DT Ro 
15 6 weeks 0.60 

 
Then fuzzy problem is developed and solved using a software package LINGO 

[3,14]. The solution thus obtained is: 
 

Module Components selected Reliability Cost λ 
1 x13 0.60 86.24 0.15 
2 x22 
3 x32 
4 x41,x42, 
5 y51 
6 x63 
7 x72 

5 Conclusions 

In this paper, we have presented a bi-objective optimization model for optimal 
selection of components using build-or-buy approach under Recovery Block Scheme. 
The objective of the problem consists of the maximization of reliability and 
minimization of cost, under the limitations of reliability, execution time and delivery 
time. The proposed methodology involves subjective judgment from software 
development team. Fuzzy approach is used in this context to deal with the imprecision 
caused due to subjective judgment. The usefulness of the model is illustrated using a 
case study of Academic Institution. The solution to the case study gives the optimal 
mix of components selected (both in-house and COTS) based on the criteria of 
maximizing reliability and minimizing cost. 
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Abstract. In this paper, we performed phishing and spam detection using text 
and data mining. For phishing websites detection, we extracted 17 features from 
the source code and URL of the websites and for spam-email detection we ap-
plied text and data mining in tandem. In both studies, we achieved high sensi-
tivity compared to previous studies and also provided decision rules. 

Keywords: Phishing, spam, text mining, data mining, feature selection. 

1 Introduction 

Daily millions of user across the world access internet for communication and busi-
ness purpose. Phishing attack is the most serious threat for financial as well as non 
financial institution. It is defined as a criminal mechanism employing both social 
engineering and technical proficiency to steal consumer’s personal identity data and 
financial account credentials [33]. The existing email filtering techniques have been 
found ineffective to control the phishing attack [14]. Therefore, we propose a method 
using text and data mining techniques to predict phishing attacks correctly. 

Our method predicts whether a websites is phishing or not based on the source 
code and URL of that website. Also, the URL is used for checking the results of 
search engine, blacklist and SSL certificate of a website. The combination of these 
two approaches proved potent in detecting phishing websites accurately. 

Spam emails are unsolicited commercial or bulk email, which may contains link of 
phishing websites or malware hosting websites and it is sent to a group of people who 
do not request for it. The spam emails consume a lot of time of the user for de-tecting 
it and also they contain unwanted message which can harm or provide losses to users 
[6, 24, 25, 26]. A study estimated that from our daily emails 70% of them are spam 
emails.The cost affected by spam emails to companies around the world is ap-
proximately $20 billion in a year and it is growing at the rate of 100% a year [8, 22]. 
So, the spam emails need to be identified accurately by the system. 

Several mechanisms have been proposed to overcome the spam identification 
problem. Most of the researchers have used textual part of data from Spamassassin 
database, but here we used data from Enron-spam corpus which contains a variety of 
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spam emails. We developed spam emails prediction model based on the textual part 
of emails. For detecting the phishing websites we used the same method as followed 
by the Lakshmi and Vijaya [15] and He et al. [12]. Our major contributions in this 
research are as follows: (i) Detection of two cyber frauds viz., phishing and 
spamming by a GP classifier. It is like genetic algorithms (GA) but here each 
individual is a computer program (ii) We provide decision rules (iii) further, we 
constructed hybrid classifiers to get decision rules with best classifier. The rest of the 
paper is organized as follows: Literature review is presented in Section 2. Proposed 
methodology is pre-sented in section 3, followed by dataset description in section 4; 
results and discussion in section 5 and finally conclusion in section 6. 

2 Literature Review 

A lot of research is reported to detect phishing websites and phishing emails using 
different approaches. He et al. [12] constructed a framework by combining two ap-
proaches CANTINA, a content based approach to detect phishing websites [27], 
Anomaly based phishing webpage detection [19] and PILFER, a method to detect 
phishing emails. They obtained better results with 97.33% True Positive on first da-
taset and 97% True Positive on second using SVM classifier. Lakshmi and Vijaya 
[15] used 17 features extracted from source code of phishing webpages, URLs and 
from web, including 100 phishing and 100 legitimate sites, taken from Phishtank [28]. 
They obtained highest accuracy of 98.5% using J48. Islam [14] combined Support 
Vector Machine (SVM), Naïve Bayes (NB), Decision Tree (DT), Random Forest 
(RF), Instance-Based Learner (IB1) and adaboost classifiers. They reported an 
average accuracy of 97%. ALmomani et al. [4] proposed fuzzy neural network model 
for detecting phishing emails. The dataset is collected from PhishingCorpus [29] for 
phishing e-mails and SpamAssassin [30] for legitimate e-mails. , They obtained 
RMSE value 0.12 and NDEI value 0.21 in phishing emails prediction. Afroz [3] 
proposed a new mechanism, called PhishZoo, for detecting web phishing using 
profiling and Fuzzy matching. In their research, they described the problems of 
blacklist and whitelist approach [7, 13]. They obtained 97.14% sensitivity using 
PhishZoo, which is higher compared to other tools like Netcraft [31] and Firefox 
version 3. Fergus [10] used classifier ensembles for phishing detection and obtained 
very good results. Abu-Nimeh et al. [2] reported that RF yielded highest accuracy of 
92.28% in detecting phishing emails. Basnet [5] selected 16 features from the URL 
and some keywords of phishing webpage and obtained highest accuracy of 97.99% 
with BSVM and NN. Maher et al. [16] proposed fuzzy Techniques and reported the 
highest website phish-ing rate 86.2% representing very phishy website.. Also, Maher 
et al. [17] proposed fuzzy data mining for detecting e-banking phishing websites and 
reported 83.7% phishing website rate representing very phishy website.. 

For spam detection Abi-Haidar [1] proposed Adaptive Spam Detection Inspired by 
the Immune System and cross regulation model, of Carneiro et al. [32]. They ob-tained 
improved results with the help of bio-inspired model. Another spam filtering with Naïve 
Bayes is conducted by Metsis [18]. They obtained 97.53% spam recall using MV Bool. 
Version of Naïve Bayes. Diesner [9] proposed Exploration of the Enron Email Corpus 
using network analytic techniques. They investigated the Enron-email dataset. In their 
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report they suggested that in October, 2001 the network had been denser, more 
centralized and more connected than in October, 2000. Using the text categorization, 
Fumera [11] developed spam filtering model and reported false positive below 2% and 
false negative below 20%. Our motivation behind this research was to generate the 
efficient phishing website detection model by enhancing the result of previous research 
and provide decision rules, which will help in decision making. 

3 Proposed Methodology 

3.1 System Architecture 

In identifying a phishing website, we consider the source code and URL part of a 
web-site, we can extract a lot of information which discriminates phishing and 
legitimate sites. Following Lakshmi and Vijaya [15], we extracted the source code of 
the web-sites and analyzed it along with URL of the websites to get information, 
which is used to predict the phishing websites. Fig. 1 depicts the schematic of the 
architecture pro-posed in our study. We extracted source code of each of the web 
pages and parsed it using HTML parser to obtain useful and required contents. Here, 
PHP is used for extracting the source code of webpage. After getting the parsed data 
the next step is identity extraction and feature extraction. 

 

Fig. 1. Used framework in this research for predicting phishing websites and spam emails 

Text mining is used in the identity extraction phase. We extracted the features from 
source code and URL of the websites. For spam detection, we followed the same 
approach used for client based phishing detection [20]. We analyzed textual part of 
spam and legitimate emails. We calculated frequency of the each term presented in 
the textual data and selected those terms, which had higher frequencies. These select-
ed terms are used as input features and document-term-matrix is built from selected 
features. Here, we constructed 6 datasets using the textual part of emails. 

3.2 Identity Extraction in Phishing Detection  

In this research, identity extraction is a very important phase which confirms the iden-
tity of a webpage using certain keywords. These keywords describe the functionality 
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Extraction 

Features 
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of the website and these identities of a website cannot be altered or replicated by the 
phishing websites. However, if they do changes in these identities, then it affects the 
ownership of website. The identity keywords extracted from the META Title Tags, 
META Description Tag, META Keyword Tags and HREF <a> Tags of webpage’s 
source code. 

The META tag used to provide structured  metadata about a  Web page.. The 
META description tag is a HTML attribute that provides explanation of the content of 
web pages. The META Keyword Tag is a brief and concise keyword list of most im-
portant terms of a webpage. The importance of this tag is it may define the identity of 
a web page based on its content. The HREF attribute specifies the URL of the page 
which the link goes to (www.w3schools.com). When a user clicks on hyperlink, it has 
to redirect to the concerned web page. Phishers can’t change the destination site of a 
webpage hyperlink. So it will redirect to the legitimate websites. The HREF tags have 
the high chance to be identity of a webpage because it contains the URL which points 
to the domain name of a webpage. 

After extracting the relevant features related to identity from the webpage source 
code, the unstructured source code needs to be converted into structured one. To do 
this, we remove stop words such as http, www, at, com, etc and perform other text 
mining tasks like filtering and stemming. Further, tf-idf weight is calculated for each 
of the keywords relevant to identity. We selected first five keywords as identity sets 
which obtained high tf-idf value. The following formula is used to calculate the tf-idf: 

 
tf – idf = tfij * idfi  

The term frequenct tfij is defined as 
 = ∑  

 
Where nij is the number of occurrence of term ti in document dj and denominator 

Ʃknkj is the total number of occurrence of all terms in document dj. 
The document inverse frequency is defined as 
 | |: ∈ +  

 
Where |D| is the total number of documents in a dataset, and is doc-ument 

frequency i.e. the total number of documents, where term ti appears. The term which 
will have high tf-idf value has the high probability to present in all documents. So, the 
above formula is used to choose five identities from each websites source code which 
is termed as identity set. This process is performed to extract the keywords, which are 
used to generate the vectors of two features. 

3.3 Feature Extraction  

Feature extraction plays a crucial role for accurate and efficient prediction of phishing 
websites and spam emails. For phishing website detection, we constructed dataset by 
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extracting the features from source code of web pages, URLs and from the web. In 
these 3 sources, we can find various factors which will distinguish between phishing 
and legitimate websites. We followed the same approach as [15] for extracting the 
features. 

For spam email detection, we extracted features from textual data of spam and 
legitimate emails. Here, each feature is selected based on their occurrence in the 
documents. We kept the threshold as 300 (randomly) and we used those features, 
which had more number of occurrences than threshold. In this research, we worked 
on 6 datasets after converting the unstructured data into structured datasets using the 
textual part of emails. In the dataset-I we used 42 features, 40 in the dataset-II, 30 in 
the dataset-III, 23 in the dataset-IV, 27 in the dataset-V and 32 features in the dataset-
VI. The features extracted from spam emails are considered based on their relevance 
and frequency in the emails.  

 

Fig. 2. Proposed methodology to construct hybrid classifier 

Feature1: Foreign Anchor 
An anchor tag contains href attribute whose value is a URL to which the page is 
linked with. If the domain name in a URL is not similar to that in page URL then it is 
called foreign anchor. Too many foreign anchors in a website is a sign of phishing 
website. So, all the <a> tags in a webpage are collected and checked for foreign 
anchor. If the number of foreign domain exceeds 5, then the feature F1 is assigned -1 
else 1. 

 
Feature2: Nil Anchor 
Nil anchor denotes that the page is linked with none. The value of the href attribute of 
<a> tag will be null. The values that denote nil anchor are about: blank, JavaScript:; 
JavaScript: void(0),#. If these values exist then the feature F2 is assigned 1, else 0. 

 
Feature3: IP Address 
The main aim of phishers is to earn money without investment. So, they do not buy 
domain names for their fake website. Most phishing websites contain IP address as 
their domain name. If the domain name is an IP Address then the F3 is 1 else 0. 

 
Feature 4 and 5: Dots in Page Address and Dots in URL 
The page address and URL in the source code should not contain more number of 
dots. If they contain more number of dots then it is the sign of phishing website. If the 
page address contains more than five dots then the value of the feature F4 is 1 or else 

Input data without output variables 

Input Dataset GP Predictions of GP 

Output with Rules Tree (CART) Modified Input 
dataset 
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In the feature number 8 & 12, we used different technique from previous research 
for generating the feature’s vector. Here, we made this features categorical to 
numerical, which increase the importance of these features for classifying the 
phishing and legitimate records.  

3.4 Feature Selection  

In this study, we performed t-statistic based feature selection on phishing website 
dataset. In the phishing website data, for all 17 features we calculated t-value. Further, 
we selected top 9 features out of 17 features and fed them to the classifiers. Table 1 
presents t-value for all 17 features and the bold faced ones are the selected features. 

3.5 Hybridization of Classifiers  

In order to find maximum output from classifiers, we developed hybrid classifier. In 
order to extract rules from the best stand-alone classifier, we fed the output of the best 
stand-alone classifier to another one that generates if-then rules. Here, GP yielded the 
best result in both the datasets. But GP is a black box, as it doesn’t provide decision 
rules. Therefore, to get decision rules out of the trained GP, we hybridized GP with 
CART. Fig. 2 depicts the methodology used to construct the hybrid classifier. 

Table 1. Keywords Extracted from Phishing website dataset and their t-Statistic Value 
 

Keyword 
t-statistic

Keyword
t-statistic 

value value   
    

Search Engine 14.52 Foreign Request 2.38 
Foreign Requesturl in 10.88 Using @ Symbol 2.28 

ID    

Foreign Anchor in ID 8.96 Dots in Page Add 1.81 
Set    

SSL Certificate 6.17 Whois Lookup 1.42 
Blacklist 4.92 Nil Anchor 1.13 

Foreign Anchor 4.84 Server form Handler 1.07 
Cookie 4.25 Dots in URL 1.02 

Slash in Page Add 4.04 IP Address 1.007 
Slash in URL 2.74   

    

4 Data Description 

For phishing website detection, we analyzed 200 URLs collected from PhishTank  
(www.phishtank.com), in which 50% are phishing website’s URLs and rest are legit-
imate website’s URLs. The dataset is built by extracting the features from webpage’s 
source code, URL and from the web. For spam detection we collected emails from 
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Enron-spam corpus  (http://csmining.org/index.php/enron-spam-datasets.html). This 
corpus contains large number of spam as well as legitimate emails. We analyzed 6 
datasets for spam email detection and in each dataset the ratio of spam & legitimate 
emails were 50-50%. For extracting the features we used textual part of the email. 

5 Results and Discussion 

5.1 Experiment - I  

In the first experiment, we performed phishing websites detection using text and data 
mining techniques. The results obtained by applying the trained classification model 
on test data are presented in this section. We used Genetic Programming (GP), 
Logistic Regression (LR), Probabilistic Neural Network (PNN), Multi Layer 
Perceptron (MLP), Classification and Regression Tree (CART) and hybridized 
GP+CART classifier to train the classifiers. Sensitivity is used to evaluate the 
performance of the classifier. Table 2 presents the average results of 10-fold cross 
validation experiments obtained by the above techniques as well as the number of 
rules yielded by the hybrid classifiers. Here, GP yields the best results with 99% sen-
sitivity, followed by CART, GP+CART, GP+DT, LR and MLP. 

Compared to results of Lakshmi & Viajaya [15], where they obtained 98.5% 
accuracy using J48 technique, we obtained better results using GP as 99.5% accuracy 
and 99% sensitivity. While, GP yielded the best result, it remains a black box, as it 
does not provide rules. Thus, to obtain the decision rules, we hybridized GP with 
CART and again performed our experiment. Further, we needed to select one model 
as best, which provides decision rules also. In Table 2, we can see that there is not 
much difference between the classifier’s sensitivity. Further, since GP yielded numer-
ically best results, we performed t-test between GP and other classifiers to see wheth-
er there is any statistically significant difference or not. 

Table 4 presents the decision rules obtained by GP+CART. We performed 10-fold 
cross validation. However, on average we obtained 5.5 no of rules. Here, we 
presented decision rules obtained in the fold that yielded best results. Using t-statistic 
based feature selection we selected 9 features out of 17 and fed them to the classifiers. 
The results are presented in Table 2. Here also, the GP yielded the best accuracy and 
sensitivity of 98%, 99% respectively. The average number of rules yielded by CART 
and GP+CART is 4.5 and 5.6 respectively. 

While comparing the results of with and without feature selection, it turned out that 
the classifiers yielded approximately the same results. Hence, we conducted t-test to 
see if the difference between sensitivities in both cases is statistically significant. The 
t-statistic values computed for GP, LR, PNN, MLP, CART and GP+CART are 0.6, 
0.26, 0, 0.22, 0.77 and 0.77 respectively. The t-value is less than 2.83 for all the 
classifiers. It means in all classifiers, using only 9 features, we are able to get 
statistically the same sensitivity and also, the average number of rules is decreased 
with feature selection, which is a significant result of the study. 
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Table 2. Average 10-Fold Results of Phishing website data 
 

  Without Feature With Feature  
t-statistic  

   Selection Selection  

       
 

Classifier         value  

Sen Spec Acc 
No of

Sen Spes Acc
No of  

 
 

 
Rules Rules

(Sensitivity)  

        

    
 

          
 

GP 99 100 99.5 NA 98 100 99 NA 0.6 
 

          

LR 91 88 89.5 NA 90 90 90 NA 0.26 
 

          

PNN 89 90 89.5 NA 89 86 87.5 NA 0 
 

          

MLP 89 80 84.5 NA 88 86 87 NA 0.22 
 

          

CART 94 90 92 6.6 92 88 90 4.5 0.77 
 

          

GP+ 94 87 90.5 5.5 92 90 91 5.6 0.77  

CART  

         
 

Table 3. t-test based model comparison 

Classifiers 

t-statistic value 
(Sensitivity) 

Without 
FS 

With 
FS 

GP vs. CART+GP 2.61 2.49 

GP vs. CART 2.61 2.49 

GP+CART vs.
CART 0 0 

Table 4. Decision rules yielded by GP+CART in predicting phishing websites 

SN If-then rules Class 

1 SEARCH_ENGINE <= 0.5. Legitimate 

 
2 

SEARCH_ENGINE > 0.5 && FOREIGN_REQUEST_ 
IN_ID <= 0.02 && SSL_CERTIFICATE <= 0.5. 

Legitimate 

 
3 

SEARCH_ENGINE > 0.5 && 
FOREIGN_REQUEST_IN_ID <= 0.02 && SSL_ 

CERTIFICATE > 0.5 && FOREIGN_REQUEST <= 0.5. 
Legitimate 

 
4 

SEARCH_ENGINE > 0.5 && 
FOREIGN_REQUEST_IN_ID <= 0.02 && SSL_ 

CERTIFICATE > 0.5 && FOREIGN_REQUEST > 0.5. 
Phishing 

 
5 

SEARCH_ENGINE > 0.5 && 
FOREIGN_REQUESTURL_IN_ID > 0.02 

Phishing 
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Table 3 presents t-test results among the classifiers based on sensitivity. Here, we 
found that the GP is not statistically significantly different from the hybrid classifier 
GP+CART and CART because t-value is less than 2.83 in both the cases with or 
without feature selection. Therefore, we can prefer GP+CART or CART, which pro-
vided decision rules for phishing website detection. Afterwards, we performed t-test 
between GP+CART and CART and obtained t-value 0 in both the cases. Thus, there 
is no statistically significant difference between these two classifiers. However, from 
Table 2, we found that with 17 features, on average GP+CART provided 5.5 rules, 
whereas CART provided 6.6 rules. So, in this dataset GP+CART is preferable. In the 
dataset with 9 features, on average CART provided 4.5 rules, whereas GP+CART 
provided 5.6 rules on average. Thus, CART is the preferable classifier in this dataset. 
In conclusion we can say that, in both the datasets, there is no statistically significant 
difference between the classifiers GP+CART, and CART but we can go with such 
classifier which provides less number of rules. 

5.2 Experiment-II  

Here, we performed spam email detection. We analyzed 6 datasets containing large 
scale of spam emails. We employed LR, CART, GP, MLP and PNN for classification 
purpose and followed 10-fold cross validation testing. Table 5 presents the average 
10-fold results of all the datasets. In the datasets 1 & 4, LR performed the best, while 
in the dataset 2 & 3, MLP yielded the best results. In the dataset 5 & 6, PNN signifi-
cantly outperformed other techniques. Further, in each dataset, we performed t-test 
between the best performing technique versus others to check the statistical signifi-
cant difference, based on sensitivity (see Table 6). In the dataset 1, we performed  
 

Table 5. Average 10-fold results of all the 6 Spam datasets 

Technique 
Datasets 

1 2 3 4 5 6 Avg 

LR 
Sen 93.3 95 92.7 97.3 86.5 81.1 90.9 
Spe 81.3 86.6 85.6 82.7 90.6 75.7 83.7 
Acc 87.3 90.8 89.1 90.1 88.5 74.3 86.7 

CART 

Sen 93.3 92.9 91.3 96.2 90.8 83 91.2 
Spe 82.1 90.3 89.4 89.1 88.5 80.3 86.6 
Acc 87.7 91.6 90.4 92.6 89.6 81.7 88.9 

Rules 27.8 27.3 25.6 24.1 27.4 29.6 26.9 

GP 
Sen 92.4 93.8 92.6 96.7 91.8 81.6 91.5 
Spe 86.2 90.4 90.6 89.8 90.8 82.4 88.3 
Acc 89.3 92.1 91.6 93.2 91.3 82 89.9 

MLP 
Sen 93.1 96.3 94.3 95.9 91.1 84.9 92.6 
Spe 87 93.5 93.7 91.1 92.4 86 90.6 
Acc 90.1 94.9 94 93.5 91.7 85.5 91.6 

PNN 
Sen 38.3 45.9 64.9 24.3 96.9 97.7 61.3 
Spe 96.5 99.5 98 98.3 61.6 34.6 81.4 
Acc 67.4 72.7 81.4 61.3 79.2 66.2 71.3 
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Table 6. t-test comparison results between the techniques in all 6 datasets 
 

Dataset Technique Comparison t-value 

1 LR    Vs 

CART 0.001 
GP 0.68 

MLP 0.11 
PNN 23.69

2 MLP  Vs 

LR 3.01 
CART 6.87 

GP 5.76 
PNN 50.23

 

MLP  Vs 

LR 1.98 

3 
CART 3.82 

GP 2.35 
PNN 29.22

4 LR   Vs 

CART 1.69 
GP 0.84 

MLP 2.3 
PNN 12.07

5 PNN  Vs 

LR 11.94 
CART 9.58 

GP 9.19 
MLP 8.16

6 PNN Vs 

LR 22.29 
CART 15.69 

GP 11.86 
MLP 18.36

 
t-test between LR and other techniques. Here, we preferred CART as best technique 
because there is no statistical significant difference between CART and LR and 
CART provides decision rules. Similarly, in the dataset-2, MLP is best technique 
because other techniques are statistical significant different to MLP. In the dataset-3, 
MLP, LR and GP have no statistical difference, so we can choose any one of them. In 
the same way, CART is the best in dataset-4, because CART and LR are statistically 
indifferent. While in the dataset-5 & 6, PNN is best technique. Here, CART is the 
only technique which provides decision rules. In the past, Abi-Haider and Rocha [1] 
have also analyzed the 6 datasets. They also performed 10-fold cross validation and 
reported only accuracy and not sensitivity. Hence, we compare the accuracies ob-
tained by them with that of the present work. On dataset-1, we achieved higher accu-
racy of 90.1% using MLP and they obtained 90% accuracy using Variable Trigono-
metric Threshold (VTT) technique developed by them. On dataset-2, we achieved 
94.9% accuracy with MLP and they obtained 93% accuracy with Naïve Bayes. In 
dataset-3I we obtained 94% accuracy with MLP, whereas they obtained 92% accura-
cy with Naïve Bayes. In the case of dataset-4, we achieved 93.5% accuracy, while 
they obtained 95% with VTT technique. On dataset-5, we achieved 91.7% accuracy 
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with MLP, whereas they obtained better accuracy of 95% with Naïve Bayes. In the 
dataset-6, we got 85.5% accuracy with MLP, while they obtained 90% with Naïve 
Bayes. On average of all the 6 datasets, we obtained 91.6% accuracy with MLP, 
whereas they obtained 91% with Naïve Bayes. Thus, in summary, the comparison 
yielded mixed results in terms of accuracy. 

6 Conclusion 

This research presents a detailed study to predict two common forms of cyber attacks 
viz., the phishing and spamming. For phishing detection we extracted features from 
source code of the webpage, URL and web. Further, in spam detection we constructed 
and analyzed 6 datasets, for which textual data is taken from enron-spam corpus. Here 
we used text mining and data mining in tandem. Here, LR, CART, GP, MLP and 
PNN for classification purpose and followed 10-fold cross validation testing. Even 
though GP yielded best results, in order to extract ‘if-then’ rules, it is hybridized with 
CART. Further, we performed t-test to check the statistical significant difference 
between the techniques. We obtained improved results compared to a previous study 
and also provided decision rules which hitherto no one has provided. In the spam 
detection case, we analyzed 6 datasets. In the dataset 1 & 4, CART is the preferred 
technique, while in the datasets 2 & 3 MLP yielded superior results. In the datasets 5 
& 6, PNN significantly outperform other techniques. 
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Abstract. In this paper we proposed a Fuzzy Fractional order Proportional-
integral-derivative (FOPID) controller for electromechanical actuated worm 
gear operated fuel shut off valve. An adaptive fuzzy fractional control system 
(FFCS) is used to reduce the fault of a critical mechanical element in the air-
craft component. In Aircraft operator and the maintenance people starving to 
reduce the cost of aircraft maintenance. So the condition based monitoring and 
control for electromechanical system is very popular recently. 

Keywords: Fuzzy controller, Mechatronics System Maintenance, Proportional 
Integral and Derivative control, Fractional Control. 

1 Introduction 

Aircraft system researchers are continually striving to control of a mechatronics sys-
tem. Whilst at the same time ensuring that the aircraft safety, reliability and integrity 
are not compromised. The mechanical systems produce motions or transfer forces or 
torques. Most of the electromechanical systems gears and rolling elements are the 
major component to driving the system. Now in sophisticated micromechanical (such 
as aircraft control valve) component it is almost everywhere observed that the me-
chanical systems, the actuators, the sensors, and the microelectronics are increasingly 
integrated forming the total compact unit. Thus, a real time health prediction is  
required to forecast the future condition of the component health so that timely con-
troller can take necessary action automatically or maintenance can be done by the 
observer manually. 

Even In recent years, several diagnostic and prognostic models based on statistical, 
artificial intelligence (AI) and soft computing (SC) techniques has been proposed [1-
4] and getting the satisfactory results. In [5] presented combining with Particle swam 
optimization (PSO) [6] other hybrid computational intelligence (CI) techniques like 
[7] for automated selection of features and detection of motor fault.  

Fault occurrence in any electromechanical system is very much uncertain. Such 
that, to overcome any uncertainty some time as we used our brain and experience to 
predict the next situation and act accordingly the intelligent system also try to mimic 
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the same logic to overcome the uncertain failure. In system condition prediction can 
be divided into major two categories: model based (or physics based) and data driven 
[1]. Among the most capable data-driven methods, neural networks and fuzzy systems 
are widely used to forecast and predict the electromechanical system conditions.  
Recently, various neural networks based techniques successfully applied in the pre-
diction of rotating mechanical system conditions [8, 9].In some of the recent works 
researcher hybridized the two methods like neuro-fuzzy [10] and support vector  
machine (SVM) combine with sensor data fusion[7] has also been used for fault  
classification.  

However, after many investigation and experiments shows that the hybrid ap-
proaches gives the better performance so in this paper we proposed a fuzzy predictor 
based fractional order PID control system. The uncertainty of the system failure can 
be minimized by predicting and controlling the system response has been shown in 
the results. As we know that fuzzy systems can make use of human domain expertise 
via a series of IF-THEN rules, then it can be integrated with control logic to carry out 
uncertainty management and fault condition prediction. There are various problem of 
designing a robust fault-detection system for uncertain T-S fuzzy models [11]. In 
[12], the author investigates and proposed a method of robust fault detection for a 
class of nonlinear time-delay systems. The discrete-time networked systems with 
unknown input and multiple state delays has also been investigated [13]. In [14], the 
problem of adaptively compensating actuator uncertainties was addressed in a feed-
back based framework. It is valuable to point out that most results concerning actuator 
faults reported in the literature only considered bias faults. Controlling with compen-
sating faults and applied to an implementation in to a lower cost technology for future 
aircraft did not attract enough attention, which motivates this paper. It can advance 
transportation and also prompt global strike capabilities. Such complex technological 
system attracts considerable interests from the control research community and aero-
nautical engineering in the past couple of decades and significant results were re-
ported [15,16].  

The rest of this paper is organized as follows. In Section 2, the T-2 fuzzy model, 
and FOPID controller is first briefly recalled. In Section 3, problem description and 
how uncertain faults are integrated in such model and the FTC objective is discussed. 
The main technical results of this paper are given, which include fault detection, isola-
tion, estimation and fault-tolerant control scheme is presented in Section 4. The dy-
namics and simulation results of proposed system are presented to demonstrate the 
effectiveness of the proposed technique. Finally, Section 5 draws the conclusion.  

2 Basic Definition and Preliminaries of Type-2 Fuzzy Logic 
System and Fractional Order Control 

Type-2 fuzzy sets are used to handle uncertainties. Zadeh [17] first introduced the 
concept of type-2 fuzzy sets as an extension of the concept of a commonly used type-
1 fuzzy set. As we know type-2 fuzzy logic system (FLS) includes a fuzzifier, a rule 
base, a fuzzy inference engine, and an output processor. Different from a type-1 FLS, 
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the output processor includes a type reducer and a defuzzifier: the type reducer gene-
rates a type-1 fuzzy set output and the defuzzifier produces a crisp number. Like a 
type-1 FLS, a type-2 FLS is also characterized by IF-THEN rules, but its antecedent 
or consequent sets are type 2. As we understand that the basic distinction between 
type-1and type-2 is associated with the nature of the membership functions, which is 
not important while forming rules. The structure of the rules remains same in the 
type-2 case, the only differences being that now some or all of the set involved are of 
type -2.  

Consider a type-2 FLS having p inputs, pp XxXxXx ∈∈∈ ,...., 2211 , and one 

output Yy∈ . Let us suppose that it has M rules where the lth rule has the form  

:lR IF 1x  is 1
~ lF and 2x  is 2

~ lF  and..... and px is p
lF

~
, 

Then  

 y  is lG
~

.       (1) 

This rule represents a type-2 fuzzy relation between the input space 

pXXX ××× ..........21 and the output space Y of the FLS. We denote the mem-

bership function of this type-2 relation as ( )yXll
p

l
GFF ,

1
~~.....

~
→××

μ , where, p
ll FF

~
....

~
1 ××

denotes the Cartesian product of 1
~ lF , 2

~ lF ,... , p
lF

~
, and { }pxxxX ,.....,, 21= . 

Fractional order dynamic systems and controllers, is based on fractional order cal-
culus [18]. Fractional calculus is a branch of mathematical analysis that studies the 
possibility of taking real number power of the differential operator and integration 
operator. In [19] it was advocated that fractional order calculus would play a major 
role in an intelligent mechatronic system. In conventional gears has more friction but 
worm gears is pure sliding and these attractive features desirable in aerospace applica-
tion. Worm gears are frequently used in electro-mechanical systems. The friction 
plays a dominant role in the performance of the worm gear system [20, 21]. In FOPID 
controller I and D operations are usually of fractional order, therefore besides setting 
the proportional, derivative and integral constants , ,K T T

p d i  we have two more pa-

rameters: the order of fractional integration λ  and that of fractional derivative μ . 

Finding an optimal set of values for , , ,
,

K T T
p i d

λ  and μ  to meet the user specifica-

tions for a given plant (worm gear teeth friction minimization control) parameter in 
multi-dimensional hyperspace. 

3 Problem Description and Mathematical Model of the System 

The electromechanical motor fault prediction and precisely tracking is a great chal-
lenge. In this paper a new fuzzy adaptive predictor is proposed to monitoring the  
system performance and fractional control is coupled with it to improve tracking  
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response with the uncertainty. A new intelligent Fault Tolerant Control (FTC) law has 
been proposed in this paper which can reduce the observer error and improve the 
predicted and tracking performance. 

From the previous type 2 fuzzy definition in section II, we can easily write the 
overall fuzzy system is inferred as follows: 

 

( ) ( )( ) ( ) ( )( )

( ) ( )( ) ( )









=

+=





=

=
r

i
ii

r

i
iii

txCtzhty

tuBtxAtzhtx

1

1


                       (2) 

where ( )( )tzhi is defined as 
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where ( )[ ]tzM ij is the grade of membership of ( )tz j in ijM  Now, the control 

objective is re-defined as follows. An adaptive fault tolerant control approach is pro-
posed to make system (2) stable in normal and uncertain faulty conditions. Under 
normal condition (no fault), a state feedback fractional control input u(t) is designed, 
such that the system (2) is stable. Meanwhile, the FDI algorithm is working. As soon 
as an observer predicts a fault it is identified and captured, by the fault estimation 
algorithm. The predicted estimation is used to compensate and reduces a proper con-
trol input u(t) and the feedback error, such that the system (2) is compensate the error 
and still maintained the high tracking and stable responses under faulty case. 

A fuzzy state space observer is used in order to detect the fault. This can be written 
in more general as follows: 

 

( ) ( )( ) ( ) ( )
=

+−=
i

j
jijii

f
i tfgtuttu

ρ

ρ
1

,,1               (4) 

where ( )tf ji , ,i=1,...., m, j=1,....pi denotes a bounded signal, pi is a known positive 

constant, jig , denotes an unknown constant. 

Remark 1: A new adaptive compensation control is added which can reduce the effect 
of drift faults, and a satisfactory tracking performance can still be maintained. 

Remark 2: Using MATLAB Fuzzy toolbox is used to simulate and simulink is used to 
validate the system. 

In order to display the superiority of the proposed T-2FFOPID (Type-2 Fuzzy 
Fractional order PID) system clearly, the measure criterion of mean square error 
(MSE) is introduced as follows: 
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4 Experimental Results and Discussions 

The Fractional order system with fuzzy predictive controller for the first time to con-
trol worm gear friction is applied in this paper. These innovative predictive mainten-
ance solutions, utilizing condition-monitoring systems are currently under testing in 
order to support the introduction of new electrically actuated aircraft fuel control 
valve systems to provide reliability assurances. An embedded intelligent CBM and 
control method has been introduced in this paper. This would allow pre flight warning 
that can help to reducing fault. Controlling the friction by fractional order PID 
(FOPID) controllers based on the Fuzzy prediction is presented in this paper.  
Fractional calculus can provide novel and higher performance extension for FOPID 
controllers. The obtained results give experimental evidence of the capability of the 
algorithm and the proposed model. The experimental results are a significant contri-
bution of this work and have been obtained through the development of a suitable 
software solution that allows interfacing the fuzzy algorithm with the sensors and the 
actuator. The all experiment and the test of the system have been done in laboratory 
and the control parameter settings done by experimental testing.  

Fig. 1. Type-2 fuzzy control scheme to predict the uncertain fault  
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The data acquisition and the simulation we use standard PC with XP, Core 2 Duo 
Processor, 1Gb RAM, and the LabVIEW software of National Instrument and there 
data acquisition system. We use T-2FFOPID control, for this complex advanced  
control with multiple inputs and single outputs. Following the same fundamental 
principles, we use our computer and data acquisition hardware to take sensor mea-
surements, compare the measured values with the desired set points in software, and 
update output signals accordingly. There are a number of advantages to using a Indus-
trial PC for control applications that lead to flexibility, high performance, and custo-
mization. The simulation has carried out in MATLAB simulink platform coupling 
with LabVIEW software.  

Figure 2 shows that, when an fault occurs in the system, an residual is generated 
since the residual signal (green color signal) deviates significantly from actual re-
sponse (pink color signal). From figure 3, we can see that, when an actuator fault 
occurs, with only FOPID fault compensation, the observation errors do not converge 
zero. However, T2-FFOPID compensating for the fault, the error system becomes 
stable, as shown in Figure 4. From Figures 2 and 5, we can clearly draw the conclu-
sion that both faults prediction and compensating the observer response can be esti-
mated accurately and promptly. 

 
  

  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Uncertain faults with uncontrolled prediction response 



580 T.P. Banerjee and S. Das 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Uncertain faults is captured and compassioned with predicted output and FOPID track-
ing response  

The experimental comparison of for ( )ieMSE ,PD, FOPID and T-2FFOPID con-

trol schemes due to periodic squire input commands at five different conditions is 
summarized in Table 1. According to the tabulated measurements, the proposed T-
2FFOPID system indeed yields the superior control performance than the PD, and 
FOPID control system. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Uncertain faults is captured and compassioned with predicted output and T2FFOPID 
position tracking response 
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Table 1. Experimental Comparison of PD, FOPID, T-2 FFOPID 

PD FOPID T-2FFOPID 

E1 1.429 1.129 0.416 

E2 2.432 1.332 0.480 

E3 4.370 3.370 2.330 

E4 3.493 2.450 1.890 

E5 4.550 3.150 3.164 

5 Conclusion and Future work 

In this paper presents a new fuzzy uncertainty prediction and tracking methods. A 
new hybrid control methods applied to ensure precise control into electromechanical 
on-off valve motion. The advantage of the proposed system is show finally, by the 
results of evidence that the use of a detailed and validated model of the system can 
produce a complete process of good performance.  
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Abstract. The Dynamic economic dispatch (DED) is an optimization problem 
with an objective to determine the optimal combination of power outputs for all 
generating units over a certain period of time in order to minimize the total fuel 
cost while satisfying dynamic operational constraints and load demand in each 
interval. Recently social foraging behavior of Escherichia coli bacteria has been 
explored to develop a novel algorithm for distributed optimization and control. 
The Bacterial Foraging Optimization Algorithm (BFOA) is currently gaining 
popularity in the community of researchers, for its effectiveness in solving 
certain difficult real-world optimization problems. This article comes up with a 
hybrid approach involving Differential Evolution (DE) and BFOA algorithm for 
solving the DED problem of generating units considering valve-point effects. 
The proposed hybrid algorithm has been extensively compared with the 
classical approach and those reported in the literature. The new method is 
shown to be statistically significantly better on two test systems consisting of 
five and ten generating units.  

1 Introduction 

Dynamic economic dispatch is an extension of the conventional economic dispatch 
problem used to determine the optimal generation schedule of on-line generators, so 
as to meet the predicted load demand over certain period of time at minimum 
operating cost under various system and operational constraints. Due to the ramp-rate 
constraints of a generator, the operational decision at hour t may affect the operational 
decision at a later hour. For a power system with binding ramp-rate limits, these limits 
must be properly modeled in production simulation. The DED is not only the most 
accurate formulation of the economic dispatch problem but also the most difficult 
dynamic optimization problem.  

In the literature, DED problems have been addressed with convex cost functions 
[1]–[3]. However, in reality, large steam turbines have steam admission valves, which 
contribute non-convexity in the fuel cost function of the generating units [4]-[6]. 
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Accurate modeling of DED problem will be improved when the valve point loadings 
in the generating units are taken into account. Furthermore, they may generate 
multiple local optimum points in the solution space. Previous efforts on solving DED 
problem have employed various mathematical programming methods and 
optimization techniques. Traditional methods like gradient projection method [1], 
Lagrangian relaxation [7], dynamic programming and so on, when used to solve DED 
problem, suffer from myopia for nonlinear, discontinuous search spaces, leading them 
to a less desirable performance and these methods often use approximations to limit 
complexity.  

The stochastic search algorithms such as genetic algorithm (GA) [4],[8], 
evolutionary programming (EP) [5],[9],[10], simulated annealing (SA) [11], and 
particle swarm optimization (PSO) [6] may prove to be very effective in solving 
nonlinear ED problems without any restriction on the shape of the cost curves. They 
often provide a fast, reasonable nearly global optimal solution. The setting of control 
parameters of the SA algorithm is a difficult task and convergence speed is slow when 
applied to a real system. Though the GA methods have been employed successfully to 
solve complex optimization problems, recent research has identified some 
deficiencies in GA performance. This degradation in efficiency is apparent in 
applications with highly epistatic objective functions. Moreover, the premature 
convergence of GA degrades its performance and reduces its search capability that 
leads to a higher probability toward obtaining a local optimum [12]. EP seems to be a 
good method to solve optimization problems, when applied to problems consisting of 
more number of local optima the solutions obtained from EP method is just near 
global optimum one. Also GA and EP take long simulation time in order to obtain 
solution for such problems. All these methods use probabilistic rules to update their 
candidates positions in the solution space..  

Recently, SA [13], hybrid EP-SQP [14], DGPSO [15] and hybrid PSO-SQP [16] 
methods are proposed to solve dynamic economic dispatch problem with nonsmooth 
fuel cost functions. These hybrid methods utilize local searching property of 
Sequential quadratic programming (SQP) along with stochastic optimization 
techniques to determine the optimal solution of DED problem. Differential Evolution 
is one of the excellent evolutionary algorithms [17]. DE is a robust statistical method 
for cost function minimization, which does not make use of a single parameter vector 
but instead uses a population of equally important vectors.  

The BFOA is currently gaining popularity in the community of researchers, for its 
effectiveness in solving certain difficult real-world optimization problems. This 
article comes up with a hybrid approach involving Particle Swarm Optimization 
(PSO) and BFOA algorithm for solving the DED problem of generating units 
considering valve-point effects. The proposed hybrid algorithm has been extensively 
compared with the classical approach. The new method is shown to be statistically 
significantly better on two test systems consisting of five and ten generating units. 
The results obtained through the proposed method are compared with those reported 
in the literature. 
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2 Formulation of DED Problem 

The classic DED problem minimizes the following incremental cost function 
associated to dispatchable units:  

        
= =

=
T

t

N

i
itit PFFMin

1 1

($))(                     (1) 

where F is the total generating cost over the whole dispatch period, T is the number 
of intervals in the scheduled horizon, N is the number of generating units, and Fit(Pit) 
is the fuel cost in terms of its real power output Pit at time t. Taking into account of 
the valve-point effects, the fuel cost function of ith thermal generating unit is 
expressed as the sum of a quadratic and a sinusoidal function in the following form  

( ) ))(sin( min
2

itiiiiitiitiitit PPfecPbPaPF −+++=                     ($/h)     (2)   

where ai, bi, and ci are cost coefficients, ei, fi are constants from the valve point 
effect of the ith generating unit, and Pi is the power output of the ith unit in megawatts.  

The minimization of the generation cost is subjected to the following equality and 
inequality constraints:  

1) Real power balance constraint  

  
=

=−−
N

i
LtDtit PPP
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0                                            (3) 

where t = 1, 2, …, T. PDt is the total power demand at time t and PLt is the 
transmission power loss at time t in megawatts. PLt is calculated using the B-Matrix 
loss coefficients and the general form of the loss formula using B-coefficients is  
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2) Real power generation limit  

    maxmin iiti PPP ≤≤                                             (5)       

where Pimin  is the minimum limit, and Pimax is the maximum limit of real power of 
the ith unit in megawatts.  

3) Generating unit ramp rate limits  

          NiURPP itiit ..,,.........3,2,1,)1( =≤− −  

       
NiDRPP iitti ....,,.........3,2,1,)1( =≤−−       (6) 

where URi and DRi are the ramp-up and ramp-down limits of ith unit in megawatts. 
Thus the constraint of (6) due to the ramp rate constraints is modified as  
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                ),min(),max( )1(max)1(min itiiititii URPPPDRPP +≤≤− −−           (7) 

such that 

                      ),max( )1(minmin, itiiit DRPPP −= −  and             

  ),min( )1(maxmax itiiit URPPP += −                          (8) 

4) Constraint satisfaction technique  

3 Brief Overview of BFOA and DE Based Hybrid Algorithm 

In this section we briefly outline both the BFOA and the DE algorithms 
The DE has reportedly outperformed powerful meta-heuristics like genetic 

algorithm (GA) and particle swarm optimization (PSO) [18]. Practical experiences 
suggest that the DE may occasionally stop proceeding towards the global optima, 
while the population has not converged to a local optima or any other point. 
Occasionally even new individuals may enter the population but the algorithm does 
not progress by finding any better solutions. This situation is usually referred to as 
stagnation. The DE also suffers from the problem of premature convergence [19] 
where the population converges to some local optima of a multimodal objective 
function loosing its diversity.  

On the other hand, experiments with several benchmark functions reveal that the 
BFOA possesses a poor convergence behavior over multimodal and rough fitness 
landscapes as compared to other bio-inspired optimization techniques like GA, PSO 
etc. [20]. Its performance is heavily affected with the growth of search space 
dimensionality. Previously to improve the performance of the DE, some attempts 
have been made to hybridize it with a few local search techniques, and meta-
heuristics like PSO [19-21]. Recently in 2007 Kim et al. developed a hybrid approach 
involving the GA and the BFOA for function optimization. Their algorithm 
outperformed both the GA and the BFOA over several numerical benchmarks and a 
practical PID tuner design problem. In the present work following the same train of 
thought, we have incorporated an adaptive chemotactic step borrowed from the realm 
of the BFOA into the DE.  

The computational chemotaxis in the BFOA serves as a stochastic gradient descent 
based local search. It was seen to greatly improvise the convergence characteristics of 
the classical DE. The resulting hybrid algorithm is referred here as the CDE 
(Chemotactic Differential Evolution).  

In the CDE, each trial solution vector first undergoes an adaptive computational 
chemotaxis. The trial solution is visualized as an E.coli bacterium. During the process 
of chemotaxis, bacterium in proximity of venomous substance takes larger 
chemotactic step to move towards the nutrient substances. Before each movement, it 
is ensured that bacterium moves in the direction of increasing nutrient substance 
concentration, i.e., region with smaller objective function value.  

After this, it is subjected to the DE mutation. For the trial solution vector in 
population three vectors, other than the previous one, are selected. One of the three 
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vectors is added with scaled difference of the remaining two. The vector thus 
produced probabilistically interchanges its components with the original vector (just 
like genes of two chromosomes). Offspring vector replaces the original one if the 
objective function value is smaller for it. The process is repeated several times over 
the entire population in order to obtain the optimal solution. The brief pseudo-code of 
the algorithm has been provided below:  

The CDE (Chemotactic DE) Algorithm  

 
Initialize parameters CRFNiiCNNS SC ,),...2,1)((,,,,, = .  

Where,  
    S: The number of bacteria in the population,  
    D: dimension,  
    Nc: no. of chemotactic steps,  
    C(i) : the size of the step taken in the random direction specified by the tumble.  
    F: scale factor for DE type mutation  
   CR: crossover Rate.  
Set j = 0; t = 0;  
Chemotaxis loop: j = j + 1;  
Differential evolution mutation loop: t = t + 1;  

),,( tjiθ  denotes the position of the i-th bacterium in the j-th chemotactic and  

t-th differential evolution loop.  
for i = 1, 2, . . . , S, a chemotactic step is taken for i-th bacterium.  

(a) Chemotaxis loop:  
 

(i) Value of the objective function J(i, j, t) is computed where J(i, j, t) 
symbolizes value of objective function at j-th chemotaxis cycle for i-th 
bacterium at t-th DE mutation step.  

(ii) Jlast = J(i, j, t) we store this value of objective function for comparison 
with values of an objective function yet to be obtained in future.  

(iii) Tumble: generate a random vector Di ℜ∈Δ )(  with each element  

                   Dim ,...,2,1)( =Δ  is a random number on [-1, 1]. 

(iv) Move: ))().(/)().((),,(.),1,( iiiiCtjitji TΔΔΔ+=+ θωθ .  

Where ω  = inertia factor which is generally equals to 1 but becomes 
0.8 if the function has an optimal value close to 0.  

C(i) = step size for k-th bacterium = 

)300)),,(/(()20)),,((( 3/13/1 +− tjiJtjiJ Step size is made an 

increasing function of objective function value to have a feedback 
arrangement.  

(v) J(i, j, t) is computed.  
(vi) Swim: We consider here only i-th bacterium is moving and others are 

not moving.  



588 K. Vaisakh, P. Praveena, and K.N. Sujatha 

 

Now let m = 0;  
while m < Ns (no of steps less than max limit).  
Let m = m + 1;  

If lastJtjiJ <),,( (if going better)  

                                               ).,,( tjiJJ last =  

And let, ))().(/)().((),,(.),1,( iiiiCtjitji TΔΔΔ+=+ θωθ .  

Else, m = Ns (end of while loop);  
for i = 1, 2, . . . , S, a differential evolution mutation step is taken for i-th 

bacterium.  

(b) Differential Evolution Mutation Loop:  

(i) For each ),1,( tji +θ trial solution vector we choose randomly three 

other distinct vectors from the current population namely 
)),()(.()( nmFl θθθ −+ such that nmli ≠≠≠  

(ii) ))()(.()(),1,( nmFltjiV θθθ −+=+ ,  

             where, V(i, j + 1, t) is the donor vector corresponding to ),1,( tji +θ .  

(iii) Then the donor and the target vector interchange components 
probabilistically to yield a trial vector U(i, j + 1, t) following:  

))(())1,0((),1,(),1,( irnporCRrandIftjiVtjiU ppp =≤+=+              

))(())1,0((),1,( irnporCRrandIftji pp ≠>+θ  for p-th dimension. 

Where ]1,0[)1,0( ∈prand is the p-th evaluation of a uniform random number 

generator. },...,2,1{)( Dirn ∈ is a randomly chosen index which ensures that 

),1,( tjiU +  gets at least one component from V(i, j + 1, t).  

(iv) J(i, j + 1, t) is computed for trial vector.  
(v) If  

),1,()1,1,()),,1,(()),1,(( tjiUtjitjiJtjiU +=+++<+ θθ  

Original vector is replaced by offspring if value of objective function for it is 
smaller.  

If j < Nc, start another chemotaxis loop.  

4 Simulation Results and Discussion 

A DE and BFA algorithm for the DED problem described above has been applied to 
five-unit and ten-unit systems with non-smooth fuel cost function to demonstrate the 
performance of the proposed method. The simulations were carried out on a PC with 
Pentium IV 3.1-GHZ processor. The software is developed using the MATLAB 7.1. 
The number of trials have been conducted with changes in the size of population, 
number of generations, and number of trials per iteration in order to obtain the best 
values to achieve the overall minimum cost of generation. The best solution obtained 
through the proposed method is compared to those reported in the recent literature. 
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4.1 Classical Method 

The classic DED problem minimizes the following incremental cost function 
associated to dispatchable units:  

Example-1: 5–unit system: The cost coefficients, generation limits, load demand in 
each interval and ramp-rate limits of five-unit sample system with valve-point 
loading is taken from Ref. [13]. The scheduling time horizon is one day 
divided into 24 intervals. The transmission losses are calculated using B-
coefficient loss formula. The optimal dispatch of real power for the given 
scheduling horizon using the proposed method has been obtained. The best 
total production cost obtained using classical method is $51119.9. The cost of 
generation and power loss during 24 time periods are shown in Figs.1 and 2 
respectively. The sum of total generating power in each interval satisfies the 
load demand plus transmission losses.  
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Fig. 1. Cost curve fir 5-Unit System 
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Fig. 2. Power Loss for 5-Unit System 
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Example-2: 10 – Unit System: In this example, the DED problem of the 10-unit 
system is solved by the proposed method by neglecting transmission losses in order to  
compare the results of the proposed method with hybrid methods such as Hybrid EP-
SQP, Deterministically guided PSO and Hybrid PSO-SQP algorithms reported in 
literature [14], [15], and [16]. The load demand of the system was divided by 24 
intervals. The system data for ten-unit sample system is taken from the Ref. [14]. 
Transmission losses have been ignored for the sake of comparison of results with 
those reported in literature. The cost of generation during 24 time periods is shown in 
Figs.3.  
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Fig. 3. Cost curve fir 10-Unit System 

4.2 DE and BFO Method Based Hybrid Algorithm 

The DED problem minimizes the following incremental cost function associated to 
dispatchable units:  

Example-1: 5–Unit System: The cost coefficients, generation limits, load demand in 
each interval and ramp-rate limits of five-unit sample system with valve-point loading 
are given in Appendix, which is taken from Ref. [13]. The scheduling time horizon is 
one day divided into 24 intervals. The transmission losses are calculated using B-
coefficient loss formula. The results of the proposed method are compared with that 
of the simulated annealing (SA) method [13] and are given in Table 1. The 
comparison of cost of generation and power loss during 24 time periods are shown in 
Figs.4 and 5 respectively, The optimal dispatch of real power for the given scheduling 
horizon using hybrid method is obtained and compared with the results reported in the 
literature and is given in Table 2. The sum of total generating power in each interval 
satisfies the load demand plus transmission losses.  
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Cost curves for different methods
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Fig. 4. Comparison of cost with classical and hybrid method for 5-Unit System 
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Fig. 5. Comparison of Power Loss with classical and hybrid method for 5-Unit System 

Table 1. Best Cost of Generation for 5-unit system using hybrid and SA method 

METHOD TOTAL FUEL 

COST(DOLLARS/24H) 

CLASSICAL 

DE-BFOA 

SA METHOD 

51119.9 

46013.0 

47356.0 

Example-2: 10 – Unit System: In this example, the DED problem of the 10-unit 
system is solved by the proposed method by neglecting transmission losses in order to 
compare the results of the improved DE method with hybrid methods such as Hybrid 
EP-SQP, Deterministically guided PSO and Hybrid PSO-SQP algorithms reported in 
literature [14], [15], & [16]. The load demand of the system was divided by 24 
intervals. The system data for ten-unit sample system is taken from the Ref. [14]. 
Transmission losses have been ignored for the sake of comparison of results with 
those reported in literature. The convergence characteristics of maximum fitness and 
cost of generation for different trials for 10-unit system are shown in Figs.6 and 7 
respectively. The comparison of cost of generation during 24 time periods is shown in 
Fig.8. The comparison of cost of optimum scheduling of generating units for 24 hours 
using proposed method and the methods reported in the literature is given in Table 2.  
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Fig. 6. Power loss characteristics for different trails for 10- unit system 
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Fig. 7. Generation Cost characteristics for different trails for 10- unit system 

 

Fig. 8. Comparison of cost of generation with classical and hybrid method for 10 unit system 

Cost curve for different methods
(10-unit system)

20000

30000

40000

50000

60000

1 3 5 7 9 11 13 15 17 19 21 23

hours

cost 

classical

DE-BFO



 Differential Evolution and Bacterial Foraging Optimization Based DED 593 

 

Table 2. Comparison of Best Cost of Generation for 10-unit system  

METHOD TOTAL FUEL COST($/24H) 

 

DE-BFOA 

HYBRID EP-SQP[14] 

DGPSO[15] 

 

1028800 

1031746 

1028835 

 

5 Conclusions 

In this paper an hybrid method based on DE and BFA algorithm by combining the DE 
based mutation operator with bacterial chemotaxis for determination of optimal 
solution for DED problem with the generator constraints has been presented. The 
presented scheme attempts to make a judicious use of exploration and exploitation 
abilities of the search space and therefore likely to avoid false and premature 
convergence. The feasibility of the proposed method was demonstrated with five and 
ten-unit sample systems. The test results reveals that the optimal dispatch solution 
obtained through the DE-BFA lead to less operating cost than that found by other 
methods, which shows the capability of the algorithm to determine the global or near 
global solution for DED problem. The proposed approach outperforms SA, hybrid 
EP-SQP, DGPSO and PSO-SQP methods for DED problems in terms of quality of 
solution with better performance 
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Abstract. This paper deals with the Permutation Flow Shop scheduling 
problem with the objective of minimizing the maximum completion time 
(makespan), which is associated with an efficient utilization of resources. A 
differential evolutionary algorithm with classical NEH, iterated local search and 
enhanced swap operator is proposed. The performance of proposed method is 
evaluated and results are compared with best metaheuristics GA, QIDE by 
taking examples from OR Library. Experimental results show the proposed 
method superiority for some carlier instances regarding solution quality. 

1 Introduction 

The permutation flowshop scheduling problem is normally classified as a complex 
combinatorial optimization problem, which consists of finding an optimal sequence 
for the jobs that optimizes some schedule performance measure. Usually, such 
measures are the maximum completion time (makespan), and the total flowtime. As it 
is well known, the first measure is associated with an efficient utilization of resources, 
and the second one with a faster response to job processing, therefore reducing in-
process inventory. In this paper we try to implement classical NEH, ILS-ESP with DE 
with the objective of minimizing the makespan time. The problem class considered in 
this paper is as follows. N jobs 1, 2 ... n have to be processed on a set of m machines 
M1, M2 ...Mm. This problem must be completed with a series of assumptions: all jobs 
are independent and available at the time t = 0, all machines are permanently 
available, each job can be manufactured at a specific moment on a single machine, 
each machine can do a single operation at a specific time, the machine cannot be 
interrupted once it started an operation, the set-up and auxiliary times are included in 
the manufacturing times, if a machine is not available (being engaged in another 
operation) the following jobs are assigned to a waiting queue etc. A comprehensive 
list of these assumptions, grouped on categories, can be found in [1].  

Flowshop Scheduling Problem (FSP) has an essential role in the field of 
combinatorial optimization problems. If the operations sequence or the technological 
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itinerary is the same for each job on the m given machines, then the problem is called 
Permutation Flowshop Scheduling Problem (PFSP). To solve the above problem we 
use Differential Evolutionary algorithm with classical NEH, Iterated local search and 
Enhanced swap operator.  Techniques used in this paper are inspired from Mircea 
ANCĂU’s proposed techniques [10].  

DE is a population based algorithm. Population is generated randomly. Initially 
target population is evaluated and job sequence with minimum makespan value is 
considered as target vector then donor vector is generated by mutation. Crossover is 
occurred over target and donor vector to generate the trial vector. Finally selection is 
done between target vector and trial vector. Vector with minimum makespan value 
will be selected. Thus, this paper is organized as follows: In the next section we will 
briefly introduce the DE and notations (section 2). In section 3, the classical 
permutation flow shop problem statement is presented, and DE’s computational 
complexity and previous results are looked at literature review in section 4. Section 5 
describes the new approaches based on the NEH, ILS-ESP operator. A section 6 
report on the proposed technique, section 7 is on computational experiment and 
comparison. We conclude, in section 8, with a summary discussion on further 
research  

2 Differential Evolution Algorithm 

Differential evolution (DE) is arguably one of the most powerful stochastic real-
parameter optimization algorithms in current use. DE operates through similar 
computational steps as employed by a standard evolutionary algorithm (EA). The 
number of control parameters in DE is very few (F, Cr, and NP). The mutation scale 
factor F, the crossover constant Cr, and the population size NP. Each of these 
parameters has some influence on the performance of DE. A good volume of research 
work has been undertaken so far to improve the ultimate performance of DE by 
tuning its control parameters. Storn and Price in [8] have indicated that a reasonable 
value for NP could be chosen between 5-D and 10-D (D being the dimensionality of 
the problem), and a good initial choice of F was 0.5. The effective range of F is 
usually between 0.4 and 1. The parameter Cr controls how many parameters in 
expectation are changed in a population member. For low value of Cr, a small number 
of parameters are changed in each generation and the stepwise movement tends to be 
orthogonal to the current coordinate axes. On the other hand, high values of Cr (near 
1) cause most of the directions of the mutant vector to be inherited prohibiting the 
generation of axis orthogonal steps. In project for first module we have used modified 
mutation operator to tune the mutation factor dynamically which improves the time 
complexity of DE algorithm.  

The space complexity of DE is low as compared to some of the most competitive 
real parameter optimizers. This feature helps in extending DE for handling large scale 
and expensive optimization problems. Compared to most other EAs, DE is much 
more simple and straightforward to implement. Main body of the algorithm takes four 
to five lines to code in any programming language. [6], [7], [8]. 

The main steps of the DE algorithm are given below: 
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Initialization of parameters 
Initialization of target population 
Evaluation of target population 
Find target vector  
Generation=0 
Repeat 
Generation++ 
Mutation 
Recombination 
Evaluation 
Selection 
Find Trial vector 
Update population 

Until (termination criteria are met) 

Fig. 1. Main steps of DE algorithm 

2.1 Mutation 

For each target vector xi, G a mutant vector is produced by 
 

Vi, G+1 = xi, G + F * (xr1, G − xr2, G)                (1) 
 

Where i, r1, r2 Є {1, 2, 3, NP} are randomly chosen and must be different from 
each other. In eq. (1), F is the scaling factor which has an effect on the difference 
vector (xr1,G − xr2,G).  

2.2 Crossover 

The parent vector is mixed with the mutated vector to produce a trial vector uji,G+1 

 

                                      
(2)

 
 

where j= 1,2, … ,D; rand [0, 1] is the random number; CR is crossover constant Є 
[0; 1] i Є (1,2,…. ,D) is the randomly chosen index. 

2.3 Selection 

All solutions in the population have the same chance of being selected as parents 
without dependence of their fittness value. The child produced after the mutation and 
crossover operations is evaluated. Then, the performance of the child vector and its 
parent is compared and the better one is selected. If the parent is still better, it is 
retained in the population. 
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3 Permutation Flowshop Scheduling Problem 

By the concept of Group Technology (GT) the industrial parts are categorized 
according to different criteria, on part families (i.e. spindle family, gear family etc.). 
The most important feature of parts which belong to the same family is the 
technological itinerary, which is the same, no matter their size or specific geometry 
feature. The technological itinerary dictates the order in which the parts go by one 
machine to another, from rough material to final product. Optimal manufacturing 
means best quality and minimum price, while a minimum price involves always a 
minimum manufacturing time, essentially nowadays.  

To generalize the above problem, we have to consider a set of n parts from the 
same family, which must be manufactured on m different machines. The main 
objective is to find the optimal order of parts manufacturing so that the total 
manufacturing time, denoted Cmax (total completion time or makespan) is minimum. 
The values of the manufacturing time on each machine denoted Pij (i = 1, 2… n, j = 1, 
2… m), are   previously known, constant and positive. They include also all the 
necessary auxiliary times involved in the technological process. [2]  

3.1 Notation 

We will use the notation that follows: 

J:  set of n jobs Ji (i=1... n) 
M:  set of m machines Mj (j=1... m) 
pij:  processing time of job Ji on machine Mj 
Ci:  completion time of job Ji 

Cmax:  the maximum completion time of all jobs Ji. This is the schedule length, 
which is also called the makespan. 

The optimal value of any criterion is denoted with an asterisk, e.g. C*max denotes 
the optimal makespan value calculated as follows: 

Let π be a sequence of all jobs and C (j, k) denotes the completion time of Ojk. 

C ( π1 ,1) = Pπ1,1                                                         (3) 

C ( πj ,1) = C ( πj-1 ,1) + Pπj,1 j=2,….n                                      (4) 

C ( π1 ,k) = C ( π1 ,k) + Pπ1,k k=2,….m                                    (5) 

C( πj ,k) = max {C( πj-1 ,k), C( πj ,k-1)+ Pπj, k} j=2,….n ; k=2,….m       (6) 

Then makespan can be defined as  

Cmax (π ) = C (πn ,m).  

So, the PFSP with the makespan criterion is to find a permutation π * in the set of all 
permutations Π such that  

Cmax (π*) ≤ C (πn ,m) π Π 
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4 Literature Review 

Differential evolution (DE) is arguably one of the most powerful stochastic real-
parameter optimization algorithms in current use. Swagatam Das et al. (2011) 
provide overall state-of-the-art research on and with DE. It includes brief introduction 
to DE, its control parameters and several promising variants of the conventional DE. 
The space complexity of DE is low as compared to some of the most competitive real 
parameter optimizers. Differential evolutionary algorithm is continuous nature 
algorithm which prohibits it to apply to combinatorial optimization problems. To 
compensate this drawback M. Fatih Tasgetiren et al. present a heuristic rule, called 
smallest parameter value first in the permutation. Iterated Local Search (ILS) is a 
powerful framework for developing efficient algorithms for the Permutation Flow 
Shop Problem (PFSP). These algorithms are relatively simple to implement and use 
very few parameters, which facilitates the associated fine-tuning process. Therefore, 
They constitute an attractive solution for real-life applications.  Angel A. Juan1 et al. 
(2008) discuss some parallelization, parameterization, and randomization issues 
related to ILS-based algorithms for solving the PFSP. They analyzed: (a) is it possible 
to simplify even more the parameter setting in an ILS framework without affecting 
Performance? (b) How do parallelized versions of these algorithms behave as we 
simultaneously vary the number of different runs and the computation time? (c) For a 
parallelized version of these algorithms, is it worthwhile to randomize the initial 
solution so that different starting points are considered? And (d) are these algorithms 
affected by the use of a ‘good-quality’ pseudo-random number generator?  

5 NEH 

The NEH heuristic algorithm made by Nawaz et al. [3] is recognized by Taillard [4] 
as one of the efficient heuristic method in this field. NEH is based neither on 
Johnson’s algorithm, nor on assigning weights techniques. First of all, the algorithm 
calculates the total completion time of each job taken by alone, on all machines. Then 
the jobs are sorted in descending order of these individual values. The total 
completion time for the first two jobs is calculated. There is taken the best one from 
two possible variant. It follows the third job from the ordered list. For this job there 
are three possible variants to place it in the manufacturing sequence. As in the 
precedent case, the variant with minimum completion time is selected, and so on, 
until all jobs are placed in the manufacturing sequence. In this way, the manufacturing 
sequence is generated, by placing each job Jk (2 < k ≤ n) in the most favorable 
position in the sequence J1, J2… Jk-1 already formed. As a consequence, there are 
necessary n ⋅ (n −1) / 2 −1 evaluation sequences to get the final result. Many other 
heuristic methods as Framinan et al. [5] are based on NEH and propose different 
starting sequences. 

Let us consider following problem. Problem consist seven number of machine and 
seven numbers of jobs. 
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Table 1. Processing times pij for instance Car7 

Machine/jobs J1 J2 J3 J4 J5 J6 J7 
M1 692 310 832 630 258 147 255 
M2 581 582 14 214 147 753 806 
M3 475 475 785 578 852 2 699 
M4 23 196 696 214 586 356 877 
M5 158 325 530 785 325 565 412 
M6 796 874 214 236 896 898 302 
M7 542 205 578 963 325 800 120 

 
  Step 1: Columns 1 through 5: 3124        3097        3866        2948        3100 

Columns 6 through 7: 4216        3533 
 Step 2:   6     3     7     1     5     2     4 
               Columns 1 through 5: 4216        3866        3533        3124        3100 
               Columns 6 through 7: 3097        2948  
 Step 3:          minmakespanTime = 5061  
                      Seqe =      6     3 
 Step 4:    add third job to the sequence and find minimum makespan value 

and continue it until the last job. 
                      Fitness =   6590.  Job sequence = 5     4     2     6     7     3     1 

5.1 Iterated Local Search and Enhanced Swap Operator 

Local search algorithms (LSA) have a general behavior based on the following idea: 
take an initial solution and modify it until no further improvements are possible. 
These algorithms need to define a neighborhood function N which represents a map 
N: S->2S, such that it defines for each solution s in the set of all feasible solutions S a 
subset N(s) ½ S of neighbors of s [1]. This function defines the structure over which 
the search must be done, and this structure is called search graph [4], fitness 
landscape [11], or state space. Iterated local search (ILS) is a very simple and 
powerful metaheuristic which consists in repeatedly applying a local search algorithm 
to solutions obtained by small modifications to one of the previously visited locally 
optimal solutions. The simplicity of ILS stems from the fact that typically only a few 
lines of code have to be added to an already existing local search algorithm. ILS is 
among the best performing approximation algorithms. 

 

Procedure Iterated local Search () 
Generate initial solution (so) 

       s=local_Search (so) 
Repeat 

 s1=Modify(s, history) 
 s2=LocalSearch (s1) 
 AcceptanceCriteria(s, s2, history) 
Until termination condition met 
End 

Fig. 2. Iterated local Search 
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To apply an ILS algorithm to a given problem, four components have to be 
specified. These are mechanism to generate an initial solution, a procedure Modify 
that modifies the current solution s leading to intermediate solution s1 a procedure 
Local Search that takes s1 to a local minimum s2 and an Acceptance Criterion that 
decides to which solution the next time Modify is applied. An algorithmic scheme for 
ILS is given in Figure 2. ILS differs from other methods like simulated annealing and 
tabu search in the fact that it does not follow one trajectory in the search space but 
solution modifications which correspond to jumps in the search space are applied to 
allow leaving local minima.  

During the perturbation process the so called ‘enhanced-swap’ operator is used. 
This is a very simple, fast, and efficient operator which basically do the following:(a) 
randomly selects (using a uniform distribution) two different jobs from the current 
solution; (b) interchanges both jobs, that is, interchange their positions in the 
permutation; and (c) applies a classical ‘shift-to-left movement’ -like the one 
proposed in the NEH heuristic- to each of those jobs following a left-to-right order. 
The idea here is that we first consider a subset of the sequence of jobs by looking at 
the left-most swapped job to all elements to its left. Then we shift the right-most job 
of this subset and tentatively insert it into all possible positions of the sequence of 
jobs in this subset. Next, we select the one that results in the minimum makespan. 
Afterwards, we take this subset and reinsert the other sequences that were taken out.  

We then apply this idea again for the other swapped job. These ‘shift-to-left’ 
movements quickly determine which the best position for each job is when only the 
partial solution up to its position is considered. Figure 3 shows the pseudo-code 
associated with this perturbation operator. Notice that the proposed operator is really 
simple and it does not use any specific-value parameter that needs any complex fine-
tuning process. [12]. 

 

Procedure ILS-ESP 
Base Sol = ClassicalNEH  
Base Sol = local Search (Base Sol)  
Best Sol = Base Sol 
While stopping condition not met do  
Current Sol= enhanced Swap (Base Sol) 
Current Sol = local Search (current Sol)  
Delta =cost (current Sol) – cost (Base Sol) 
If delta < 0 then  
Credit = - delta 
Base Sol = current Sol 
If cost (Base Sol) < cost (Base Sol) then Best Sol = Base Sol = Base Sol = end if 
End if 
If 0< delta <= credit then   
Credit = 0 
Base Sol = current Sol 
End if 
End while 
Return Best Sol 

End 

Fig. 3. ILS-ESP general procedure 
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6 Proposed Algorithm 

Idea of the proposed algorithm is taken from “Combining Iterated Local Search and 
Biased Randomization for solving non-smooth flow-shop problems” presented by 
Albert Ferrer, Angel A. Juan, Helena R. Lourenço. Classical NEH algorithm and ILS-
ESP is implemented with  Differential Evolutionary algorithm. The proposed 
algorithm for the PFSP is coded in  MATLAB 10a. Population are constructed 
randomly. The  perms () function is used. There is one limitation for perms () function 
in matlab10a that this function can not applicable for the length greater than 10. Due 
to this problem user defined perms () function has been generated which takes more 
time to execute a program. Although the proposed algorithm gives better result for 
some problem following figure shows algorithm of proposed plan. 

 
  Initialize parameters and target population 
  Evaluate target population 
  NehR=classical NEH 
  Search: =ILS (nehR, tareget_vector) 
  While (not termination) do 
  Obtain mutant population 

 Obtain trial population 
 Evaluate trial population 
 Apply ESP 
 Make selection 
 Apply local search LS () 
 Endwhile  
End 

Fig. 4. The Proposed algorithm 

In step 1 we initialize population by considering 10*D, where D is the dimention. 
In next step target population is evaluated to find a vector with minimum makespan 
value known as target vector. In step 3,  we have use classical NEH algorithm to get 
another permutation with minimum makespan value it is our second target vector. 
Both target vectors are passed to iterated local search to find vector with improved 
value. Then DE is applied to get Trial vector. Positioned based crossover operator is 
then applied over donor vector and trial vector. Positioned based crossover operator 
starts by selecting a random set of positions in the parent vector then filled the 
selected position by the corresponding positions of the second parent vector. Trial 
vector is passed to the enhanced swap operator. The process is continue till the 
maximum generation.  The proposed algorithm is known as DENEHILS_ESP. 

7 Experimental Computations 

In m-tech project we have implemented simple DE algorithm with modified mutation 
operator which tunes the mutation factor dynamatically and position based crossover 
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factor to improve the makespan value. In second module we use classical NEH and 
ILS-ESP operator. Both modules are implemented in matlab 10. For generating 
random permutations we have used matlab perms operator but due to limitation of 
perms operator we have to make some modification in that operator. The following 
table shows experimental results of DENEHILS_ESP, which improves the value. It takes 
less CPUTIME for small problem whose job length is less than 10. 

Table 2. Result for DENEHILS_ESP algorithm 

Problem Optimal value DENEHILS_ESP Permutation 
Cpu time in 

seconds 

Car1 (11*3) 7038 7685 
5     3     1     7    11     8   

4     6     9     2    10 
716.778232 

Car2 (13*4) 7166 7952 

7     3     4     1     9     8   

11     2    13    12     5    10 

6 

     1139.89  

Car3 (12*5) 7312 6995 
6    10     1     4     5    11  

3     9    12     2     8     7 
1132.883426 

Car4 (14*4) 8003 8003 

4    14    11    13     6    12 

9     7     3     1    10     8   

5     2 

1140.282761 

Car5 (10*6) 7720 7557 
3     4     2     1     8     6   

10     9     7     5 
1136.895572 

Car6 (8*9) 8505 8505 
7     1     5     6     8     3   

4     2 
     12.000066 

Car7 (7*7) 6590 6590 
5     4     2     6     7     3   

1 
12..361859  

Car8 (8*8) 8366 8345 
7     1     6     4     3     8   

5     2 
    12.195967  

Once all the trials were done, we transformed the data and used as the response 
variable of the experiment the following: 

      (7) 

 
Where Optimal Val is the solution obtained by a given algorithm alternative on a 

given instance and Obtained val is the lowest makespan obtained in any experiment 
of the same instance. Following table shows the experimental results of DE algorithm 
for both modules. DEMP is the first module where we have implemented modified 
mutation operator and position based crossover operator and second module that is 
DENEHILS_ESP. The examples are taken from OR library and results are compared 
with standard algorithm as follows. The results of car3, car5 and car8 problems are 
improved as compared to the optimal solution find in various algorithms. The RPD is 
shown in following table. 
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QIDE-Quantom inspired differential evolutionary algorithm [13]. 
GA-Genetic algorithm 

Table 3. Comparative result of four different algorithms 

Problem  GA QIDE DEMP RPD DENEHILS_ESP RPD  

(11*3) 7038 7038 7038 0 7685 -8.419 

(13*4) 7166 7166 7166 0 7952 -9.88431 

(12*5) 7312 7312 7312 0 6995 4.531808 

(14*4) 8003 8003 8003 0 8003 0 

(10*6) 7720 7720 7720 0 7557 2.156941 

(8*9) 8505 8505 8505 0 8505 0 

(7*7) 6590 6590 6590 0 6590 0 

(8*8) 8366 8366 8366 0 8345 0.251648 

8 Conclusion 

In this paper we proposed a differential evolutionary algorithm with classical NEH, 
iterated local search and enhanced swap operator. To check the proposed algorithm 
we have use carlier instances from OR library. The proposed algorithm 
DENEHILS_ESP gives improved result for some problem but due to perms() 
function’s limitation implemented perms function take more time to execute and gives 
poor result. To overcome this disadvantage we proposed a recursive DE in next 
module which takes less time. In future we will also trying for improving perms 
function. 
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Abstract. In this work, an attempt has been made to analyse retinal images for 
Content Based Image Retrieval (CBIR) application. Canny edge based CBIR 
systems are developed with and without preprocessing techniques. Blood ves-
sels of normal and abnormal retinal images are segmented using Canny edge 
method. The structural and texture based features are obtained from segmented 
images. Similarity comparison is carried out using Bhattacharyya distance 
measure. The retrieved images are ranked. Retrieval efficiency of the CBIR sys-
tems is compared based on their performance measures such as precision and 
recall. The results demonstrate that features derived using Canny with morpho-
logical preprocessing could differentiate normal and abnormal retinal images 
significantly. Precision and recall of  the CBIR system using Canny with pre-
processing is found to be better than without preprocessing. It appears that this 
CBIR system aids in diagnosis of retinal abnormalities. 

Keywords: Retinal image, content based image retrieval, Canny edge detec-
tion, diabetic retinopathy, morphological operation. 

1 Introduction 

The human retina consist of different important anatomical structures such as blood 
vessels, optic disc and macula. Variations in these structures are related to pathological 
changes and provide information on severity of varios disease conditions [1]. The 
importance of retinal vessels in revealing the state of retinal disease such as glaucoma, 
age related macular degeneration, Diabetic Retinopathy (DR), hypertensive retinopathy 
and arteriosclerosis are assessed by observing the changes in blood vessel pattern [2].  

The main cause of DR is uncontrolled blood glucose level elevation, which 
damages vessel endothelium and increases vessel permeability. The progression of 
DR leads to microaneurysms, neovascularization, hemorrhages, macular edema and 
retinal detachment [3]. Early recognition of  changes in the blood vessel pattern can 
prevent major vision loss [4].  

Fundus images are widely used by the medical community for large scale screen-
ing of patients. Manual delineation and detection of vessels become tedious when 
large numbers of images are acquired [5]. Hence there is a need for reliable automated 
method to extract and analyze vessels in retinal images. 
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The quality of an image is improved by suppressing the noise and emphasizing the 
objects that are used in segmentation.  Preprocessing steps such as filtering, contrast 
stretching and equalizing uneven back ground illumination have been carried out to 
remove noise before segmentation [6]. Retinal images must be accurately segmented 
to extract sensitive objects present in the fundus image. Existing methods for vessel 
segmentation in retinal    images are based on various image processing algorithms 
such as edge detection, matched filters, adaptive   thresholding, intensity ridges, 
wavelets and vessel tracking methods [1-5].  

Content Based Image Retrieval (CBIR) is a system for browsing, searching the query 
image and retrieving similar images from large databases. Similar images retrieved by 
the system with proven pathology can provide diagnostic support to physicians in their   
decision making process [7]. CBIR systems have been used in medical image retrieval 
fields such as CT, MRI, X-ray images and clinical processes applications [8, 9].  

Retrieval based on statistical features of DR lesions using Fischer discriminant analy-
sis has been carried out [10]. Automated disease separation methods to assist in CBIR for 
Stargardt’s disease and age related macular degeneration have also been proposed [11].  
A CBIR system for detection of maculopathy using symmetry based descriptor for retinal 
images has been attempted [4]. CBIR has been tested to diagnose diabetes related eye 
diseases [12]. SVM based Medical Image Annotation and   Retrieval System (MIARS) 
has been used for X-ray images such as skull, spine, arm and elbow [13].          

In this work, an automated Canny edge based CBIR system for the identification of 
DR in retinal images is presented. The images are subjected to various preprocessing 
techniques such as green channel extraction and morphological operation and their 
results are analyzed. The segmentation of retinal blood vessels is carried out using 
Canny edge method. Structural and texture based features are extracted. Quantitative 
analyses are conducted using the derived features. Further, similarity matching is 
carried out using Bhattacharyya     distance measure. The performances of these CBIR 
systems are compared using precision and recall. 

2 Methodology  

The retinal images used for the analysis are taken from publicly available image    
database such as Digital Retinal Images for Vessel Extraction (DRIVE) and Diabetic 
Retinopathy database 1 (DIARETDB1). These are acquired using high sensitive color 
fundus camera with constant illumination, resolution, field of view, magnification and 
dilation procedures.    

2.1 CBIR Framework 

CBIR framework consists of two main subsystems namely, enrolment and query 
subsystem. The enrolment subsystem acquires information that will be stored in the 
database for later use. The query subsystem retrieves similar images from the retinal 
image database according to the user’s query image [14].  

2.2 Preprocessing  

This system uses preprocessing techniques namely Green Channel (GC) extraction 
and morphological operation. The green channel extraction is applied on retinal  
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images to improve the vessel-background contrast [15].  Morphological operators are 
used in the enhancement and segmentation of retinal images [5]. In this work, mor-
phological operations such as top-hat and bottom-hat transformations are performed 
on the GC images. The top-hat operation enhances thin blood vessels and small le-
sions present in the retinal images. This enhancement is also used to compensate the 
non-uniform background illumination. The bottom-hat transform is applied to extract 
blood vessels and spots present in the retinal images [16, 17, 18].  

2.3 Canny Edge Detection 

Edges characterize the object boundaries and are useful for image segmentation,   
registration and identification of objects [19]. Canny edge detection   algorithm runs 
in five separate steps. Smoothing is carried out on images to remove noise. Gradients 
are identified. Local maxima are marked as edges. Potential edges are determined by 
thresholding. Edges are tracked by suppressing all edges that are not connected to a 
strong edge.  

2.4 Feature Extraction and Similarity Matching 

In this work, shape feature is extracted using Canny edge detection [8, 9]. Texture     
features such as energy, contrast, entropy, homogeneity, maximum probability, mean 
and standard deviation are computed [20]. The structural feature, ratio of vessel to 
non vessel area is also calculated [14]. Bhattacharyya distance is used for the similar-
ity matching of query and target images. The shorter distance corresponds to higher 
similarity in the matching   process. For two normally distributed classes, the Bhat-
tacharyya distance [21] DB is     defined as follows:   
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where μq, μt  are the mean vectors and Cq, Ct are covariance matrices of the query 
image q and target image t respectively. 

2.5 Performance Measures 

Precision and recall are the performance measures to compute retrieval efficiency [7]. 
These measures are defined as:  

 

 

Numberof relevantimagesretrieved
Precision=

Totalnumberof imagesretrieved
        (2) 

 
Number of relevantimagesretrieved

Recall =
Totalnumberof relevant imagesin database

                       (3) 
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3 Results and Discussion 

Retinal images of normal (25) and abnormal (25) are considered for analysis. The 
preprocessing stages of different normal and abnormal retinal images are shown in 
Fig. 1 and 2. Typical normal and abnormal gray scale images are shown in Fig. 1 (a) 
and 2 (a). The GC images are shown in Fig. 1 (b) and 2 (b). GC images are further 
enhanced using morphological operation as shown in Fig. 1 (c) and 2 (c). The Canny 
segmentation applied to gray scale images are depicted in Fig. 1 (d) and 2 (d). The 
Canny segmentation applied to GC images are shown in Fig. 1 (e) and 2 (e) and GC 
with morphological treated images are represented in Fig. 1 (f) and 2 (f). 

It is observed from Fig. 1 (e) that the Canny method applied on GC image identi-
fied more blood vessels edges better than Canny method applied on gray scale image 
as shown in Fig. 1 (d). It is noticed from Fig. 1 (f) that the Canny method applied on 
GC with MO treated image is preserving the edges of thin blood vessels that are not 
visible in Canny method on gray and GC image as shown in Fig. 1 (e). Thin retinal 
blood vessel edges are also better visualized in Canny technique on GC with MO 
treated image as shown in Fig. 1 (f). This is because, morphological operator is able 
to improve the detection of blood vessels by eliminating uneven background illumina-
tion and linearly distributes the contrast value.  

 

  
(a) (b) (c) 

  
(d) (e) (f) 

Fig. 1. Canny edge Segmentation of normal image using with and without preprocessing, (a) 
Gray scale image, (b) Green channel image, (c) GC with MO preprocessing, (d) Canny 
operation on gray scale image, (e) Canny operation on GC and (f) Canny operation on GC 
with MO treated image         
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(a) (b) (c) 

   

(d) (e) (f) 

Fig. 2. Canny edge segmentation of abnormal image using with and  without  preprocessing,
(a) Gray scale image, (b) Green channel image, (c) GC with MO  preprocessing, (d) Canny
operation on gray scale image, (e) Canny operation on  GC and  (f) Canny operation on GC
with MO treated image            

It is observed from Fig. 2 (e) that the Canny segmentation applied on GC image,   
identified retinal blood vessels and also abnormalities. These results are better than 
Canny method applied on gray scale image as shown in Fig. 2 (d). It is noticed from 
Fig. 2 (f), that the Canny method applied to GC with MO treated image provides, 
better visual quality and blood vessels detection than without preprocessing. Further, 
it is observed that the edge details of smaller blood vessels and disease conditions are 
also preserved and better visualized in Fig. 2 (f)  than Canny on gray scale and GC 
images as shown in Fig. 2 (d) and  2 (e).  

The Canny edge preservation on retinal blood vessels for different preprocessing 
methods are compared and given in Table 1. The edge pixel counts for normal and 
abnormal images are tabulated. It is observed from table that the Canny operation 
applied on the GC and MO treated images show better pixel counts than gray scale 
and GC enhanced images. Hence GC along with MO preprocessing is carried out 
before Canny edge segmentation for further analysis.  

The normalized mean and standard deviation values of statistical features that are de-
rived from Canny edge applied on GC and MO treated images are given in Table 2. The 
differences between normal and abnormal average values are also given. The separation 
between normal and abnormal images is considerably high for energy, contrast, entropy, 
mean than homogeneity, maximum probability and standard deviation. These features 
are statistically significant (p<0.0005). It is observed from Table 2 that the normalized 
average of energy, entropy and contrast of abnormal images show higher values due to 
high intensity variations of lesions and other non vessel structures. 
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Table 1. Comparison of edge preservation for with and without preprocessing 

   
S.No 

 
Preprocessing methods 

Vessel pixel count 

Normal image  Abnormal image 
1 Gray scale  and Canny 6065 6450 
2 Green channel  with Canny 6788 7397 

3 
Green channel and morphological  
     operation with  Canny 

6928 7562 

 

Table 2. Normalized average and standard deviation of statistical features 

Features Normal 
(Mean±SD) 

Abnormal 
(Mean±SD) 

Difference of 
normal and  
abnormal * 

Energy 0.753±0.04 0.901±0.06 0.148 

Contrast 0.779±0.03 0.913±0.05 0.134 

Entropy 0.827±0.03 0.933±0.04 0.106 

Homogeneity 0.987±0.00 0.972±0.06 0.015 

Maximum probability 0.985±0.00 0.965±0.00 0.020 

Mean 0.753±0.04 0.901±0.06 0.148 

Standard deviation 0.882±0.02 0.955±0.02 0.073 

*p <0.0005 (highly statistically significant) 

 
Contrast of abnormal images is high because, the intensity differences between   

neighboring pixels are large due to pathological regions present in the images. Energy 
is high for high contrast images. Homogeneity of normal images is high because the 
similarities between neighboring pixels are high. Whereas in abnormal images      
uniformity in neighboring pixels are less due to abnormalities.   

The difference between normalized average ratio of vessel to non vessel area for 
different normal and abnormal images are given in Table 3. It is observed from Table 
3 that the average ratio of vessel to non vessel area of normal and abnormal images 
for Canny with preprocessing is high. But this average ratio is less for Canny on gray 
scale images. This is because more number of vessel and pathological pixels are iden-
tified by Canny edge segmentation with preprocessing methods. 
 
 



612 J. Sivakamasundari and V. Natarajan  

Table 3. Normalized average ratio of vessel to non vessel area for different normal and  
abnormal retinal images 

Images 
Ratio  of  vessel to vessel free area 

Canny segmentation 
without preprocessing 

Canny segmentation with 
Preprocessing * 

Normal  0.704±0.09 0.782±0.04 

Abnormal  0.850±0.06 0.989±0.06 

*p < 0.0005(highly statistically significant) 

It is also noticed that the average difference between the average ratio of vessel to 
non vessel area for normal and abnormal images are high (0.207) for Canny with pre-
processing than Canny without preprocessing (0.146). This variation is considered as 
an important measure to differentiate normal and abnormal retinal images as this dif-
ference is higher than all other values given in Table 2. The p values obtained from t-
test for this method is statistically significant (p<0.0005). 
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(a)  (b)  

Fig. 3. Variation in the ratio of vessel to non vessel area for different normal and abnormal 
images, (a) Canny without preprocessing and (b) Canny with MO preprocessing 

Fig. 3 (a) and (b) show the variation in the ratio of vessel to non vessel area for     
different normal and abnormal retinal images using Canny without preprocessing and 
with morphological preprocessing respectively. It is observed from Fig. 3 (b) that the    
parameter, ratio of vessel to non vessel area is able to differentiate the normal and 
abnormal images significantly using Canny with morphological preprocessing than 
without preprocessing. It is also observed that the values of ratio of vessel to non   
vessel area are more scattered for abnormal images. Due to pathological conditions 
and severity of disease, the vessel pattern varies highly in abnormal images, whereas 
normal images have similar vasculature pattern.  

The retrieval is carried out for normal (40) and abnormal (40) retinal images. The 
retrieval performance such as precision and recall of the CBIR system using Canny 
method with and without preprocessing are given in Table 4. As precision and recall 
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values are inversely proportional, these CBIR systems show high precision values 
than recall values. It is also observed from Table 4 that the   precision and recall for 
Canny with preprocessing are comparatively better than without preprocessing. 

Table 4. Retrieval efficiency of CBIR systems based on Canny segmentation with and without 
preprocessing 

Retrieval 
 efficiency 

Canny segmentation 
with 

preprocessing 

Canny segmentation 
Without 

Preprocessing 

Precision (%) 80 76 

Recall (%) 38 34 

Graphical User Interface (GUI) of input query with extracted feature vectors are 
shown in Fig. 4. Options are given to open, add and search images in the GUI. A   
normal retinal image is given as an input query. It accepts query image and display all 
its extracted feature values. Input images and features are added to different database. 
Fig. 5 shows the top eight ranked output images from the retrieved images. It is    
observed from Fig. 5 that all ranked images retrieved are normal images and have   
higher similarity with the input query.  
 

 

Fig. 4. GUI of input query image with features 
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Fig. 5. GUI of output ranked images of CBIR system 

4 Conclusions 

Automated analysis of retinal images has become a necessary and an important     
diagnostic procedure in ophthalmology. In this work, performance of Canny edge 
based CBIR systems are analyzed to identify blood vessels in retinal images with and 
without preprocessing. It is observed from the result that the Canny segmentation with 
green channel and   morphological preprocessing is effective for detection of blood 
vessel structure and provides better visual quality when compared to Canny without 
preprocessing. The statistical texture features extracted from the segmented images 
could differentiate normal and abnormal images distinctively.  Further, the difference 
between normal and abnormal value obtained from the feature, ratio of   vessel to non 
vessel area is found to be higher (0.207) with preprocessing. This is comparatively 
higher than the value (0.014) reported in previous work. 

The retrieval efficiency demonstrates that this CBIR system performs better using 
Canny with preprocessing than without preprocessing. Further, it seems that the qua-
litative and quantitative analysis on retinal images produces efficient   results and less 
misclassification than the manual assessments. The overall retrieval efficiency such as 
precision (80%) and recall (38%) of the CBIR system based on Canny with   prepro-
cessing is found to be better than Canny without preprocessing. 
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Abstract. The video analysis has become a centre of research in computer 
vision area. There are many application relies on the action recognition like 
surveillance, content based video retrieval etc. It's very crucial to devise the 
method that can discriminate one activity from all other activities in spite of 
presence of intra-class variability across the different subjects. In this paper, it 
is attempted to analyse the impact of each element present in action recognition 
method. Broadly, we considered here to observe the effect of various features, 
subspaces and classifiers. The experiments were performed with widely used, 
Weizmann dataset. The recognition results obtained with best method is up to 
91%. The GEI, LDA, kNN method outperforms others. But, there is also a 
important capability lies with TGEI feature, which can distinguish the activities 
which are done only with movements of legs. The impact of each elements of 
the method is also observed 

Keywords: Human activity recognition, GEI, REI, TGEI, LDA, PCA, kNN, 
ANN. 

1 Introduction 

Video events contain rich semantic information. Using computational approaches to 
analyze video events is very important for many applications due to the desire to 
interpret digital data in a way that is consistent with human knowledge. Cognitive 
video supervision and event analysis in video sequences is a critical task in many 
multimedia applications. Methods, tools and algorithms that aim to detect and 
recognize high level concepts and their respective spatio-temporal and causal 
relations in order to identify semantic video activities, actions and procedures have 
been in the focus of the research community over the last years. “Process of analyzing 
the behaviour representation of the object/s present in video is called as event 
recognition. The event may be coordinated with other objects or independent of other 
objects present in video”. Examples of objects could be human, ball, trees, car etc. 
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In this work, “Event Recognition,” “Behavior Recognition,” and “Activity 
Recognition” can be used in identical context and interchangeably without losing 
consistency. critical public infrastructures), crisis management in public service areas 
(e.g., train stations, airports), security (detection of abnormal behaviours in 
surveillance videos) semantic characterization and annotation of video streams in 
various domains (e.g., broadcast or user-generated videos), etc. The traditional 
approaches for event detection in videos assume well structured environments and 
they fail to operate in largely unsupervised way under adverse and uncertain 
conditions from those on which they have been trained. Another drawback of current 
methods is the fact that they focus on narrow domains using specific concept 
detectors such as “human faces”, “cars”, “buildings”. This work primarily aims to 
address the issue of detecting the abnormal behaviour of human beings or any moving 
entity.  

The much of stress is given on feature representation methods in most of the 
literature as feature can be made invariance to view, temporal duration and rate. The 
proper selection or calculation of features can also make representation more inter-
class discriminative. For performance measures of the activity recognition, in addition 
to the recognition accuracy for all events, the confusion matrix containing recognition 
accuracy for each of an event type can be one of the important measures to evaluate 
the performance of the algorithm. There could be also a comparison of recognition 
accuracy between single camera and multi-camera setups. The recognition accuracy 
for event classification can be compared versus following entities: 

• each of the activity types, 
• occlusion of different types and foreign objects like back-pack, loose clothes 

etc, 
• variations in frame rate or temporal action rate,  
• different viewing angles, 
• different classifiers, 
• number of dynamism (clusters), 
family of basis set. 

This paper is organised as follows. The next section presents the brief review of 
relevant works done. Section 3 describes the various features, subspaces and 
classifiers. The experimental results are reported in section 4 and discussion over 
results obtained is elaborated in section 5 .The paper is concluded with in section 6 by 
highlighting the main contributions of this work.  

2 Relevant Work 

In one of the early papers in the area of activity recognition, Chomat et. al. [2] have 
presented the recognition of activities that was carried out using local appearance 
based features and classifying them with probabilistic classifier using Bay's rule. In 
order to extract local spatio-temporal appearance, gabor filters, in the form of spatio-
temporal, were used to identify the each class of activity. The outputs of gabor filters 
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were represented using multi-dimensional histogram. The recognition system was 
testes using the gesture sequences to be used in digital desk environment, where 
gesture interactions used as commands. In [1], One of the researcher constructed 
temporal pyramid of the entire video sequence by blurring and sub-sampling the 
sequence along the temporal direction only and captured temporal textures using 
filters (plenotic functions [3]) from each subsequence of pyramid. The temporal 
derivatives, which are above some threshold value, are considered further so that only 
space-time points, which contribute significantly to the motion of the activity, are 
included in its representation. The representation of training subsequences was 
clustered before the classification. The kinds of activity examples were used in the 
experiments were: walking, jogging, hand waving and walking in place. 

In [4,5], Goerlick et. al. presented the approach that assigns a value for every 
internal point of the silhouette, reflecting the mean time required for a random walk 
beginning at the point to hit the boundaries. This function can be computed by solving 
Poisson's equation, with the silhouette contours providing boundary conditions. The 
application of this function is that it can be used to reliably extract various shape 
properties including part structure and rough skeleton, local orientation and aspect 
ratio of different parts, and convex and concave sections of the boundaries. These 
shape representation using Poisson's equation parameters are extended space-time 
shape (object) representation in the form of Hessian matrix parameters in [6,7]. The 
local features determined from the three eigen vectors and values, calculated from the 
Hessian matrix of Poisson equation at every point in the silhouette and placed in the 
set of local properties, namely plateness, stickness and ballness; determined from the 
eigen value's dominance. The video sequences obtained from 9 subjects with 9 
activities were used to test the algorithm. The activities were: running, walking, 
jumping-jack, jumping-forward-on two legs, jumping in place on two legs, galloping 
sideways, waving two hands, bending. The similar work, but with difference image of 
consecutive frames instead of frame from video, was carried out by Hao et.al. in [8]. 
The neural network classifier was used in this work. Gkaleis et. al. decomposes a 
motion in activity as a combination of basic movement patterns, the so-called 
dynemes, calculated from fuzzy C-means (FCM) clustering method as described in 
[9]. The number of dynemes are decided from the leave-one-out cross-validation 
(LOOCV) procedure, which is an extension of the method described in [10]. Their 
algorithm combines fuzzy vector quantization (FVQ) of [11] using of posture vectors 
(column/row wise one-dimensional vector of binary silhouettes) and LDA to discover 
the most discriminative dynemes as well as represent and discriminate the different 
human movements in terms of these dynemes. This method was extended in [12, 13 
and 14] for the multi-view videos. The training and testing videos were captures by 
multi-view cameras and dynemes were calculated from all the videos irrespective 
their view angles to make the motion representation and their classification view 
independent. 

The work done in [15] by Bodor et. al. has proposed the scheme to make human 
motion classification view independent. In this method, training videos for each 
activity was captured using optimal view for particular activity. However, test video  
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of any activity is acquired using fix numbers of camera with their fix positions. The 
3D image reconstruction is used to have 3D data of activity and then 2D image from 
optimal view is rendered from 3D data. This optimal view image sequence is 
represented using the recursive filtering of two successive frames, each with different 
scaling factors.  

3 Activity Recognition Techniques 

The typical block diagram of action recognition is shown in figure 1. There are 
various techniques for activity recognition reported in the literature. We classify the 
on the basis of three criterions, namely, type of feature, subspace representation and 
classification methodology. The three features which are frequently applied so far are 
considered here and they are gait energy image (GEI) [16], Radon transform Energy 
image (REI) [17] and truncated GEI (TGEI) [18]. The GEI feature is calculated from 
silhouette of the subject obtained in each other frame of the activity video. The 
average of the silhouette images across the all frames involved in particular activity 
yields the GEI feature representation. The TGEI representation is obtained in the 
same way GEI is calculated but only with the 3rd of the height from the bottom so 
that only legs activity is included in the gait energy. In case radon transform, the each 
frame is transformed into radon coefficients and these coefficients are averaged across 
the all frames in video. 

 
 
 
 
 
 
 
 
 
 
 
 

Video    
Feature 

Tracking and 
Extraction

Training 

Event Model 

Event Model 

Event Model 

Class
ifier 

 

Fig. 1. Block diagram of Event modelling and Recognition 

There is always possibility to have spurious information in the original feature 
space. The original feature space can be transformed into low dimensional feature 
subspace, which can precisely represent the every class of data. There are two popular 
subspaces, principal component analysis (PCA) and linear discriminate analysis 
(LDA). The PCA [20] is used to represent any class in more compact manner. 
However, it lacks in giving discriminate capability to class representation from 
classes. This shortcoming can be overcome in the LDA [19] subspace, where 
subspace is formed in order to maximize discriminancy between any two classes. The  
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main advantage of the LDA is that it can automatically determine the low-
dimensional feature subspace, where projected data from different classes would be 
separated according to their class labels.  

The classifiers considered here are linear kNN classifier and nonlinear neural 
network classifier. Both have their advantages and disadvantages. The kNN classifiers 
need s k number of samples of each class in training data. This classifier gives the 
optimum performance for the optimal value of k [21]. However, when k-values 
approaches to the infinity then only the optimal behavior is assured. The non-linear 
classifier [22] in the form of feed-forward neural network using back-propagation 
algorithm used for optimizing the hidden layer weights can give optimum 
performance with less number of training samples. 

4 Experimental Results  

We have used widely used Weizmann dataset [5,6] for the analysis of various 
features, subspaces and classifiers. This dataset has sample videos for 9 activities. The 
classes of activities are bending (bend), walking (walk), jumping-forward (jump), 
jumping-in-place (pjump), running (run), gallop-side-ways (side), skipping (skip), 
wave one hand (wave1), wave two hands (wave2). Each of the activity type video was 
recorded from 7 different subjects.  

The results depicting recognition accuracy for various features, subspaces and 
classifiers are shown in table 1 for two values of training samples, k= 3 & 4. The 
individual activity wise confusion matrix plots for four best methods are shown in 
figure 2. These best methods are i) kNN classifier in GEI feature space; ii) kNN 
classifier in REI feature space; iii) kNN classifier in GEI and LDA subspace and iv) 
kNN classifier in TGEI and LDA subspace 

Table 1. Activity Recognition Performance with different methods 

a) Number of training samples, k=3 

 
Subspace 

GEI REI TGEI 

kNN NN kNN NN kNN NN 
Feature 

(Original) 
 

88.88 
 

x 
 

88.88 
 

x 
 

83.33 
 

x 

 
PCA 

 
16.66 

 
25.88 

 
11.11 

 
19.44 

 
25 

 
38.88 

 
LDA 

 
91.66 

 
75 

 
5.55 

 
11.11 

 
86.11 

 
63.80 
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Table 2. Activity Recognition Performance with different methods 

b) Number of training samples, k=4 

 
Subspace 

GEI REI TGEI 

kNN NN kNN NN kNN NN 
Feature 

(Original) 
 
85.18 

 
x 

 
88.88 

 
x 

 
74.07 

 
x 

 
PCA 

 
14.81 

 
33.33 

 
11.11 

 
40.74 

 
29.62 

 
48.14 

 
LDA 

 
88.88 

 
88.88 

 
3.70 

 
7.40 

 
77.77 

 
66.66 

x-> Not calculated due to heavy computations and large feature input to the neural 
network (NN). 
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Fig. 2. The individual activity wise confusion matrix plots for four best methods, i) GEI and 
kNN; ii) REI and kNN ;iii) GEI, LDA and kNN and iv) TGEI, LDA and kNN 
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5 Discussion  

The recognition accuracy reported in table 1 for no. of training samples, k= 3 & 4, 
clearly shows that PCA subspace miserably fails to represent the action precisely for 
all types features. The discriminant classifier LDA represents and classifies the action 
classes accurately in case of GEI and TGEI features. Due to variations in the intra-
action variability across the subject because of the tendency that every person has 
their own style, neural network classifier suffers from over fitting and thus, gives 
worse performance. It is interesting to note that as number of training samples 
changes from 3 to 4, i.e. increases, there is no significant improvement observed in 
recognition accuracy.  

The individual activity wise performance showing figure 2 shows the identical 
performance in case of GEI and REI original feature with kNN classifier. Both these 
methods gives fails in discriminating skip activity from jump and run activities. It can 
be seen in case of GEI, LDA and kNN that LDA subspace is successful in 
distinguishing skip action from jump but not from run activity. Interestingly, fourth 
method TGEI, LDA and kNN is able to completely separate skip action from both 
jump and run. The reason behind is that three activities skip, run and jump forward 
are different in only legs movement point of view. Thus TGEI feature and its 
discriminant subspace works well in classifying these activities accurately. This 
observation cal also be supported by observing the results obtained for activities of 
waving one and two hand, which are being misclassified in case of TGEI feature 
subspace, but not in other three cases. It is surprising to see that bend activity is 
sometimes being misclassified as jump action in all the methods.  

6 Conclusion  

The activity recognition is a critical element in various applications. We attempted to 
analyse the impact of various methods and their elements such as feature type, 
subspace and classifier. It has been observed that GEI and REI give identical result. 
The PCA subspace fails miserably, while LDA subspace outperform the result. There 
is an advantage in using TGEI is that it can very well distinguish the similar-looking 
activities but slightly different in leg movements. The results show that  
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Abstract. This paper proposes a novel optimization approach by the fusion of 
the Progressive Mapping Search Method (PMSM) and the Neural Network 
(NN) aided Particle Swarm Optimization (PSO) that can obtain the global 
optimal solutions easily and speed up the overall search procedure. The PMSM 
merged with the NN and PSO has an important role as the navigation when the 
PSO is searching all the areas in order to acquire the optimum. It can help to 
improve the search capability of the original PSO method. That is, the PMSM 
together with the NN and PSO is trained to capture the PSO-searched solutions. 
To verify and demonstrate the effectiveness of our technique, we use a total of 
four test functions. The PMSM strategy employed in our paper is faster than the 
traditional PSO algorithm in all these four test functions. We also apply this 
new optimization scheme in the AVR (Automatic Voltage Regulator) system of 
the thermal power plant, which has resulted in faster and more stable responses. 

Keywords: Progressive mapping search method, particle swarm optimization, 
neural network, hybrid systems, optimization, learning systems. 

1 Introduction 

During the past decades, artificial intelligence methods, such as fuzzy logic, neural 
networks, and genetic algorithm, have received significant attention as the intelligent 
and optimization tools [1, 2, 13, 14, 23]. There have also been considerable interests 
in exploring the fusion of the fuzzy logic and neural network systems, which 
combines the capability of the fuzzy reasoning to handle uncertain information and 
the capability of the artificial neural networks to learn from samples [24-26] so as to 
deal with nonlinearities and uncertainties in the real-world problems [8-10]. 

Recently, research interests have been focusing on the bio-based intelligence 
including IN (Immune network), PSO (Particle Swarm Optimization), GA (Genetic 
Algorithm), BF (Bacterial Foraging), etc. to acquire optimal solutions to a large 
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variety of engineering problems [3, 4, 12, 26, 27], because of their robustness and 
flexibility against dynamically changing systems and complex systems. The PSO has 
some similarities with the GA in the search process. That is, the PSO is an 
optimization algorithm for finding the optimal regions in the complex search spaces 
through the interaction of individuals in a population of particles. It usually uses two 
iterative procedures, one for the positions and the other one for the velocities of the 
particles. It also has certain degrees of flexibility in coping with various kinds of 
optimization problems. Unfortunately, selecting the best PSO parameters is always 
challenging in practice.  

As a popular optimization algorithm, the PSO has been experimentally studied. 
There is still, however, no analytic way to choose a priori the best parameters. That is, 
the parameters of the velocity and position coefficients are usually randomly tuned or 
selected at each time step when we apply the PSO algorithm to handle engineering 
problems. There are different versions of the PSO algorithms, but we should answer 
the following two questions in the applications of the PSO: what kind of information 
each particle has access to, and how we can speed it up to get the optimal solutions. 
To address these two issues, we will study the hybrid PSO method in this paper. More 
precisely, when we use this PSO, we can have an advantage of a comparatively 
simple operation, and it is easier to understand its dynamics compared with the other 
computational techniques [8, 9]. Especially, our new PSO algorithm can yield a faster 
convergence speed in the search procedure, because it uses a smaller number of 
tunable parameters [6, 7, 9].  

The Proportional-Integral-Derivative (PID) controller has been widely used 
because of its simplicity and robustness in power plants. Its tuning technology is an 
important research topic. However, using only the P, I, D parameters, it is often very 
difficult to control a power plant with complex dynamics. For example, power plants 
usually have a strong nonlinearity. To deal with these problems, as aforementioned, 
there has been a growing interest in the employment of the intelligent approaches, 
e.g., fuzzy inference systems, neural network, evolutionary algorithms, and their 
hybrid approaches [1, 18, 19].  

In this paper, the NN is satisfactorily trained to enhance the performance of the 
regular PSO. The variables of the PSO can be suitably chosen depending on the 
applications, in which the algorithm is utilized. This paper is organized as follows. 
Section 2 describes and explains the underlying principles of the PSO algorithm and 
the role of the NN used in the paper. Section 3 proposes and studies the hybrid 
algorithm employing the NN trained PSO for optimization. Additionally, how it 
works with the PMSM system is suggested in this section. Section 4 shows the 
experimental study results based on using four test functions. Section 5 concludes our 
paper with some remarks and conclusions. 

2 Characteristics of PSO and NN in a Hybrid System 

2.1 Characteristics of PSO 

As we know that the PSO conducts its search using a population of particles, which 
correspond to the individuals in the GA [4, 5]. A population of the particles is initially 
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generated in a random way. Each particle represents a potential solution, and has a 
position represented by a position vector. A swarm of particles moves within the 
problem space, with the moving velocity of each particle represented by a velocity 
vector. At each time step, a function representing the quality measure is calculated. 
Each particle keeps track of its own best position, which is associated with the best 
fitness it has achieved so far in a vector. Furthermore, the best position among all the 
particles obtained in the present population is tracked as well.  In addition to this 
global version, a local version of the PSO keeps track of the best position among all 
the topological neighbors of a particle. At each time step, by using the individually 
best position and the globally best position, a new velocity for the particles is updated 
by equation (1). In equation (1), the positive constants are set to be the uniformly 
distributed random numbers in [0, 1]. The term is always limited to a preset range. If 
the velocity violates this limit, it is reset within its proper limits. Obviously, changing 
the velocities of the particles in this way enables the particles to search around their 
individually best positions as well as globally best positions. The computation of the 
PSO method is simple and easy, and adds only a light computation load when it is 
incorporated into the GA. Furthermore, the flexibility of the PSO to control the 
balance between the local and global exploration of the problem space helps to 
overcome premature convergence problem in the GA by enhancing it search ability.  

The characteristics of the hybrid system of the PSO and GA have been explored [1, 
14-20]. Many researchers have been studying the hybridization of individual 
techniques to build up intelligent systems [1, 16-20]. A number of promising 
pproaches have been proposed to implement mixed control structures that combine a 
PID controller with the intelligent approaches [1, 20]. This paper focuses on a novel 
hybrid method using the NN and PSO. The position and speed vector of the PSO are: 
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n : The number of the agents in each group. 
m : The number of the members in each group. 
t : The number of the reproduction steps. v , : The speed vector of agent j in the reproduction step of 

tht , and  , . k , : The position vector of agent j in the reproduction step of 
tht . 

: Weighting factor. c1, c2: Acceleration constant.  ( ),  ( ): Random values between 0 and 1.  ( , ): Optimal position vector of agent j . 
: Optimal position vector of group. 
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The values of the position vector and speed vector are determined by acceleration 
constant c1, c2. If these values are large, each agent moves to the target position with 
high speed and abrupt variation. If vice versa, the agents wander about the target 
place. As weighting factor w  is for the searching balance of the agents, the value for 
the optimal search is given by 

iter
iter

ww
ww ×

−
−=

max

minmax
max ,                     (2) 

where v : Max mum value of w  (0.9). 

minw
: Minimum value of w  (0.4). 

maxiter : The number of the iterations. 
iter : The number of the iterations at present.  
The speed vector is limited by , . In this paper, the value of the 

speed vector for each agent is limited with 1/2 to avoid abrupt variation of the 
position vector. The details of each step in this hybrid optimization algorithm by the 
PSO and NN are shown in Fig. 3. 

2.2 The Characteristics of NN as a Learning Tool 

In this paper, the adaptive linear learning method (Adaline), suggested by Widrow 
and Hoff [1962], is used, and it has the structure of learning diagram as illustrated in 
Fig. 1.  

 

Fig. 1. Adaptive linear learning 

This neural network is a supervised learning method, and the input patterns = , , … , Tare linearly independent. That is, the input-output relationship is 
linear in an Adaline. When the desired vector is = , , … , , and the 
network output is , the output is a weighted linear combination of the input vectors 
plus a constant bias value as in the following equation: 
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To find the optimal weights so as to get the desired output from (3), a cost function 
P(w) is defined to measure the system’s performance error by  
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The smaller P(w) is, the better w will be, and P(w) is normally positive. However, 

it approaches zero, when output iy
 approaches the target vector id

 for i=1, 2,…,n. 
Usually, the mean squared error method is used to minimize P(w). In summary, the 
running rule is  

( )i
T

ii xwdw −=Δ α
.                         

 (5)
 

3 PMSM for the Optimal Solutions by NN Aided PSO 

This paper suggests a novel optimization algorithm using the NN aided PSO learning 
algorithm. The NN has a role of function to increase the memory and training 
function in order to avoid repeatedly searching in those regions already searched in 
the past. 

 

Fig. 2. Learning structure of Progressive Mapping Search Method (LSPM) 

3.1 Navigation of a Mapping for Optimal Solutions 

The architecture of a mapping is analogous to a navigation of cars in searching by 
maps. When the PSO searches the optimal solutions, it usually searches all the areas 
without using maps to decide where to go. However, in this paper, the PSO can search 
where and how to get to the optimal parameters or regions by using neural network as 
an efficient navigation tool. Therefore, it can obtain the optima in a faster and more 
effective way than the traditional approaches. 

3.2 Apply the PMSM for PSO 

To establish the algorithm in Eq. (6), we need to select the initial values of θ  and P . One way to avoid randomly determining these initial values is to collect the first n 
data points and solve θ  and P  directly from 
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where A : Y  is the data matrix composed of the first n data pairs. Therefore, we 
can start the iteration of this algorithm from the (n + 1) th data sample. 

Generally, the recursive least-squared estimator is used for acquiring the optimal 

solutions to the problem of  Aθ = Y. Note that the kth ( )mk ≤≤1  row of A : Y , 
denoted by aT: y , is sequentially obtained. It can be calculated as follows: 
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Fig. 3. Iteration process of fusion of PSO and PMSM algorithms 

Begin; 
Generate a random population of N solutions 

(particles);  
For each individual i : calculate fitness (i);
Initialize the value of the weight factor, w;
Generate the initial map based on all the 

particles according to Eq. (6);  
For each particle;  

Set pBest as the best position of particle i;
If fitness (i) is better than pBest;
pBest(i) = fitness (i);

End;
Set gBest as the best fitness of all particles;  
For each particle;  

For each candidate particle m;
Calculate candidate particle velocity;  
Update candidate particle position;  

End;
Choose the best candidate based on the 

map according to Eq. (8);  
End;
Update the value of the weight factor, w;
Update the map based on all the new 

particles according to Eq. (7);  
Check if termination = true;  

End;
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where k ranges from 0 to m-1, and the estimator uses all the m data pairs. 

.                    

(8)

 

Figure 3 shows the iteration procedure of our PMSM-based PSO search algorithm. 

4 Experimental Verification Using Test Functions 

4.1 Test Functions for Verification 

We use a total of four test functions to examine and verify our optimization algorithm 
suggested by the PMSM of NN aided PSO, which are given in details as follows.  

4.1.1 De Jong’s Function 1 
The simplest test function used is De Jong’s function 1. It is also known as sphere 
model. It is continuous, convex, and unimodal:  
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The global minimum is: 
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4.1.2 Rosenbrock’s valley (De Jong’s function 2) 
Rosenbrock’s valley function is a classic optimization problem, also known as 
Banana function. The global optimum is inside a long, narrow, and parabolic shaped 
flat valley. To find the valley is trivial. However, the convergence to the global 
optimum is difficult, and thus this problem has been often used in assessing the 
performances of optimization algorithms.  
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4.1.3 Himmelblau Function 
In mathematical optimization, the Himmelblau  function is a multi-modal function 
often used to test the multi-modal optimization performances of optimization 
algorithms: 
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4.1.4 Rastrigin’s Function 6 
Rastrigin’s function is based on function 1 with the addition of cosine modulation to 
produce many local minima. Therefore, this test function is highly multimodal. 
However, the locations of the minima are regularly distributed. 
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The optimization results of the above functions are demonstrated in Figs. 4 and 5.  

 

Fig. 4. (a). Experimental results after 100 iterations: De Jong’s function 1 

 

Fig. 4. (b). Experimental results after 100 iterations: Rosenbrock’s valley function 
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Fig. 4. (c). Experimental results after 100 iterations: Himmelblau’s function 

 

Fig. 4. (d). Experimental results after 100 iterations: Rastrigin’s function 6 

 

Fig. 5. (a). Convergence speeds of PSO and PMSM-PSO: De Jong’s function 1 
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Fig. 5. (b). Convergence speeds of PSO and PMSM-PSO: Rosenbrock’s valley 

 

Fig. 5. (c). Convergence speeds of PSO and PMSM-PSO: Himmelblau’s function 

 

Fig. 5. (d). Convergence speeds of PSO and PMSM-PSO: Rastrigin’s function 6 
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4.1.5 Application in AVR System 
In this section, we apply our optimization approach to the AVR system of power 
plants, as shown in Fig. 8. The transfer function of the PID controller of the AVR 
system is given by [19-24]: 

sk
s

k
ksG d

i
p ++=)( ,                          (12) 

and the block diagram of the AVR system is illustrated in Fig. 6. The performance 
index of the control response is defined by   
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dip kkk ,, : Parameter of PID controller. 

β    : Weighting factor.   

Mo : Overshoot. 

st    : Settling time (2%). 

ess   : Steady-state error. 
t  : Desired settling time. 

In (13), if the weighting factor, β , increases, the rising time of the response curve 
is short, and if β  decreases, the rising time is long. The performance criteria used are 

defined as follows: %,61.50=Mo ( ) ( )ststess sr 9834.6,2693.0,0909.0 === . 

 

Fig. 6. AVR control system in power plant 
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Fig. 7. Responses of PID controller with PSO and PSO-NN in AVR system 

The simple crossover and dynamic mutation operators of the GA are used here. The 
numbers of the individuals are 50 and 200, and the initial values of the crossover and 
mutation are 0.6 and 0.5, respectively. 

5 Experiment Results and Discussions 

In the 3D mapping at the initial point of Fig. 4, some simulation results are fairly 
satisfactory. However, in case of the initial point of Rastrigin’s mapping, Fig. 4(d) is 
too complicated. That means it is difficult to acquire the optimal solutions. After 100 
training iterations, Fig. 5(d) shows quite good optimal solutions acquired. We also 
compare the convergence speeds between the traditional PSO method and our 
PMSM-based approach. Figure 7 shows the comparison results. The new optimization 
algorithm with the PMSM by the NN aided PSO in this paper is faster in approaching 
the optima than the original PSO. In the AVR control system of Fig. 7, it also 
generates more stable responses. 

6 Conclusions 

As we know that there exist numerous challenging optimization problems in the 
industrial areas. Moreover, it is very important to obtain the optimal solutions to these 
problems in a fast and reliable way. In this paper, we choose the PSO method as the 
principal optimization technique with embedded NN and PMSM. A novel hybrid 
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search algorithm is proposed here, which can speed up the search process in obtaining 
the global optima in the PSO with employing the efficient training of an NN into the 
PSO. The NN trained PSO has certain milestones during the search for the optimal 
solutions just like a car has a navigation or map to search for the routes or ways so as 
to reach the final destinations. It is shown that the PMSM approach has been 
successfully trained in the proposed hybrid system. The NN can improve the 
performance of the original PSO, and our hybrid scheme of the NN and PSO is 
capable of yielding better optimal solutions. The new optimization method proposed 
in this paper can be further enhanced by making the entire PSO completely trained by 
others artificial intelligence techniques, such as different types of neural networks and 
fuzzy neural networks.  
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Abstract. Power loss minimization is one of the important aspects in the 
distribution system..This paper deals with power loss minimization by the 
placement of distributed generators (DG) in the distribution system. The 
optimal location and sizing of DG for minimization of the power loss and cost 
of DG is found using GA. These two objectives power loss and cost are 
conflicting in nature. Moreover in such case only one compromised solution 
satisfying both objectives is obtained according to the choice of the decision 
maker. The Multi objective optimization algorithm (NSGA-II) is used to solve 
these two objectives to get a set of pareto optimal solutions. The simulation 
study is carried out on a 33 bus Distribution System for different load models. 

Keywords: Distributed Generation, Voltage Stability Index, Genetic 
Algorithm, Load Factor, annual interest Rate, Operation and Maintenance cost. 

1 Introduction 

In current scenario, day by day the load demand increases rapidly due to Industrial 
and Domestic needs. On the other hand the conventional energy sources are 
decreasing rapidly, that makes finding an alternative source to meet the load demand, 
distributed generation is meant for that. It has huge potential benefits about which this 
paper is concerned. The distributed generation has been defined by many researchers 
[1,2], but in general a distributed generation is nothing but a small generator which is 
connected at the consumer terminal.  Placement of DG plays an important role 
because the improper location may lead voltage instability and power loss [3]. Many 
research has been taken place to reduce the loss, in distribution system[4]. 

The analytical approaches for optimal placement of DG for loss reduction in 
distribution network have been found in [5]. Mallikarjuna used Simulated Annealing 
for determining the optimal location and size of DG units in a microgrid [6].Lalitha 
used fuzzy approach to find optimal DG localization [7].Tuba Gozel used loss 
sensitivity factor for the determination of the optimal size and location of DG to 
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minimize total power loss [8]. Hughifam used multi-objective function to minimize 
cost of energy losses, Investment cost of DG and Operation and maintenance cost [9]. 
Ochoa minimized real power loss and simple phase short circuit level [10].  Celli used 
multi objective approach, based on the non-dominated sorting Genetic Algorithm has 
been adopted to solve the optimal placement of different types of generation 
simultaneously [11].  Andrew used the Linear Programming Technique for placement 
of DG with multiple constraints [12]. Krueasuk used PSO to find optimal location and 
size of DG [13]. Vinoth Kumar addressed minimizing the multi objective index using 
genetic algorithm for the optimal Placement of DG[14].  

Many researchers used various evolutionary methods for minimizing the power 
loss in the distribution system [15]. Multi objective optimization methods for 
optimizing two objectives are presented in [16][17].The inputs data for solving the 33 
bus Distribution system [18]. Conventional optimization methods suffer from the 
local optimality problem and some of them usually require the function to have good 
characteristics, such as continuity, differentiability etc., this restricts the application of 
these traditional methods to a small range of real world problems. So in this paper real 
coded genetic algorithm is considered for solving the problem. The two objectives 
cost of DG and real power loss are minimized as a single objective function using GA 
by optimal sizing and location of DG in the Radial Distribution System.  

Optimization methods available in specialized literature consider only one 
objective and provide only one solution which does not provide any choice to the 
operator. The Non-Dominated Sorting Genetic Algorithm (NSGA-II), one of the 
Pareto-based approach is used widely to solve the multi objective optimization 
problem. So in this paper the multi objective optimization method (NSGA II) [17] is 
used to solve these two objectives to get a set of pareto optimal solution. 

2 Problem Formulation 

In this paper, we have considered the  balanced load  in the system which  can be 
represented either as constant power, constant current or constant impedance load. We 
have considered all the three types of load individually.  

2.1 Multi Objective Optimization Problem formulation 

The two objectives: Cost of DG and real power loss are conflicting in nature when 
one decreases the other increases and vice versa. So in this section both the objectives 
i.e. real power loss and cost of DG are minimized using a multi objective technique 
(NSGA-II). 

Objective Function 1: Minimize the real power loss 

                                                        
(1)
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Where, b is the branch number, Nb is the total number of branches and Ib  is the 
branch current 

Objective Function 2: Minimize Cost of DG 
 
Min. f2= C(PDG) = a + b * PDG 
 

                                    (2) 

                          
 
Where, 

'Lf' is the Load Factor 
'Gr' is the annual interest Rate 
O&M is Operation and Maintenance cost. 

The operational constraints of the system are the voltage at each bus of the 
distribution system. 

Vi(min) ≤ Vi ≤ Vi(max) 
Similarly the size of the DG is restricted between 
PDGi(min) ≤  PDGi ≤  PDGi(max) 

3 Genetic Algorithm for Optimal Location of DG for 
Minimizing Power Loss and Cost of DG 

Genetic algorithms are adaptive search algorithms premised on the evolutionary ideas 
of natural selection and genetics. The basic concepts of GAs are designed to simulate 
processes in natural system necessary for evolution, specifically those that follow the 
principles first laid down by Charles Darwin of survival of the fittest. Simple Genetic 
Algorithms (SGA) was first described by John Holland, who presented them as an 
abstraction of biological evolution and gave a theoretical mathematical framework for 
adaptation. GAs is based on models of genetic change in a population of individuals. 
These models consist of three basic elements, a ‘fitness’ measure which governs an 
individual’s ability to influence. In GAs, selection and reproduction processes 
produce offspring for the next generation, and genetic operators that determine the 
genetic makeup of the off springs. 
 
Algorithm 
 

1. Read system Data: line data, bus data 
2. Initialize GA parameters like population size, type of crossover, mutation, 

convergence criteria, crossover rate, mutation rate etc. 
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3. Randomly generate the initial population i.e. (Control variables) 
4. Set iteration count k=1 
5. For the initial parents, run distribution power flow[18] and then evaluate the 

fitness function using equation (1). Check for voltage constraints if violated then 
select next parent. 

6. Select parent for crossover, based on minimum fitness function. 
7. Create a new particle using scattered cross over and constrained dependent 

mutation. 
8. Evaluate the fitness for the new particles (child). Combine the parents and 

child solution (n) and select best array (2n) solution based on the fitness value 
9. Check for the end condition 

If the iteration counts greater than max, no of iteration then stop else go to step 4. 

3.1 Multi-objective Optimization Algorithm for Optimal Placement of DG for 
Cost and Loss Minimization 

The step by step procedure used for solving the proposed problem given in section 2 
is stated as follows: 

(1)Set up NSGA II parameters like population size, number of generations, 
distribution indices for the crossover (mu), and mutation (mum). Here mu and mum 
are taken 20 each. 

(2) Read line data, bus data, incremental and decrement bidding costs for each 
generator. When applying evolutionary computation algorithm, the first step is to 
decide the control variables embedded in the individuals. In this work, the control 
variables are location and size of DG. Hence the control variables are generated 
randomly satisfying their operational constraints. 

(3) For each chromosome of population, calculate objective function-1 using (6) 
and objective function-2 using (7). 

(4) The equality and inequality constraints are handled in the Distribution Power 
Flow. 

(5) Non-dominated sorting of the population is carried out. Then tournament 
selection is applied to select the best individuals based on crowding distance. 

(6) Crossover and Mutation operators are carried out to generate offspring (Qt) and 
the new vectors obtained must satisfy the limits if not set it to the appropriate 
extreme. 

(7) Calculate the value of each objective function of Qt and merge the parent and 
offspring population to preserve elites. 

(8) Again perform non-dominated sorting of the combined population based on 
crowding distance measure and obtain the best new parent population (PT +1) of size 
N out of 2N population, so this would be the parents for the next generation and this 
process is carried out till a maximum number of generations are reached. 

(9) Finally a Pareto front is achieved, that is, a set of solutions satisfying both 
objectives are obtained. 
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4 Results and Discussion 

The optimal location of DG for various load models are obtained using VSI (Voltage 
Stability Index) given below 

 
(3) 

The DG size is varied in steps and the optimal location and size are obtained. The 
real power loss for various load models is shown in fig. 1. From the graph it is found 
that the location and size of DG are independent of load model. Since the power 
system loads are dynamic in nature and it is a combination of various load models, the 
optimal location and size obtained by this method is effective. 

 

Fig. 1. Comparative Analysis of Load models using VSI- 33Bus System 

4.1 Result: Phase-I 

The optimal location and size obtained by this algorithm is compared with VSI  for 
various load models are given in Table.1. The best solution and convergence 
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characteristics and given in fig. 2. It is found that GA given better results when 
compared to VSI method. The losses obtained are less when compared to VSI, also 
the bus voltages are well within the limits. The effect on Bus Voltages for Constant 
Power model by the Placement of DG for the test system has been shown in fig.3. It is 
found that GA gave better voltage profile improvement compare to VSI used for GA 
given below. 
 

Population Size        :   20 Scaling Function         :   RANK 
Selection Function   : Stochastic 
                                  Uniform 

Mutation Function      :  Constraint  
                                      Dependent 

 
Crossover Function  :   Scattered 

Crossover Fraction     :     0.8 
 

Generations              :   100 Initial Penalty             :    10 
Penalty Factor          :   100  

 

  

Fig. 2. Analysis of DG  size and Location in GA 
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Fig. 3. Comparative Analysis of Bus Voltages for Constant Power model- 33Bus System 

Table 1. Comparison of results obtained using GA and VSI 

Test case 33 bus system 

Load Model Constant Power model 

Base Case: Ploss  = 232.28kW 

Qloss = 157.18kvar 

Min.Bus Voltage = 0.9043p.u 

Constant Impedance model 

Base Case: Ploss  =170.2kW 

Qloss = 114.5kvar 

Min.Bus Voltage = 0.9196p.u 

Constant Current model 

Base Case: Ploss =198.54kW 

Qloss =133.95kvar 

Min.Bus Voltage = 0.9123p.u 

 

Approach 

 

VSI 

 

GA 

 

VSI 

 

GA 

 

VSI 

 

GA 

Optimal location  

18 

 

32 

 

18 

 

32 

 

18 

 

32 

Optimal Size of  

DG in MW 

 

0.12 

 

0.2 

 

0.12 

 

0.2 

 

0.13 

 

0.2 

Ploss in kW  

221.28 

 

209.82 

 

163.08 

 

154.69 

 

189.6 

 

179.94 

Qloss in kvar  

149.14 

 

141.80 

 

109.26 

 

103.91 

 

127.44 

 

121.16 

Min.Bus 

Voltage(p.u) 

 

0.9105 

 

0.9077 

 

0.9248 

 

0.9222 

 

0.9175 

 

0.9153 
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4.2 Phase-II  

The NSGA-II algorithm is implemented for the same test considered earlier system 
and the Pareto optimal front obtained is shown in fig 4. This Pareto front gives a set 
of solution considering both the objectives. It gives a choice to the operator for 
choosing the solution. 

 

5 Conclusion 

In this paper the optimal location and size of DG is obtained using VSI and compared 
with the results obtained using GA.  GA is used simultaneously to find the location 
and size both to minimize the losses. Even though the size of DG obtained by GA is 
high, for this size the loss obtained by VSI method is greater than the loss obtained 
using GA. Using GA only one compromised solution satisfying both the objectives 
real power loss and cost of DG are obtained. Some times this may not be feasible for 
the operator to implement. So these two objectives are solved using (NSGA-II) to set 
of pareto optimal solution allowing the operator flexibility in implementation. 
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Abstract. Sliding mode controller (SMC) is an effective motion control 
strategy for robotic manipulator systems, which can ensure globally 
asymptotic stability. However, SMC suffer from chattering problem 
and a-priori knowledge of upper bound of the uncertainty is required for 
its effectiveness. In this paper, three main approaches naming Neural 
Network (NN), Fuzzy Logic (FL) and Adaptive Neuro Fuzzy Inference 
System (ANFIS) based adaptive intelligent SMC approach have been 
applied and analyzed for path tracking of a manipulator. These 
intelligent techniques are used to replace the signum function of sliding 
mode controller which results in increase of the robustness of the SMC 
with the elimination in the chattering. Also the maximum limit of the 
disturbance torque which these controllers can withstand without 
causing unstability has been observed.  ANFIS controller has found to 
be the most capable to handle the maximum bounded disturbance 
torque; and also have the two main attractive features of minimum error 
and reduced chattering. 

Keywords: Robotic Manipulator, Sliding Mode Controller (SMC), Neural 
Network (NN), Fuzzy Logic Controller (FLC), Adaptive Neuro Fuzzy Inference 
System (ANFIS). 

1 Introduction 

Robot manipulators are basically multi-degree-of-freedom positioning devices. The 
robot, as the ‘‘plant to be controlled’’, is a multi-input/multi-output, highly coupled, 
nonlinear mechatronic system. The main challenges in the robot control problem are 
the complexity of the dynamics and uncertainties. Main problems with the 
conventional control methodologies can be stated as: formulation of exact model of 
the manipulator to be controlled and controller is not able to cope with the 
disturbances and uncertainties or the sudden changes in the parameters of the 
manipulator. These create instability of the controller [1]. 

Although classical SMC is a powerful scheme for nonlinear systems with 
uncertainty, such as robotic manipulators, but this control scheme have important 
drawbacks such as chattering and large control authority, limiting its practical 
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applicability. Practically, it is impossible to find out the effect of all these 
uncertainties together. Hence, in order to guarantee the stability of the sliding mode 
control system, the boundary of the uncertainty has to be estimated.  

Recently, much research work has been done to use soft computing methodologies 
such as artificial neural networks and fuzzy systems in order to improve the 
performance of SMCs [7-14].  

Rest of the paper is organized as follows. Classical SMC for robotic manipulator is 
summarized in section II. The adaptive SMC using soft computing techniques for 
robot manipulator is presented in section III. The simulation results to demonstrate the 
effectiveness of the proposed control schemes are given in the section IV. Finally 
section V presents some concluding remarks. 

2 Preliminaries  

System Model and Dynamics 
The dynamics of revolute joint type of robot can be described by following nonlinear 
differential equation [16], 

 
                                           (1) 

 
with  as the joint position variables,  as vector of input torques,  is the 

inertia matrix which is symmetric and positive definite,  is the coriolis and 
centripetal matrix,  includes the gravitational forces and   is the upper limit of 
the bounded disturbance torque inserted in the robotic manipulator dynamics. 

 
Sliding Mode Controller (SMC) 
By defining the tracking error to be in the following form:  

                                                              (2) 

A conventional sliding surface corresponding to the error state can be represented as: 

                                                          (3)    

For this particular paper, a new integral term has been added to the classical sliding 
function; this integral term will improve the system performance 

                                            (4) 

where  and  are constant positive definite diagonal matrices. The control input  
can be chosen as [15]  

            (5)    

where A= diag[a1, a2…..an],  ai is a positive constant, and  K is chosen as  
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                                                              (6)    

where k= [k1, k2,…..,kn],ki is also a positive constant. 

3 Intelligent Techniques  

a. Fuzzy Logic Controller (FLC) 
Fuzzy Logic Controller provides an algorithm that connects linguistic control 
strategies with specific control strategies. Generally FLC has four main parts: 
fuzzification interface, knowledge base, inference engine and defuzzification 
interface.   Fuzzy systems rely on a set of rules. These rules allow the input to be 
fuzzy and more likely to be in natural way of human thinking. Main advantage of the 
FLC is that no precise model of the plant is required; hence able to cover almost all 
the uncertainties present in the manipulator. Discussing about some of the 
unavoidable drawbacks of the FLC is the memory requirements increases with the 
dimensions of the system. Also, FLC is discrete, hard to follow; rule base required is 
strong, hard to develop a model etc. Inference of rules and their tuning is not done in 
real world. The decision is made only after the output action has taken place; which 
can be avoided using neural network to tune parameter in real-time. 

It is always difficult to tune the value of “K” in SMC. Two-input one-output fuzzy 
system is designed for this application, inputs taken are s and  while output is “K”.  
Rule base used is given in Table 1. First input s has five membership functions and   
has three membership functions. Output K has three membership functions.  

Table 1. Rule base for tuning “K” 

    
NB 

 
NS 

 
Z 

 
PS 

 
PB 

N B B M S B 

Z B M S M B 

P B S M B B 

 
Following abbreviations have been used for fuzzy control:  
NB: Negative Big; NS: Negative Small; Z: Zero;  
PS: Positive Small; PB: Positive Big; M: Medium.  
Rule base followed is like, 
If s is NS and is P, then K is S. 
 

b. Neural Network (NN) 
Learning capability of the NN is used for learning non-linear functions for dynamics 
of a system. After learning, NN has a capability of generalization and then respond 
optimally to the unknown situations [18].Li sting some of the drawbacks of NN: there 
is no general way for deciding the network topologies, Numbers of neurons required 
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are also has to be   determined experimentally. Initially randomization of the weights 
results in poor control, failure and stability problems. Also, NN needs training before 
use, has high processing time, prone to generalization, have a problem of local 
minima.         

Radial Bias Function Network (RBFN) is a type of neural network having great 
mapping ability. The structure of Radial Bias Function Network (RBFN) is shown in 
Fig. 1. This RBFN is used to find the gain of the SMC controller i.e. K. The input 
given to the network is the sliding function and the output taken from the NN is K 
which is further given to the SMC torque equation.  

 
 

 
 
 
 

 

Fig. 1. General Structure of Neural Network 

c. Adaptive Neuro Fuzzy Inference System (ANFIS) 
Both the approaches, NN and FL discussed above have their own advantages and 
disadvantages. Fusion of both the schemes can enlarge the individual strengths and 
overcome their drawbacks.  Neuro-fuzzy hybrid can produce a powerful intelligent 
system and has been proven in literature [17]. ANFIS is a feed forward adaptive NN 
that implies a fuzzy inference system through its structure and neurons. ANFIS 
architecture can be employed to model non-linear function, identify non-linear 
components on line in a control system.  A Sugeno-type FIS structure with single 
output using a grid partition on the data is created here. Inputs given to the ANFIS are 
e and  with the output K.  

4 Simulation and Results 

Performances of the main controllers in this paper is testified by simulation of the 
controllers on a 2 DOF manipulator. Parameters of the manipulator model in (6) have 
been taken as: 

 

=                  

 

=            

 

=     

 

s K
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Reference trajectory, ensuring the continuity in position, velocity and acceleration 
is given by (10) & (11) and represented in Figs. [2].    

                                                              

qd
1= [.3sin(.7t-Π/2)+.3sin(.1t- Π/2) +.7];                            (10) 

qd
2= [.5sin (.9*t- Π/2) +.5sin (.1t-Π/2) +1.1];                        (11) 

In this paper, simulation is done on MATLAB software. M file codes has been 
generated for various controllers; naming classical Sliding Mode Controller (SMC), 
Neural Network (NN), Fuzzy Logic Controller (FLC) and Adaptive Neuro Fuzzy 
Inference System (ANFIS).  

It is a great misconception that exact dimensions and model of the disturbances are 
known. All the disturbances internal, external or random are unknown in nature. 
Hence, there is an urgent need of finding the upper bound values of these disturbances 
for various controllers. A wide scope of research is required in the field as literature is 
lacking in the particular area. Upper bound value of fixed bounded disturbance 
torque, Td has been found by increasing it smoothly from zero to a value where the 
system becomes unstable. Value of the bounded disturbance torque is different for 
each and every controller.  

 
a. Sliding Mode Controller (SMC) 
Design parameters for SMC given in (4 & 5) are chosen  by trial and error as: 

 

              = ; = ; A= ; k= ;        

 
It has been observed from the simulations that the maximum value of the fixed 

bounded torque which the basic SMC can withstand before showing instability is Td= 
[6.5; 0.85]. With the increase in the value of the bounded disturbance torque beyond 
this value; system becomes unstable. Errors and torques for the joints 1 & 2 are given 
in Figs. [3 -5] respectively. 

   

 

Fig. 2. Desired trajectory of joint angle 1 & 2 

 

 

Fig. 3. Error of joint angle 1 & 2 in basic 
SMC  
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Fig. 4. Input Torque of joint 1 with basic SMC 

 

Fig. 5. Input Torque of joint 2 with basic SMC 

It can be observed from the Figs. 4 & 5 that input torque of the basic SMC is 
affected by a very huge chattering. Unstability in path tracking of the system for Td  

having value greater than Td= [6.5; 0.85] have been represented in Figs. [6 & 7]. Fig. 
8 represents the error of the unstable basic SMC having input disturbance torque 
greater than the specified limit. 

It can be observed from the Figs.[6-8] that the manipulator is unable to track the 
trajectory. Errors in joints 1 &2 are of the order 1020.  Input torques for joints 1 & 2 
have also been found out of range. Similarly, all other controllers are unstable if the 
bounded torque given to the system is more than the specified maximum values.  

From the chattering reduction point of view FLC has been found to give better 
results (ie smoothening of input torque) when compared the basic SMC.   

 
b. Fuzzy Logic Controller (FLC) 
The maximum value of the fixed bounded torque which can be given to FLC is Td= 
[7.5; 1.5].  It can be seen that maximum value of the fixed bounded disturbance 
torque in FLC has increased when compared to basic SMC. Errors graphs for the 
joints 1 & 2 are given in Fig. 9. 

 

 

Fig. 6. Trajectory tracked by J1 with Td 
greater than max. value in basic SMC 

 

Fig. 7. Trajectory tracked by J2 with Td 
greater than max. value in basic SMC  
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Fig. 8. Error of joint angle 1 & 2 in basic 
SMC in unstable condition 

 

 

     Fig. 9. Error of joint angle 1 & 2 in FLC 

 

c. Neural Network (NN) 
The maximum value of the bounded torque which can be inserted in NN is Td= [7; 
1.5].  Tracking errors and input torques for the joints 1 & 2 corresponding to this 
maximum value of torques are given in Figs. [10-11].  

 
d. Adaptive Neuro Fuzzy Inference System (ANFIS) 
The maximum value of the bounded torque which can be given to ANFIS is Td= [14; 
4.5].  It can be seen that ANFIS can withstand the maximum value of the bounded 
disturbance torque. Tracking errors for the joints 1 & 2 are given in Fig. 12.  

 

 
 

Fig. 10. Error of joint angle 1 & 2 in NN 

 

 

Fig. 11. Input Torque in joint 1 and joint 2 
with NN 
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Fig. 12. Error of joint angle 1 & 2 in ANFIS 

In the paper presented here, three mainly used intelligent techniques namely Fuzzy 
Logic (FL), Neural Network (NN) and Adaptive Neuro Fuzzy Inference System 
(ANFIS) has been reviewed and analyzed in terms of their general characteristics, 
advantages over classical controllers and disadvantages. Tracking performance for all 
the controllers discussed above has been represented in Figs. [13 & 14]. Performance 
indices used for the evaluation of the various controllers are maximum, minimum and 
mean square (mse) error, which have been recorded in table 2.  

 

 

Fig. 13. Trajectory tracked by joint 1 with 
different controllers 

Fig. 14. Trajectory tracked by joint 2 with 
different controllers 
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Table 2. Various Types of Errors for joint 1 & 2 Table 3. Maximum value of disturbance 
torques 

 

Controller error of joint1 error of joint2 

max min mse max min mse 

SMC 0.909 4.7e-5 .0034 0.0903 1.6e-4 .0029

FLC 0.1058 4.2e-5 .0058 0.1326 1.6 e-4 .0055

NN 0.2396 2 e-5 .0106 0.2080 9.2 e-5 .0090

ANFIS 0.0106 1 e-4 8.6e-5 0.0027 1.6 e-4 2.7 e-6

Controller Disturbance Torque 

Td1 Td2 

SMC 6.5 0.85 

FLC 7.5 1.5 

NN 7 1.5 

ANFIS 14 4.5 

 
 
From the Table 2 given further, it can be seen that maximum and mean square 

error (mse) of ANFIS is about 10 and 106 times lesser than the other controllers. From 
the observations of Table 3, it can be concluded that ANFIS controller is capable of 
handling the maximum disturbance torque.  

5 Conclusion 

This paper presents an investigation of the hybrid controllers of fuzzy, neural and 
anfis with the basic SMC. Starting from zero and increasing, a maximum fixed 
disturbance torque has been found and inserted in basic SMC and all the hybrid 
controllers. Simulation results have shown improvement in the hybrid controllers 
when compared with the basic SMC. It can also be found by the results of the 
experimental study that ANFIS outperforms than other controllers as the error is 
minimum in ANFIS and it can handle the maximum limit of the fixed disturbance. 
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Abstract . Mammography is an effective tool for early detection of breast 
cancer. The various abnormalities such as Microcalcification, Clusters, Masses, 
Spiculated lesions, Asymmetry and Architectural distortions are strong markers 
of breast cancer. Efficient diagnoses of these abnormalities from mammograms 
rely heavily on the kind of features extracted and the selection of classifier. In 
this paper, a novel methodology for microcalcification detection using 
multilevel wavelet analysis and Phase Encoded Complex Extreme Learning 
Machine is proposed. Generally, complex neural network operates only on 
complex features for classification. However, PECELM enables transforming 
the real-valued features to the complex domain to exploit the orthogonal 
decision boundaries of complex-valued classifiers for solving real-valued 
classification problems. This proposed methodology based on multiscale and 
multilevel Wavelet analysis on complex domain achieves an average efficiency 
of 95.41% and a maximum efficiency of 100%. 

Keywords: Multiscale Wavelet Analysis, Mammogram Analysis, Breast 
cancer, Complex Neural Network, Phase encoded Complex Extreme Learning 
Machine. 

1 Introduction 

Breast Cancer is an important public health concern prevailing around the world. 
Breast cancer is the most frequently diagnosed cancer and the leading cause of cancer 
death among females, accounting for 23% of the total cancer cases and 14% of the 
cancer deaths [1]. Therefore, there is a need for the development of new approaches 
for the diagnosis of breast cancer at its early clinical course.  The survival through 
breast cancer is found to be stage-dependent and the best survival is observed when 
diagnosed at early disease-stage [2-6].  

Mammography is widely used for early detection, because, in many cases it can 
detect abnormalities such as masses, microcalcifications and other suspicious 
abnormalities up to two years before they are palpable. Evidence indicates that 
somewhere between 7-20% of mammograms with abnormalities currently detected 
also show signs in the previous mammogram when viewed in retrospect, which may 
be considered as false negative errors.  On the other hand, about 65-80% of breast 
biopsies result in benign diagnosis, which may be considered as false positives 
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biopsies. Consequently, computer aided detection system aid radiologists in the 
process of detecting and localizing abnormalities and, as such, they can help avoid 
missed cancers and obviate benign biopsies. 

Microcalcifications, tiny deposits of calcium present in breast tissue are potential 
indicators of breast cancer. Consequently, identification of microcalcifications from 
the dense breast tissue has been the subject of considerable study. Nikhil R.Pal et al 
[7] recommended a multistage detection system which engages online feature 
selection and mountain clustering system to locate the calcified region. The technique 
is tested on 17 mammograms comprising 10 abnormal and 7 normal images.  Jiang et 
al [8] proposed a genetic algorithm design for optimized classification and detection 
of microclassification. It is reported that this experiment needs nearly 15 min to 
process 3000×5000 pixels image. Cristiane Bastos Rocha Ferreira and Dibio Leandro 
Borges [9] suggested fully automated mammogram analyses by constructing 
supervised classifier which is based on wavelet and special set of co-efficients. Hamid 
Soltanian-Zadeh et al [10] considered four different textures and shape feature 
extraction methods to classify mammograms as benign and malignant 
microcalcification. The multi-wavelet method surpassed the other methods and 
provides areas under ROC curve ranging 0.83 to 0.88 when using binary GA and 0.84 
to 0.89 when using real- valued GA. Xinsheng Zhang [11] proposed a detection 
method based on ensemble learning method. Using a high-pass filter 
microcalcifications are enhanced and features are extracted and trained ensemble 
model is used as a classifier to detect microcalcifications.  

The work presented here is an automated system for early identification of 
microcalcification from the last screening mammograms that employs advanced and 
novel image processing technique, the multi-resolution analysis. The proposed 
algorithm is implemented and tested on images obtained from mini-MIAS database. 
The mammographic images are pre-processed to remove label and background. Then 
Maximum Overlapping wavelet transform is employed to extract best wavelet 
features for classification. Existing microcalcification detection methods that employ 
neural networks for classification in the literature, mostly use real valued neural 
networks. Here, in this work a complex neural network called Phase Encoded 
Complex-valued Extreme Learning Machine proposed by R. Savitha et. al. [12] is 
used for classification. This complex neural network use complex activation function 
and it is are rated better than real valued neural networks due to its orthogonal 
decision boundaries. The proposed novel methodology proves to be effective in 
detecting microcalcifications than various tissue texture analyses as it provides 100% 
detection efficiency through Maximum Overlapping algorithm that constructs the best 
wavelet features and PECELM, a complex classifier.   

The organisation of the paper is as follows: Section 1 provides introduction. The 
methodology used in the research is discussed in section 2. Section 3 presents  
the Performance study and Section 4 provides conclusion. The flow diagram of the 
proposed system is shown in Fig. 1. 
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the label is eliminated using connected component labelling algorithm and the breast 
region is extracted by thresholding with area being the criteria. In order to reduce the 
time consumed by the detection algorithm to work on the entire image, the black 
background is removed by slaughtering off the null rows and columns in the image. 
The entire process of pre-processing of mammogram image is depicted in Fig. 2. 

 

 

Fig. 2. Pre-processing (a) Raw image from the database (mdb211), (b) Image after binarization 
(c) Image showing connected components, (d) Image after label removal and (e) Image after 
black background removal 

2.3 ROI Extraction 

The pre-processed normal and microcalcification images are used for Region of interest 
(ROI) extraction. The ROI is manually cropped from these images to form sub-images 
of size 32x32. Since the number of microcalcification images in MIAS is just 25 while 
that of normal ones is 209, two sub-images were selected from each microcalcification 
images. And also each sub-image of microcalcification images is selected such that it 
contains microcalcification region within them. Thus a total of 70 normal sub-images 
and 50 microcalcification images are selected for the entire database. 

2.4 Feature Extraction Using Multilevel Wavelet Analysis 

Orthogonal wavelet transform allows an input image to be decomposed into a set of 
independent coefficients, corresponding to each orthogonal basis. Also, orthogonality 
implies that there is no redundancy in the information represented by the wavelet 
coefficients, which results in an efficient representation of desirable features [14 - 
21].Haar wavelet is used for decomposition as it is best suited for extracting high 
frequency components (here microcalcifications) from an image. In the conventional 
wavelet technique, 4 sub-bands (LL, LH, HL and HH) are created at any level and the 
approximate band (LLi) of each level is decomposed to extract the 4 bands of next 
level (LLi+1, LHi+1, HLi+1 and HHi+1). As an alternative approach, at each level, the 
band of maximum energy is decomposed instead of the approximate band, as it 
contains enormous information.  This band is further sub-sampled, filtered and 
interlaced to give the bands having the overlapping coefficients of all the sub-sampled 
bands. This technique is known as Maximum Overlapping Wavelet Transform 
algorithm [22].  
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Step 1. Decompose (UWT) the original image to produce sub-bands LL, LH, HL 
and HH (First level coefficients) 

Step 2. Choose the band with the maximum energy (XX) for further 
decomposition. 

Step 3. Subsample XX to produce XX1, XX2, XX3 and XX4.  
Step 4: Decompose (UWT) the sub-sampled bands to 16 sub-bands: 
XX1LL, XX1LH, XX1HL, XX1HH; XX2LL, XX2LH, XX2HL, XX2HH; 
XX3LL, XX3LH, XX3HL, XX3HH; XX4LL, XX4LH, XX4HL, XX4HH 

      Step 5. Interlace the corresponding bands to produce the second level coefficients:  
     XXLL, XXLH, XXHL and XXHH.  

     Step 6. Repeat the steps 2, 3, 4 and 5 to get the third level coefficients:  
     XXYYLL, XXYYLH, XXYYHL and XXYYHH. 

The bands LL, LH, HL, HH, XXLL, XXLH, XXHL, XXHH, XXYYLL, 
XXYYLH, XXYYHL and XXYYHH are used for feature extraction.  

Sub-sampling. The band of maximum energy XX is sub-sampled in 4 different 

ways using masks Sa and Sb of size  N2  Χ N(for the image of dimension N X N) as 

follows, 
                                             XX1= SaXXSa

T                                                               (1) 

                                              XX2= SaXXSb
T                                                              (2) 

                                              XX3= SbXXSa
T                                                              (3) 

                                             XX4= SbXXSb
T                                                               (4) 

Where, Sa= zeros
N2   Χ N , with ‘0’ replaced by ‘1’ at positions (i, 2*i-1), 

 1   N
  

Sb= zeros 
N2   Χ N , with ‘0’ replaced by ‘1’ at positions (i, 2*i), 1   N

 . 

Interlacing. The coefficients are reconstructed back from their sub-sampled 

versions by interlacing as given below: 

  XXLL= Sa
T XX1LLSa + Sb

TXX2LLSa + Sa
TXX3LLSb + Sb

T XX4LLSb               (5) 

  XXLH= Sa
T XX1LHSa + Sb

TXX2LHSa + Sa
TXX3LHSb + Sb

T XX4LHSb             (6) 

  XXHL= Sa
T XX1HLSa + Sb

TXX2HLSa + Sa
TXX3HLSb + Sb

T XX4HLSb             (7) 

 XXHH= Sa
T XX1HHSa + Sb

TXX2HHSa + Sa
TXX3HHSb + Sb

T XX4HHSb           (8) 

The features that are extracted for  classifications are the energy, norm and infinity 
norm, given by equations 9 and10.  

 

                                         Energy  = ∑ ∑  ( , )                                          (9) 

                                             Infinity norm = ∑| |                                           (10) 

Where, P is the maximum row sum of x.   



 Multiscale and Multilevel Wavelet Analysis of Mammogram 663 

2.5 Classification Using Phase Encoded Complex Extreme Learning Machine 

Neural networks have caught the eye of many researchers in the past two decades and 
find its application in diverse fields. The algorithms and techniques of neural network 
have evolved over the years with an aim of reducing the time consumption and 
improving the efficiency of the network. Most of the feed forward neural networks 
use gradient descent based learning methods which is susceptible to local minima and 
longer training epochs. However recently, Huang et al [23, 24 & 25] has put forth a 
technique called Extreme Learning Machine (ELM) which is not only more efficient 
but also takes lesser time for computation. Due to this reason ELM is extensively used 
for classification [26, 27,28 & 29]. 

Another factor that influences the efficiency of the network is the quality of feature 
presented to the network as inputs. In most of the applications where frequency 
domain features are used, not just magnitude information but phase information needs 
to be taken into account for efficient classification i.e., the input to the network needs 
to be presented in the form of complex. But due to the inability of real valued neural 
networks to process complex inputs, complex neural networks like Complex ELM are 
used. This complex ELM use complex activation function and such networks are 
called as fully complex valued Extreme Learning Machines which are rated better 
than real valued extreme learning machines due to their orthogonal decision 
boundaries [30]&[31].  

Although complex valued extreme learning machines was primarily designed for 
complex inputs, real valued data can also be used as inputs to these networks. 
Aizenberg et. al. [32,33], was the first among many  to suggest a complex-valued 
neuron network to solve real-valued classification problems. In this paper, we have 
used a network called `Phase Encoded Complex-valued Extreme Learning Machine 
(PE-CELM). In Phase Encoded Complex-valued Extreme Learning Machine (PE-
CELM), at the input layer, to classify the real valued input using complex networks 
the real valued inputs are transformed into complex domain using the transformation 
function as given by equation (11). 

                                                      Zi = exp (πXi)                                                  (11) 

The PE-CELM network is designed with 36 input neurons, 2 output neurons and 
single hidden layer. The hidden neurons use fully complex valued activation function 
in the form of hyperbolic secant function represented by equation (12). 
                                                     Hj = sech (uj

T(zt - vj))                                             (12) 

where  uj is the complex-valued scaling factor, j=1......h and vj is the centre of the 
jth neuron, and sech(x) = 2/(ex + e-x). The output of the network can be found using 
the formula given in equation (13). 

                                                     Yi = ∑  Wij Kj                                                  (13) 

where Wij are the complex-valued weight connecting the ith output neuron and the 
jth hidden neuron and Kj is jth hidden neuron. The output class can be found by using 
the equation (14). 

                                                  C = max (real (Yi))                                             (14) 



664 E. Malar, A. Kandaswamy, and M. Gauthaam 

3 Performance Study 

The evaluation of the proposed method is presented in this section. A total of 120 
images are used for the study, of which 90 samples are used for training the classifier 
while 30 is used for testing the classifier. The distribution of samples is given in Table 
1. Training phase was carried out for different hidden neurons combination varied 
from 20 to 100. For each combination, the performance of the network was evaluated 
for 100 trials.  

Table 1. Distribution of dataset used in the proposed system 

 Normal Microcalcification Total 

Training phase 53 37 90 

Testing phase 17 13 30 

Total 70 50 120 

 

Fig. 3 is a 3-D graph that depicts the relationship between training efficiency, 
number of hidden neurons and number of trials. It is evident from the graph that 
training efficiency gradually increases as the number of hidden neurons increase.  
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Fig. 3. Training Efficiency Vs Number of Hidden Neurons Vs Number of Trials 

Fig. 4 is a 3-D graph that depicts the relationship between testing efficiency, 
number of hidden neurons and number of trials. It is evident from the graph that the 
testing efficiency gradually increases as the number of hidden neurons increase. 
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Fig. 4. Testing Efficiency Vs Number of Hidden Neurons Vs Number of Trials 

Table 2. Testing Efficiency for different hidden neurons 

Hidden 
neuron 

Testing efficiency 
Average* Std. Dev. Max Min 

20 76.92 4.57 85.61 63.83 
25 81.15 3.62 89.26 70.03 
30 83.23 3.55 91.08 73.98 
35 85.74 2.72 93.42 77.20 
40 87.42 2.91 93.72 80.56 
45 88.43 2.76 96.05 81.36 
50 90.76 2.29 95.54 84.51 
55 91.31 2.16 95.54 85.31 
60 92.45 2.64 97.37 82.68 
65 93.12 2.16 97.37 88.16 
70 94.16 1.93 97.37 89.47 
75 94.02 2.39 98.68 84.51 
80 94.80 1.90 98.68 89.47 
85 95.14 2.04 98.68 86.33 
90 95.17 2.25 98.68 85.02 
95 95.12 2.21 100 88.16 

100 95.41 2.45 100 88.96 
          *Average for 100 trials 

Table 2 gives details on testing efficiency for different number of hidden neurons. 
Maximum testing efficiency of 100% is realised at 95 hidden neurons while the 
minimum testing efficiency among different trials obtained is 63.23 at 20 hidden 
neurons. The average testing efficiency of 95.41% is obtained highest at 100 hidden 
neurons. Since the number of hidden neurons should be as less as possible in order to 
reduce the computational complexity, the optimum number of hidden neuron is 95 as 
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both 100% training efficiency and testing efficiency is realised in one of the trials. 
The standard deviation of testing efficiency at 95 hidden neuron is 2.21.The 
performance of the proposed method is compared with existing methods and is 
depicted in Table 3. From Table 3 it is evident that proposed method is better than 
existing methods as TPR is sufficiently improved with reduction in number of false 
positives. 

Table 3. Performance comparison of different methods 

Methods TP rate (%) False positive per image 
 Songyang Yu et al [34] 94 1 
Issam El-Naqa[35] 94 1 

R. Gallardo-Caballero et al [36] 91.8 4.45 

Proposed method (average for 100 trials) 96.2 0.03 

4 Conclusion 

In this study, results of a novel methodology to detect microcalcification are reported. 
The proposed system works on a 32x32 ROI. Maximum Overlapping algorithm is 
used to employ Wavelet Transform. Energy and Infinity Norm of various scales at 
various levels forms the feature. A complex network, PECELM is used for 
classification. The results indicate that proposed method is better than existing 
methods. A maximum efficiency of 100% and average efficiency of 95.41% is 
achieved in detecting microcalcifications from normal breast regions.  

References 

1. Jemal, A., Bray, F., Center, M.M., Ferlay, J., Ward, E., Forman, D.: Global cancer 
statistics. CA: A Cancer Journal for Clinicians 61, 69–90 (2011) 

2. Doll, R., Payne, P., Waterhouse, J.: Cancer incidence in five continents, Vol. I. A 
Technical report, UICC, Geneva, Switzerland (1996) 

3. Tabar, L., Fagerberg, G., Duffy, S.W., Day, N.E., Gad, A., Grontoft, O.: Update of the 
swedish two-country program of mammographic screening for breast cancer. Radiol. Clin. 
North. Am. 30, 187–210 (1992) 

4. Kopans, D.: Breast Imaging. J.B. Lippincott Company, Philadelphia (1989) 
5. Howard, J.: Using mammography for cancer control: An unrealized potential. CA-Cancer 

J. Clin. 37, 33–48 (1987) 
6. Bird, R.E., Wallace, T.W., Yankaskas, B.C.: Analysis of cancers missed at screening 

mammography. Radiology 184, 613–617 (1992) 
7. Pal, N.R., Bhowmick, B., Patel, S.K., Pal, S., Das, J.: A multi-stage neural network aided 

system for detection of microcalcifications in digitized mammograms. Neurocomputing 
71, 2625–2634 (2008) 

8. Jiang, J., Yao, B., Wason, A.M.: A genetic algorithm design for microcalcification 
detection and classification in digital mammograms. Computerized Medical Imaging and 
Graphics 31(1), 49–61 (2007) 



 Multiscale and Multilevel Wavelet Analysis of Mammogram 667 

9. Ferreira, C.B.R., Borges, D.L.: Analysis of mammogram classification using a wavelet 
transform decomposition. Pattern Recognition Letters 24(7), 973–982 (2003) 

10. Soltanian-Zadeh, H., Rafiee-Rad, F., Pourabdollah-Nejad D, S.: Comparison of 
multiwavelet, wavelet, Haralick, and shape features for microcalcification classification in 
mammograms. Pattern Recognition 37(10), 1973–1986 (2004) 

11. Zhang, X.: A New Ensemble Learning Approach for Microcalcification Clusters 
Detection. Journal of Software 4(9), 1014–1021 (2009) 

12. Savitha, R., Suresh, S., Sundararajan, N., Kim, H.J.: Fast learning fully complex-valued 
classifiers for real-valued classification problems. In: Liu, D., Zhang, H., Polycarpou, M., 
Alippi, C., He, H. (eds.) ISNN 2011, Part I. LNCS, vol. 6675, pp. 602–609. Springer, 
Heidelberg (2011) 

13. http://peipa.essex.ac.uk/info/mias.html 
14. Bozek, J., Mustra, M., Delac, K., Grgic, M.: A Survey of Image Processing Algorithms in 

Digital Mammography. Rec. Advan. in Mult. Sig. Process. and Commun. 231, 631–657 
(2009) 

15. Yousef, W.A., Mustafa, W.A., Ali, A.A., Abdelrazek, N.A., Farrag, A.M.: On detecting 
abnormalities in digital mammography. In: IEEE 39th Applied Imagery Pattern 
Recognition Workshop (AIPR), pp. 1–7 (2010) 

16. Strickland, R.N., Hahn, H.I.: Wavelet Transforms for Detecting Microcalcifications in 
Mammograms. IEEE Trans. Med. Imag. 15(2), 218–229 (1996) 

17. Netsch, T., Peitgen, H.: Scale-Space Signatures for the Detection of Clustered 
Microcalcifications in Digital Mammograms. IEEE Trans. Med. Imag. 18(9), 774–786 
(1999) 

18. Clarke, L.P., Kallergi, M., Qian, W., Li, H.D., Clark, R.A., Silbiger, M.L.: Tree-Structured 
Nonlinear Filter and Wavelet Transform for Microcalcification Segmentation in Digital 
Mammography. Cancer Lett. 77, 173–181 (1994) 

19. Qian, W., Clarke, L.P., Zheng, B., Kallergi, M., Clark, R.A.: Computer Assisted Diagnosis 
for Digital Mammography, IEEE Eng. Med. Biol. Mag. 14(5), 561–569 (1995) 

20. Ramchandran, K., Vetterli, M., Herley, C.: Wavelets, Subband Coding, and Best Bases. 
Proc. IEEE 81(4), 541–560 (1996) 

21. Mousa, R., Munib, Q., Moussa, A.: Breast cancer diagnosis system based on wavelet 
analysis and fuzzy-neural. Expert Systems with Applications 28, 713–723 (2005) 

22. Petrou, M., García Sevilla, P.: Image Processing: Dealing with Texture. John Wiley & 
Sons, Ltd., Chichester (2006) 

23. Huang, G.B., Zhu, Q.Y., Siew, C.-K.: Extreme Learning Machine: Theory and 
applications. Neurocomputing 70, 489–501 (2006) 

24. Huang, G.-B., Zhu, Q.-Y., Siew, C.-K.: Extreme Learning Machine: A New Learning 
Scheme of Feedforward Neural Networks. In: Proc. Int. Joint Conf. Neural Networks, 
IJCNN, pp. 985–990 (2004) 

25. Huang, G.-B., Siew, C.-K.: Extreme Learning Machine: RBF Network Case. In: Proc. 
ICARCV, pp. 1029–1036 (2004) 

26. Huang, G.-B., Siew, C.-K.: Extreme Learning Machine with Randomly Assigned RBF 
Kernels. Int. J. Inf. Tech. 11(1), 16–24 (2005) 

27. Zhang, R., Huang, G.-B., Sundararajan, N., Saratchandran, P.: Multicategory 
Classification Using an Extreme Learning Machine for Microarray Gene Expression 
Cancer Diagnosis. IEEE/ACM Trans. Comput. Biol. Bioinformatics 4(3), 485–495 (2007) 

28. Wang, D., Huang, G.-B.: Protein Sequence Classification Using Extreme Learning 
Machine. In: Proc. Int. Joint Conf. on Neural Networks, vol. 3, pp. 406–1411 (2005) 



668 E. Malar, A. Kandaswamy, and M. Gauthaam 

29. Vani, G., Savitha, R., Sundararajan, N.: Classification of abnormalities in digitized 
mammograms using Extreme Learning Machine. In: Proc. Int. Conf. Control Automation 
Robotics & Vision (ICARCV), pp. 2114–2117 (2010) 

30. Nitta, T.: On the inherent property of the decision boundary in complex valued neural 
networks. Neurocomputing 50, 291–303 (2003) 

31. Nitta, T.: Orthogonality of decision boundaries of complex-valued neural networks. Neural 
Comput. 16(1), 73–97 (2004) 

32. Aizenberg, I., Moraga, C.: Multilayer feedforward neural network based on multi-valued 
neurons (MLMVN) and a backpropagation learning algorithm. Soft Computing 11(2), 
169–183 (2007) 

33. Aizenberg, I., Paliy, D.V., Zurada, J.M., Astola, J.T.: Blur identification by multilayer 
neural network based on multivalued neurons. IEEE Trans. Neural Netw. 19(5), 883–898 
(2008) 

34. Yu, S., Guan, L.: CAD system for the automatic detection of clustered microcalcifications 
in digitized mammogram films. IEEE Transactions on Medical Imaging 19(2), 115–126 
(2000) 

35. El-Naqa, I., Yang, Y., Wernick, M.N., Galatsanos, N.P., Nishikawa, R.M.: A Support 
Vector Machine Approach for Detection of Microcalcifications. IEEE Trans. Med. 
Imaging 21(11), 1552–1563 (2002) 

36. Gallardo-Caballero, R., García-Orellana, C.J., García-Manso, A., González-Velasco, H.M., 
Macías-Macías, M.: Independent Component Analysis to Detect Clustered 
Microcalcification Breast Cancers. The Scientific World Journal 2012, Article ID 540457, 
6 pages (2012) 



Author Index

Abdelaziz, Almoataz Y. I-424, I-504
Abdelsalam, H.A. I-504
Abdul Kadhar, K. Mohaideen II-32
Abhyankar, A.R. I-209
Agrawal, Sanjay I-88
Ahmed, Sumaiya I-68
Akella Venkata, Bharadwaj I-366
Anavatti, Sreenatha G. II-476
Anbazhagan, S. II-499
Anumandla, Kiran Kumar I-366
Aruna, M. II-44
Arunachalam, Sundaram I-354
Arya, K.V. I-248
Asaithambi, Mythili II-523
Athaide, Joanne II-364

Babulal, C.K. I-321, I-710
Bajer, Dražen I-158
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