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Abstract. In this paper, we present a scene text extraction approach
which can realize text localization and segmentation simultaneously. Two
popular paradigms (machine learning method and rule-based method)
are combined to achieve competitive performance. For a given image, a
sliding window is used to detect scene text. The texture feature Local Bi-
nary Pattern is extracted to represent the content of each window, and an
unbalanced SVM classifier is designed to identify candidate text regions.
Then, candidate text windows are further verified using color contrast
and binarized by an adaptive local thresholding computation to get can-
didate text connected components. Further, non-text ones among them
are removed utilizing some empirical rules. Finally, text connected com-
ponents are linked into text lines according to their spatial relationships
and appearance similarities. The evaluation results on two challenging
and standard datasets ICDAR 2003 and ICDAR 2011 demonstrate that
the proposed approach can effectively detect and segment scene text with
different sizes, fonts, colors and arrangement directions.
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1 Introduction

With the advent of the information age, more and more intelligent devices flood
into the life of humans. Semantic understanding is an indispensable part of real-
izing various intelligent applications on the devices, so automatically detecting
and recognizing text in images and videos as a key technique has become a hot
research topic which attracts a lot of researchers’ attention. In the last decade,
text extraction technology has been exploited in many applications, such as in-
telligent traffic management system [1], postal letter sorting [2], helpful devices
for blind and visually impaired people [16], and automatic caption extraction
system [4]. Graphic text in images and videos has two forms, artificial text and
scene text. The artificial text is manually overlaid on images or video frames and
generally owns uniform color, size, position and arrangement direction, e.g., cap-
tions. Scene text refers to those captured by cameras as a part of natural scenes.
Compared with artificial text, the colors, fonts, sizes and locations of scene text
are diverse and they are also vulnerable to the influence of illumination variance
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and shooting angles. So, figuring out an effective scene text extraction approach
is still a challenging problem.

Most text extraction algorithms can be decomposed into two parts, text de-
tection and text segmentation, which aim to localize text regions and identify
text pixels respectively. Overall, the existing mainstream methods for text ex-
traction can be broadly classified into two categories, the rule-based method
and machine learning method. The rule-based methods are relatively simple and
intuitive in system construction, and they generally utilize some distinct char-
acteristics summarized from colors, edges or structures of characters to filter
out non-text areas or pixels based on some empirical rules. For instance, Li et
al. [5] first extract connected components by the Maximally Stable Extremal Re-
gion(MSER) algorithm and then filter out non-text components based on some
geometric rules. Finally, some false positives are eliminated according to stroke
width of text. Chen et al. [6] first exploit a multi-scale Laplacian of Gaussian
(LoG) edge detector to obtain the edge set, and then combine both edge and
color information to localize text regions. The rule-based methods usually in-
volve many thresholds and too much dependence on the choice of thresholds is
prone to reduce the robustness and objectivity of the system. To overcome this
disadvantage, some text extraction approaches integrate the machine learning
techniques, like SVM, Neural Networks, into their system. In [7], a cascade with
four strong classifiers are trained by an AdaBoost machine learning algorithm to
classify text candidate regions. Thillou et al. [8] exploit an unsupervised cluster-
ing algorithm to separate text pixels from background by combining color feature
with spatial information. Lukas et al. [9] use the SVM to classify the extracted
Maximally Stable Extremal Regions (MSERs) into character and non-character
regions. In [10], text detection and recognition are realized based on a scalable
unsupervised feature learning method.

Fig. 1. The framework of the proposed approach
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In this paper, we present a scene text extraction approach combining the
advantages of the rule-based algorithm and the machine learning algorithm to-
gether. First, an unbalanced SVM classifier is designed to efficiently detect the
existence of scene text at each position of sliding windows, so that candidate
text regions can be coarsely localized. Next, the color contrast information is
exploited to further verify and identify text windows, and the binarization com-
putation based on adaptive local thresholds are conducted on them to obtain
candidate text connected components. Then, non-text connected components are
removed out based on some empirical rules. Finally, text lines are obtained by
linking the text components with similar appearance and close spatial distance
together.

The rest of this paper is organized as follows. Section 2 presents the proposed
method. The experimental results are reported in Section 3. Section 4 concludes
the paper.

2 Methodology

The framework of the proposed approach is shown in Figure 1. For a given image,
a sliding window is used to detect scene text. At each window position, the Local
Binary Pattern (LBP) feature is extracted and exploited by an SVM classifier to
coarsely localize candidate text regions. Next, candidate text windows are further
verified based on color contrast and binarized by an adaptive local thresholding
computation to get candidate text connected components. Further, non-text ones
among them are removed utilizing some empirical rules. Finally, text connected
components are linked into text lines according to their spatial relationships and
appearance similarities. The more details are described in the corresponding
subsection respectively.

2.1 Localizing Candidate Text Regions Using SVM

For a given image, a m by n window slides over it from top to bottom and
from left to right with a certain step, and at each window position an SVM
classifier is exploited to judge whether scene text exists in it. In our system,
the size of the sliding window is 64 by 64 pixels and the sliding step is 32
pixels. In each window, the texture feature of Local Binary Patterns (LBP) is
extracted, which has been acknowledged to be effective and has a good invariance
to lightness. The basic representation of LBP is utilized in our approach based
on the consideration of computational efficiency. Concretely, for each pixel in
the window, the grayscale values of its eight neighboring pixels are compared
with its value. The neighboring pixel is marked as 1 if it is greater than the
current pixel; otherwise, it is marked as 0. Thus, an 8 bit unsigned number is
formed through concatenating a sequence of 1s and 0s corresponding to the eight
neighboring pixels as the LBP code of the current pixel. Further, for the current
window, the statistical histogram of these LBP codes is computed to describe
its content as the feature representation x.



62 X. Liu and W. Wang

To train the classification model, we randomly sample 10140 positive instances
and 100000 negative instances from the training images of ICDAR2003. Figure 2
gives some examples of positive instances and negative instances in our training
datasets. Each training instance has the size of 64 × 64 pixels and different
instances are permitted to be partially overlapped. The SVM is chosen as the
classification model, and the linear kernel is used due to its low computation
complexity. Formally, the classification function y = sign(wTx+b). If wTx+b >
0, the current window is classified as text window with y = 1; otherwise, it is a
non-text window with y = 0. In our system, the SVM is exploited to quickly filter
out most non-text regions. At the same time, we also expect that the obtained
SVM classifier has a recall as high as possible, so as to guarantee that as many
text windows as possible are remained. To realize this, after we have obtained
the classifier y = sign(wTx+ b), the bias b is adjusted. Apparently a lower bias
b corresponds to a higher recall and a lower accuracy. Our experiments show
that through the classifier, lots of non-text region can be removed. To avoid
filtering out text sub-images in this step, we adjust the parameter of classifier to
ensure that the recall is equal to 1. Exploiting the SVM classifier obtained, each
window is classified, and all the windows which are classified as text windows
are merged together to form candidate text regions. We assume that scene text
consist of more than one word, so if the text sub-image is isolated, it will be
taken as non-text one and removed according to the constraint of size.

Fig. 2. The examples of positive instances (text windows) and negative instances (non-
text windows)

2.2 Extracting Text Connected Components

The scene text on the billboards and signs usually owns strong color contrast
with background so that they can be easily captured and recognized by human
eyes. The color characteristics of scene text can be exploited to extract text
connected components in the following computation. For those candidate text
regions identified by the SVM classifier, the windows containing scene text are
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further verified, and the binarization computation is conducted on them to seg-
ment out the text connected component through an adaptive local thresholding
computation. For an image I containing k candidate text regions, each text re-
gion Ri, (i = 1, 2, . . . , k) are formed by a group of candidate text windows Rj

i ,
where j denotes the jth windows in Ri. Here we should note that these text
windows Rj

i are just those labeled by the SVM classifier. Then, the system cal-
culates the mean mi,j and variance σ2

i,j of the hue values of pixels in Ri
j in the

HSV color space. If the following condition

σi,j > θ (1)

is satisfied, the candidate text window Rj
i is binarized with thresholdmi,j , where

threshold θ = 0.3 in our system. Through the above computation, a set of
candidate text connected components can be obtained.

Further, five rules are established by us and utilized to identify text connected
components. They are summarized as follows.

– The text connected components can not border on the boundaries of images.
– The areaNc of text connected components, i.e., the number of pixels forming

the connected component, should not be too small. In our system, Nc ≥ 10.
– The height hc and width wc of the minimum enclosing rectangle (MER) of

a text connected component should not be too small. In our system, both
hc and wc should exceed 8 pixels.

– The aspect ratio Ra = hc/wc of a text connected component should satisfy
a certain ratio according to the structure of text strokes. In our system,
Ra ∈ [0.5, 2].

– If the occupation ratio Ro = Nc/(hc ∗ wc) is more than 0.8 or less than 0.1,
the corresponding connected components is removed out as background.

The above rules are designed based on the geometric characteristics of char-
acters, and the specific choice of thresholds is based on trial and error. Through
these simple rules, non-text connected components can be effectively removed.

2.3 Text-Line Localization and Text Segmentation

Finally, these isolated characters segmented are linked into text lines according
to their spatial relationships and appearance similarities. The spatial location of
each text connected component ci is represented by its centroid. We used the
Euclidean distance dij to measure the proximity of two connected components
ci and cj . Let wi, wj and hi, hj denote the width and height of MERs of ci
and cj respectively. If the dij ≤ (wi + wj), ci and cj will be considered to be
close enough. Appearance similarity requires the MERs of two linked connected
components own similar shapes, i.e.,

|wi − wj | ≤ β ∗max{wi, wj} (2)

|hi − hj | ≤ β ∗max{hi, hj} (3)
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where β = 0.2 in our system. Although the arrangement directions of text may
be arbitrary, we assume that the characters in the same word or sentence should
be approximately in a straight line. In our implementation, we combine the
connected components whose centroids are approximately collinear. Only when
the connected components satisfy all of the three constraints above, they are
combined into a text line and marked by its minimum enclosing rectangle with
the angle consistent to the arrangement direction.

3 Experiments

To validate the proposed approach, our evaluation experiments use two chal-
lenging datasets ICDAR 2003 [14] and ICDAR2011 [16], which are the standard
public datasets in the competition of scene text localization. They contain 251
and 491 images for testing respectively.

3.1 Results of Localizing Candidate Text Regions

In this group of experiments, we evaluate whether the unbalanced SVM classifier
can effectively filter out non-text windows by using the simple LBP feature. A
window is labeled as a text window if it contains some pixels belonging to text
regions in the ground-truth. Through adjusting the bias b in the classification
function, two performance curves of precision vs. recall can be obtained corre-
sponding to ICDAR 2003 and ICDAR 2011 datasets respectively, as shown in
Fig. 3. The recall is the ratio of the number of text windows correctly classified
to the total number of text windows in the ground-truth, and the precision is
the ratio of the number of windows correctly classified to the total number of
windows. It can be seen that when the recall approaches 100%, the precision is
still above 55%, which means that most non-text windows are filtered out due to
the computation of this step. Since the classification model is established based
on the images of ICDAR 2003, the result on ICDAR 2011 is slightly lower. What-
ever, it shows that the SVM classifier based on the LBP can effectively filter out
most of non-text regions.

Table 1. Performance comparison of text localization on ICDAR 2003 dataset

Method P R F

Our method 0.72 0.69 0.705

Epshteinet al. [11] 0.73 0.60 0.66

Lukas et al. [12] 0.72 0.62 0.67

Becker [13] 0.62 0.67 0.64

Ashida [14] 0.55 0.46 0.50



Localize and Segment Scene Text 65

Fig. 3. The results of text sub-images classification. The blue dashed line and the solid
red line describe the results on ICDAR 2003 and ICDAR 2011 respectively.

Table 2. Performance comparison of text localization methods on ICDAR 2011 dataset

Method P R F

Kim∗ [16] 0.83 0.625 0.713

Our method 0.70 0.68 0.69

Lukas et al. [15] 0.647 0.731 0.687

Fig. 4. The results of text localization and extraction on ICDAR 2003 dataset
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Fig. 5. The results of text localization and extraction on ICDAR 2011 dataset

3.2 Results of Localizing and Segmenting Scene Text

Three metrics are adopted to evaluate the proposed approach, i.e., precision P ,
recall R and F-measure F . P is the ratio of area of the correctly localized text
regions Nr to area of the whole detected regions Nd by our system, where Nr

can be calculated by taking an operation “And” between the area of text regions
localized and the text regions as groundtruth. R is the ratio of area of Nr to area
of the text regions in ground-truth. The area of a region is represented by the
number of pixels in it. F = 2×P×R

P+R is a composite indicator combining P and R.
The localization results on ICDAR 2003 and ICDAR 2011 are shown in Table 1
and Table 2 respectively. For ICDAR 2003 dataset, the localization performance
of our approach is the best according to R. Although the corresponding preci-
sion P is slightly lower compared with the best one, the F-measure is still the
best compared with other state-of-the art methods, where [13] and [14] are the
champions of ICDAR 2005 competition and ICDAR 2003 competition respec-
tively. The performance of our approach is also competitive on the latest dataset
ICDAR 2011 and they are comparable with the winner of ICDAR 2011 Robust
Reading competition marked by asterisk in Table 2.

In addition to localizing scene text regions, text segmentation can be realized
simultaneously in our approach. The examples of results of text localization and
extraction on both datasets are shown in Fig. 4 and Fig. 5 respectively. The red
rectangles enclosing the text regions own the same inclination angles with the
arrangement direction of text lines.

4 Conclusion

In this paper, we present a scene text extraction approach which can realize text
localization and segmentation simultaneously. Two popular paradigms (machine
learning method and rule-based method) are combined to achieve competitive
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performance. The evaluation experiments on two challenging public datasets
demonstrate the proposed approach can effectively handle with scene text with
different colors, sizes, fonts and arrangement directions.
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