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Abstract. The salient region is the area of an image that attracts the attention of 
viewers. In this paper, a very effective saliency detection algorithm is proposed. 
Our algorithm is mainly based on two new techniques. First, the discrete cosine 
transform (DCT) is used for constructing the block-wise saliency map. Then, 
the superpixel-based segmentation is applied. Since DCT coefficients can re-
flect the color features of each block in the frequency domain and superpixels 
can well preserve object boundaries, with the two techniques, the performance 
of saliency detection can be significantly improved. The simulations performed 
on a database of 1000 images with human-marked ground truths show that our 
proposed method can extract the salient region very accurately and outperforms 
all of the existing saliency detection methods. 

Keywords: saliency detection, saliency map, image segmentation, computer  
vision. 

1 Introduction 

Salient regions are parts of an image that a person pays more attention to. It can be 
used in a number of content-based image processing applications, such as adaptive 
image compression [1], similarity measurement, image retrieval [2], image segmenta-
tion [3][4], object recognition [5], graph cut [6], image resizing [7-9], etc. For exam-
ple, when compressing an image adaptively, a large quantization step can be used in 
the non-salient region. When measuring the similarity of two images or two objects, 
more weights can be assigned to the salient region. In image resizing, saliency detec-
tion can be adopted to extract the low energy part of an image. In these applications, 
saliency map detection plays a very important role. 

Based on the regional concept, we propose a framework that uses boundary scoring 
and the border measurement to construct the saliency map. Boundary scoring gives a 
region a higher saliency weight if it has a higher contrast in the boundary part. The 
border measurement counts the number of image border pixels in a region, and gives 
a higher saliency weight if the region has fewer image border pixels. Before applying 
them, the input image is segmented using our proposed superpixel-based segmenta-
tion method. We use different parameters to produce the segmentation results  
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with coarse and fine scales, for achieving the best performance in the two methods.  
In addition, a block-wise saliency map is generated using the DCT-based context 
aware saliency detection method. The flow chart of our framework is shown in Fig. 1. 

This paper is organized as follows. In Section 2, the recent works of saliency detec-
tion are described. In Section 3, we present the three proposed techniques: (1) the 
DCT-based context aware saliency detection method, (2) the superpixel-based seg-
mentation algorithm, and (3) precision-enhanced integration. In Section 4, several 
simulations are performed to compare the accuracies of the saliency map generated by 
our method and that of eleven state-of-the-art methods on the database provided by 
[11] that consists of 1000 images. The simulations show that our proposed approach 
outperforms all of the existing saliency detection methods. 

2 Related Work 

There are two types of computational models for saliency detection. The first one is 
the top-down saliency model, which uses high-level features based on the knowledge 
from neurosciences, biology, computer vision, etc. Which high-level feature is used is 
dependent on applications [10]. The second one is the bottom-up saliency model, 
which uses low-level stimulus such as intensity, color contrast, orientation, and mo-
tion. The bottom-up saliency model is more popular since it requires less computation 
time and is efficient in memory.  

Most of the previous methods scale down the input image during saliency detection 
for the sake of efficient computation and generate spotlight saliency maps. However, 
the result has a lower resolution and does not well match object the boundaries. Spot-
light saliency maps are useful for predicting eye fixation, but are not accurate enough 
for content-based applications, such as salient object segmentation and content-aware 
image retargeting. To overcome this problem, a pre-segmentation process is needed. 
In other words, saliency detection should be computed at the region-level instead of 
the pixel-level. In 2011, Cheng et al. [12] simply used a color contrast concept with 
graph-based segmentation [13] to compute saliency maps and achieved an excellent 
result with high precision and recall rates. Jiang et al. [14] adopted the similar concept 
and evaluated saliency scores in many scales to get more robust performance. In 
2012, Perazzi et al. [15] segmented the input image into compact and homogeneous 
pieces and compute contrasts and saliency scores in a unified way using high-
dimensional Gaussian filters. With their method, a very accurate pixel-wise saliency 
map can be obtained with linear complexity.  

The context aware (CA) saliency detection method was proposed in [16]. Although 
its complexity is high since it computes the color differences between all blocks in 
three scales, it has very good performance especially on the boundaries of objects, 
since higher contrasts always occur in the region edges.  
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3 Proposed Methods 

3.1 Block-Based Saliency Detection Using DCT Coefficient 

 

Fig. 1. Flowchart of the proposed saliency detection algorithm 

The flowchart of the proposed saliency detection algorithm is shown in Fig. 1. As 
[16], our framework is also block-wise and uses the concept of context aware. How-
ever, the DCT and superpixels are applied to reduce the computation complexity and 
further improving the performance of saliency detection.   

The image is first partitioned into 8 x 8 blocks. Then, the DCT is applied to each 
block. We adopt the DCT because it can well separate the low and the high frequency 
parts and the high frequency part. The high frequency part is always related to noise 
or tiny details and may worsen the performance of saliency detection.  

We preserve only the DC term and the first five AC values for each color channel. 
The high frequency AC terms are ignored due to the considerations of computation 
efficiency and reducing the effect of noise. Then, the color features of each block are 
represented as a (1+5) ×3 = 18-tuple vector.  

Then, the color distance between two blocks i and j is defined as the Euclidean dis-
tance in the 18-D space dcolor(i, j), and the spatial distance dposition(i, j) is defined as the 
Euclidean distance between the centers of blocks i and j. If there are K blocks in an 
image, then the DCT-based saliency score of each block is defined as follows. The 
term exp[−dposition(i, j)] is applied because the block j should has a smaller effect on 
computing SDCT(i) if the distance between blocks i and j is larger.  
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            (a)                       (b)                       (c)            

Fig. 2. (a) The input image. (b) The DCT-based saliency score of the input image. (c) The final 
saliency map constructed by the proposed algorithm (together with border measuring and 
boundary scoring).  

                  (1) 

In Fig. 2(b), the DCT-based saliency score (defined in (1)) of an image is shown. 
Larger intensity means a larger score. From Fig. 2(b), one can clearly see that the 
DCT-based saliency score is high in the two strawberries and the edges of the bowl. 
Therefore, DCT coefficients are indeed good features to conclude whether a region is 
a salient part of an image.   

There is another advantage for using DCT coefficients in saliency detection. Since 
the DCT has a fast algorithm, the computation loading is much less than that of the 
original CA approach.  

3.2 Superpixel Based Segmentation 

In addition to DCT coefficients, we also adopt superpixels for saliency detection. A 
superpixel is a perceptually meaningful atomic region [17]. It is a combination of 
several pixels and the color and the intensity are consistent within a superpixel. An 
example of the superpixel can be seen from Fig. 3(b). Note that the edges of objects 
match the boundaries of several superpixels.  

There are two advantages of using superpixels for saliency detection. First, since 
the number of superpixels is much less than that of pixels, the computation complexi-
ty can be reduced. Moreover, with superpixels, a better image segmentation result can 
be achieved, which is helpful for constructing a more accurate saliency map.  

In the proposed algorithm, the input image into N SLIC superpixels using the me-
thod in [17]. Then, a superpixel graph is constructed to replace the rigid structure of 
the pixel grid. Then, the spectral clustering technique is used to cluster superpixels 
into C clusters or R non-split regions, as in Fig. 3(c). Finally, a region merging 
process, which is called boundary-focused region merging, is performed to merge 
smaller regions into L larger regions, as the example in Fig. 3(d).    

For the spectral clustering process, we use the implementation of [18]. Each super-
pixel is represented as a 5-D vector in Labxy space. For the region merging process, 
we use a proposed boundary-focused region merging algorithm, which is to compute 
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the difference between adjacent regions and merge the adjacent regions whose differ-
ence is smaller than a threshold T. The difference measure between two adjacent re-
gions is not computed by mean colors of regions. Instead, only the colors of the  
superpixels on the adjacent boundaries are computed.  

 

Fig. 3. Using superpixels to segment an image into several regions. (a) Original image. (b) The 
SLIC superpixels of the input image. (c) The segmentation result after spectral clustering in the 
5-D space. (d) The segmentation result after boundary-focused region merging. 

For two superpixels k and h belonging to different regions, their distance Ek,h is  
defined as 

 ( ) ( ) ( )2 2 2

,k h k h k h k hE l l a a b b= − + − + −  (2) 

where (lk, ak, bk) and (lh, ah, bh) are the mean color values of superpixels k and h in the 
Lab color space. Then, the difference measure D between two adjacent regions Ri and 
Rj is defined as 
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where Adj(i, j) is the set of distances between the superpixels on the adjacent bounda-
ries of Ri and Rj, and |Adj(i, j)| is the number of Adj(i, j). It means that, when deter-
mining whether two regions should be merged, we consider only the color difference 
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of the superpixels on the adjacent boundaries. After applying superpixel-based seg-
mentation with different clustering numbers, we obtain a coarse scale segmentation 
result and a fine scale segmentation result. Then, the border measurement is applied to 
the coarse scale segmentation result and the boundary scoring is applied to the fine 
scale segmentation result, as in Fig. 1.  

3.3 Border Measurement and Boundary Scoring 

As most state-of-the-art saliency detection methods, we make an assumption that the 
regions in the center of an image are more important than those near the image bor-
der. Therefore, after performing image segmentation using superpixels, we calculate 
the value of border(i) for each region of the coarse scale segmentation result:   

 ( ) ( )1

2( )

B i
border i

H W
=

×
     

where B1(i) means that in region i there are B1(i) pixels on the image border. H and W 
are the height and the width of the image. Then, the border measurement based sa-
liency value is defined as: 

 ( ) exp( 2 ( ))BMS i border i= − ⋅ . (4) 

The exponential function is applied because the value of SBM(i) should be smaller if 
the boundary of a region highly overlaps with the image border.   

Then, we calculate boundary scoring for each region of the fine scale segmentation 
result. First, the DCT-based saliency score in (1) is converted into the following form:   

  ( ) ( )1 , DCTS m n S j=   (5) 

if the pixel (m, n) is in the jth 8×8 block of the image. Then, the boundary scoring of 
each region is defined as the average value of S1[m, n] on the region boundary. That 
is, for region i, the boundary scoring based saliency value is determined from            

 ( ) ( )1
( , )

1
,

i

BS
m n Bi

S i S m n
B ∈

=    (6) 

where Bi denotes the boundary of region i and |Bi| is the number of pixels of Bi. It 
means that a region is more salient if it has higher DCT-based saliency scores on its 
boundary.  

3.4 Precision-Enhanced Integration 

From the processes in Sections 3.1, 3.2, and 3.3, two saliency values are calculated in 
our framework. One is the border measurement based saliency value, SBM (defined in 
(4)). The other one is the boundary scoring based saliency value, SBS (defined in (6)). 
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Then, we use a precision-enhanced integration method to define the final saliency 
map S from the two saliency values: 

 [ ]BS BS BMS N S S S= + ×  (7) 

where N is a normalizing factor used for making the value of S in the range of [0, 1]. 
Note that, in (7), SBS (related to DCT coefficients) and SBM (related to border mea-
surement) are both used for determining the saliency score and SBS plays a more im-
portant role than SBM, since SBS has higher precision when only one saliency value is 
used. We first choose SBS as a basic map. Then, the product of SBS and SBM is used to 
enhance the intersection area of two saliency maps. Theoretically, applying the inter-
section can reduce the area of salient regions but increase accuracy, since the proba-
bility that the values of SBS and SBM for a non-salient part are both high is very low.  

4 Simulation Results 

4.1 Database 

In our simulations, we used the publicly available database provided by Achanta et al. 
[11], which consists of 1000 images from the MSRA dataset together with the ground 
truth for each image. The ground truths are binary masks obtained by drawing the 
contour of the salient object manually. This database is widely used in saliency detec-
tion simulations, since the number of images is sufficiently large and well-defined 
human-marked ground truths are included. 

4.2 Precision, Recall, and F-measure 

The proposed algorithm is compared with 11 state-of-the-art saliency detection me-
thods: Itti et al (IT) [19], fuzzy growing (MZ) [20], graph-based visual saliency 
(GBV) [21], spectral residual (SR) [22], Achanta et al (AC) [23], context-aware (CA) 
[16], frequency-tuned (FT) [11], Zhai et al (LC) [24], histogram contrast (HC), region 
contrast (RC) (both were proposed by Cheng et al. [12]), and the saliency filter (SF) 
[15]. We use precision and recall to measure the performance where 

 
1 2

,              TP TPprecision recall
N N

= = , (8) 

N1 is the number of pixels in the detected salient region, N2 is the number of pixels in 
the salient region of the ground truth, and TP (true positive) is the number of pixels of 
the intersection of the detected salient region and the salient region in the ground 
truth. A higher precision rate means that fewer pixels in the non-salient part of the 
ground truth are misidentified to be in the salient region. A higher recall rate means 
that more pixels in the saliency part of the ground truth are correctly identified to be 
in the saliency part by the saliency detection algorithm.   

A higher recall rate can be achieved using a lower threshold, but the precision  
is then reduced, and vice-versa. In order to generate a fair comparison result, we  
binarized the saliency maps at a threshold Tf where Tf was varied from 0 to 255.  
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Then, he precision-and-recall curve was generated by computing the precision rate 
and the recall rate for each Tf.                   

In Fig. 4, the precision-and-recall curves of the proposed algorithm and 11 existing sa-
liency detection methods are shown. From Fig. 4, it can be seen clearly that our proposed 
algorithm outperforms other 11 methods. The result shows that the proposed algorithm 
indeed has a very good performance for detecting the salient regions of images.  

Similarly to the works of [11][12][15], we also adopted a weighted harmonic mean 
measure, which is called the F-measure, to compare the performance. It computes the 
precision and recall rates based on a binarized saliency map and uses the image-
dependent adaptive threshold Ta proposed by [11] for the thresholding procedure, 
which is defined as 
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where W and H are the width and height of an image, respectively. This value is twice 
of the mean saliency of the image. The F-measure is defined as 
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As in [11][12][15], we set β2 = 0.3.                  
In Fig. 5, we show the precision rates, the recall rates, and the F-measures of the 

proposed algorithm and 11 existing algorithms. We also use the 1000 image database 
provided by Achanta et al. [11]. From Fig. 5, the proposed algorithm still outperforms 
all of the existing methods when the F-measure is compared. 

4.3 MAE and MSE 

In [15], another comparison method was introduced. It evaluates the mean absolute 
error (MAE) between the continuous saliency maps S (the values range from 0 to 1) 
and the binary ground truth GT (the values are either 0 or 1) and is defined as 
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1
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×   (11) 

where W and H are the width and height of an image, respectively. 
Moreover, to emphasize the larger error case, we also used another well-known 

measurement, the mean square error (MSE), to measure the performance 
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In Fig. 6, we show the MAEs and the MSEs of 11 existing saliency detection me-
thods and the proposed algorithm (denoted by OURS). From Fig. 6, one can see that 
the MAE and the MSE of proposed algorithm are much lower than other methods. It 
proves that the proposed algorithm has very accurate saliency detection results.  
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Fig. 4. Precision-and-recall curves of existing saliency detection methods and our proposed 
algorithm (OURS) when using the database provided by [11]. It can be seen that the proposed 
algorithm outperforms ALL of the existing methods for saliency detection. 

 

Fig. 5. Precisions, recalls, and F-measures for the existing saliency detection methods and the 
proposed algorithm (OURS) when using the image-dependent adaptive threshold Ta proposed 
by [11] 

4.4 Analysis 

The proposed saliency detection algorithm adopts two important concepts: color con-
trast and boundary information. With the DCT coefficient method proposed in Sec-
tion 3.1, the color contrast can be measured in a more precise way. With the  
segmentation algorithm based on superpixels described in Section 3.2, the boundary  
information can be extracted in a more accurate way. Therefore, using the proposed 
techniques of DCT-based color contrast and superpixel-based segmentation, more 
accurate saliency detection results can be achieved.  
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4.5 Visual Comparison 

Visual comparisons of the saliency map detection results are shown in Fig. 7. Here, 
the methods for comparison are the CA method [16], the RC approach [12] and the 
SF method [15]. It can be seen that our proposed method performs even better than 
these state-of-the-art saliency map detection methods. 

5 Conclusion 

In this paper, a very accurate saliency detection framework is proposed. We adopt two 
novel techniques, DCT-based color contrast and superpixel-based segmentation. A 
block-wise saliency map is first generated using the DCT-based color contrast. Then, 
by employing the superpixel-based segmentation with the border measurement and 
boundary scoring, we obtain two saliency values with full-resolution. Finally, the 
precision-enhanced integration method is applied to calculate the saliency score.              

We evaluated our proposed approach on the largest publicly available data set with 
a well-defined ground truth and compared our scheme with 11 state-of-the-art salien-
cy detection methods. Simulation results show that the proposed algorithm achieves 
the best performance for saliency map generation in terms of the precision rate, the 
recall rate, the F-measure, the MAE, and the MSE.                          
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