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Preface

TheFifth InternationalConferenceonNetworks&Communications (NETCOM-2013)

was held in Chennai, India, from December 27–28, 2013. NETCOM attracted many

local and international delegates, presenting a balanced mixture of intellect from the

East and from the West. The goal of this conference series is to bring together

researchers and practitioners from academia and industry and share cutting-edge

development in the field. The conference provided an excellent international forum

for sharingknowledge and results in theory,methodologyand applicationsofComputer

Networks and Data Communications. Authors were invited to contribute to the confer-

ence by submitting articles that illustrate research results, projects, survey work and

industrial experiences describing significant advances in areas focusing on computer

networks, network protocols, wireless networks, data communication technologies and

network security.

The NETCOM-2013 committees rigorously invited submissions for many

months from researchers, scientists, engineers, students and practitioners related

to the relevant themes and tracks of the conference. This effort guaranteed sub-

missions from an unparalleled number of internationally recognized top-level

researchers. All the submissions underwent a strenuous peer-review process

which comprised expert reviewers. These reviewers were selected from a talented

pool of Technical Committee members and external reviewers on the basis of their

expertise. The papers were then reviewed based on their contributions, technical

content, originality and clarity. The entire process, which includes the submission,

review and acceptance processes, was done electronically. Extended versions of

selected papers from the conference will be invited for publication in several

international journals. All these efforts undertaken by the Organizing and Technical

Committees led to an exciting, rich and a high quality technical conference pro-

gram, which featured high-impact presentations for all attendees to enjoy, appreci-

ate and expand their expertise in the latest developments in various research areas

of Computer Networks and Data Communications. In closing, NETCOM-2013

brought together researchers, scientists, engineers, students and practitioners to

exchange and share their experiences, new ideas and research results in all aspects

of the main workshop themes and tracks, and to discuss the practical challenges
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encountered and the solutions adopted. We would like to thank the General and

Program Chairs, organization staff, the members of the Technical Program Com-

mittees and external reviewers for their excellent and tireless work. We sincerely

wish that all attendees benefited scientifically from the conference and wish them

every success in their research.

It is the humble wish of the conference organizers that the professional dialogue

among the researchers, scientists, engineers, students and educators continues

beyond the event and that the friendships and collaborations forged will linger

and prosper for many years to come.

Jackson, MS, USA Natarajan Meghanathan

Melbourne, VIC, Australia Dhinaharan Nagamalai

Storrs, CT, USA Sanguthevar Rajasekaran
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Chapter 1

An Evaluation of EpiChord in OverSim

Jamie Furness, Farida Chowdhury, and Mario Kolberg

Abstract EpiChord is a Distributed Hash Table (DHT) algorithm which supports

data storage/retrieval in large scale distributed systems. It removes the typical

O(logn)-state-per-node restriction imposed by the majority of other DHT topolo-

gies by employing a reactive routing state maintenance strategy that amortizes

network maintenance costs into lookup queries. Under ideal condition, EpiChord’s

lookup performance can approach O(1) hops – with maintenance costs comparable

to traditional multi-hop DHTs. This paper presents an implementation of EpiChord

in OverSim, and validates the performance of our model against the performance

reported in the original EpiChord paper. We also present some adjustments to the

algorithm to remove a discrepancy and then compare our modified results with the

original ones. Finally, we present additional results showing the EpiChord algo-

rithm is stable over time and performs well for larger networks.

1.1 Introduction

Distributed Hash Tables (DHTs) [1] supported Peer-to-Peer (P2P) applications are

an ideal substrate for building large scale distributed systems because they are self-

organizing, adaptable and scalable and offer efficient routing between nodes within

a bounded number of hops. EpiChord [2] is a DHT lookup algorithm which

demonstrates that node state restrictions can be relaxed which were imposed by

the majority of other DHT algorithms by using a reactive routing state maintenance

strategy. Nodes piggyback additional network information on lookup queries to

keep their routing state up-to-date. This makes EpiChord ideally suited to large

scale environments. This paper discusses an implementation [3] of EpiChord within

J. Furness • F. Chowdhury (*) • M. Kolberg
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the OverSim Simulator [4]. The model is validated against the original EpiChord

paper. Specifically, the contributions of the paper are as follows:

• An independent evaluation of EpiChord, by comparing results from our simu-

lation model to the results presented in the original EpiChord paper.

• Performance evaluation in multiple scenarios, defined in the original paper,

which test both the routing and maintenance algorithms of the model.

• Amendments to the original model together with a comparison of the results

obtained from our model against the corrected results from the original model.

• Performance evaluation of EpiChord in larger networks and for longer

simulations.

• A freely available EpiChord model in OverSim.

• A review of available simulators.

The original implementation of EpiChord was a model for the SSFNet simula-

tion framework [5] which is not publicly available. The authors are not aware of

other EpiChord models which are publicly available. In other work [6] we have

validated the models for both Chord and Pastry in OverSim.

The remainder of the paper is structured as follows: Sect. 1.2 discusses related

work, Sect. 1.3 provides an overview of the EpiChord DHT algorithm, Sect. 1.4

compares network simulators, Sect. 1.5 discusses implementation details of the

EpiChord model in OverSim, Sect. 1.6 presents an evaluation of results after

changes to the original EpiChord model. Section 1.7 presents validating results

from our EpiChord model as well as results demonstrating EpiChord’s scalability.

Section 1.8 concludes this paper.

1.2 Related Work

A large number of multi-hop structured Peer-to-Peer (P2P) algorithms have been

proposed [1]. These algorithms are characterized by O(log N) hop count. Because

each overlay hop translates to potentially many hops in the underlying network, multi-

hop overlays have a relatively poor latency characteristic for connecting large numbers

of peers. Consequently, systems have been developed to trade-off latency for larger

routing tables. However these designs lead to increased network traffic for managing

the larger routing tables. Thus efficient overlay maintenance in O(1)-hop (one-hop)

overlays is an important research question. Two techniques have emerged [1] for

maintaining routing tables in overlays: active stabilization where peers have fixed

communication tomaintain a target routing table accuracy, and opportunistic updating

where routing table maintenance depends on lookup load and available bandwidth.

An example of an active stabilization algorithm is EDRA (Event Detection and

Reporting Algorithm) used in the D1HT one-hop overlay [7]. EDRA has been

proposed to give reasonable message rate for high levels of routing table accuracy.

For example, D1HT has up to an order magnitude lower maintenance bandwidth

usage compared to the OneHop [8], another active stabilization one-hop overlay.
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EDRA* [9] offers some improvements over EDRA. Examples of opportunistic

overlay maintenance include EpiChord [2] (used in this paper) and Accordion [10].

Kelips [11] is a O(1)-hop overlay which uses an epidemic multicast protocol for

exchanging overlay membership and other soft state between nodes. Such a proto-

col consists of two sub-protocols: a multicast data dissemination protocol and a

gossip protocol to exchange message history for reliability purposes.

Accordion [10] is a variable hop overlay, in which a peer limits its routing table

update message level based on its available bandwidth. During periods of low

bandwidth, routing table accuracy can approach that of multi-hop overlays while

for higher bandwidth, routing table accuracy reaches one-hop. Accordion uses recur-

sive parallel lookups so as to maintain fresh routing table entries in its neighborhood

of the overlay and reduce the probability of timeout. Note that recursive parallel

lookups create more load on the target peer compared to iterative parallel lookups.

1.3 EpiChord Background

EpiChord [2] is a DHT algorithm which can achieve one-hop lookup performance

under lookup intensive workloads, and at worst case O(log2(N)) hop, as offered in

many multi-hop networks. As the name suggests, EpiChord is based on the Chord

DHT [12]. Like Chord, EpiChord is organized in a one-dimensional circular address

space where each node is assigned a unique node identifier. The node responsible for

a key is the node whose identifier most closely follows the key. In addition to

maintaining a list of k succeeding nodes, EpiChord also maintains a list of the

k preceding nodes. Instead of maintaining a finger table, as in Chord, EpiChord

maintains a cache of nodes. Nodes update their cache by observing lookup traffic,

and add an entry anytime they learn of a node not already in the cache. Nodes in the

cache each have a timeout, resulting in stale nodes being removed.

In general terms EpiChord can be thought of as Chord with a cache of extra node

addresses. As such the routing algorithm is similar to that in Chord. With a well

populated cache this results in lookup performance of one hop. Under high churn

the performance drops to that of Chord, O(log2(N)) hops in the worst case.

1.3.1 Lookup Algorithm

EpiChord uses an iterative lookup algorithm, as it avoids sending redundant queries

when using parallel requests. It also allows the querying node to receive all

information related to the query path, and hence updates its cache with new entries.

To lookup a data item with the key id, a node will initiate p queries in parallel – to

the node immediate succeeding id and to the p�1 nodes preceding id. When

queried, a node will respond as follows (l and p are both system parameters):

• If it owns id, it will return the value associated with id, and information on its

predecessor and successor.
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• If it is a predecessor of id relative to the querying node, it will provide informa-

tion about its successor and the l best next hops towards the destination.
• If it is a successor of id relative to the querying node, it will provide information

on its predecessor and the l best next hops towards the destination.

When a reply is received, further queries are dispatched in parallel if the

querying node learns about any node closer to the target id than the best successor

and predecessor nodes that have already responded.

1.3.2 Cache Invariant

To guarantee worst case lookup performance of O(log2(N)) each node divides the

address space into two sets of exponentially smaller slices, as seen in Fig. 1.1. Each

node maintains their cache such that every slice contains at least j
1�γ cache entries at

all times, where j is a network parameter and γ is a local estimate of the probability

that a cache entry is out-of-date. Nodes periodically check their cache slices to

ensure that there are sufficient unexpired cache entries. To calculate γ, each node

keeps track of np, the number of messages sent, and nt, the number of messages

which timed out. γ is calculated using nt / np. In addition, np and nt are periodically
(when the cache is flushed) multiplied by a network parameter δ to obtain expo-

nentially weighted moving averages.

1.3.3 Routing Table Updates

Each node periodically probes their immediate neighbours to ensure that they are

still alive. The delay between these stabilization attempts is calculated based on the

observed lifetime of nodes in the finger cache. For this reason the finger cache also

Fig. 1.1 Example of slicing

of address space for N8
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contains a map of dead nodes, and the observed lifetime is calculated by taking the

time between first learning of the node (sstart) until learning of its death (send). The
observed lifetime for each dead node is averaged, and the obtained estimate is then

multiplied by the lifetime estimate multiplier, ω, to calculate when the next

stabilization attempt should be scheduled.

s ¼
P

send � sstart
n

: ω ð1:1Þ

In case where the sample size, n, is less than 5, the stabilization interval is simply

set to the network parameter s.
With active propagation, nodes will inform their neighbours of any detected

changes in the successor or predecessor lists as soon as they happen, rather than

waiting for the next stabilization attempt. This increases the maintenance band-

width when under high churn, however also results in more accurate successor and

predecessor lists, and hence fewer false-negatives.

If a node has an outdated view of the local key space that they are responsible

for, they may fail to respond correctly to all queries. By including their believed

predecessor and successor in the query response, the querying node can either make

a step towards the destination or, if the believed predecessor does not respond,

determine that the responsible node is dead. This false-negative detection allows

the querying node to resolve the lookup correctly. If a false-negative is detected, the

querying node will immediately inform the new responsible node that their prede-

cessor has failed and now they should be responsible for the requested key.

1.4 Review of Simulators

Before deciding on OverSim, a detailed review of other available and active P2P

network simulators was carried out. A summary of these tools is provided in

Table 1.1.

PeerSim [13] is written in Java. Its main focus is to provide high scalability and

can handle a network of up to 106 nodes. However, this scalability comes at the cost

of not including a model of the behavior of the underlying communication network,

e.g. TCP/IP stack and latencies.

P2PSim [14] is a discrete event simulator for P2P overlays written in C++. It

supports Chord, Accordion, Koorde, Kelips, Tapestry, andKademlia. However, these

implementations are specific to P2PSim and do notmodel all features of the protocols.

P2PSim has been simulated with up to 3,000 nodes using the Chord implementation.

This simulator is largely undocumented and therefore hard to extend.

Overlay Weaver [15] is a toolkit for P2P Overlays written in Java. It has been

tested with tens of thousands of nodes (their website quotes 300,000). Chord,

Kademlia, Pastry, Tapestry and Koorde are available. The simulations have to be

run in real-time environments and there is no statistical output which makes its use

very limited.
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PlanetSim [16] is a discrete event simulation framework for both structured and

unstructured overlays, written in Java. It has a modular, well-structured architecture

and services can be re-used for other overlays. Chord and Symphony models exist

and can consist of up to 100,000 nodes. However, it provides rather limited support

to collect statistics. It also has a very simplified underlying network layer without

any consideration of bandwidth and latency costs.

NS2 [17] is a discrete-event simulator that provides substantial support for

simulation of lower layer protocols. Only one P2P protocol, Gnutella, is available

in NS2. Simulations in NS2 are constructed using C++ and OTcl. It is mostly used

for small networks and is generally unsuitable for large scale P2P overlay networks.

SSFNet [5] is a discrete-event simulation framework written in Java and C++.

This framework is built on the Scalable Simulation Framework (SSF) and uses the

Domain Modeling Language (DML) to configure networks. Chord and EpiChord

have been implemented in SSFNet. There is a claim that SSFNet manages to run

models with 33,000 nodes, however, the authors of the original EpiChord paper [2]

and ourselves could not simulate networks with more than 10 k nodes.

OverSim [4] is an open-source P2P simulation framework for the OMNeT++

simulation environment. It provides a generic lookup mechanism and an RPC

interface to facilitate additional protocol implementations. It allows large-scale

simulations of simplified networks as well as complex heterogeneous underlay

networks. Several P2P algorithms such as Chord, Kademlia, Bamboo, Broose,

Koorde, NICE, NTree, Pastry, and GIA have been implemented in OverSim.

Models can scale to over 100,000 nodes. More comprehensive surveys of P2P

network simulators can be found in [18, 19].

PeerfactSim.Kom [20] is a discrete event based P2P simulator environment. Its

focus is on being extendable and on large scale network models. This simulator

offers the potential to model different types of peer-to-peer systems including

distributed CDNs, streaming applications and overlay systems. It comes with a

built-in churn generator. The simulator includes models of lower layers but does not

yet include TCP.

Table 1.1 A comparison of available active P2P simulators

Simulator P2P protocols Network size Language

PeerSim Collection of internally developed P2P

models

>106 Java

P2PSim Chord, Accordion, Koorde, Kelips,

Tapestry, Kademlia

3,000 C++

Overlay weaver Chord, Kademlia, Koorde, Pastry,

Tapestry and FRT-Chord

Tens of thousand Java

PlanetSim Chord, Symphony 100,000 Java

NS2 Gnutella N/A C++/OTcl

SSFNet Chord, EpiChord 33,000 Java/C++/DML

OverSim Chord, Kademlia, Pastry, Bamboo,

Broose, Gia

100,000 C++

PeerfactSim.Kom CAN, Chord, Kademlia, Gia, C-DHT,

Gnutella 0.4/0.6, Pastry

50,000 Java

D-P2P-Sim+ Chord 400,000 Java
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D-P2P-Sim+ [21] is a distributed simulation environment which employs multi-

threading, asynchronous message passing and distributed environment with graph-

ical user interface. There is little information on this simulator besides a short paper

and poster. These report simulated network sizes of up to 400,000 nodes. It seems

the only implemented overlay algorithm is Chord. However, the system is extend-

ible and other algorithms could be implemented. Multiple computers running the

simulator may be interconnected to achieve larger simulated network sizes.

Based on this study OverSim was selected for our experimentation due to its

flexibility with respect to underlay characteristics and possible high scalability.

1.5 OverSim Implementation

OverSim [4] is designed as a modular simulation framework, with many common

overlay features implemented as part of a generic base overlay class. OverSim

provides message passing using Remote Procedure Calls (RPC), and supports both

iterative and recursive routing. Applications within OverSim are split into multiple

tiers, allowing an application to sit on-top of another application. These applica-

tions are implemented as modules and interface with overlays through the

Key-Based Routing (KBR) API [22], which represents basic capabilities common

to all structured overlays. As mentioned above, OverSim provides a number of

different network models, for both structured and unstructured overlays. The

OverSim architecture is illustrated in Fig. 1.2.

At the lower layer OverSim provides multiple underlay models to allow for

inclusion of specific underlay characteristics in the simulation (at a cost of scal-

ability), or underlay abstraction for increased scalability. Using the simple model,

data packets are sent directly from one node to another by using a global routing

table. The INET underlay model includes simulation models for all network layers.

The single host underlay allows for simulation of a single node, connected to other

OverSim instances over a real network.

Below we discuss some alterations which we made to the original EpiChord

protocol when implementing it as an OverSim module.

1.5.1 Node Join Protocol

In the original EpiChord algorithm, upon receipt of a join request a node will

instantly update their predecessor list and finger cache to include the joining node.

In our implementation we found this was occasionally causing messages to be

routed to nodes who are still in the process of joining, and not yet ready to correctly

handle requests. To solve this issue we implemented a three-way handshake. In our

implementation the joining node will send a final acknowledgment when they are

ready to handle requests, indicating they can now be safely added as a predecessor.
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1.5.2 Lookup Algorithm

The OverSim framework provides modules for iterative and recursive routing, as

can be seen in Fig. 1.2, with support for parallelism. While this makes implemen-

tation of many overlays easier and reduces duplicated code, only certain parts of the

module can be easily overridden. This was a problem for EpiChord, primarily due

to the non-linear order in which nodes are to be queried, and EpiChord’s ability to

check for false negative responses. To implement these features we had to make

changes to the iterative routing module, allowing us to override additional parts of

the module with code specific to EpiChord.

1.6 Results: Changes to the Original Model

1.6.1 Application Layer Lookups

In the original EpiChord model all lookup types (JOIN, MAINTENANCE, and

APPLICATION) are included when calculating results. The KBRTestApp in

OverSim only includes lookups it has initiated (APPLICATION) in the results.

We feel this is actually a more useful metric for anyone wishing to build on-top of

Fig. 1.2 OverSim

architecture
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EpiChord, so we instead recalculated the results from the original model using only

APPLICATION lookups. A comparison of the average path lengths can be seen in

Fig. 1.3; the other metrics remained unchanged.

In [23], authors proposed two generic classes of workloads: lookup intensive and
churn intensive. These metrics were adopted by the EpiChord authors for experi-

mentation. For the purposes of validating ourmodel, we also adopt these twometrics.

In the lookup intensive workload, node lifetimes are exponentially distributed with a

mean of 10 min, and each node performs lookups on average every 0.5 s. In this

scenario the background maintenance traffic is negligible compared to the active

lookup rate. In the churn intensive workload, node lifetimes are again exponentially

distributed with a mean of 10 min, however this time each node only performs

lookups on average every 100 s. In this scenario the lookup rate is so low, most of

the lookups captured are lookups arising from node joins and cache maintenance.

Figure 1.3 shows the average path length remains unchanged for the lookup
intensive workload. This is to be expected, as the lookup intensive workload is

dominated by APPLICATION lookups. In the churn intensive workload we see a

rise in average hop count as the network size increases; this is because the result

was originally dominated by JOIN and MAINTENANCE lookups, which tend to be

for closer keys.

1.6.2 Fixing p

In the source of the original model we encountered a minor mistake,1 which, in

many cases, resulted in p + 1 parallel requests being generated – rather than the

Fig. 1.3 Comparison of average path length with APPLICATION lookups only versus all lookup

1When receiving a timeout or negative response, further queries are dispatched while pending
<¼ pmax, resulting in pmax + 1 pending queries.
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supposed maximum of p. Results comparing the average path lengths and success

rates when p ¼ 1 can be seen in Fig. 1.4.

From these results we observe a rise in average path length, and a small decline

in lookup success rate, for both workloads. We also observe a drop in the size of

nodes cache tables, which increases with the network size. This is to be expected, as

fewer queries are dispatched and hence fewer new nodes are discovered.

1.7 OverSim Results

To match the original scenarios, lookups were performed throughout the entire

simulation, with measurements taken from the very beginning. OverSim, by

default, only starts performing lookups and recording measurements once the

network has reached the desired size, however this is configurable in the settings.

Fig. 1.4 Average path length and success rate with fixed p
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An overview of the simulation parameters can be found in Table 1.2. When we

refer to results from the original model, we refer to the results generated after taking

the changes in Sect. 1.6 into account. All results are averages of 5 simulation runs.

1.7.1 Finger Cache State

During simulation we measure the average finger cache size for each node, as well

as the average accuracy of each node’s finger cache. The accuracy is a measure of

how many nodes in the finger cache are actually still active within the network.

We observe an average finger cache accuracy of 87% across all network sizes and

both scenarios – almost identical to that of 87.5 % reported in the original paper.

As expected the finger cache size observed in the lookup intensive workload is

much larger than that in the churn intensive workload, due to the extra node

information received within lookup messages. The observed finger cache size for

varying network sizes under a lookup intensive workload and churn intensive

workload can be seen in Fig. 1.5.

1.7.2 Lookup Success Rate

Every lookup performed can be classified into one of four categories:

• Success: The node responsible for the requested key responds positively.

• Failure: No positive response received and no more viable candidates, or

reached the maximum hop/time limit

• False-positive: A node has responded positively but is not responsible for the

requested key.

Table 1.2 OverSim

simulation parameters
Description Lookup intensive Churn intensive

Lookup interval 0.5 s 100 s

Network size {600, . . ., 2,000} {600, . . ., 2,000}

Lifetime mean 600 s 600 s

Stabilize delay 60 s 60 s

Cache TTL 120 s 120 s

Cache flush delay 20 s 20 s

Cache check multiplier 3 3

Measurement time 3,000 s 3,000 s

Neighbour list size 4 4

Redundant nodes, l 3 3

Parallelism, p 1, 3, 5 1, 3, 5

Required nodes/slice, j 2 2

Lifetime multiplier, ω 0.5 0.5

Slice multiplier, δ 0.5 0.5
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• False-negative: A node did not respond positively but should be responsible for

the requested key.

By using false-negative detection, described in Sect. 1.3.3, nodes can detect and

handle false-negatives; ultimately they are treated as successful lookups.

The observed success rate for both lookup intensive and churn intensive work-

loads is shown in Fig. 1.6. Here we use column diagram to show the success rate for

p-way parallel queries ( p ¼ 1, 3, 5) for different network sizes up to 2,000 nodes.

As shown in Fig. 1.6, the lookup success rate is marginally higher for lookup

intensive workload than for the churn intensive workload. This is expected as under

the lookup intensive workload, the larger number of lookups helps to keep the

routing state up-to-date whereas for the churn intensive workload, the information

propagation rate is lower. Increasing parallelism has only a very slight effect on the

success rate. It appears that the lookup improvement is not worth the extra cost of

the parallel lookups. The success rates for p ¼ 5 is marginally lower than for p ¼ 3.

Fig. 1.5 Cache composition for p-way EpiChord under lookup intensive and churn intensive

workload
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This rather counter intuitive behavior has also been observed in the original paper

and is due to the 5-way network generating fewer cache-refreshing lookups than a

3-way EpiChord network.

1.7.3 Lookup Path Length

For each successful lookup performed we also measure the path length – the

number of hops taken to find the final destination. Figure 1.7 shows the observed

path length for both lookup intensive and churn intensive workloads. We observe

Fig. 1.6 Comparison of success rate for p-way EpiChord for varying network sizes under lookup

intensive and churn intensive workload
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that in the lookup intensive workload, the hop count varies from 1.1 to 1.4 in both

3-way and 5-way EpiChord networks, which signifies that each node has almost

complete routing table information and thus allows passing messages nearly in one

hop. On the other hand, the hop count varies from 2.8 to 3 under churn intensive

workloads with fewer lookups which also satisfies the O(log n)-hop lookup perfor-

mance as depicted in the original paper. Again, the results suggest that an increased

level of parallelism in the lookups only marginally improves the hop count, whereas

Fig. 1.7 Comparison of lookup path length for p-way EpiChord for varying network sizes under

churn intensive and Lookup intensive workload
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the increased number of lookups issued in the lookup intensive workload has a

much more pronounced positive effect.

1.7.4 Stability and Scalability

We measured the stability of the EpiChord model in OverSim. Figure 1.8a shows

the measurement phase vs. success ratio graph for p ¼ 1, 3, 5. In OverSim, during

the measurement phase, the statistics are collected. Our model has been tested up

Fig. 1.8 (a) Success ratio of EpiChord for varying measurement times for p ¼ 1, 3, 5 demon-

strating the stability of the model; (b) Average success ratio of EpiChord for networks with 5,000–

20,000 nodes
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to 100,000 s and demonstrates that the model is stable after an initial period of

between 10,000 s (for p ¼ 1) and 20,000 (for p ¼ 3, 5). EpiChord also has been

tested for scalability in terms of network size for scenarios with 5,000–20,000

nodes. Figure 1.8b shows the results for lookup success ratio for different network

sizes. This set of results means that the network size does not affect the

success rate of EpiChord. As before, p only improves the performance in a rather

minor way.

1.8 Conclusion

This paper presented our OverSim EpiChord model, and validated it by comparing

our results against the performance of the original EpiChord model. The results for

our model closely match those from the original model, supporting the claim that

our model is a valid implementation of the EpiChord algorithm. We have then

presented amendments to the model and investigated the effects on the performance

of the model. Furthermore we have shown that EpiChord and our model in OverSim

is stable over an extended period of time. We have also demonstrated that EpiChord

achieves excellent results for larger networks. EpiChord’s performance is strongly

influenced by the number of lookups issued by the nodes as routing table informa-

tion is attached to lookup return messages. Thus an increased number of lookup

message improve the performance of the network, whereas an increased level of

parallelism only marginally improves performance. Due to its excellent lookup

performance for large scale networks, EpiChord appears well suited to support

large distributed environments.

Separately, we have used this model to simulate the effect of different lookup

traffic setups, and high node churn to investigate EpiChord’s suitability for use in

mobile networks [24].
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Chapter 2

Enhanced Back-Off Technique for IEEE

802.15.4 WSN Standard

Aditi Vutukuri, Saayan Bhattacharya, Tushar Raj, Sridhar, and Geetha V

Abstract IEEE 802.15.4 is the standard for Low-rate Wireless Personal Area

Networks. The CSMA-CA algorithm used in the standard for channel contention

causes performance bottlenecks in certain scenarios. We have conducted a perfor-

mance evaluation of the back-off algorithm with the help of simulations on star

networks and identified two parameters which affect the performance of the

algorithm – macMinBE and macMaxBE. Further, we have also proposed an

enhanced algorithm which involves these two parameters and improves the perfor-

mance of the back-off algorithm.

2.1 Introduction

2.1.1 Wireless Sensor Networks

A wireless sensor network (WSN) consists of spatially distributed autonomous

sensors to monitor and sense physical and environmental conditions [1]. The

IEEE 802.15.4 standard aims to provide PHY and MAC layer specifications for

ultra low complexity, ultra low cost, ultra low power consumption, and low data

rate wireless connectivity among the devices that form a Wireless Personal Area

Network.
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2.1.2 CSMA-CA Mechanism

CSMA-CA is used by the network nodes to sense the channel and check whether it is

idle or not, before transmission of data [2]. Collisions and packet loss are the major

problems faced in such a wireless network. This is where the concept of back-off

becomes crucial. Back-off algorithm determines how much time should be spent

waiting before transmission, when the channel is busy or after collision. A nodewhich

backs off for unnecessarily long periods of time can severely hamper the throughput,

cause delay and greater energy consumption. Whereas a node which backs off too

soon, will perform as many more Clear Channel Assessments (CCAs), find the

channel to be still busy and eventually declare failure to transmit. Hence it is important

to choose the right method or algorithm for back-off to improve the performance.

The main factors of the back-off algorithm that affect the network efficiency are,

the range of the back-off exponent (BE) value, the number of times CCA is

performed before transmission, the strategy used to choose and modify the BE

value with every successful transmission or collision and the maximum number of

times that the node attempts to transmit a packet.

All devices under a personal area network (PAN) coordinator have their back-off

periods aligned with it such that every time a device wishes to transmit data it

locates the boundary of the next back-off period and waits for a random number of

back-off periods. If the channel is busy, following this random back-off, the device

waits for another random number of back-off periods before trying to access the

channel again. If it finds the channel to be free, then the device locates the next

available back-off boundary and transmits the packet. The CSMA-CA mechanism

is not used for acknowledgement and beacon frames.

2.1.3 Existing Variations of CSMA-CA Back-Off Mechanism

Several schemes and modifications have been suggested in order to improve the

performance of the standard in terms of throughput, delay, energy efficiency or

improving other quality of service attributes. Some of these modifications are

specifically for the CSMA-CA contention algorithm and focus on reducing time

delay between contentions, delays caused due to collisions and improving energy

efficiency of the algorithm.

The authors in [3] have proposed two schemes to improve the back-off algorithm

so as to better utilize CCAs which are rather energy intensive. Hence, these

mechanisms are used to adjust the BE value based on CCA results and packet

transmission and in turn also shift the back-off counters to reduce redundant back-

offs and CCAs.

In proposed delay mitigation algorithm based on priority [4], the key idea was to

reduce the default contention window (CW) value to one for high priority packet. It

makes channel access much easier for high priority packets as CCA is performed

only once, whereas low priority packets having CW ¼ 2 must perform CCA twice.

This algorithm greatly reduces delay of a high priority packet.
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The state transition back-off scheme in [5] attempts to address the issue of

unnecessarily long back-off periods, which reduces the energy efficiency of the

mobile stations. When a sensor node first has packet to send, it sets minBE to be

3. After successfully sending each packet, it decreases minBE by 1 until it is 1, if the

sensor node still has packet to send. Conversely, it increases minBE by 1, if the sensor

node has no data to send in two consecutive superframes, but minBE is limited to be 3.

The dynamic back-off scheme given in [6] proposes a memorized back-off

scheme (MBS) along with an exponential weighted moving average (EWMA)

approach for dynamic adjustment of the size of the contention window based on

the traffic load and the window sizes of the previous successful transmissions. The

algorithm outperforms IEEE 802.15.4 during heavy traffic. Though, the authors

have solved the problem of collisions due to heavy contention but have not

considered the effect of large back-off time between packets.

In the delayed back-off algorithm proposed in [7], different back-offs are

allotted to different nodes by the coordinator so as to avoid collision. This is

supposed to increase success probability since all the nodes are supposed to finish

back-off at different times. However, there is a need to perform 3 CCAs in order to

avoid collision between packets using the standard CSMA/CA algorithm and the

delayed back-off algorithm. CCA is an energy-intensive activity.

A novel QoS CSMA/CA based on a Gaussian back-off time was proposed in [8]

in which the characteristics of Gaussian random variable is changed after every

back-off. Further packets of different priorities are supported by maintaining

different Gaussian characteristics for each. This scheme is said to be easily adopt-

able without much change to the standard. However, if the appropriate Gaussian

characteristics are not selected, then the collision probability might increase.

We find that the main factors of the back-off algorithm that affect the network

efficiency are, the range of the BE value, the number of times CCA is performed

before transmission, the strategy used to choose and modify the BE value with

every successful transmission or collision and the maximum number of times that

the node attempts to transmit a packet. However there is no single modification that

is feasible and suitable for all scenarios. While some tackle the problem of collision

control, others address the problem of unnecessarily long delays between conten-

tions and yet others require support at the hardware level and are suitable for certain

types of applications.

2.2 Enhanced Algorithm

We have conducted a performance evaluation of the back-off algorithm with the

help of simulations on star networks and identified two parameters which affect the

performance of the algorithm – macMinBE and macMaxBE. Further, we have also

proposed an enhanced algorithm which involves these two parameters and

improves the performance of the back-off algorithm.
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2.2.1 Motivation

Wireless sensor networks are used in several critical time-bound applications,

where data from every node (mote) is crucial and the failure to receive data from

all nodes can cause severe performance loss or in certain cases potential damage.

Some of these applications include forest fire detection, sensing leaks in nuclear

reactors, biomedical sensing and other such fault intolerant applications. Our focus

has been on primarily such high data rate applications and a mechanism to mini-

mize loss of packets due to excessive contention and collision.

According to the IEEE 802.15.4 standard, the BE value is set to a value in the

range of two variables macMinBE and macMaxBE. The macMaxBE (henceforth

referred to as simply maxBE) value indicates the maximum value of the back-off

exponent BE. The macMinBE (henceforth referred to as simply minBE) value is the

minimum value of the back-off exponent. In order to enhance the performance of the

back-off algorithm, we suggest that these values be flexible and dynamic to changes.

Further, these values must be changed by keeping in mind the maximum number of

back-offs allowed for a particular packet. This value is decided by the

maxCSMABackoffs parameter. By default, this value is set to 5. Hence, the param-

eters must be changed such that the range of values for BE has exactly 5 values. It is

important that a different BE value be chosen in all the attempts by a node to send a

packet so that the probability of choosing a different wait time each time increases.

Changes to these parameters must be performed according to some agenda on

how to handle failures and successes in transmissions. Our agenda involves giving

priority to the failures in transmission. Nodes which face the problem of consecu-

tive failures in transmission, will choose a BE value from a range such that it needs

to spend lesser time backing off (waiting) and instead trying more often to get the

channel.

2.2.2 Suggested Changes

The following changes were proposed based on our analysis.

• Initially minBE is set at 2 and maxBE is set at 6 for every node.

• Following two consecutive failed transmissions for each node, minBE and

maxBE are both decremented by 1. This is so that any node with two consecutive

failed transmissions is allowed to contest for the channel more vigorously.

• Following two consecutive successful transmissions, the minBE and maxBE

values are incremented so that it contests for the channel less vigorously, thereby

allowing other nodes to successfully transmit their packets.

• The minimum limit for minBE is set at 1 and maximum value at 3(default value

in standard CSMA-CA). The minBE value is the first value BE assumes in order

to wait while attempting to transmit a packet. A wait is essential to keep the

collision probability under check. A minimum value of 1 is chosen so that in
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case of repeated failed transmissions, a node performs a short wait before

sending a packet. Similarly, an upper limit of minBE at 3 is put in place so

that if a node has been successful in its past few transmissions, its minBE does

not increase to a number such that it has to wait unnecessarily long periods to

transmit a packet. The limits on the maxBE value have been put accordingly so

that a node can have its BE value assume a different value each time it finds the

channel to be busy. Hence the minimum limit for maxBE value is set at 5 and

maximum limit at 7.

Figure 2.1 depicts the changes we have proposed in this algorithm.

2.2.3 Simulation Results

NS2 (Network Simulator 2) is a network simulation software that allows us to

design Wireless Sensor Networks and analyze the performance of the network. We

used the NS2 simulator to perform our experiments and modified the simulator’s

implementation of the CSMA-CA algorithm in order to observe the performance of

our enhanced algorithm (Table 2.1).

Our main intention with this scheme was to address the issue of the number of

packets dropped due to successive collisions. The standard uses the

maxCSMABackoffs parameter to determine the maximum number of retries

allowed for a packet. The following graph shows the number of packets that are

dropped on reaching maxCSMABackoffs.

Figure 2.2 shows how the number of packets dropped on reaching

maxCSMABackoffs varies for both the standard algorithm and the enhanced

algorithm as the number of nodes are increased. As seen, the number of packets

dropped is far lesser, by about 55.6 %, for our enhanced algorithm when compared

to the standard and this trend is observed for all the variations in the number

of nodes.

Start State
MinBE = 2
MaxBE = 6

MinBE = 3
MaxBE = 7

MinBE = 1

2 consecutive successful
transmissions

2 consecutive successful
transmissions

2 consecutive successful
transmissions

2 consecutive failed
transmissions

2 consecutive failed
transmissions

2 consecutive failed
transmissions

MaxBE = 5

Fig. 2.1 The proposed state transition based back-off algorithm
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The other network parameters used to test the performance of the enhanced

algorithm against the standard are end-to-end delay, throughput and the number of

packets sent.

Figure 2.3 shows the variation of end-to-end delay versus number of nodes.

End-to-end delay is calculated as the average amount of time the packets take to

reach from the sensor nodes to the PAN coordinator. As the number of nodes

increases the difference between the end-to-end delays of the standard algorithm

and the enhanced algorithm becomes more prominent. The enhanced algorithm

tends to exhibit lesser end-to-end delay compared to the standard algorithm in all

cases. The average decrease in the End-to-End delay is about 12 % when compared

to standard back-off algorithm.

Figure 2.4 shows how the number of sent packets vary for both the algorithms as

the number of nodes is increased. The dynamism and the flexibility in the enhanced

Table 2.1 Simulation

parameters – star

topology

Traffic type CBR traffic

Packet size 70 bytes

Data interval 0.6 s

Number of nodes 3–15

Routing type AODV

Topology Star topology

Antenna type Omni-directional antenna

Fig. 2.2 Number of packets dropped versus number of nodes
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Fig. 2.3 End-to-end delay (ms) versus number of nodes

Fig. 2.4 Number of sent packets versus number of nodes
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scheme are helpful in sending a greater number of packets in a limited time period.

We have observed an increase of 9.47 % on an average in the number of packets

sent using the enhanced algorithm.

Throughput is a direct measure of how many packets are received at the PAN

coordinator. Figure 2.5 indicates the performance of the algorithms in terms of

throughput. The throughput of the network is more when using the enhanced

scheme amounting to an increase 5.24 % when compared to the standard CSMA-

CA back-off algorithm, however, the receiving capability of the PAN coordinator

poses a limitation on the amount of packets received as the number of nodes is

increased.

2.3 Conclusion

The enhanced scheme effectively adjusts the range from which the BE value is

chosen keeping in mind the failures and successes in packet transmissions. The

proposed algorithm was, however, found to be more suitable for all high density

traffic in a wireless sensor network. In high-data rate scenarios, where nodes are

sending packets often, failure in transmission of packets is a common problem.

It reduces the end-to-end delay which helps in critical real time systems with time

bound performance requirements, for example, in a forest fire detection scenario, or

wild life monitoring scenarios. The throughput is also fairly high compared to the

CSMA-CA algorithm which signifies that the rate at which the sink receives the

data is also improving. We have observed a significant increase in the number of
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sent packets. The only limiting factor is the receiving capability of the sink.

Moreover we also observe a decrease in the number of packets dropped because

of exceeding the NB or number of back-offs. This shows that the channel conten-

tion itself is performing better in these scenarios than in CSMA-CA algorithms.

Future work in this area involves analyzing the energy efficiency of this algorithm

against the standard CSMA-CA algorithm.
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Chapter 3

Efficient Retransmission QoS-Aware MAC

Scheme in Wireless Sensor Networks

M. Kumaraswamy, K. Shaila, V. Tejaswi, K.R. Venugopal, S.S. Iyengar,

and L.M. Patnaik

Abstract In this paper, an Efficient Retransmission Random Access Protocol

(ERRAP) is designed that combines scheme of collision avoidance and energy

management for low-cost, short-range wireless radios and low-energy sensor nodes

applications. This protocol focuses on efficient Media Access Control (MAC)

schemes to provide autonomous Quality of Service (QoS) to the sensor nodes in

one-hop QoS retransmission group in WSNs where the source nodes do not have

receiver circuits. These sensor nodes can only transmit data to a destination node,

but cannot receive acknowledgement or control signals from the destination node.

The proposed scheme ERRAP provides QoS to the nodes which work indepen-

dently on predefined time by allowing them to transmit each packet an optimal

number of times within a given period. Our simulation results demonstrate the

superiority of ERRAP scheme which increases the delivery probability and reduces

the energy consumption.

3.1 Introduction

Wireless Sensor Networks (WSNs) consist of a large number of distributed nodes,

that combine automated sensing, embedded computing and wireless components

into tiny embedded devices. WSNs gather information or detect special events and

communicate in a wireless fashion. WSNs provide a wide range of potential
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applications like healthcare, environmental monitoring, battlefield monitoring,

remote sensing, industrial process control, surveillance and security etc. A typical

Wireless Sensor Network consists of one or few sink nodes and a large number of

data sensor nodes deployed, each source node generates data and transmits to the

sink through common communication channel. In general, such networks consists

of both transmitting and receiving circuits. However, in most applications the

devices generally collect data and transmit to the sink node. The communication

from sink node to source node is minimum. The receiver circuitry adds extra cost

and also consumes significant amount of energy during process. Thus by using

sensor data nodes with only transmitters, the device cost and the entire network

infrastructure cost can be reduced. These wireless sensor devices are equipped with

sensing, computation and wireless communication capabilities. Sensing tasks for

sensors devices could be temperature, light, sound, humidity, vibration, etc. Ran-

dom access scheme WSNs communication devices are low rate communication

protocol are designed for low cost, low data rate and low power WSNs devices.

Optimal retransmission is the process of sending packets to the sink multiple

number of times to achieve the maximum delivery probability. The efficient

retransmission in WSNs is mainly focused on QoS in terms of packet delivery

probability and energy efficiency.

In this paper, we consider WSNs that deals with QoS aware medium access

control scheme of one-hop QoS group that has low complexity, less power con-

sumption and optimum cost. Proposed scheme consists of network topology with

more number of source nodes which are distributed and decentralized in one-hop

communication range. In the present day environment every source node in a WSN

is equipped with only transmitter module. The receiver module is avoided, since

they consume more energy and are expensive due to the hardware complexity. The

throughput requirement are low because the source collects and transmits the data

to the sink. The sink node in the network has both transmitter and receiver and it

receives the data transmitted by the source nodes. There are a large number of

applications which use the above concept such as Smart Home Monitoring, Smart

Environment, Intelligent Transportation and Medical Monitoring.

Most of the medium access control protocol are like polling, CSMA, Automatic

Repeat Request (ARQ), collision avoidance/detection [1] and scheduled transmis-

sions [2] are not effective because they need the ACK to transmit the next packet.

Motivation In many application scenarios of sensor networks, sensor data must

be delivered to the sink node within time constraints. It is crucial to evaluate the

performance limits, such as maximum data delivery and energy consumption of

traffic loads under all conditions.

Hence, efficient retransmission, maximization of the packet delivery probability

and energy efficiency have to be considered in designing WSNs.

Contribution This paper presents, Efficient Retransmission Random Access

Protocol (ERRAP) provides QoS to the nodes using random access mode where

each node transmits data packet by selecting variable slot randomly for adaptive

data packet considering local environment. Nodes can only join the network

during random access periods. The time interval between random access periods
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could be small. So, in the proposed protocol, nodes randomly decide whether it

should retransmit to improve packet delivery depending on some pre-calculated

efficient retransmission probabilities. The sink node receives exactly one error-free

retransmission data packet without collision.

An analytical method to evaluate the maximum data delivery probability and

minimum energy consumption is proposed. We design an Efficient Retransmission

Random Access Protocol (ERRAP), is simple, lightweight, compatible with the

802.11b standard and provides maximum data delivery.

Organization The rest of the paper is structured as follows. Related works are

discussed briefly in Sect. 3.2. An overview of the Background is given in Sect. 3.3.

In Sect. 3.4 describes the Problem Definition, objectives and assumptions. Sec-

tion 3.5 presents the System Model. Mathematical Model is developed for the

One-Hop Retransmission in Sect. 3.6. Algorithm and Performance Evaluation are

presents in Sects. 3.7 and 3.8. Conclusions are contained in Sect. 3.9.

3.2 Related Work

Pai et al. [3] designed a novel adaptive retransmission algorithm to improve the

misclassification probability of distributed detection with error-correcting codes in

fault-tolerant classification system for Wireless Sensor Networks. The local deci-

sion of each sensor is based on its detection result. The detection result must be

transmitted to a fusion center to make a final decision.

Lu et al. [4] proposed a MAC layer cooperative retransmission mechanism and a

node can retransmit lost packets on behalf of its neighboring node. However,

although each lost packet can be recovered by a neighboring node, it still requires

a new transmission for each retransmission attempt, which largely limits its ability

to increase the throughput of the network.

Xiong et al. [5] consider cooperative forwarding in WSNs from a MAC-layer

perspective, which means a receiver can only decode one transmission at a time.

Qureshi et al. [6] propose a latency and bandwidth efficient coding algorithm based

on the principles of network coding for retransmitting lost packets in a single-hop

wireless multicast network and demonstrate its effectiveness over previously pro-

posed network coding based retransmission algorithms.

Ruiz et al. [7] propose an architecture collaboration in which the MAC and

routing protocols discover and reserve routes to organize nodes into clusters and to

schedule the access to the transmission medium in a coordinated time-shared

fashion. It achieves QoS and reduces energy consumption by avoiding collisions

and considerably lowering idle listening.

Tannious et al. [8] have proposed an algorithm where a secondary node user

exploits the retransmissions of primary node user packets in order to achieve a

higher transmission rate. The secondary node receiver can potentially decode the

primary node users packet in the first transmission.
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Bai et al. [9] propose a design of IEEE 802.11 based wireless network for MAC

that dynamically adjusts the retransmission limit to track the optimal trade-off

between transmission delay and packet losses to optimize the overall network

control system performance.

He and Li [10] propose the single-relay Cooperative Automatic Repeat Request

(CARQ) protocol, in which the relay node is selected in a distributed manner; the

relays use different backoff time before packet retransmission. In a dense network,

due to high possible collision probability among different contending relays, an

optimized relay selection scheme is introduced to maximize system energy effi-

ciency by reducing collision probability.

Volkhausen et al. [11] focuses on cooperative relaying, that exploits temporal

and spatial diversity by additionally transmitting status a relay node; such relaying

improves packet error rates and transmit only once rather than on each individual

hop along the routing path. This cooperation reduces the total number of trans-

missions and improves overall performance.

Wang et al. [12] propose the local cooperative relay for opportunistic data

forwarding in mobile ad-hoc networks. The local cooperative relay select the best

local relay node without additional overhead; such real time selection can effec-

tively bridge the broken links in mobile networks and maintain connectivity.

3.3 Background

Sudhaakar et al. [13] propose a Medium Access Control scheme, which typically

consists of large number of source nodes and are within one-hop communication

range to one or few sink nodes. Each of these source nodes is equipped with only

transmitter module in order to eliminate the cost due to hardware complexity and

energy consumption of the receiver module. As a result, they are not capable of

receiving any signals like ACK/NAK. The source nodes collect data and transmit a

relatively small data frame to the sink nodes once a while and hence the throughput

requirement of the source nodes is low. The sink nodes are the only nodes in the

network that are equipped with receiver modules and are capable of receiving the

transmissions of the source nodes.

3.4 Problem Definition

Consider a Wireless Sensor Network consisting of M nodes as shown in Fig. 3.1,

having source nodes and one or two sink nodes. All the WSNs nodes are within one

hop transmission range of the sink. The source nodes do not have receiver unit, so it

is impossible for sensor nodes to sense the channel either for collision detection or

receive any acknowledgements from the sink node. The main objective of the

proposed work is to
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1. Maximize packet delivery probability.

2. Reduce packet retransmission.

3. Reduce energy consumption.

3.4.1 Assumptions

(i) All nodes are homogeneous.

(ii) The nodes are randomly distributed within a area.

(iii) Packet generation rate at each node follows a Poisson distribution.

3.5 System Model

The ERRAP provides QoS to the nodes using random access mode where each node

independently depending on local conditions transmits data packet by selecting

variable slot randomly for variable data packet according to the number of sensors

nodes. Nodes can only join the network during random access periods. The time

interval between random access periods could be small. In the proposed protocol

ERRAP, nodes randomly decide whether it should retransmit to help the packet

delivery depending on some pre-defined efficient retransmission probabilities. The

sink node receive exactly one error-free transmission packet in a slot, without

collision. Our goal is to develop decentralized MAC protocol to provide QoS

guarantees for both time-critical and non time-critical sensor applications. This is

a challenge that has not been addressed by any existing approach. The most

important metrics to analyze the QoS performance of MAC protocol is packet

delivery probability and energy efficiency.

In WSNs, each sensor node data packets transmission duration is relatively small

when compared to the data packets that are generated at a constant rate i.e., one

SINK

Fig. 3.1 Nodes

deployment in wireless

sensor network
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packet every T units of time. In addition, if a packet cannot be successfully

delivered within a data generation T units of time, the data packets is simply

neglected. This makes sures that the new data packets have greater chance of

being successfully delivered. Thus the maximum delivery probability that can be

achieved by each individual sensor node increases eventually, so that all the nodes

in the network achieve their required QoS in terms of data delivery probability.

3.6 Mathematical Model

3.6.1 One-Hop Retransmission

We have assumed that the source nodes generate data at constant rate of one packet

every T units of time and the retransmission time for each packet is much smaller

than the duration of packet transmission Tp. To achieve equal packet delivery

probability by all the nodes in the WSNs. Under this assumption the packet arrival

rate can be modeled as a Poisson distribution. The number of nodes in the network

is denoted byM and the number of retransmissions by each node for each packet is

denoted by yk. The notations are defined in Table 3.1.

The packet arrival rate of the source nodes can be modeled as a Poisson

distribution and the probability that p packets are transmitted in an interval Tt
with Q(M) the probability of M arrivals in one time slot is given by

QðMÞ ¼ ðβTtÞ
p

p!
e�βTt (3.1)

Where, β is the rate of traffic generated by all other nodes inside the transmission

range of a node and is equal to
ðM�1Þ

T y.

The probability that the packet transmitted by node k does not collide, so it is

same as the probability that no packet were transmitted by the otherM� 1 nodes in

an interval 2Tp. Therefore Qnc is

Qnc ¼ e�2βTp (3.2)

Table 3.1 Notations Symbols Meaning

M Total number of sensor nodes

T Data packet generation time

Tp Duration of packet transmission

yk Number of retransmission

β Packet arrival rate

p Number of packets

Q Packet delivery probability

Tt Time of p packet transmission
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The above discussion presents the probability that a packet transmitted by node

k is successfully received by the sink. However, node k transmits yk copies of the
packet at random instants in every time interval Tp. Hence the actual parameter of

interest will be the probability that at least one of these y copies is successfully

received at the sink, which is defined as the QoS delivery probability of the node.

The Q(yc), the collision transmission of delivery probability of each packet is

given by

QðycÞ ¼ ð1� QncÞy (3.3)

The probability of successful transmission of sensor data packet Q(ys) is

given by

QðysÞ ¼ ð1� QðycÞÞ (3.4)

Combining the above equations, we obtain

QðysÞ ¼ ð1� QðycÞÞ

QðysÞ ¼ 1� ð1� QncÞy

QðyÞ ¼ QðysÞ ¼ 1� ð1� e�2βTpÞy (3.5)

The Q(y) expresses the QoS delivery probability as function of the number of

retransmissions attempted by each node in the interval Tp.
The maximum delivery probability Qmax that can be achieved is given by

Qmax ¼ 1� ð1� e�2βTpÞy (3.6)

The above result gives relationship between the maximum delivery probability

that can be achieved, the number of retransmission attempts that each node makes

in every interval Tp and the number of nodes M.

3.7 Algorithm

In this paper, the performance of retransmission algorithm ERRAP is discussed to

find the solution to the optimization problem in one-hop QoS group containing

M nodes. The objective of the ERRAP algorithm is to find the optimal

retransmission value between ylow and yhigh that minimizes the total sensor network

traffic and each node in WSNs achieves maximum delivery probability in back-

ground traffic.
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ERRAP algorithm solves the problem of energy consumption and delivery

probability.

The sensor nodes are randomly deployed and sends data packet to a sink node,

y number of times. All the WSNs nodes are within one hop transmission range of

the sink and source nodes in the network to achieve the same delivery probability as

shown in Algorithm 1. When a data packet is received by a node after transmitting

y number of times, in a given period. The arrival rate of packet is modeled as a

poisson distribution and the maximum delivery probability is achieved in one hop

retransmission.

Algorithm 1: EERAP algorithm

Begin

1. All M Sensor Nodes are within the Sensing and Communication Range

2. Nodes are Randomly Distributed

3. All Source Nodes Send Data Packet to a Sink Node

4. Sink has information about each Source Node Location and ID

5. Each Node Energy Depends on Distance and Data Size

6. Each Source Nodes are Transmits y copies at Random Instant

7. Data Packets are received within the given time Period at Sink

8. Delay from each Source Node to a Sink is same

9. Probability of Error is Minimized

10. Minimum Number of Retransmission y times from one-hop QoS Group

11. Maximum Delivery Probability Qmax  1� ð1� e�2βTpÞy

End

3.8 Performance Evaluation

3.8.1 Simulation Setup

The performance of ERRAP has been evaluated using ns2 simulator package to

obtain packet delivery probability and energy consumption. A random flat-grid

scenario is chosen for deployment of the nodes within 50 � 50 and 230 � 230 m

area. In our simulation model, we use two-ray ground reflection model for radio

propagation and omnidirectional antenna. The transmission bandwidth is set to

50 Mbps, each source node has only transmit circuit and no receiver and the

number of nodes M is 100, data arrival rate T ¼ 1 ms and packet transmission

time Tp ¼ 6:4� 10�4 ms.
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3.8.2 One-Hop QoS Group

The results for Q(y) given in Eq. 3.4 for one-hop retransmission, consisting of

M ¼ 100 nodes is plotted in Fig. 3.2. It shows that the probability of the delivery of

packets initially increases with the number of retransmissions, reaches maximum

and then decreases. The simulation and numerical analysis results shows that the

maximum delivery probability ofQ(y) is 0.9990 for 50 � 50 m area when y ¼ 4 or

y ¼ 5. The minimum delivery probability Q(y) is 0.978 is achieved for 3 � y � 9.

The ERRAP scheme minimizes the network traffic when y ¼ 3 and maximizes the

probability of delivery of data packets when the retransmission value y ¼ 4.

The second set of curves of ERRAP of simulation results is comparable with

the theoretical analysis. The delivery probability Q(y) is 0.96 when the nodes are

randomly distributed in 230 � 230 m region. Since, the simulation performance of

sensor nodes are poor in a large region, we assume that the packet loss is only due to

channel errors and not due to collisions or interference.

The graph in Fig. 3.2 illustrates that the number of retransmission by each sensor

node is reduced by choosing the value for y as 3 or 4. This increases the probability
of delivery, which in turn increases the lifetime of the sensor nodes. The simulation

results are agree with the analytical results.
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3.8.3 Minimizing Energy Consumption

The goal of ERRAP scheme is to minimize the energy consumption between any

source node and the sink node. The lifetime of sensor nodes in the network is

directly proportional to the energy dissipation of each sensor node. The consumed

energy in sensors includes the energy required for sensing, transmitting, receiving

and processing of data. ERRAP MAC scheme contribute to energy efficiency by

minimizing collisions and retransmissions. We simulate the performance of ERRAP
scheme with respect to energy consumption and compare the average energy

consumption with QoMoR and 802.11b.
The goal of the collision avoidance scheme is based on medium access control of

the ERRAP to increase the channel access probability for fairly distributing the

energy consumption of the stations and thereby increasing the network lifetime.

Figure 3.3 shows the average energy consumption of the ERRAP scheme for

different values of retransmissions with 2 K data packets when the aggregated

data rate generated by all the nodes is about 50 Mbps, which is equal to the

available bandwidth. The energy consumed by the ERRAP scheme for the number

of retransmissions value 10, is less than the energy consumed by the QoMoR and

802.11b protocol. The ERRAP scheme uses shorter frame slots, avoiding control

packets like RTS and CTS, which unnecessarily consume energy and bandwidth.
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Figure 3.4 shows the packet delivery probabilities achieved by ERRAP scheme,

QoMoR and 802.11b under the same conditions. The ERRAP protocol is signifi-

cantly higher than that achieved by the QoMoR and 802.11b protocol. Both QoMoR
and 802.11b do not use the available bandwidth as efficiently as ERRAP. The
ERRAP provides QoS to the nodes using random access mode where each node

transmits data packet by selecting variable slots randomly for variable data packet

according to the total number of sensors nodes and each node take local decisions,

depending on some pre-defined efficient retransmission probabilities.

When the number of nodes is large and the aggregate data rate is matching the

available channel bandwidth, the performance of the ERRAP scheme is signifi-

cantly better than QoMoR and 802.11b both in terms of QoS, delivery probability

and energy consumption for the event-driven applications.

3.9 Conclusions

In this paper, we have designed and proposed an Efficient Retransmission Random

Access Protocol (ERRAP) algorithm scheme which is a combination of collision

avoidance and energy management for short-range, low-cost and low-energy

WSN’s applications like Smart Environment, Home Automation, Structure Moni-

toring, Intelligent Transportation and Medical Monitoring. In our work, we have
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assumed that the source nodes do not have receiver circuits. Hence, they can only

transmit data packet to destination node, but cannot receive any acknowledgement

control signals from destination. In ERRAP scheme, each source node simply

retransmits each of its data packet an optimal number of times within a given

period of time in one-hop QoS group. The source nodes employ probabilistic

retransmission to minimize the energy consumption and maximize the packet

delivery probability. In future work, we will focus on Two-QoS groups for both

analytical and simulation to compare our scheme with other schemes.
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Chapter 4

Performance Analysis of Correlated Channel

for UWB-MIMO System

Mihir Narayan Mohanty, Monalisa Bhol, and Sanjat Kumar Mishra

Abstract Ultrawideband (UWB) communication has attracted great interest

during the last two decades. Simultaneously, MIMO systems occupied the same

attraction. Due to high data rate communication the spectral efficiency increases in

spatially multiplexed (SM) multiple-input multiple-output (MIMO) systems. In this

paper, the concept and techniques of MIMO has been extended to UWB systems.

But, the impact of the spatial correlation requires estimation on the performance

of the spatial multiplexing SM-UWB-MIMO system. Another issue is the perfor-

mance degrades in the presence of high values of spatial correlation. To mitigate

such problem, researchers have worked with various methods. Though it has been

done to some extent, still it has been designed for virtual UWB-MIMO Time

Reversal (TR) system for verification in initial stage. Another novel method also

introduced to reduce the effect of correlation. It has been chosen by taking the Eigen

value of the channel matrix for the computation of the system performance. The

result shows its performance.

4.1 Introduction

Ultrawideband (UWB) communication system has become most promising for high

data rate as well as short-range communication systems. Therefore, it has attracted

great interests from both academic and industrial aspects recently. UWB commu-

nications are suitable for short-range communications due to the consumption of

less transmitting power. Some of the examples of this application are in the field of

sensor networks and personal area networks (PANs) [1].
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Increasing demand for higher wireless system capacity has catalyzed several

transmission techniques, among which multiple-input/multiple-output (MIMO)

technology is popular one. Extending MIMO technology to the UWB regime, a

large gain in the channel capacity, robustness and coverage radius is noticed in

UWB indoor communications systems [2]. MIMO systems are well-equipped with

multiple numbers of antennas, at both the transmitter and receiver or the array

antenna in order to improve performance.

MIMO technologies overcome the deficiencies of the traditional methods

through the use of spatial diversity. Data can be transmitted over M transmit

antennas to N receive antennas supported by the receiver terminal. Such systems

are used in wireless communication for enhancement of capacity and bit error rate

(BER). It offers significant increases in data throughput and link range without

additional bandwidth or transmit power. These characteristics are necessary for the

future generation of Telecommunications systems. Rayleigh fading has been con-

sidered as the propagation channel for verification. Diversity gain and spatial

multiplexing (SM) are the two main advantages of MIMO systems that are used

to study the effect of increase in bit rate with increasing the number of transmitter

and receiver antennas. In MIMO system, we primarily need to take into account the

spatial correlation. The effect of spatial correlation has to be minimized to obtain

better system performance. In [3], the time-reversed channel impulse response

(CIR) is implemented as a filter at the transmitter side. It is well known that the

MIMO-TR-UWB system can achieve transmit diversity, but it suffers from both

transmit and receive antenna correlations. The single-input multiple-output

TR-UWB (SIMO-TR-UWB) or virtual MIMO-TR-UWB does not face the transmit

antenna correlation because it has only one transmit antenna.

4.2 Related Literature

An overview of reported measurements and modelling of the UWB indoor wireless

channel is presented in [4]. Different UWB channel sounding techniques are

discussed and approaches for the modelling of the UWB channel are reviewed.

A considerable work has been performed in [5–7] to characterize communica-

tion channels for general wireless applications. As MIMO systems operate at an

unprecedented level of complexity to exploit the channel space-time resources, a

new level of understanding of the channel space-time characteristics is required to

assess the potential performance of practical multi-antenna links.

Empirical investigation of spatial correlation in UWB indoor channels has been

presented in [8]. It was observed that the coherence distance falls with channel

bandwidth in end-fire arrays but not in broadside arrays. The complex correlation

decays with respect to distance in broadside arrays. It has been considered espe-

cially in line-of-sight communication. Strong dependence of spatial correlation as

well as coherence distance on the channel centre frequency was observed in [8].
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Spatial multiplexing single-input–multiple-output (SM-SIMO) UWB

communication system using the TR technique has been proposed. The system

with only one transmit antenna, using a spatial multiplexing scheme, can transmit

several independent data streams to achieve a very high data rate. TR can mitigate

not only the ISI but also the MSI caused by multiplexing the data streams simul-

taneously as in [9]. Antenna selection scheme for MIMO UWB communication

system with TR is investigated in [10].

Time reversal technique has advantage in highly scattering environments to

achieve signal focusing through transmitter-side processing that enables the use

of simple receivers. The authors have also demonstrated UWB time reversal system

architecture taking into account some practical constraints [11].

4.3 Methodology

In this work, it has been presented the measurements of a MIMO system under line-

of-sight conditions. As it emphasizes on correlation based method, the design of the

model and its mitigation techniques are explained as follows.

4.3.1 Spatial Correlation

Though the space-time focusing feature is one of the benefits, spatial multiplexing

has a major role in MIMO systems. Without the expansion of bandwidth, high data

rate can be achieved by using spatial multiplexing scheme with multiple transmit

and receive antennas. In case of multipath channel, correlation is a critical factor in

MIMO system for its performance and that is evaluated. It is mainly caused by

inadequate antenna spacing in both transmitting and receiving side. It causes

correlation between the received signals, which degrades the signal quality, capac-

ity and bit error rate (BER) performance. Capacity increases and BER performance

also increases as signal correlation decreases. The fading correlation between the

array elements should be moderately low for a MIMO system for enhancement of

performance.

The MIMO channel matrix is assumed to be independent of each other.

Other assumptions that can be made for such model analysis is as follows:

(i) The correlation between the receiving antennas is independent of the correla-

tion between the transmitting antennas.

(ii) The effect of antenna coupling is neglected.

(iii) The transmitting and receiving correlation matrices are fixed.

For MIMO-UWB channel model design, the fixed correlation matrices have

been included. Such model is known as Kronecker model [12–14], and it can be

represented as,
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H ¼ R1=2
rx HW R

1=2
tx ð4:1Þ

where,

Hw ¼ channel matrix of independent channel realization.

R
1=2
tx ¼ transmit correlation matrix with dimension M � M.

R
1=2
rx ¼ receive correlation matrix with dimension N � N.

H ¼ correlated channel.

4.3.2 Methods for Computing Spatial Correlation

1. Gathering a large amount of data in the target propagation environment. For that

it becomes necessary to estimate a large number of correlation coefficients in an

M � N MIMO system. For such MIMO system, consider MN spatial

sub-channels. By correlating each pair would give rise to (MN)2 correlation

values. The major disadvantage of this approach is that it is most time-

consuming, because of the estimation of large number of correlation

coefficients.

2. Using fixed correlation matrices as:

(i) Transmit correlation matrix

(ii) Receive correlation matrix

The transmit correlation matrix is given as:

Rtx ¼
1 ρTx ρ2Tx� � � ρM�1

Tx

ρTx 1 ρTx� � � ρM�2
Tx

⋮ ⋮ ⋱ ⋮
ρM�1
Tx ρM�2

Tx ρM�3
Tx � � � 1

2

6
6
4

3

7
7
5 ð4:2Þ

Similarly, receive correlation matrix is given as:

Rrx ¼
1 ρRx ρ2Rx� � � ρN�1

Rx

ρRx 1 ρRx� � � ρN�2
Rx

⋮ ⋮ ⋱ ⋮
ρN�1
Rx ρN�2

Rx ρN�3
Rx � � � 1

2

6
6
4

3

7
7
5 ð4:3Þ

IEEE 802.15.3a standard uses the fixed correlation model because of its sim-

plicity. Also such model is used as a standardized one for the researchers.

For specific environmental condition, these correlation matrices Rtx and Rrx are

appropriate and can be determined by selecting the values of transmit correlation

coefficient, ρTx, and receive correlation coefficient, ρRx. It achieves a good result

and a close match for the BER results of indoor channel model. The correlation
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coefficient values ranges from 0 to 1. We present BER results for various MIMO

UWB systems for various values of the channel correlation coefficient.

4.3.3 Proposed Method for Reduction of Correlation Effect

4.3.3.1 Virtual MIMO-UWB-Time Reversal Technique System

The time reversal (TR) technique is originated from under-water acoustics and

ultrasonic. But now it has been used in many applications such as wireless com-

munications, UWB communication as well as in other fields [15–19]. In that case

TR technique was implemented as a filter at the transmitter side. By the help of the

pre-filter, the system with only one transmit antenna can able to deliver several

independent data streams at the same time. The spatial correlation is investigated,

where a constant spatial correlation model with line-of-sight (LOS) channels for

MIMO UWB has been applied. It has been referred to channel model1 (CM1) in the

IEEE 802.15.3a standard [20]. The BER results using such method with an appro-

priate value of coefficient are shown as matching with indoor channel environment.

It has been explained as follows.

The CIR as in [15] between the transmit antenna j and the receive antenna i is,

hi, j tð Þ ¼ αi:jδ t� τi, j
� � ð4:4Þ

where, α is the amplitude

τ is the delay and the value is considered for it as IEEE 802.15.3a standard from

the Table 4.1. The TR matrixHi:j tð Þ is used instead of HW(t) in Eq. 4.1, to calculate
the BER performance of the MIMO UWB system.

Hi:j tð Þ ¼
h1,1 tð Þ h1,2 tð Þ � � � h1,M tð Þ
h2,1 tð Þ h2,2 tð Þ � � � h2,M tð Þ
⋮ ⋮ ⋱ ⋮

hN, 1 tð Þ hN, 2 tð Þ � � � hN,M tð Þ

0

B
B
@

1

C
C
A ð4:5Þ

Table 4.1 Channel model

parameter of IEEE 802.15.3a

standard

Parameters Specific values considered

Channel model CM1 for line-of-sight

communication

Frequency 3 GHz

Channel Rayleigh fading channel

Modulation QPSK

τ 5.05 ns
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The matrix of the MIMO system as filter is given by:

Hi, j tð Þ ¼
h1,1 �tð Þ h2,1 �tð Þ � � � hN, 1 �tð Þ
h1,2 �tð Þ h2,2 �tð Þ � � � hN, 2 �tð Þ

⋮ ⋮ ⋱ ⋮
h1,M �tð Þ h2,M �tð Þ � � � hN,M �tð Þ

0

B
B
@

1

C
C
A ð4:6Þ

where,

h tð Þ ¼ h tð Þ � h �tð Þ ð4:7Þ

The following parameters have been considered for evaluation of UWB channel

model. It has been tested according to the IEEE standard 802.15.3a UWB model.

It is shown the virtual MIMO outperforms the true MIMO system in term of the

BER performance. Another method to reduce the effect of correlation has been

chosen by taking the Eigen value of the channel matrix for the computation of the

system performance.

4.3.3.2 Eigen Values of the Correlation Matrix

The sub-channel correlation, power gains of supported Eigen modes, and branch

power ratios are analyzed. The mutual information capacity is found to scale almost

linearly with the MIMO array size, with very low variance. Eigen value of the

correlation matrix is considered, that can be expressed as the relation:

det λI � Að Þ ¼ 0 ð4:8Þ

where,

λ ¼ the Eigen value of A and A ¼ square matrix

4.4 Results and Discussion

Figure 4.1 shows the capacity results for M ¼ N ¼ 2, i.e., (2 � 2) for the systems

operating in the CM1 with correlation coefficients ρTx and ρRx to be 0, 0.3 and 0.9 in
the measured UWB LOS channel.

The capacity for different correlation factors is tested and it has been found that

the capacity decreases with increase in the correlation factors and also decreases

with increase in the number of correlated antenna elements. BER results for M ¼
N ¼ 2, that is (2 � 2) for the systems operating in the CM1 with correlation

coefficients ρTx and ρRx to be 0, 0.3 and 0.9 and without applying time reversal in

the measured UWB-LOS channel is shown in Fig. 4.2. It has been observed that the

BER performance decreases with increase in the value of the correlation

coefficients.
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The BER results for M ¼1, N ¼ 2, that is (1 � 2) for the systems operating in

the CM1 with correlation coefficients ρTx and ρRx to be 0, 0.3 and 0.9 is shown in

Fig. 4.3, by applying virtual MIMO time reversal in the measured UWB -LOS

channel. Also it has been shown that the BER performance is better than the one

without time reversal.

0 2 4 6 8 10 12 14 16 18 20
2

4

6

8

10

12

14

16

18

SNR (dB)

C
ap

ac
ity

 (
bi

ts
/s

/H
z)

Channel Capacity with correlation

0 corr
0.3 corr
0.9 corr

Fig. 4.1 Capacity performance with correlation in 2 � 2 systems

0 1 2 3 4 5 6 7 8 9 10
SNR (dB)

B
it 

E
rr

or
 R

at
e

BER performance with correlation

0 corr
0.3 corr
0.9 corr

10−4

10−3

10−2

10−1

100

Fig. 4.2 BER performance with correlation

4 Performance Analysis of Correlated Channel for UWB-MIMO System 49



In Fig. 4.4, BER performance of 2 � 2 MIMO-UWB systems in the LOS indoor

CM1 with correlation coefficients ρTx ¼ ρRx ¼ 0.4 is shown. The comparison of

the BER shows its efficacy. It is considered with correlation and the Eigen value of

the correlation matrix in shown. Here, it has been observed that, the BER perfor-

mance is even better for Eigen values of the correlation matrix if considered.
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4.5 Conclusion

The performance has been analyzed in terms of BER, in this paper. As the correlated

MIMO model is considered, we have proposed different methods to reduce the

impact of correlation in the MIMO-UWB channel. Also a comprehensive compar-

ative analysis is done with a distance independent spatial correlation model.

Comparison between the BER performance of a system with correlation using

virtual MIMO time reversal technique and without using time reversal technique

is evaluated. BER performance of the system with Eigen values and without Eigen

values of the correlation matrix respectively are also evaluated. Capacity result

for 2 � 2 systems with different correlation coefficient values are shown as the

proof. These advantages include extended range, improved reliability in fading

environments and higher data throughputs. Various models can be designed for

MIMO-UWB application and also the correlation coefficients may be observed.

Simultaneously, the array antenna may be considered for such application purpose,

where the correlation factor may be studied, evaluated and kept as the future work.
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Chapter 5

Node Failure Time Analysis for Maximum

Stability Versus Minimum Distance

Spanning Tree Based Data Gathering

in Mobile Sensor Networks

Natarajan Meghanathan

Abstract Amobile sensor network is a wireless network of sensor nodes that move

arbitrarily. In this paper, we explore the use of a maximum stability spanning tree-

based data gathering (Max.Stability-DG) algorithm and a minimum-distance span-

ning tree-based data gathering (MST-DG) algorithm for mobile sensor networks.

We analyze the impact of these two algorithms on the node failure times, specif-

ically with respect to the node lifetime (the time of first node failure) and network

lifetime (the time of disconnection of the network of live sensor nodes due to one or

more node failures). Both the Max.Stability-DG and MST-DG algorithms are based

on a greedy strategy of determining a data gathering tree when one is needed and

using that tree as long as it exists. The Max.Stability-DG algorithm assumes the

availability of the complete knowledge of future topology changes and determines a

data gathering tree whose corresponding spanning tree would exist for the longest

time since the current time instant; whereas, the MST-DG algorithm determines a

data gathering tree whose corresponding spanning tree is the minimum distance tree

at the current time instant. We observe a node lifetime – network lifetime tradeoff:

the Max.Stability-DG trees incur a lower node lifetime due to repeated use of a data

gathering tree for a longer time; on the other hand, the Max.Stability-DG trees incur

a longer network lifetime.

5.1 Introduction

A mobile sensor network is a dynamically changing wireless distributed system of

arbitrarily moving sensor nodes that operate under limited battery charge, memory

and processing capacity. In addition, the bandwidth of these networks is also

limited as well as the transmission range of the nodes is restricted to conserve the
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battery charge and to reduce collisions. With all of the above operating constraints,

it is not a practically feasible solution to expect each of these sensor nodes to

individually transmit their data (directly or through multi-hop route) to the far away

control center, commonly called sink. In this context, several data gathering

algorithms that focus on aggregating data from the individual sensor nodes through

the use of a communication topology (like chain [1], cluster [2], tree [3], connected

dominating set [4], and etc.) have been proposed. However, most of the research on

data gathering algorithms for sensor networks has been for stationary environments

where the sensor nodes are considered fixed at a particular location for the entire

lifetime.

The common objective of many of the data gathering algorithms for the static

sensor networks has been to conserve energy and maximize the node lifetime and

network lifetime. In this context, in a recent research [5], we evaluated the perfor-

mance of the data gathering algorithms based on different communication topolo-

gies and observed the minimum distance-spanning tree based data gathering

(MST-DG) trees to be the most energy-efficient. However, with mobility, the

network topology changes dynamically with time and thus, there is a need to

determine stable data gathering trees that do not break frequently.

The first half of the paper proposes the maximum stability data gathering (Max.

Stability-DG) algorithm, a benchmarking algorithm for the optimal number of tree

discoveries in mobile sensor networks. Under the assumption that the entire

knowledge of future topology changes is known, the algorithm operates according

to the following greedy principle: Whenever a data gathering tree is required at time

instant t, choose the longest-living data gathering tree from t. Such a strategy is

continued for the rest of the data gathering session. The sequence of such longest-

living data gathering trees incurs the minimum number of tree discoveries. The

worst-case run-time complexity of the Max.Stability-DG tree algorithm is

O(n2Tlogn) and O(n3Tlogn) when operated under sufficient-energy and energy-

constrained scenarios respectively, where n is the number of nodes in the network

and T is the total number of rounds of data gathering; O(n2logn) is the worst-case
run-time complexity of the minimum-weight spanning tree algorithm (we use

Prim’s algorithm [6]) used to determine the underlying spanning trees from

which the data gathering trees are derived. A similar approach is adopted to

determine the sequence of MST-DG trees – with the only difference being that

the underlying spanning tree is a minimum distance spanning tree determined based

on the local network topology and not at the future topology changes. In the second

half of the paper, we conduct an exhaustive simulation study of the Max.Stability-

DG trees vs. the MST-DG trees and analyze their impact on the node lifetime and

network lifetime. The rest of the paper is organized as follows: Section 5.2 presents

the algorithms to determine the Max.Stability-DG trees and MST-DG trees. Sec-

tion 5.3 presents the simulation environment used and the performance metrics.

Section 5.4 describes the simulation results observed for the node and network

lifetimes. Section 5.5 concludes the paper.
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5.2 Data Gathering Algorithms Based on Maximum

Stability and Minimum Distance Spanning Trees

The system model adopted in this research is as follows: Each sensor node is

assumed to operate with an identical and fixed transmission range. For the purpose
of calculating the coverage loss, we also use the sensing range of a sensor node,

considered in this research, as half the transmission range of the node. Basically, a

sensor node can monitor and collect data at locations within the radius of its sensing

range and transmit them to nodes within the radius of its transmission range. For

coverage to imply connectivity, the transmission range per node has to be at least

twice the sensing range of the nodes [7]. Data gathering proceeds in rounds. During

a round of data gathering, data gets aggregated starting from the leaf nodes of the

tree and propagates all the way to the leader node. An intermediate node in the tree

collects the aggregated data from its immediate child nodes and further aggregates

with its own data before forwarding to its immediate parent node in the tree.

We use the notions of static graphs and mobile graphs (adapted from [8]) to

capture the sequence of topological changes in the network and determine a stable

data gathering tree that spans over several time instants. A static graph is a unit-

disk graph [9], representing a snapshot of the network at a particular time instant,

wherein there exists an edge between any two nodes only if the physical distance

between the two nodes is within in the transmission range of the sensor nodes. For

any edge in a static graph, the weight of the edge is the Euclidean distance between

the nodes constituting the two ends of the edge. The Euclidean distance for a link

i – j between two nodes i and j, currently at (Xi, Yi) and (Xj, Yj) is given by:
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xi � Xj

� �2 þ Yi � Yj

� �2
q

.

A mobile graph G(i, j) ¼ Gi \ Gi+1 \ . . . Gj; 1 � i � j � T (T is the total

number of rounds of data gathering, corresponding to the network lifetime) is a

logical graph that captures the presence or absence of edges in the individual static

graphs. In this paper, we generate the sequence of static graphs by periodically

sampling the network topology for every data gathering round. The weight of an

edge in the mobile graph G(i, j) is the geometric mean of the weights of the edge in

the individual static graphs spanning Gi, . . ., Gj. Since there exist an edge in a

mobile graph if and only if the edge exists in the corresponding individual static

graphs, the geometric mean of these Euclidean distances would also be within the

transmission range of the two end nodes for the entire duration spanned by the

mobile graph. Note that at any time, a mobile graph includes only live sensor nodes,
nodes that have positive available energy.
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5.2.1 Maximum Stability Spanning Tree-Based Data
Gathering (Max.Stability-DG) Algorithm

The Max.Stability-DG algorithm is based on a greedy look-ahead principle and

the intersection strategy of static graphs. When a mobile data gathering tree is

required at a sampling time instant ti, the strategy is to find a mobile graph

G(i, j) ¼ Gi \ Gi+1 \ . . . Gj such that there exists a spanning tree in G(i, j) and
no spanning tree exists in G(i, j + 1) ¼ Gi \ Gi+1 \ . . . Gj \ Gj+1. We find such an

epoch ti, . . ., tj as follows: Once a mobile graph G(i, j) is constructed with the edges
assigned the weights corresponding to the geometric mean of the weights in the

constituent static graphs Gi, Gi+1, . . ., Gj, we run the Prim’s minimum-weight

spanning tree algorithm on the mobile graph G(i, j). A spanning tree exists in

G(i, j) if and only if it is connected. We repeat the above procedure until we reach a

mobile graph G(i, j + 1) in which no spanning tree exists and there existed a

spanning tree in G(i, j). It implies that a spanning tree basically existed in each of

the static graphs Gi, Gi+1, . . ., Gj and we refer to it as the mobile spanning tree for

the time instants ti, . . ., tj. To obtain the corresponding mobile data gathering tree,

we choose an arbitrary root node for this mobile spanning tree and run the Breadth

First Search (BFS) algorithm on it starting from the root node. The direction of the

edges in the spanning tree and the parent-child relationships are set as we traverse

its vertices using BFS. The resulting mobile data gathering tree with the chosen root

node (as the leader node) is used for every round of data gathering spanning time

instants ti, . . ., tj. We then set i ¼ j + 1 and repeat the above procedure to find a

mobile spanning tree and its corresponding mobile data gathering tree that exists for

the maximum amount of time since tj+1. A sequence of such maximum lifetime (i.e.,

longest-living) mobile data gathering trees over the timescale T corresponding to

the number of rounds of a data gathering session is referred to as the Stable Mobile
Data Gathering Tree. Figure 5.1 presents the pseudo code of the Max.Stability-DG

algorithm that takes as input the sequence of static graphs spanning the entire

duration of the data gathering session.

While operating the algorithm under energy-constrained scenarios, one or more

sensor nodes may die due to exhaustion of battery charge even though the under-

lying spanning tree may topologically exist. For example, if we have determined a

data gathering tree spanning across time instants ti to tj using the above approach,

and we come across a time instant tk (i � k � j) at which a node in the tree fails, we
simply restart the Max.Stability-DG algorithm starting from time instant tk consid-
ering only the live sensor nodes (i.e., the sensor nodes that have positive available

energy) and determine the longest-living data gathering tree that spans all the live

sensor nodes since tk. The if block segment in statement 8 of Fig. 5.1 handles node

failures when run under energy-constrained scenarios.
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5.2.2 Minimum Distance Spanning Tree-Based
Data Gathering Algorithm

In our simulation studies, we compare the performance of the Max.Stability-DG

trees with that of the minimum-distance spanning tree based data gathering

(MST-DG) trees. The sequence of MST-DG trees for the duration of the data

gathering session is generated as follows: If a MST-DG tree is not known for a

particular round, we run the Prim’s minimum-weight spanning tree algorithm on

the static graph representing the snapshot of the network topology generated at the

time instant corresponding to the round. Since the weights of the edges in a static

graph represent the physical Euclidean distance between the constituent end nodes

of the edges, the Prim’s algorithm will return the minimum-distance spanning tree

on the static graph. We then choose an arbitrary root node and run the BFS

algorithm starting from this node. The MST-DG tree is the rooted form of the

minimum-distance spanning tree with the chosen root node as the leader node. We

continue to use the MST-DG tree as long as it exists. The leader node of the

MST-DG tree remains the same until the tree breaks due to node mobility or

Fig. 5.1 Pseudo code: maximum stability-based data gathering tree algorithm
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node failures. When the MST-DG tree ceases to exist for a round, we repeat the

above procedure. This way, we generate a sequence of MST-DG trees, referred to

as the MST Mobile Data Gathering Tree.

5.3 Simulation Environment and Performance Metrics

We conduct an exhaustive simulation study (in a discrete-event simulator devel-

oped by us in Java for mobile sensor networks) to compare the performance of the

Max.Stability-DG and MST-DG trees under diverse conditions of network density

and mobility. The MAC (medium access control) layer is assumed to be collision-

free and considered an ideal channel (no interference). Sensor nodes are assumed to

be both TDMA (Time Division Multiple Access) and CDMA (Code Division

Multiple Access)-enabled [10]. Every upstream node (using a unique CDMA

code) broadcasts a time TDMA schedule (for data gathering) to its immediate

downstream nodes; a downstream node transmits its data to the upstream node

according to this schedule.

The network dimension is 100 � 100 m. The number of nodes in the network is

100 and initially, the nodes are uniform-randomly distributed throughout the

network. The sink is located at (50, 300), outside the network field. For a given

simulation run, the transmission range per sensor node is fixed and is the same

across all nodes. The network density is varied by varying the transmission range

per sensor node of 25 m (representative of moderate density, with connectivity of

97 % and above) and 40 m (representative of high density, with 100 %

connectivity).

Each node is supplied with limited initial energy (2 J per node) and the

simulations are conducted until the network of live sensor nodes gets disconnected

due to the failures of one or more nodes. The energy consumption model used is a

first order radio model [11], according to which the energy lost by a node to run the

transmitter or receiver circuitry and the transmitter amplifier are respectively:

Eelec ¼ 50 nJ/bit and 2amp ¼ 100 pJ/bit/m2. We turn off the radios when a

node does not intend to receive any transmissions. The energy lost in transmitting

a message (of size k bits) over a distance d is given by: ETX (k, d) ¼ Eelec*

k + 2amp*k* d2. The energy lost to receive a k-bit message is: ERX (k) ¼ Eelec* k.
We conduct constant-bit rate data gathering at the rate of 4 rounds per second

(one round for every 0.25 s). The size of the data packet is 2,000 bits; the size of the

control messages used for tree discoveries (network-wide flooding) is assumed to

be 400 bits. Each sensor node will lose energy to transmit the 400-bit message over

its entire transmission range and receive the message from each of its neighbor

nodes. In high density networks, the energy lost due to receipt of the redundant

copies of the control messages dominates the energy lost at a node for tree

discovery.

The node mobility model used is the well-known Random Waypoint mobility

model [12] with the maximum node velocity (vmax) being 3, 10 and 20 m/s
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representing scenarios of low, moderate and high mobility respectively. Each node

chooses a random target location to move with a velocity uniform-randomly chosen

from [0,. . ., vmax], and after moving to the chosen destination location, the node

continues to move by randomly choosing another new location and a new velocity.

Each node continues to move like this, independent of the other nodes and also

independent of its mobility history, until the end of the simulation. For a given vmax
value, we also vary the dynamicity of the network by conducting the simulations

with a variable number of static nodes (out of the 100 nodes) in the network.

The values for the number of static nodes used are: 0 (all nodes are mobile),

20, 50 and 80.

We generated 200 mobility profiles of the network for a total duration of 6,000 s,

for every combination of vmax and the number of static nodes. Every data point in

the results presented in Figs. 5.2, 5.3, 5.4, 5.5 and 5.6 is averaged over these

200 mobility profiles. The performance metrics measured in the simulations are:

(i) Node Lifetime – measured as the time at which the first node failure occurs due

to depletion of battery charge. (ii) Network Lifetime – measured as the time of

disconnection of the network of live sensor nodes, while the network would have

Fig. 5.2 Average node

and network lifetime

(Transmission

range ¼ 25 m)
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Fig. 5.3 Average node and network lifetime (Transmission range ¼ 40 m)

Fig. 5.4 Node failure times and probability of node failures [vmax ¼ 3 m/s]
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stayed connected if all the nodes were alive at that time instant. So, before

confirming whether an observed time instant is the network lifetime (at which the

network of live sensor nodes is noticed to be disconnected), we test for connectivity

of the underlying network if all the sensor nodes were alive.

We obtain the distribution of node failures as follows: The probability for ‘x’
number of node failures (x from ranging from 1 to 100 as we have a total of

100 nodes in our network for all the simulations) for a given combination of the

operating conditions (transmission range per node, vmax and number of static nodes)

is measured as the number of mobility profile files that reported x number of node

failures divided by 200, which is the total number of mobility profiles used for

every combination of maximum node velocity and number of static nodes.

Fig. 5.5 Node failure times and probability of node failures [vmax ¼ 10 m/s]

Fig. 5.6 Node failure times and probability of node failures [vmax ¼ 20 m/s]
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Similarly, we keep track of the time at which ‘x’ (x ranging from 1 to 100) number

of node failures occurred in each of the 200 mobility profiles for a given combina-

tion of operating conditions and the values for the time of node failures reported in

Figs. 5.4, 5.5 and 5.6 are an average of these data collected over all the mobility

profile files.

5.4 Node Lifetime and Network Lifetime

We observe a tradeoff between node lifetime and network lifetime for maximum

stability vs. minimum-distance spanning tree based data gathering in mobile sensor

networks. The MST-DG trees incur larger node lifetimes (the time of first node

failure) for all the 48 operating combinations of vmax, number of static nodes and

transmission range per node. The Max.Stability-DG trees incur larger network

lifetime for most of the operating conditions. Due to the unfairness in node usage

resulting from the continued overuse of certain nodes as intermediate nodes (that

receive aggregate data from one or more child nodes and transmit them to an

upstream node in the tree) and leader node (that propagates the aggregated data

to the sink), the Max.Stability-DG trees have been observed to yield a lower node

lifetime, especially under operating conditions (like low and moderate node mobil-

ity with moderate and larger transmission range per node) that facilitate greater

stability.

For the Max.Stability-DG trees, we observe an increase in node lifetime by as

large as 200–400 % as we increase vmax from 3 to 10 m/s and operate the nodes at a

moderate transmission range of 25 or 30 m. A further increase in vmax (i.e., from
10 m/s) to 20 m/s increases the node lifetime further by 50–100 %. A similar impact

of node mobility on the node lifetime incurred with the MST-DG trees can also be

observed, albeit at a lower percentage increase. The node lifetime for the MST-DG

trees increases by about 50–100 % as we increase the maximum node velocity from

3 to 10 m/s. However, a further increase in the maximum node velocity from 10 to

20 m/s does not create a similar positive impact on the node lifetime; we observe the

node lifetime to further increase by only about 10–20 %, and in case of lower

transmission ranges per node, we even observe a 5 % decrease in node lifetime.

The node lifetime incurred for the MST-DG trees can be larger than that of the

Max.Stability-DG trees by as large as 400 % at low and moderate levels of node

mobility and by as large as 135 % at higher levels of node mobility. For a given

level of node mobility, the difference in the node lifetimes incurred for the

MST-DG trees and Max.Stability-DG trees increases with increase in the transmis-

sion range per node (for a fixed number of static nodes) and either remain the same

or slightly increase with increase in the number of static nodes (for a fixed

transmission range per node). For a fixed level of node mobility, the node lifetime

measured for the Max.Stability-DG trees decreases by about 30–40 % and further

by another 50–60 % as we increase the transmission range per node from 25 to 30 m

and further to 40 m respectively. The MST-DG trees also suffer a similar decrease
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in node lifetime with increase in the transmission range per node, albeit at a lower

scale (attributed to their relatively lower stability). At larger transmission ranges

per node, the data gathering trees are bound to be more stable, and the negative

impact of this on node lifetime is significantly felt in the case of the Max.Stability-

DG trees. For a given transmission range per node, the negative impact associated

with the use of static nodes on node lifetime is increasingly observed at vmax values
of 3 and 10 m/s. At vmax ¼ 20 m/s, since the network topology changes dynami-

cally, even the use of 80 static nodes is not likely to overuse certain nodes and result

in their premature failures. The node lifetime incurred with MST-DG trees is more

impacted with the use of static nodes at low node mobility scenarios (Fig. 5.4) and

the node lifetime incurred with the Max.Stability-DG trees is more impacted

with the use of static nodes at moderate and higher node mobility scenarios

(Figs. 5.5 and 5.6).

The Max.Stability-DG trees compensate for the premature failures of certain

nodes by incurring a lower energy loss per round and energy loss per node due to

lower tree discoveries and shorter tree height with more even distribution of the

number of child nodes per intermediate node. As the dynamicity of the network

increases, the data gathering trees become less stable, and this helps to rotate the

roles of the intermediate nodes and leader node among the nodes to increase the

fairness of node usage. All of these save significantly more energy at the remaining

nodes that withstand the initial set of failures. As a result, we observe the Max.

Stability-DG trees to observe a significantly longer network lifetime compared to

that of the MST-DG trees for most of the operating conditions.

The magnitude of the difference in the network lifetime between the Max.

Stability-DG and MST-DG trees increases with increase in vmax and transmission

range per node. At low, moderate and high levels of node mobility, the network

lifetime incurred with the Max.Stability-DG trees can be larger than that of the

MST-DG trees by about 5–20 %, 15–40 % and 20–60 % respectively, with the

difference increasing with increase in the transmission range per node. Similar

range of differences in the network lifetime can be observed for the two data

gathering trees at transmission ranges per node of 25, 30 and 40 m, with the

difference increasing as the maximum node velocity increases. For a given vmax
and transmission range per node, the number of static nodes does not make a

significant impact on the difference in the network lifetime incurred with the two

data gathering trees at moderate transmission ranges per node of 25 and 30 m.

However, at larger transmission ranges per node of 40 m, the difference in the

network lifetime decreases by about 15–35 %. This could be attributed to the

relatively high stability of the Max.Stability-DG trees when operated at larger

transmission ranges per node in the presence of more static nodes.

The network lifetime incurred with the two data gathering trees increases with

increase in the number of static nodes for a given value of vmax and transmission

range per node. For a given level of node mobility, the network lifetime increases

with increase in transmission range per node; however, for the relatively unstable

MST-DG trees, the rate of increase decreases with increase in vmax (requiring

frequent tree reconfigurations). During a network-wide flooding, all nodes in the
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network tend to lose energy, almost equally. The Max.Stability-DG trees maintain a

steady increase in the network lifetime with increase in transmission range per node

for all levels of node mobility. For a given number of static nodes and a fixed

transmission range per node, the network lifetime incurred with the Max.Stability-

DG trees and MST-DG trees decreases by about 30–50 % and 50–100 % respec-

tively as we increase vmax from 3 to 20 m/s, attributed to the energy loss incurred

due to frequent tree discoveries.

For a given transmission range per node, with the absolute values of the node

lifetime increasing with increase in the maximum node velocity and the network

lifetime decreasing with increase in the maximum node velocity, we observe the

maximum increase in the absolute time of node failures to occur at low node

mobility. This vindicates the impact of network-wide flooding based tree discov-

eries on energy consumption at the nodes. Since all nodes are likely to lose the

same amount of energy with flooding, the more we conduct flooding, the larger is

the network-wide energy consumption. As a result, node failures tend to occur

more frequently when we conduct frequent flooding. Thus, even though operating

the network at moderate and high levels of node mobility helps us to extend the

time of first node failure, the subsequent node failures occur too soon after the first

node failure. This could be justified with the observation of flat curves for the

MST-DG trees with respect to the distribution of node failure times (in Figs. 5.4,

5.5 and 5.6). The distribution of node failure times is relatively steeper for theMax.

Stability-DG trees. The unfair usage of nodes in the initial stages does help the

Max.Stability-DG trees to prolong the network lifetime. Aided with nodemobility,

it is possible for certain energy-rich nodes (that might have been leaf nodes in an

earlier data gathering tree) to keep the network connected for a longer time by

serving as intermediate nodes, and the energy-deficient nodes serve as leaf nodes

during the later rounds of data gathering.

The impact of mobility in prolonging node failure lifetimes could also be

explained by the lower probability of node failure observed for the Max.Stability-

DG trees vis-à-vis the MST-DG trees when there are 0 static nodes (the plots to the

left in Figs. 5.4, 5.5 and 5.6). At 80 static nodes, the probability of node failures for

the two data gathering trees is about the same and is higher than that observed when

all nodes are mobile. This is due to the repeated overuse of the intermediate nodes

and leader node on relatively more stable data gathering trees. Thus, with the use of

static nodes, even though the network lifetime can be marginally increased

(by about 10–70 %; the increase is larger at moderate transmission range per

node and larger values of vmax), the probability of node failures to occur also

increases.

In terms of the percentage difference in the values for the network lifetime and

node lifetime incurred with the two data gathering trees, we observe the Max.

Stability-DG trees to incur a significantly prolonged network lifetime, beyond the

time of first node failure. For a given transmission range per node and maximum

node velocity, we observe the difference between the node lifetime and network

lifetime for the Max.Stability-DG trees to increase significantly with increase in the

number of static nodes. This could be attributed to the reduction in the number of
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flooding-based tree discoveries. For a given level of node mobility, we observe the

difference in the node lifetime and network lifetime for the Max.Stability-DG trees

to increase with increase in the transmission range per node. This could be again

attributed to the decrease in the number of network-wide flooding based tree

discoveries when operated at larger transmission ranges per node. Relatively, the

MST-DG trees incur a very minimal increase in the network lifetime compared to

the node lifetime, especially when operated at higher levels of node mobility. The

network lifetime incurred with the Max.Stability-DG trees could be larger than

the node lifetime as low as by a factor of 1.7 and as large as by a factor of 23. On the

other hand, the network lifetime incurred with the MST-DG trees could be larger

than the node lifetime as low as by a factor of 1.4 and as large as by a factor of 5.7.

One can also observe from Figs. 5.4, 5.5 and 5.6 that the number of node failures

that require for the node failure time incurred with the Max.Stability-DG trees to

exceed that of the node failure time incurred with the MST-DG trees decreases with

increase in maximum node mobility. This could be attributed to the premature node

failure occurring for the Max.Stability-DG trees when operated under low node

mobility scenarios, with the time of first node failure for the MST-DG tree being as

large as 400 % more than the time of first node failure for the Max.Stability-DG

tree. On the other hand, at high levels of node mobility, the time of first node failure

incurred with the MST-DG trees is at most 100 % larger than that of the Max.

Stability-DG trees. Hence, the node failure times incurred with the Max.Stability-

DG trees could quickly exceed that of the MST-DG trees at higher levels of node

mobility. At the same time, the probability for node failures to occur (relatively low

at moderate transmission ranges per node, low and moderate levels of node

mobility) with the Max.Stability-DG trees converges to that of the MST-DG trees

when operated at higher levels of node mobility and with larger transmission ranges

per node. For a given transmission range per node and vmax value, with more static

nodes, the Max.Stability-DG trees incur relatively more node failures than that of

the MST-DG trees.

5.5 Conclusions

The main contribution of this paper in the area of data gathering for mobile sensor

networks is the identification of a node lifetime – network lifetime tradeoff. The

MST-DG trees sustain a longer node lifetime (as large as 400 % more) compared to

that of the maximum stability-based data gathering trees. On the other hand, the

maximum stability-based data gathering trees incur a longer network lifetime (the

time of disconnection of the network of live sensor nodes) that can be as large as

60 % more compared to the MST-DG trees. The MST-DG trees suffer from an

avalanche of node failures after the first node failure and this could be attributed to

the larger; but equal, energy consumption of nodes across the network. Hence, even

though the first node failure occurs after a prolonged run, the consequent node

failures occur quickly. On the other hand, the Max.Stability-DG trees, with the
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tendency to use a tree as long as it exists, burn out the energy supplies at selected

nodes; but, the variations in node usage does help to increase the time between

successive node failures. Aided with mobility, the leaf nodes that have not been

used much in the earlier part of the network lifetime, are likely to serve as

intermediate nodes in the later part of the network lifetime, and vice-versa. The

results from this research can serve as a pointer for someone exploring to design

data gathering algorithms for mobile sensor networks to maximize either node

lifetime or network lifetime. The results of this research indicate that if the

stability-based data gathering algorithms for mobile sensor networks are designed

to be energy-aware, one can prolong the node lifetime (time of first node failure due

to exhaustion of battery charge).
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Chapter 6

Wireless Networks: An Instance of Tandem

Discrete-Time Queues

Nikhil Singh and Ramavarapu S. Sreenivas

Abstract We model end-to-end flows in an ad-hoc wireless network using a

tandem of finite-size, discrete-time queues, located at the nodes along the routes

used by the flows, with appropriate restrictions that capture the first- and second-

order interference constraints. In addition, we assume there are no capture effects,

that is, there is at most one arrival into a queue at any discrete-time instant. The

half-duplex nature of communication also supposes there cannot be a simultaneous

arrival and departure from a discrete-time queue. These queues are characterized

by the channel access probabilities of the node. If the objective is to bound the

buffer overflow probability at each queue along a flow, we show that is not

necessary to maintain separate queues for each flow that is routed through a node.

We present simulation results to support our conclusions. This observation signif-

icantly eases the implementation of the distributed algorithm that enforces end-to-

end proportional fairness subject to constraints on the buffer overflow probabilities

(Singh N, Sreenivas R, Shanbhag U (2008) Enforcing end-to-end proportional

fairness with bounded buffer overflow probabilities. Technical Report UILU-

ENG-08-2211, Aug 2008, Coordinated Science Laboratory, University of Illinois

at Urbana-Champaign, Urbana).

In this paper we consider an ad-hoc wireless network with half-duplex links [1] that

carries several flows between various source-destination pairs under a slotted-time

medium access control (MAC) protocol. We assume that each node in the network

has a finite buffer assigned to each flow routed through it, and it is of interest to keep
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the buffer overflow probabilities at each node below a pre-determined value, in

addition to other objectives. Reference [2] uses a class of queue back-pressure
random access algorithms (QBRA), where the actual queue-lengths of the flows are
used to determine a node’s channel access probabilities. In this distributed algo-

rithm, a node uses the queue-length information in a neighborhood to determine its

channel access probability to achieve proportionally fair rates and queue stability.

This scheme also has the downside that nodes need to maintain separate queues for

each flow routed through it.

For a network of finite-buffer nodes it is of interest to achieve fairness subject to

constraints on the buffer overflow probabilities. In [3], the authors present a

distributed flow-based access scheme for slotted-time protocols, that is proportion-

ally fair while respecting the bounds on buffer overflow probabilities at each node.

The results in this paper imply that packets arriving along different incoming flows

into a node can be stored in a common (finite-size) buffer while they are waiting to

be serviced, without any violation of the buffer overflow constraints. Since nodes

have only a limited amount of available memory to store data packets, maintaining

separate queues for each flow can result in significant loss of performance. Our

main contributions are:

1. We interpret each flow in the above mentioned wireless network as a tandem of

discrete-time queues with constraints that represent primary- and secondary-

interference constraints. We also assume there are no capture effects, which

means there can be at most one packet arrival at any discrete-time instant. The

half-duplex nature of communication prevents the possibility of a simultaneous

arrival and departure of packets into a queue. We present an expression for the

buffer overflow probability for this class of discrete-time queues.

2. We show that if the objective is keep the buffer overflow probability at each

node below a common bound, then it is not necessary to maintain separate

queues for each flow routed through a node.

3. The above observation is used in an ns2 implementation of the procedure

outlined in [3], and we present simulation results showing the satisfactory

performance in terms of fairness and QoS when nodes maintain a single

(merged) instead of separate queue for each flow.

The rest of the paper is organized as follows. Section 6.1 presents the network

and discrete-time queue models used in the paper. In Sect. 6.2, we show that if all

flows in the network have the same bound on the buffer overflow, nodes only need

to maintain a single queue. Section 6.3 contains the details of the experimental

results verifying the observations of Sect. 6.2. Conclusions are provided in

Sect. 6.4.

70 N. Singh and R.S. Sreenivas



6.1 Modeling the Network as a Tandem of Discrete

Time Queues

6.1.1 Wireless Network Model

We assume the following:

1. Time is divided into slots of equal duration.

2. A successful transmission in a time-slot implies collision free data transmission

in that slot.

3. The transmitting nodes always have data packets to transmit (i.e. we do not

consider the arrival rates of packets for different flows, and assume that all flows

have packets to transmit at all times).

4. Nodes cannot transmit and receive packets at the same time.

5. The receipt of more than one packet within the same time-slot will result in a

collision.

6. Nodes in the network have a separate buffer of fixed size assigned to each flow

routed through it.

7. We also assume there is a unique route for each flow within the network (which

would be the case if we used AODV [4] as the routing protocol, for example).

Under the above assumptions, nodes in the wireless network can be seen as

discrete time queues with certain arrival and departure rates and a flow in the

network passes through a tandem of discrete time queues.

6.1.2 Buffer Overflow Probability of a Tandem
of Discrete-Time Queues

The analysis of Ref. [5] for discrete-time queues that permits simultaneous arrivals

and departures of multiple packets at a discrete time instant can be modified to the

case of a discrete-time queue where (1) at most one packet arrives at any discrete-

time instant, and (2) the simultaneous arrival and departure of packets into/from a

queue is not permitted, would result in the following – for a discrete-time queue of

capacityM, with a packet arrival probability pa, and a probability pd ( pd > pa) of a
packet departure from a non-empty buffer, the probability of seeing i-many packets

at any time-instant in the buffer in steady state is given by the expression

1� ρ

1�ρMþ1

� �

ρi; where ρ ¼ pa
pd

(6.1)

For the unrestricted discrete-time queue, Ref. [5] also shows that the joint station-

ary state probability of a tandem of discrete-time queues is the product of the
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distributions of each queue taken independently with an arrival probability of pa,
which is the probability of packet arrival into the first queue. This result uses the

time-reversibility of the underlying Markov-chain and the mutual independence of

the simultaneous states of the buffers, That is, the results in [5] can be thought of as

the discrete-time analog of Jackson’s result [6] involving tandems of M=M=1
queues.

As mentioned earlier, there are restrictions that one would have to enforce for a

discrete-time queue to represent a node in a wireless network. For instance, as a

node cannot transmit and receive information at the same time, the simultaneous

occurrence of an arrival and a departure from the discrete-time queue at the node

cannot be permitted. Secondary interference constraints place additional restric-

tions on the set of simultaneous events that can occur among neighboring nodes.

Reference [7] notes that even for the unrestricted version of the discrete-time queue

of Ref. [5], it is intractable to use balance equations to get an expression for the

joint stationary probability for tandems of discrete-time queues. The restrictions we

impose on the queues are only going to make it harder to use balance equations to

arrive at an expression for the joint stationary probability for tandems of queues. It

is not hard to construct examples of tandems of restricted, discrete-time queues

where it can be shown that the joint stationary probability does not have a product

form. In spite of this, it is possible to characterize the marginal probability distri-

bution of each queue in the tandem.

In the restricted, discrete-time queue at most one packet is permitted to arrive,

or depart from a single queue of size M. Additionally, there cannot be a simulta-

neous arrival and departure of a packet from the queue. For such a queue, the

analysis of Ref. [5], with appropriate changes, results in the same expression as

Eq. 6.1 for the probability of seeing i packets in the buffer at any time-instant.

The probability of the queue of size M is non-empty is given by the expression

1�ρM

1�ρMþ1 � ρ where ρ ¼ pa
pd

and since the probability of a packet departure from a

non-empty queue is pd, the probability of a packet-departure from the discrete-time

queue is given by
1�ρM

1�ρMþ1

|fflfflfflffl{zfflfflfflffl}
�1

� ρ
|{z}
¼pa

pd

�pd < pa: That is, the output process of the

queue is geometrically distributed with a parameter that is no greater than the input

parameter pa. This observation holds for a tandem of discrete-time queues. That is,

the output process of each queue is geometrically distributed with a parameter that

is no greater than that of the input to the first queue (i.e. pa). This observation is used
in establishing a bound on the buffer-overflow probabilities at each queue in a

tandem of discrete-time queues in the following theorem.

Theorem 6.1.1 Consider a tandem of n discrete-time queues, each with buffer-
size M, where at any discrete-time instant the probability of a packet-arrival into
the first queue is pa, and the probability of a packet-departure from the i-th,

non-empty queue is pdi, (i ¼ 1,2,. . .,n). If pdj ¼ mini¼1;...;n fpdig, and ρmax ¼ pa
pdj

� �
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< M
Mþ1

, then, the probability of seeing M packets in the i-th queue (i ¼ 1. . .n) is no

greater than 1�ρmax
1�ρMþ1

max

� �
ρMmax.

Proof We first note that 1�ρ
1�ρMþ1

� �
ρM , increases monotonically with respect to ρ if

ρ � M
Mþ1

. Let pai be the probability of a packet arrival into the i-th queue, we know

pai � pa. If ρi ¼ pai
pdi
, since pdi � pdj, it follows that ρi � ρmax <

M
Mþ1

. The observa-

tion follows directly from the monotonicity property mentioned above.

Let β be an acceptable upper-bound on the buffer overflow probability. A direct

consequence of Theorem 6.1.1 is that if we are able to pick a pa such that

pa
pdj

ð¼ ρmaxÞ <
β

1þ β

� �1=M
; (6.2)

then the buffer overflow probability at the i-th queue in the tandem of discrete-time

queues will be no higher than β at all queues.

In [3], this observation is used in a convex programming solution to the problem

of enforcing proportional fairness in the presence of constraints on the buffer

overflow probabilities, in ad hoc wireless networks. Typically optimization prob-

lems for slotted-time protocols involve selecting the optimal access probabilities for

each node such that some performance function is maximized, subject to relevant

constraints (for example, [2, 3]).

If a flow is routed through nodes i ! j ! k, then the probability of packet

arrival into (departure from) the discrete-time queue at node j is the single attempt

success probability of link (i, j) (link ( j, k)). Generalizing this observation, each

flow in the network can be modeled as a tandem of restricted, discrete-time queues,

where the idiosyncratic constraints of ad-hoc wireless networks are embedded in

the expressions for these single attempt link success probabilities (cf. Eq. 6.3,

Sect. 6.2). For the present,
1 each node through which a flow is routed, maintains a restricted, discrete-time

queue for that flow.

6.2 Single Queue vs Multiple Queues

In this section we show that if all the flows in the network have the same

requirement on the bound of buffer overflow probability, the nodes in the network

do not need to maintain separate queues for each flow.

1 This can be changed with impunity following the justification in Sect. 6.2.
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6.2.1 Link Success Probability Expression

An ad-hoc wireless network carrying a collection of flows, is represented as an

undirected graph G ¼ (V, E), where V represents the set of nodes, and E � V �
V is a symmetric relationship (i.e., ði; jÞ 2 E , ðj; iÞ 2 E), that represents the set of
bi-directional links. We assume all links of the network have the same capacity,

which is normalized to unity. The 1-hop neighborhood of node i 2 V is represented

by the symbol Ni). When a node i communicates with a node j 2 Ni), we can

represent it as an appropriate orientation of the link (i, j) in E, where i is the

origin and j is the terminus. The context in which (i, j) 2 E is used should indicate

if it is to be interpreted as a directed edge with i as origin and j as terminus.

The set of flows, using a link (i, j) 2 E with i ( j) as origin (terminus), is denoted by

Fði; jÞ.
When node i intends to transmit data to node j 2 Ni) for the l-th flow (l 2 Fði; jÞ),

it would transmit data in the appropriate time-slot with probability ~pi;j;l. ~Pi;j ¼P
l2Fði;jÞ ~pi;j;l , denotes the probability that node i transmits data to node j, and

~Pi ¼
P

j2V ~Pi;j , denotes the probability that node i will be transmitting to some

node in its 1-hop neighborhood for some flow. The probabilities ~pi;j;l ’s should

be chosen such that ~Pi is not greater than unity for any node i 2 V.
The probability of successful data transmission over link (i, j) 2 E for flow l

2 Fði; jÞ, denoted by Si;j;l, is given by the expression

Si;j;l ¼ ~pi;j;l � 1�
X

ðj;mÞ2E;n2Fðj;mÞ
~pj;m;n

0

@

1

A�

Y

o2NðjÞ�fig
1�

X

ðo;pÞ2E;q2Fðo;pÞ
~po;p;q

0

@

1

A

8
<

:

9
=

;
:

(6.3)

Assuming there are separate queues for each flow at each node, the probability of a

departure, pdi
l , from the discrete-time queue for the l-th flow in node i (assuming it

has a packet to send) is given by the above expression. If i is the source of the l-th flow
(i.e. there is always a packet to send at node i) the above expression is the probability
of arrival, pa1

l , into the first queue in the tandem (which is located at node j).

The above equation also ensures the service-constraint
P

j2NðiÞ;l2Fði;jÞ p
l
di � 1.

6.2.2 Merging Queues

Consider a wireless network where all flows in the network have the same require-

ment on the bound of the buffer overflow probability stated in the context of
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Theorem 6.1.1. That is, for any flow l, ρlmax � ρmax, where ρlmax ¼ pla1
pl
dj

,

pldj ¼ mini¼1;...;n fpldig, and pai
l ( pdi

l) is the probability of a packet arrival (packet

departure, conditioned on the queue at node i, that the l-th flow is routed through, is

non-empty).

We assume that all the nodes in the network are accessing the channel with floor

access probabilities so as to satisfy the buffer overflow bounds. If ρmax meets the

requirement of Eq. 6.2, following Theorem 6.1.1, we have the fact that the prob-

ability of a buffer overflow at any node, for any flow, is bounded above by β.
Let us consider a node A, with a total of n flows routed through it, which

maintains separate queues for each flow. Additionally, at node A,

1. Let ~plð~pi;j;l in Eq. 6.3) be the optimal floor access probability used by node A to

transmit packets of flow l in any time slot.

2. P̂l denotes the probability that the receiving node for flow l and all the one hop

neighbors of the receiving node (except transmitting node) are silent in any

time slot.

3. l 2 A implies that flow l routes through node A. The access intensity for any flow

l 2 A is given by ρl ¼ plaA=p
l
dA � ρmax, where p

l
dA ¼ ~plP̂l (cf. Eq. 6.3).

4. The overall access probability for node is ~PA ¼P
l2A

~pl.

Now if n queues are merged into a single queue and for each packet in the queue,

node A uses ~PA to access the channel, then,

1. The effective arrival rate of the single merged queue is given by ∑l 2 Ap
l
aA.

2. The effective departure rate of the single combined queue is given by the

expression ~PA

P
l2A P̂lp

l
aAP

l2A p
l
aA

� �

:

Theorem 6.2.1 The traffic intensity of the merged queue is at most ρmax.

Proof Let us compute the ρ̂ for the merged queue at node A.

ρ̂ ¼
P

l2A p
l
aA

~PA

P
l2A P̂lp

l
aAP

l2A p
l
aA

� � ¼
P

l2A p
l
aA

	 
2

P
l2A ~pl

	 
 P
l2A P̂lp

l
aA

	 


¼
P

l2A p
l
aA

	 
2

P
l2A plaA

	 
2
=ρl

� �
þPl2A ~pl

P
j2A;j6¼l P̂jp

j
aA

� � :

(6.4)

Now, let us look at one term in the second summand in the denominator,

~pl
X

j2A;j 6¼l

P̂jp
j
aA ¼ ~pl

X

j2A;j 6¼l

pjdAp
j
aA

~pj
¼ plaA

X

j2A;j 6¼l

pjaA~pl
ρ

l

~pj
pjdA
pldA

Using this in (6.4), along with the observation that ρl < ρmax we have,

6 Wireless Networks: An Instance of Tandem Discrete-Time Queues 75



ρ̂ � ρmaxð
P

l2A p
l
aAÞ2

ðPl2A ðplaAÞ2 þ
P

l2A
P

j2A;j 6¼l p
l
aAp

j
aA

~pl
~pj

pj
dA

pl
dA

Þ

� ρmaxð
P

l2A p
l
aAÞ2

ðPl2A ðplaAÞ2 þ
P

l2A
P

j2A;j p
l
aAp

j
aAð~pl~pj

pj
dA

pl
dA

þ ~pj
~pl

pl
dA

pj
dA

ÞÞ
:

(6.5)

Letx ¼ ~pl
~pj
andy ¼ pl

dA

pj
dA

, using the fact thatx=yþ y=x � 2, we have, ~pl
~pj

pj
dA

pl
dA

þ ~pj
~pl

pl
dA

pj
dA

� �

� 2: Therefore,

X

l2A
plaA

 !2

�
X

l2A
ðplaAÞ

2 þ
X

l2A

X

j2A;j
plaAp

j
aA

~pl
~pj

pjdA
pldA

þ ~pj
~pl

pldA
pjdA

 ! !

:

Hence, from (6.5), we get, ρ̂ � ρmax.
Using a single queue instead of multiple queue at each node has the advantage

that nodes in the network do not need to maintain separate queue for each flow

routed through it, to respect the buffer overflow bound for each flow.

6.3 Preliminary Results

In this section, we describe the experiments that show how ST-MAC protocol [8]

performs when the RTS-signal in the corresponding RTS-slot is transmitted with a

probability as determined by the optimization algorithm discussed in [3]. For this,

we compare the performance of the ST-MAC protocol using different bounds on

the flow’s buffer overflow probabilities (i.e. different traffic intensities). These

experiments involved the implementation of the optimization algorithm within

the ns2 network simulator [9]. A detailed implementation of the 802.11-MAC

protocol already exists as a part of the simulation model.

The results presented in this section, provide an understanding of the perfor-

mance of the optimization algorithm presented in [3], in terms of fairness and buffer

overflow probabilities. It is important to point out that in ns2 network simulator, in

addition to transmitting data for unicast flows in the network, nodes also perform

additional functions such as route discovery and maintenance using broadcast

packets, for example, the broadcasting of route request queries. The simulation

results demonstrate the performance of ST-MAC protocol in presence of these

additional network traffic.
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6.3.1 Traffic and Mobility Models Used in the Experiments

The pause-time is kept constant and equal to the simulation time (i.e. there is no

mobility) in all our experiments. Lucent’s WaveLAN with 2 Mbps bit rates and

250 m-transmission range is used for the radio model. An omnidirectional antenna

is used by the mobile/wireless nodes. The carrier sense range is the same as the

transmission range in our simulation experiments, i.e. the packets are assumed to

interfere with each other only when a receiver is within the transmission range of

two sources that are transmitting simultaneously. We chose AODV [4] as the ad hoc

routing protocol. Each flow in the network has the same bound on the buffer

overflow probability.

In the simulations the retry limit for data packets is set to 4 for 802.11-MAC,

which is the default 802.11-MAC long-retry limit. In case of ST-MAC protocol,

there is no retry limit, i.e., the nodes keep trying to transmit the packet until its

successful. In simulations, at each node a single Drop Tail Queue of size 50 packets

was selected as an interface queue for both these protocols.

We then choose ten random source-destination pairs in the network shown in

Fig. 6.1a, simulated within a 1,000 � 1,000 m field. Each source generates data

packets of 512 bytes each. We run 20 different simulation instances with this fixed

network layout and source-destination pairs, by varying the start times of each

flow in the network by some milliseconds. Depending on the start time of the flows,

AODV chooses different routes for different simulation instances, which are not

same in all the instances.

For our simulation comparisons, we compared the following for scenarios:

• Nodes using 802.11 as MAC protocol, with TCP connections between the

source-destination pairs. This provides us with the reference frame, for compar-

isons using different performance metrics, among the optimization algorithms

using different bounds on buffer overflow probabilities and step sizes, when

nodes in the network use ST-MAC protocol and CBR traffic.

• ST-MAC protocol with constant-bit-rate (CBR) flows between each source-

destination pair, ρ varying from 0. 86 to 1. 0 for each flow.

The simulation time for each simulation is 620 s. The nodes start using the flow

rates and access probabilities given by optimization algorithm [3] after 120 s from

the start of the simulation and the simulation continues for additional 500 s. The

nodes keep updating the flow rates and access probabilities until the simulation

terminates.

In the case of 802.11-MAC protocol, the TCP connections are started when the

simulation starts. For ST-MAC, however, we wait a total of 120 s before the nodes

start transmitting at optimal rates. During this time, the sources transmit at very low

rates so as to prevent any network congestion.
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6.3.2 Results

Figures 6.1b and 6.2a, b show the plots of the average network throughput, packet-

delivery ratios and end-to-end delays for different simulation runs of the scenarios

mentioned in the earlier section. In case of 802.11-MAC the average packet

delivery ratio and end to end delay is low and the because the packets are dropped

by 802.11-MAC after four retries. This also contributes to lower the throughput in

case of TCP.

In case of ST-MAC protocol, as ρ increases the network throughput increases

but at a cost of larger delays and higher packet loss. As the value of ρ is increased,

the network delay increases because of increase in queuing delays. Also, we can

observe that when ρ ¼ 1, the packet delivery ratio decreases as more packets are

getting dropped because of buffer overflows.

Network Throughput

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Simulation Instance

T
hr

ou
gh

pu
t (

M
bp

s)

802.11 TCP
STMAC (0.86)
STMAC (0.91)
STMAC (0.96)
STMAC (1.0)

a

b

Fig. 6.1 Simulated network and throughput. (a) Ad hoc wireless network with 100 nodes,

10 connections. (b) Average network throughput
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6.4 Conclusion

Each end-to-end flow in an ad-hoc wireless network of half-duplex nodes using a

slotted time protocol can be viewed as a tandem of discrete-time queues with

restrictions that capture constraints specific to wireless networks. We derive a

bound on the buffer overflow probabilities for each queue in the tandem. We then

suppose that all queues, irrespective of the flows they serve, are subject to a

common buffer overflow bound. We show that for this case there is no need to

maintain separate queues for each flow that is routed through a host. These flows

can all be merged into a single queue and served as if there were just one flow, and

the buffer overflow bounds will still be met. This observation finds use in the

implementation of the distributed algorithm that enforces proportional fairness

subject to buffer overflow constraints outlined in Ref. [3]. We present some sim-

ulation results of this implementation.
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Chapter 7

An Equal Share Ant Colony Optimization

Algorithm for Job Shop Scheduling Adapted

to Cloud Environments

Rajesh Chaukwale and Sowmya Kamath S

Abstract The problem of efficiently scheduling jobs on several machines is an

important consideration for Cloud computing. Task scheduling in Cloud Environ-

ment is a recognised NP-hard problem and hence methods that focus on producing

an exact solution can prove insufficient in finding an optimal resolution to JSSP.

Hence, in such cases, heuristic methods can be employed to find a good solution

within reasonable time. In this paper, we study the conventional ACO algorithm

and propose two Load Balancing ACO algorithms for task scheduling in Cloud

Environment. We also present the observed results, and discuss them with reference

to the FCFS scheduling algorithm currently used. It is observed that the proposed

algorithm gives better results for every problem size. Also the proposed algorithms

are adapted and applied to Task scheduling in Cloud Environment and is found to

give better results.

7.1 Introduction

There has been extensive research and development in the Cloud computing, the

main focus of this development being user applications. The technology aims to

provide distributed, virtualized resources to its end users. Since a user application

may use thousands of virtual machines, it is difficult to manually assign tasks to

such virtual machines. Clearly, there is a need for an efficient scheduling algorithm

which can simplify this job of task scheduling in Cloud Environments.

The classical Job Shop Scheduling Problem (JSSP) considers the problem of

efficiently scheduling a finite number of jobs to a finite number of machines for

processing. Each job consists of a sequence of operations which have to be
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processed using a specified machine for a specified amount of time, without any

interruption. The operations belonging to the same job have a technological

sequence and none of them should begin processing before the preceding operation

has finished its execution. The challenge is to find a feasible schedule consisting of

the assignment of operations on machines without violating these constraints. Thus,

JSSP is a NP-hard combinatorial optimization problem [1].

In this paper, we present an analysis of the application of the meta-heuristic Ant

Colony Optimization technique for the task scheduling in Cloud environment. Ant

Colony Optimization (ACO) technique is inspired by foraging behaviour of ants in

nature. ACO tries to mimic the observed behaviour of ants while they conduct a

search for an efficient path to follow to carry their food back to the nest. In a similar

fashion, in ACO, the concept of an ant is considered. Each ant constructively builds

a solution to the problem at hand by making decisions using path probabilities at

each decision point.

ACO has been used extensively to present effective solutions to many combi-

natorial optimization problems like Travelling Salesman problem and Vehicle

routing problem. In this paper, we apply and analyze the effectiveness of Ant

colony optimization for Cloud environment. Furthermore, the results of ACO are

improved by adding a load balancing factor while calculating probabilities. It was

observed that, the inclusion of load balancing factor improves the results drastically

and the proposed algorithm outperforms conventional ACO.

The paper is organized as follows – Sect. 7.2 presents a discussion of related

work in the area. Section 7.3 sheds more light on the intricacies of the Ant colony

optimization. Section 7.4 describes the proposed algorithms. Section 7.5 presents

the results obtained and their analysis, followed by conclusion and references.

7.2 Related Work

ACO and Task scheduling problem in cloud has been a problem of constant

research and has attracted the attention of several researchers. In recent years,

researchers have proved that ACO performs well as compared to other meta-

heuristic approaches when applied to scheduling problems [2, 3]. The first Ant

algorithm was proposed by Dorigo et al. [4] in 1992 as a way to solve the Travelling

Salesman Problem (TSP). The proposed Ant System [5] was improved to ACO.

They suggested ACO based approaches to solve some of the complex quadratic

assignment problems. When it comes to the field of scheduling, ACO has been

successfully applied to solve challenging problems like vehicle routing, graph

colouring, sequential routing, etc. Also, den Besten and Juan [6] applied ACO for

single machine weighted tardiness problem which is also a NP-hard scheduling

problem and consists of the problem of efficiently scheduling a given set of jobs on

a single machine. Hui Yan, Xue-Qin Shen, Xing Li, Ming-Hui Wu [7, 8] applied

ACO to task scheduling in Grid computing and proved that it performed better.
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We conducted a study on how ACO can be applied to the problem of scheduling.

It was found that ACO can be used to compete with the results of other meta-

heuristic approaches like Genetic and Bee intelligence algorithms. Also, most of the

ACO based algorithms proposed previously do not take the machine load into

consideration. Hence, we propose an algorithm for Job Shop scheduling problem

(JSSP) based on the concept of an equal-share factor. This factor helps in making

sure that each machine gets equal amount of load while scheduling tasks. The same

algorithm is extended for its application in cloud environment. As see from

experimental results, the proposed algorithm outperformed conventional ACO.

7.3 Ant Colony Optimization (ACO)

An Ant system is based on the interesting foraging behaviour of ants observed in

nature [4]. Ants are capable of finding the shortest path from food to their nest,

without using visual cues. They actually use a hormone called pheromone deposited

by other ants and its concentration levels to decide the best path. While walking,

ants deposit pheromone on the path and the ants coming later choose the path with a

greater concentration of the pheromone, since this indicates the way to the nest. The

technique based on this idea is called Ant Colony Optimization.

The basic idea in ACO is to use a population of ants to iteratively build a solution

by continually applying a decision policy based on probability until a solution is

found. Ants that find a good solution mark their paths with pheromones. So, in the

next iteration, ants are attracted towards to the pheromone which results in greater

chances of following good paths. ACO has a memory which stores the components

of the path being traversed. So, at the end of any iteration we can get the path used

by the ants.

In-order to apply ACO algorithm, the optimization problem must be plotted in a

graphical representation G. The pheromone level at each edge is initialized to a

positive real value c. Each ant is positioned at the starting node. The ant then starts

traversing the graph using the values obtained from probabilistic computations, until

it reaches the destination node. The path used by the ant is recorded and the best

solution will be recorded. The pheromone amount of the path used by ant is then

determined and another antwill start its traversal if the stopping criteria is notmet [9].

The ant uses a probabilistic computation to determine the next path during its

traversal. The computation is based on two parameters: the pheromone present

along the edge and the weight of the edge. The probability to move from node i to

node j for each kth ant at time t can be defined as:

P i; jð Þ ¼
τ i; jð Þα � η i; jð Þβ

X

u∈Sk
τ i; uð Þα � η i; uð Þβ , if j ∈ Sk

0, otherwise

8
><

>:
ð7:1Þ
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where τ(i, j) represents the pheromone trail, η(i, j) represents the edge weight.

The parameters α and β determine the degree to which pheromone level is used as

against the weight of the edge. The values of α and β are adjusted such that the node
having the edge with less weight and higher pheromone levels is selected.

After selecting the path, the ants will lay the pheromone according to Eq. 7.2.

τ i; jð Þ ¼ 1� ρð Þ � τ i; jð Þ þ ρ � τ0 ð7:2Þ

where ρ is the real valued coefficient such that (1 � ρ) becomes the evaporation

coefficient of the edge (i, j). The value of ρmust be between 0 and 1 i.e. ρ {∈} (0, 1)

The pheromone deposited by m ants is determined by:

τ i; jð Þ ¼ 1� ρð Þ � τ i; jð Þ þ ρ � Δτ i; jð Þ ð7:3Þ

where

Δτ i; jð Þ ¼ Lgb if i; jð Þ∈ global best tour

0 otherwise

(

The ant system has an important property of pheromone evaporation which

causes the pheromone deposited to decrease over the period of time. This property

helps in preventing premature convergence to a sub-optimal solution [9, 10].

Figure 7.1 shows the procedure followed while applying Ant Colony Optimization.

7.3.1 Ant Colony Optimization Applied to Task
Scheduling in Cloud

To apply ACO for task scheduling in Cloud environment, it is necessary to plot the

given scheduling problem in the form of a graph where nodes represent the

operations and the execution time represents the edge weights [7]. Two dummy

begin
Initialize the parameters
While (Stopping criterion not met)

Position each ant at Start node
while(Stop when each ant has build a solution)

for each ant do
Choose next node by pheromone trail & edge weight

end for
end while
Update the pheromone

end while
end

Fig. 7.1 Procedure for ACO
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nodes, Start and Destination are added to the graph. Once the graph is plotted, the

problem converts to Travelling Salesman Problem and we have to find the optimal

path from Start to Destination.

In order to find the optimal path, ants are placed at the Start node, and are made

to traverse the whole graph and reach the Destination node. While traversing, each

ant is allowed to visit a node only once. Whenever the ant wants to move to next

node, it calculates the probability of other nodes just like as in TSP where proba-

bility for each remaining node is calculated. The ant is allowed to choose the next

node with highest probability. The ant uses formula (7.1) to calculate the probabil-

ity of selecting the next path. After an ant chooses the node to visit, the selected

node is marked as visited and the probability for remaining nodes is again calcu-

lated. The procedure is continued until all nodes are visited and the ant reaches the

destination node. After the ant reaches the destination node, its path cost is

calculated. The cost calculation is done by CloudSim. Figure 7.2 depicts an

example path used by ant for moving from Start to Destination node while sched-

uling nine tasks and Fig. 7.3 shows an example path that is used by the ant.

7.4 Proposed Algorithms for Task Scheduling

in Cloud Environments

The scheduling algorithm developed for JSSP is adapted to work for scheduling

tasks in Cloud Environments. Two algorithms have been proposed for task sched-

uling in cloud environment. The first algorithm is hard to implement in practice,

while the second algorithm gives better results and it is also practically

implementable. The algorithms keep track of amount of execution carried out by

each Virtual machine and makes decisions with a view to provide an equal share of

tasks to all virtual machines. The performance of the algorithms tested using

CloudSim.

1 2 3

4 5 6

7 8 9

DS

Fig. 7.2 Plotting

scheduling problem

of nine tasks into graph

Fig. 7.3 Path used by Ant
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Conventional ACO does not take into consideration the equal share factor,

however the proposed Load Balancing ACO algorithm makes sure that each virtual

machine gets equal amount of tasks to be scheduled. This helps in obtaining optimal

solution. The two algorithms are:

(a) Task Length based Algorithm (TLA)

(b) Virtual Machine Attributes based Algorithm (VMAA)

7.4.1 Task Length Based Algorithm (TLA)

Figure 7.4 shows the procedure followed while applying Ant Colony Optimization

to Task Scheduling in Cloud Environment.

While an ant is moving to the next node, the next node is selected based on the

probability generated by the formula:

P i; jð Þ ¼ τ jð Þα � η i; jð Þβ
X

u∈Sk
τ ið Þα � η i; uð Þβ

8
<

:
, ð7:4Þ

where τ( j) represents the execution time of the task and η(i, j) represents the

pheromone trail corresponding to the path (i, j). Once the next task is selected, it

is sent for execution on an ideal VM. The ideal VM is selected considering the load

balancing factor. In this way, the whole graph is traversed. At the end, the execution

time corresponding to current iteration is calculated and the pheromones are

updated in inverse proportion to the execution time. This helps in making sure

that the next iterations generate more accurate and optimal solution. The parameters

α and β control the relative weight of task length and pheromone trails.

The above procedure is repeated for specified number of iterations after which an

optimal solution is obtained. Thus, as we can see, ACO is based on constant improve-

ment of solution until the best possible solution is obtained. Here the main target was

begin
Initialize all parameters
Plot tasks into graph
While (Stopping criterion not met)

Place Ant on Initial node
While (Stop when each ant has build a solution)

Calculate Probability for each node
Select Task with optimal probability
Assign VM with least execution time(Load Balancing)
Add execution time of current Task to selected VM's execution time

end while
end while

end

Fig. 7.4 Procedure for ACO for Cloud

86 R. Chaukwale and S. Kamath S



to design and implement an efficient ACO-based Task scheduling algorithm for Cloud

Environment and test its results usingCloudSim.The cost calculation i.e. the total time

required for executing the given set of tasks is done using CloudSim.

7.4.2 Virtual Machine Attributes Based Algorithm (VMAA)

The procedure for algorithm based onVMattributes is expressed in the Fig. 7.5. First

of all, entities of CloudSim are started. Tasks are named as Cloudlets in CloudSim.

Cloudlets are created and also virtual machines are created. Then, control is passed

to Scheduler module which is shown in dotted rectangle. This scheduler is respon-

sible for assigning appropriate virtual machine to a specified task.

When a new task enters the scheduler, the probability module starts playing its

role. Here, the probability for each virtual machine is calculated. For calculating the

probability, it is necessary to get the corresponding parameters of the virtual machine.

After calculating probabilities of all virtual machines, the virtual machine with

maximum probability is selected. This virtual machine is then assigned the job of

executing the task. The same procedure is repeated for each incoming cloudlet (task).

Start all entities

Create Cloudlets and VMs

Cloudlets
remaining?

All VMs
visited?

Scheduler

Exit Scheduler

Get VM parameters

Calculate prob for VM

Select VM with maximum probability

Schedule cloudlet on this VM

Update VM History

No

Yes

Yes

No

Fig. 7.5 Flowchart for task scheduling based on VM attributes
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If there are no more cloudlets remaining, the control exits the scheduler and the task

scheduling is completed.

The rule for calculating the probability determines the effectiveness of the

proposed algorithm. The formula incorporates factors like priority to high config-

uration virtual machines, prevention of starving of low configuration machines and

load balancing.

P ið Þ ¼
τ ið Þα � η ið Þβ

X

u∈Sk
τ i; uð Þα � η i; uð Þβ , if j ∈ Sk

0, otherwise

8
><

>:
ð7:5Þ

where, τ(i) indicates the processing capacity of virtual machine. This processing

capacity is calculated based on:

P ¼ num proc ∗ ram ∗ mips ð7:6Þ

Where num_proc indicates the number of CPUs present in the virtual machine, ram
indicates the amount of physical memory present in virtual machine and mips is the
MIPS of the virtual machine.

The parameter η(i) helps in load balancing of virtual machines. A priority is

assigned to each virtual machine which is reduced after a machine is assigned any

task. Due to this priority, the machines with low configuration get a good proba-

bility of getting a task. This indeed helps in preventing any sort of starvation of

virtual machines for tasks. Also, to achieve effective distribution of tasks over

virtual machines, a variable index is used and virtual machines are given priority if

their id equals index. The variable index keeps on occupying values from 0 to size

of virtual machine list.

7.5 Results and Discussion

7.5.1 Results for Task Length Based Algorithm (TLA)

The experiment was carried out using CloudSim – a cloud simulator. The task size

was kept around 10K instructions for smaller sizes and it was increased to one

million instructions for considering heavy tasks. In these experiments, the values of

parameters are very important. With the experiments carried out, it has been seen

that α ¼ 0.1, β ¼ �2.0, ρ ¼ 0.01 gave optimal values. Also, the load balancing

function helped in achieving optimal solutions. The experiment gave good results

after 100 iterations in most cases. So, each reading was taken after 100 iterations.

Table 7.1 presents a comparison of readings obtained for First Come First Served

(FCFS) algorithm, basic ACO algorithm and our proposed Load Balancing

algorithm.
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As seen from the Table 7.1, for smaller problem sizes with less number of tasks

and machines, traditional ACO outperformed FCFS. But, load balancing ACO got

the results just near traditional ACO. Still, the readings obtained were better than

traditional ACO. But, for complex problems, the difference in reading of traditional

ACO and Load Balancing ACO increased significantly and Load Balancing ACO

clearly outperformed other methods by a large margin. As we can see, for 400 tasks

problem, the load balancing ACO obtained optimal solution of 1,136.1 time units

while traditional ACO got 1,645.9 as output.

Table 7.1 and Fig. 7.6 show the percentage improvement obtained by our

proposed algorithm based on ACO over FCFS. It is clear that as the problem

complexity increases i.e. as the number of tasks and virtual machines increases,

the performance improvement increases. Here, the problems are represented in the

form: n � m. n � m indicates n jobs to be scheduled on m machines. Thus, we can

see from above chart that Load Balancing ACO clearly outperforms FCFS for tasks

of all sizes and complexities. The X-axis indicates the problem size. Load balancing

ACO performs 4.7 % better than FCFS for 9 � 3 problem. It performs 16 % better

for 40 � 4, 30.2 % better for 81 � 9 and 38.32 % better for problem of size

400 � 10. Thus, it can be easily concluded that the proposed algorithm outperforms

FCFS and even basic ACO for task scheduling.

Thus, experimental results showed that our proposed algorithm outperforms

conventional ACO. This performance improvement increases as the complexity

of the problem grows. Thus, addition of load balancing factor helped in assigning

equal load to machines and the effective makespan time decreased.

Table 7.1 Comparison of makespan of Load Balancing ACO with conventional ACO and FCFS

for cloud task scheduling

n (no. of jobs) m (no. of machines)

Observed makespan times (best case)

FCFS Traditional ACO Load Balancing ACO

9 3 253.3 242.5 241.4

40 4 324.1 284.89 272.8

81 9 1,848.2 1,748.7 1,289.1

400 10 1,842.2 1,645.9 1,136.1
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7.5.2 Results of VM Attributes Based Algorithm (VMAA)

The experiment was carried out using CloudSim – a cloud simulator. The task size

was kept around 10K instructions for smaller sizes and it was increased to one

million instructions for considering heavy tasks. In these experiments, the values of

parameters played an important part. With the experiments carried out, it has been

seen that α ¼ 0.1 and β ¼ 4.0 gave optimal values. Also, the load balancing

function helped in achieving optimal solutions. Table 7.2 presents a brief compar-

ison of readings obtained for First Come First Served (FCFS) algorithm and the

proposed Load Balancing algorithm.

As it can be seen from Table 7.2, the proposed Load balancing ACO

outperformed FCFS in each and every reading, with each task size complexity.

The first four readings were recorded for light tasks. As we can see, for 5 � 3

problem size, FCFS required 186.1 time units while the proposed algorithm com-

pleted the execution in just 145.3 time units. Similarly, for 10 � 4 problem, FCFS

recorded makespan of 258.2 while Load Balancing ACO showed result of 188.2

time units. The same happened for 140 � 5 problem where Load Balancing ACO

outperformed with 1,745.3 time units against 2,413.9 time units of FCFS. The last

reading of 400 � 7 problem size was taken with heavy tasks of size one million

instructions to test the algorithm for heavy tasks. The percentage improvement of

proposed algorithm over FCFS is shown in the Fig. 7.6.

Figure 7.7 shows the percentage improvement obtained by our proposed algo-

rithm based on ACO over FCFS. It is clear that as the problem complexity increases

Table 7.2 Comparison of FCFS and Load Balancing ACO for cloud task scheduling

n (no. of jobs) m (no. of machines)

Observed makespan times (best case)

FCFS Load Balancing ACO

5 3 186.1 145.3

10 4 258.2 188.2

20 5 346.2 258.1

140 5 2,413.9 1,745.3

400 7 2,423 1,564.7
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i.e. as the number of tasks and virtual machines increases, the performance

improvement increases.

Here, the problems are represented in the form: n �m. n �m indicates n jobs to

be scheduled on m machines. For 5 � 3 problem size, the Load Balancing ACO

showed an improvement of 21.92 % over FCFS, while for the 10 � 4 problem size,

the improvement was 27.11 %. The proposed algorithm reduced makespan by

25.4 % for problem of size 20 � 5 while the performance increased to 27.7 % for

problem of size 140 � 5. Thus, it is evident from this case that if the number of

tasks is increased, the performance also increases. The final problem 400 � 7

showed improvement of 35.42 % over FCFS, making it clear that the proposed

algorithm based on Load Balancing ACO outperformed FCFS in almost every

problem size.

7.6 Conclusion

In this paper, we have proposed two Load Balancing ACO algorithms for achieving

better results in cloud task scheduling problem. We have also evaluated and

compared the results obtained with conventional ACO algorithm and FCFS and

found that our proposed algorithms give better performance. As the size of sched-

uling problem increases, the difference in the results produced by both these

algorithms increases and Load Balancing ACO algorithms proved to be more

useful. The algorithm based on Task Length is particularly useful for finding the

best solution for a given scheduling problem. The algorithms have shown better

performance in all the tested cases.
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Chapter 8

A Dynamic Trust Computation Model

for Peer to Peer Network

Tarek Helmy

Abstract Reliable Peer to Peer (P2P) communication has always been a challenging

task for P2P system designers. Trust models try to alleviate problems in P2P

systems by incorporating a variety of approaches and schemes. However, most

of the current models measure the trustworthiness of a peer only by its trust

value which results in inefficient mechanisms of dealing with malicious peers.

This paper proposes a unique way of computing the trust value of peers in two

steps; by computing the trust value of a peer after each transaction and com-

puting the trust value after a periodic interval of time, namely the transactional

trust and revised trust respectively. In the proposed P2P architecture, peers are

distributed into groups and each group has a central peer which is responsible

for the peers in its group. A management peer is used to manage the central

peers and it takes care of all other management activities in the system. The

simulation results validate the fact that the proposed trust computation model is

accurate and computes the trust efficiently.

8.1 Introduction

P2P systems have become a very popular area of research in the recent decade.

These systems offer numerous services which include file sharing and storing,

distributed computing, collaborative applications and immediate communication.

Nevertheless, existing systems are susceptible to various security problems for the
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scale of the network and unreliable nature of peers characterizing most P2P

systems. Among the heterogeneous peers, some might be honest and provide

high-quality services, some might be self-serving (for example free-riders) and

don’t want to provide service to others, some might be even malicious ones who

provide bad service and harm the customers. Historical behavior of the peer is used

to build trust value for a peer. A peer can estimate the authenticity of files other peer

share by their trust value. Generally, the bigger the trust value, the higher is the

probability that the files shared are authentic. But the idea of using trust value as a

parameter to judge has become infamous as some peers act as traitors, where a peer

develops a high trust value by providing good service and then suddenly starts

giving bad service for some transaction. Calculation of trust also arise many

parameters to be taken care of, as the peers may collude with each other to provide

a good rating to bad peer and a bad rating to good peer. So the idea of using only

peer’s trust value has become stale. So it makes necessity to include many other

parameters (like vote accuracy factor) for accurate calculation of trust. In the

proposed model, we use the group based approach where the peers are divided

into groups. Each group has a fixed number of peers and a Central Peer (CP) which

is responsible for calculating the trust values for the peers in its group. We also

introduce a new parameter “Likelihood of Defecting” (LD) which gives the prob-

ability of the peer defecting on a transaction (it is the average number of unsuc-

cessful transactions of a peer). The higher the value of LD, the greater is the chance

of transaction failure or getting a bad service from a peer. We use a dynamic

two-step model for calculating the trust for a peer. In the first step, transactional

trust is calculated after every transaction. It is incremented or decremented based

upon the success or failure of the transaction. In the second step, the revised trust is

calculated after periodic intervals of time. The rest of the paper is organized as

follows. Section 8.2 presents taxonomy of few existing trust computation models.

Section 8.3 presents the architecture of the proposed trust computation model.

Section 8.4 describes the transactional forms and tables used in the computation

of the trust values. Section 8.5 explains the actual calculation of transactional trust,

revised trust and LD values. Section 8.6 presents the results. Section 8.7 concludes

the paper and highlights the future work.

8.2 Taxonomy of Existing Trust Models

Due to diverse characteristic of peers, some peers might be malicious which effect

the development of P2P network. Various models have been proposed to cope up

with this problem. Wang et al. [1] proposed a new trust model for e-commerce

security based on voting agreement. It prevents vulnerable peers from involving in

transaction and the problem of no-history record peers is also addressed. The peers

are evaluated based on two-side trading experience and recommendation of other

peers. Xu et al. [2] proposed an enhanced trust model based on reputation. Trust-

worthiness of peers is evaluated based on direct interaction experience and other

94 T. Helmy



peer’s recommendation. Voting for peers is considered from trust and distrust

perspective. The model solves the trust problem of a new peer and is effective to

prevent the malicious attacks. Ning Liu et al. [3] facilitate authentication and trust

between peers in P2P systems along with enhanced security of the model. Cuihua

Zuo et al. [4] proposed a multi-level trust model which controls the peer’s access

permission by their level values. The simulation results justify that the model is

effective to prevent malicious act and encourage peers to share their resources in

P2P network. Hongcai Feng et al. [5] proposed a new security policy based on

bi-evaluation of trust and risk. The access permission of transactions among peers

in P2P file-sharing is controlled by applying the trust and risk factors. All the

previous approaches consider peers to give trust values for other peers in the

system. They consider factors like voting factor, reliability, risk factor and other

parameters for accurate calculation of trust but none of them have used the concept

of Network Monitor (NM) in trust systems and also additional factors like the

likelihood of defection.

8.3 System Architecture

Peers constitute the major part of any P2P system. The proposed system architec-

ture is group based, which implies that peers are distributed across the system in

groups. Each group has a CP which is responsible for all the peers in the group. The

number of peers which can be accommodated in a group is set by the initial results

obtained by considering the workload and overhead of managing these peers by the

CP. As stated earlier, apart from the groups and the CPs in the P2P reputation

system, there is a Management Peer (MP), a Network Monitor (NM), Network

Statistic Store (NSS), an Authentication System (AS), a Trust Calculation

(TC) system and a Global History (GH) reputation system. We will discuss all

these components in the following sub-sections. Figure 8.1 shows the complete

system architecture.

8.3.1 Central Peers

These peers are preset by the P2P system designers. They are not involved in any

transactions and exchange of information with the other peers in the system. Their

job is to manage all the other peers in their groups.

The most important job of a CP is the calculation of trust values of all the peers

in its group. This is a relatively difficult task as each CP has to follow the

conventions of TC which are defined by the TC system. It involves maintaining

trust tables, populating the required fields and then computing the trust values

using a certain formulae. What are the fields of the trust tables, how many trust

tables are required and their information will be discussed in Sect. 8.4. Another
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job of the CP is to allow smooth interaction and transactions between peers of

different groups. The CP synchronizes with the MP and helps establishing the link

between peers of different groups. It is intuitive that all CPs are connected to the

MP. Additionally, the CP updates all the trust values to the MP which validates

the correctness of the calculated trust. Lastly, the CPs act as sources of informa-

tion for the newly joined peers or for any peer requesting the trust value of another

peer in the group before transacting with them. There is no election for the CPs of

a group as they are preset by the system. There are no malicious and trust concerns

about the CPs as they are not involved in any transactions. Their sole purpose is

the management of the group.

8.3.2 Management Peers

The MP is the central entity of the P2P system which is responsible for binding

different groups together. There are various responsibilities associated with a

MP. First, the MP is responsible for any new peer entering the system. It assigns

each peer a unique system identifier which is the peer ID. The peer ID cannot be

changed throughout the life time of a peer in that system. The peer ID is coupled

with the peer’s login name, password and verification details such as credit card

number. An authentication table is maintained which keeps information about all

the peers in the system. A login server authenticates the entry of peers in the

network. This is done to minimize the possibility of white washing. All this

constitutes the AS which is accessible to the MP. Second, the MP facilitates

communication between peers of different groups by synchronizing with the CPs

Network Statistics Store Global History Reputation System

Trust Calculation Table

Authentication System

Network Monitor 

Central Peer Management Peer Peers Groups 

Fig. 8.1 Group based P2P system architecture
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of the groups. Third, the MP contributes in the trust calculation by the CPs in a way

that, when a CP calculates the trust of a peer based on the transaction forms filled by

the transacting peers, in case of a mismatch between the information in the forms,

the CP refers the case to the MP which in turn checks the NSS for the particulars of

that transaction. It then decides which peer was truthful and notifies the CP to

calculate the trust accordingly. The details of the transaction forms will be

explained separately in the following sections. Finally, whenever a CP updates

the calculated trust to the MP, it transfers the data to the GH system as it is the only

entity in the system with access to GH system. Similar to the CPs, there is no

election for the MP and it doesn’t take part in any transactions. It is a preset entity

nominated by the system. Alternatively, in case of a failure there is a backup MP

which offsets the failure of the MP.

8.3.3 Network Monitor and Network Statistics Store

The use of a NM has been incorporated in the proposed approach for verification and

validation purposes. The NM captures all the network traffic between peers

according to the transaction identifiers. All the information is stored in the NSS. As

mentioned earlier in the responsibilities of MPs, this stored information is much

helpful in verifying the validity of data filled in the transaction forms by the

transacting peers. On referral by a CP, the MP verifies the transaction form with

the information available about that transaction in theNSS.Basically the attempt is to

capture the number of packets exchanged between two peers or in other words, the

size of the data traffic in that transaction. This helps in analyzingwhich peer correctly

filled the transaction form. Based on this, the CP calculates trust of a peer by

rewarding the truthful peer by incrementing its trust value and punishing the mali-

cious peer by decrementing its trust value. The NM services can be customized and

used according to the requirements of the system under consideration. The use of this

component is aimed at attempting to distinguish between good and malicious peers.

8.3.4 Global History System

Among various sources of information gathering in a P2P reputation system, the

most comprehensive solution is the use of a GH reputation system. Other sources of

information can be friends of real world, friends on social networking sites,

transitive trust chains, peers with which successful transactions were realized and

so on. But among all, the GH reputation systems are most reliable. In the cases

when the probability of a single fraudulent opinion is greater, the collective sum of

all opinions is comparatively more accurate even when a large fraction of peers are

malicious [6]. Generally, the quality and quantity of information are diametrically

opposite. In our case, the GH reputation is developed to provide comprehensive
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solutions for peers requesting information about other peers in the network. The

computed trust values are transferred by the CPs to the MP who in turn populates

the data tables of the GH system. One of the most comprehensive reputation

systems is that of eBay [7], which consists of a single trusted entity that collects

all transaction reports and rates all users.

8.4 Transaction Forms and Tables

In this section, various tables used by different components will be discussed in

depth. Other algorithms like [8–10] use the concept of weighted transaction reports

to gather information about peers before computing the trust values for peers. A

transaction is defined as the interaction between peers. The interactions can include

swapping files, storing data, answering queries or trading items involving monetary

payments [6]. The peers involved in a transaction are called transacting peers. After

every transaction both the source peer and the destination peer are required to fill a

transaction form providing feedback about the details of the transaction. The source

peer is the peer who initiates or requests the file and the destination peer is the one

which responds or shares the file. Both peers fill the transaction form and submit it

to the CP of the group. The CP uses the data from the transaction forms for

computing the trust value of both peers. It is to be recalled that in case of a

mismatch between the transaction forms of the source and destination peers, the

NSS is referred to verify the correctness of either of the peers and consequently the

trust is calculated.

8.4.1 Transaction Forms

A transaction form consists of various attributes. These are filled by the source and

destination peers involved in a transaction. There are a total of ten attributes in a

transaction form out of which five are prefilled by the CP before giving the form to

transacting peers. The remaining five attributes are filled by the transacting peers.

The attributes are as follows. Transaction ID (Tid) is the transaction identifier

which is unique for every transaction. It is allotted by the CP for every transaction.

It is important because it is the primary key for various tuples in various tables used

by multiple components. Source Peer ID is a unique system identifier associated

with the source peer. Each peer has a unique system identifier allocated to it by the

MP upon entry into the system. This attribute is prefilled by the CP in the

transaction form. Destination Peer ID is a unique system identifier associate

with the destination peer. This attribute is also prefilled by the CP in the transaction

form. These attributes are prefilled by the CP because it may happen that malicious

peers may fill a random Peer ID’s in the forms which may cause problems in scoring

and ranking the peers. Start Time Stamp is the start time of the transaction. It is
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basically used to match the information about a transaction with the information

retrieved from the NSS. Also, it is of high importance in calculating the time factor

which is used in the computation of revised trust values. This attribute is prefilled

by the CP in the transaction form. End Time Stamp is the end time of the

transaction. Its significance is the same as that of the start time stamp. It is

pre-filled by the CP in the transaction form. Transaction Completeness (Tc/I)

attribute helps the source peer to report any inconsistency in the transaction. The

transaction completeness is the degree of satisfaction the requesting peer experi-

enced in a particular transaction. Its value is between �1 and +1, where �1

represents dissatisfaction or incompleteness of transaction and +1 represents satis-

faction or completeness of transaction. Transaction Importance (Ti) attribute

represents the importance of a particular transaction. It is helpful in calculating

the transactional trust of a peer. It contributes proportionally to the transactional

trust of a peer. Its values are pre-defined by the system. Table 8.1 shows a possible

assignment of transactional importance values. These values are customizable and

can be set according to the system under consideration.

Transaction Count (Tc) represents the number of interactions between a set of

peers. If a specific peer interacts with the same peer ‘n’ times, then the transaction

count is set to ‘n’. This is used to take into account the transactional experience of a

peer with another peer. It is used in the revised trust computation. The transaction

count is an integer value.

Transaction Type attribute specifies the type of transaction. The type of a

transaction can be file sharing, monetary transaction, or answering queries. Trans-

action Size is the size in bytes of the file shared between peers. This is recorded

because in case of a mismatch between transaction forms of transacting peers, the

size of transaction is retrieved from the NSS and compared with the transaction size

attribute of both the source and destination transaction forms. This helps in catching

the malicious peers and punishing them accordingly.

8.4.2 Tables Involved in the Computation Process

Authentication Tables are maintained by the AS. They are accessible to the MP

and store information about all the peers in the P2P system. The main purpose is to

disallow malicious peers from disconnecting themselves from the system and then

rejoining the system at a later stage. Also, it helps peers from using multiple fake

Peer IDs. This alleviates the problem of white washers and Sybil attacks. Table 8.2

Table 8.1 A possible

assignment of the Transaction

Importance values

File size Monetary value Ti

1–10 MB 1–50$ 0.2

10–100 MB 50–500$ 0.4

100–1,000 MB 500–1,000$ 0.7

>1 GB >1,000$ 1.0
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shows the various fields of an authentication table. The use of login servers helps

prevent the system from unauthorized and unauthenticated access. This limits and

puts a check on the adversarial powers of peers.

Network Statistics Tables are maintained by the NM component. They consist

of fields which are essential in capturing the required information pertaining to a

transaction. These tables are very helpful in comparing the data of transaction forms

and verifying validating their correctness. Table 8.3 shows the various fields of the

network statistics tables.

Trust Tables are the most essential tables maintained by the CPs. The central

peers fill the fields of these tables using the transaction forms. The trust values are

calculated using appropriate formulae. There are three tables associated with trust

computation. Since, the computation of trust is a two-step process, the first table

(Table 8.4) accounts for the calculation of the Transactional Trust, whereas the

second table (Table 8.5) accounts for the calculation of Revised Trust and the third

table (Table 8.6) contains the abstract information of trust values of peers. The data

of the first two tables are transferred to the MP in order to be populated in the Global

Reputation System. The third table is maintained by the CP itself, so that when a

peer in its group requests for the trust value of a peer, it can send the corresponding

trust value. Another factor called LD is included in the abstract trust table, which

will be discussed in the following section. Global History Reputation System

Tables contains the most comprehensive information about a peer in a P2P

reputation system. The tables maintained by the global system are simply the

Table 8.2 Authentication

table
Peer ID User name Password Credit card number

p2pnum1 abc xxxx 9824 3561 xxxx xxxx

p2pnum2 xyz xxxx 9745 6666 xxxx xxxx

Table 8.3 Network statistics table

Transaction

ID

Source

peer ID

Destination

peer ID

Start time

stamp

End time

stamp

Data

size (B)

54892 p2pn1 p2pn19 04.00 A.M. 04.12 A.M. 25.5 MB

Table 8.4 Transactional trust table

Tid Sid Did Tc Tc/I Ti Ta TR

Table 8.5 Revised trust table

Peer ID Tid TR Tc Z Trev

Table 8.6 Abstract trust table

Peer ID Trust value Likelihood of Defecting – L(d)
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union of all fields in various tables across different system components. The table

can be represented as follows: GH System Table ¼ (Authentication Table) [
(Network Statistics Table) [ (Transactional Trust Table) [ (Revised Trust Table)

[ (Abstract Trust Table).

8.5 Trust Computation

Once all the tables are populated with the corresponding information, a reputation

score or rather the trust value of a peer is computed. Many authors have proposed

various methods to compute the trust of a given peer. The computation of trust

depends on many factors like satisfaction, experience, and transactional importance

[1]. Few models reduce these factors to one or two like trustworthiness of a peer and

its contribution [5]. Some of the optimal factors to be considered for calculating a

peer’s trust value are specified in [6]. The choice of factor depends on the relevance

of the factor with reference to the method of trust computation. We propose a

unique two-step trust computation model which uses the most essential factors

required in calculating a peer’s trust value. As specified earlier, the trust computa-

tion is done by the CPs of each group.

8.5.1 Transactional Trust

TheCP takes all the necessary information from the trust tables and computes the trust

value of each peer in its group. After every transaction in the system, the CP calculates

the trust of the source and destination peer as per the information in the transaction

forms and tables. We discuss two cases of incremental and decremental transactional

trust. An important point worth mentioning is that the range of the final trust value of

each peer is between 0 and 1. The increments and decrements are a fractional value

corresponding to first and second decimal places as we will see in the following

calculations. Initially, at the start of the computation, each new peer joining the system

is assigned a value of 0.5 which increments or decrements corresponding to its good or

malicious behavior.Case 1: The source peer can bemalicious or non malicious.Case

1a: If the source peer was not malicious and it filled the transaction form correctly,

there will be no change to its trust value. The trust value would remain same as the

previous transactional trust value.Case 1b: If the source peer is found to bemalicious.

This is the case, if there was a mismatch in the transaction forms and the source peer

was found to be malicious after comparing with the NSS information. The decremen-

tal value is computed proportionally to the importance of the transaction which was

specified in the transaction form. Defecting on a higher importance transaction will

decrement the peer’s trust value more and subsequently defecting on a lesser impor-

tance transaction will decrement the peer’s trust value less. For simplicity purpose, we

fix the decremental value to be one tenth of the transactional importance, i.e. if the
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transactional importance in a transaction was 0.7 and the source peer defected on it,

then its trust value is decremented by 0.07. Case 2: The destination peer can be

malicious or non-malicious. Case 2a: If the destination peer is found to be

non-malicious. Then, we have to increment the peer’s trust value using the following

formula: TRi ¼ TRi-1 + Ta, where, TRi is the transactional trust of the peer with

respect to the current transaction, TRi-1 is the trust value of the peer before that

transaction. Initially for a new peer in the system, TRi-1 ¼ T initial ¼ 0.5. The actual

trust for the current transaction is denoted by Ta and calculated as: Ta ¼ (TC/I * Ti)

where TC/I implies the satisfiability of a source peer with the destination peer’s

service and Ti is the importance of that transaction. It is notable that the product of

these two factors is a value corresponding to second decimal place. This notifies the

important observation that, the transactional trust is incrementally or decrementally

updated after each and every transaction of the peer in the system. This also highlights

the non-consideration of other trust related factors such as time and experience of a

peer in calculating the trust value. For the same reason, we propose the second step in

the computation of a peer’s trust value, namely the Revised Trust. Case 2b: Alterna-

tively, the destination peer can be malicious. This is the case, if there is a mismatch in

the transaction forms and the destination peer or the responding peer is found to be

malicious. We follow the same methodology as used in Case 1b for malicious source

peers. The Ta value is calculated as one tenth of the importance of the transaction and

deducted from the previous transactional trust value.

8.5.2 Revised Trust

Revised trust is calculated for all peers in the system after a periodic interval of

time. This considers the time of the transactions and the experience of each peer in

the system. The revised trust is calculated using Trev ¼ Σ i ¼ 1 to n (TRi * Zf)/Tc,

where, Trev is the revised trust value of a peer calculated by averaging the peer’s

transactional trust values in individual transactions over a period of time. Zf is the

final time factor which is used to include only the most recent transactions. The

revised trust value is averaged over the number of transactions considered and

hence transaction count Tc is used. The initial time factor ‘Zi’ is calculated using

Zi ¼ (t current � t transaction), where, t current and t transaction are the current

time and time of the particular transaction respectively. The lesser the time differ-

ence implies recency of the transaction and larger the time difference implies

oldness of the transaction. Since, recent transactions should be given more weight;

we map the Zi to Zf values by assigning a weight of 1 to seven most recent

transactions, a weight of 0.9 to next seven recent transactions, a weight of 0.8 to

next seven recent transactions and so on. The revised trust value is updated by the

CP after a periodic interval of time which can be set by the system. The CP stores

this value in the Abstract Trust Table (ATT) and keeps updating it periodically.

Note that, the transactional trust value is not updated in the ATT. It is to be recalled

that the abstract trust table had another field namely LD.
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8.5.3 Likelihood of Defecting

It has been mentioned by many authors that only the trust value is not enough for

determining a peer’s reputation in the system. We propose the LD factor takes into

account the probability that a peer will defect on a certain transaction irrespective of

its trust value. The LD is calculated as follows: L(d) ¼ (Number of failed trans-

actions in a set of recent transactions)/(Total number of recent transactions). The

number of recent transactions to be considered for calculating L(d) is decided by the

system. The L(d) value is stored in the ATT with the CPs. Whenever a peer in the

group or system rather, requests the CPs for the trust value of another peer it wishes

to transact with, the CP sends the two field tuple of ‘trust value’ and ‘L(d)’ from the

ATT to the peer. An important observation is that, the use of the LD factor solves

the problems of traitors in the system. With the use of L(d), this will not be the case,

as the number of recent defects or transactional failures will be accounted. If a peer

suddenly goes defecting on transactions, the recent transactions can be considered

for calculating L(d) and correspondingly it will give a higher value. The higher

value of L(d) implies the traitor behavior of a peer in the system.

8.6 Experimental Results

For the purpose of analyzing the proposed trust model, we used Matlab7.0 to

simulate the P2P environment. The simulation results validate the performance of

the proposed computational model. The simulation demonstrates the transaction

success and the calculation of trust values based on the proposed parameters for all

the peers in the system. For the purpose of simulation, we have used a single group

as the sole entity in the P2P system. The same computational model can also be

applied to all groups in the system. There are 100 peers in the group and each peer

transacts with exactly 10 other unique peers. Among the group there are x %

malicious peers who provide un-trusty ratings for the other peers with whom they

interact. The peers transact with each other and after each transaction, their trust

values are updated continuously. Initially each peer starts with a trust value of 0.5.

As the transactions increase, the trust values are updated more frequently. The

‘revised trust’ parameter takes care of the periodic calculation of trust value for

each peer. The number of transactions in the simulated system is 1,000. This is

repeated for 50 iterations which makes the total number of transactions on which

results are analyzed to 50,000. Figure 8.2 shows the averaged trust value of peers in

the system over 50 iterations by including different values of un-trusty peers within

the system. We have used 4 different values of un-trusty settings to analyze the

differences in the computed trust values. The results validate the fact that the trust

computation model is accurate and computes the trust efficiently. When there are

only 10 % un-trusty peers in the system, the average trust values of all the 100 peers

in the system is high, i.e. between 0.9 and close to 1. Similarly, when there are 30 %
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un-trusty peers in the system, the average trust value of the peers is in the range of

0.7 and 0.9 with the lowest being 0.625 and highest being 0.95. Analyzing the same

for the setting where the number of un-trusty peers are 50 % in the system, the

average trust value of the peers are in the range 0.4 and 0.7 with the lowest being

0.225 and the highest being 0.75.

Figure 8.3 shows the plot of the newly proposed parameter ‘LD’ with respect to

all the 100 peers in the system for 4 different settings of the number of un-trusty

peers (x %) in the system. When the number of un-trusty peers in the system is
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10 %, the LD is in the range of 0–0.2. When the number of un-trusty peers is

increased to 30 %, the LD is in the range of 0.2–0.4. Similarly, when the number of

peers in the system is 50 %, the LD is in the range of 0.4–0.7. This clearly explains

that as the number of un-trusty peers increase in the system, the LD also increases

proportionally. As stated earlier, it is a valuable parameter in discarding the trust

ratings received from such peers in the system. The current work is well structured

and the experimental results validate the outcomes of the analysis.

8.7 Conclusion and Future Work

This paper presents a dynamic model of trust computation in P2P systems using a

centralized approach. The structure of the P2P system is group based. The model

uses a network monitor to monitor the transactional activity of the system and

contributes to the development of a global reputation system. Various adversaries

such as white washers and traitors are taken care by the use of the AS and the LD

factor. The trust values are updated accurately after each transaction and revised on

a periodic basis. The model is simple, efficient and reliable in terms of a P2P

network environment. Our future direction will be towards implementing both the

network statistics store and the global reputation system then scaling up the number

of peers and groups and measure the efficiency of the proposed model.
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Chapter 9

Road Traffic Management Using Egyptian

Vulture Optimization Algorithm: A New

Graph Agent-Based Optimization

Meta-Heuristic Algorithm

Chiranjib Sur and Anupam Shukla

Abstract In this paper we have continued the introduction and application of a

new nature inspired meta-heuristics algorithm called Egyptian Vulture Optimiza-

tion Algorithm (EVOA) which primarily favors combinatorial optimization prob-

lems and graph based problems. The algorithm is derived from the nature, behavior

and key skills of the Egyptian Vultures for acquiring food for leading their

livelihood. These spectacular, innovative and adaptive acts make Egyptian Vultures

as one of the most intelligent of its kind among birds. The details of the bird’s habit

and the mathematical modeling steps of the algorithm are illustrated demonstrating

how the meta-heuristics can be applied on the route planning for a graph based road

network depending on the multi-parametric optimization of distance (travel time)

and waiting time. Due to the dynamically changing behavior of the waiting time for

the various crossings of the network, the system is dynamic system and the best

optimized path tend to change with time and will help in diverging the vehicle flow

through the various routes of the road network. The road network problem is

considered as a special case of Travelling Salesman Problem based combinatorial

problem with changes and constraint imposed and also the steps of the algorithm is

also changed to suit and quicken the solution finding process and imbibe the theory

of chance and rejection subsequently. The results of application of the algorithm on

the road network and its comparison with Ant Colony Optimization Algorithm &

Intelligent Water Drops Algorithm show that the algorithm works well and provides

the scope of utilization in similar kind of problems like path planning, scheduling,

routing, and other constraint driven problems. EVOA is one of the very few

algorithms which are readily applicable for discrete domain problems.
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9.1 Introduction

Road network management has become very challenging with the increase in the

number of vehicles, inextensible infrastructure, lack of knowledge, congestion and

lastly everyone tries to optimize things on their own and lands up with increased

delay and heavy pollution.Hencewith the effective implementation of the elaborated

high speedmobile network, all-time connectivity and smart light weight applications

there is requirementwhere the vehiclewill not simply be guided but guided optimally

so that the overall time, cost and effort spent is minimized, the scope of accidents and

congestions is minimized and throughput of the network is enhanced. For this the

requirements are: information collection system which can sent the information, a

processing unit and lastly an interface for query or public interaction. So in this work

we have provided a new approach for the path planning or routing of the graph

scenarios. This new approach is another bio-inspired computation technique called

EVOA which is better than the Ant Colony Optimization (ACO) and Intelligent

Water Drop (IWD)with respect to the convergence rate for the same number of agent

based implementation and thus is very suitable for the road network kind of scenario

where the parameters of the topology changes rapidly and the validity of the solutions

is of limited interval. The life style of the Egyptian Vulture has been a curiosity and

field of study of many researchers because of its attitude, adaptive features, unique

characteristics and enhanced skills and techniques for leading the lifestyle. Egyptian

Vulture has been studied thoroughly and preventive measures are sought out for

many decades ever since there occurred constant decrease in their numbers with

some of their species became extinct with time. In this work we have formulate the

activities of the Egyptian Vulture that can be applied for solution of real time

problems and mobilized the process into some simple steps which can derive

combinatorial optimization of graph based problems. There are some issues like

fitness function, assumptions for choice of the options, etc. which need to be

addressed (Sect. 9.2.4) for the benefit of the implementation of the algorithm. In

the literature there are many nature inspired algorithms which has been proven to be

highly efficient in optimization but only in the continuous domain and related fields

where the application can be framed into equations and all the variables accept values

continuously within a range. But a limited of them like ACO [22, 27], IWD [16, 30]

can traverse a graph network for search based optimization. There are also some

virtual transform of algorithm for discrete forms like discrete GA [24] and discrete

PSO [23] which have limited utility for the real life problems. The main constituents

of the evolutionary algorithm family are GA [3], PSO [3], cuckoo search [7], bat

algorithm [8], harmony search [12], artificial immune system [11], simulated

annealing [9], league championship algorithm [6], weed optimization [26], differ-

ential evolution [10], glowworm optimization [13], bacteria foraging algorithm [25]

etc. where majority constitute equation based variation for local search and unable to

handle sequence based problems. So there was requirement for development of

efficient and specialized randomized meta-heuristics which can handle discrete

problems. The development of the algorithm was primarily meant for the graph
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search problems through randomized selection and mixing up of the solution sets for

opportunistic solution derivation amidst constraints imposed time to time by the

various application system on which it is applied. Such a system is the road network

system which is obsessed with heavy traffic and requires some efficient and opti-

mized path finding mechanisms for enhanced management and avoidance of

congestion.

The paper is arranged as Sect. 9.2 with the optimization algorithm, Sect. 9.3 puts

up brief of road network used in simulation, Sect. 9.4 provides the steps of

algorithm for optimal route search, Sect. 9.5 has computational results and graphs,

Sect. 9.6 concludes with future work.

9.2 Egyptian Vulture Optimization Algorithm

The following subsections will gradually take up the various steps of the EVOA

[28, 29] Meta-Heuristics as shown in Fig. 9.1. The two main activities of the

Egyptian Vulture, which are considered here, are the tossing of pebbles and the

ability of rolling things with twigs.

The path planning for road network should always start form the initialized

datasets as the EVOA gradually searches for the path starting form initial and there

is no scope of recombination of the intermediate nodes which can produce a new

combination of the path. Also the number of nodes in solution varies and hence

EVOA produces a self-adaptive feature to cope up with the problem.

9.2.1 Pebble Tossing

The Egyptian Vulture uses the pebbles for breakage of the eggs of the other birds

which produce relatively harder eggs and only after breakage they can have the

food inside. Two or three Egyptian Vulture continuously toss the pebbles on the egg

with force until they break and they try to find the weak points or the crack points

for success. This approach is used in this meta-heuristics for introduction of new

solution in the solution set randomly at certain positions and hypothetically the

solution breaks into the set and may bring about four possibilities depending upon

probability and the two generated parameters for execution of the operations and

selection of extension of the performance. Figure 9.2 provides the pictorial view of

the pebble tossing step of the Egyptian Vulture. The two variables for the

Fig. 9.1 Steps for Egyptian vulture optimization algorithm
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determination of the extent of the operation are: PS ¼ Pebble Size (level of occupy)

where PS � 0 and FT ¼ Force of Tossing (level of removal) where FT � 0.

Hence, If PS > 0 Then “Get In” Else “No Get In”. Also If FT > 0 Then “Removal”

Else “No Removal” where “Get In” denotes occupancy and “Removal” is for

removing. Now the Level of occupy denotes how many solutions should the pebble

carry and must intrude forcefully into the solution set. Level of removal implies

how many solutions are removed from the solution set. Both are generated ran-

domly within a certain limit and the pebbles carrying PS number of nodes are also

generated randomly considering that the combination can produce new solution set.

Now FT denotes the number of nodes that are removed from either side of the point

of hitting. Overall there are three combinations of operations are possible and are:

Case 1: Get In & No Removal, Case 2: No Get In & No Removal, Case 3: Get In &

Removal. Another criterion is the point of application of the step. Point of hitting is

another criterion which requires attention and strategy must be determined for

quickening the solution convergence process. For path finding problem the best

strategy is considered if the discontinuous positions are targeted for application.

In Fig. 9.2 the path 1, 3, 6, 9, 5 are continuous and the rest from node 4 are not

organized, then this point after 5 is considered for the operation to take place.

9.2.2 Rolling with Twigs

The rolling with twigs is another astonishing skill of the Egyptian Vulture with

which they can roll an object for the purpose of movement or may be to perform

other activity like finding the position or weak points or just giving a look over the

other part which is facing the floor. This is perhaps the inherited skill of any bird for

finding the right stick for any object they are trying to create or execute. Several

birds have given testimony of making high quality nests during laying eggs. Such

selection of sticks is mainly made for making the nest or positioning the right bend

of the stick at the right place. Even some birds have given evidence of sewing the

soft twigs with their beak. This activity of the Egyptian Vulture is considered as

rolling of the solution set for changing of the positions of the variables to change the

meaning and thus may create new solutions which may produce better fitness value

and also better path when it comes for multi-objective optimization. Also when the

hit points are less and the numbers of options are more, it may take a long time for

Fig. 9.2 Pictorial view of pebble tossing
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convergence to take place when appropriate matching of the random event to occur.

For the “Rolling with Twigs” two more parametric variables are required which

will direct the mathematical formulation of the event and also guide the implemen-

tation of the step. These two criteria for the determination of the extent of the

operation are: DS ¼ Degree of Roll where DS � 0 denoting number of rolls. DR as

Direction of Rolling where probabilistically we have: DR ¼ 0 (for Right Rolling/

Shift) or 1 (for Left Rolling/Shift), where 0 and 1 is generated randomly.

In Fig. 9.3 if we consider the numerical precedence of the nodes then we will find

that the DS ¼ 3, DR ¼ 1 scheme will produce the required sequence in the second

roll of the last five nodes (because the first four already makes a path) and will be

accepted. Third roll will perform but the secondary fitness will reject it.

9.2.3 Change of Angle

This is another operation that the Egyptian Vulture can perform which derives its

analogy from the change of angle of the tossing of pebbles so as to experiment with

procedure and increase the chance of breakage of the hard eggs. Now the change of

the angle is represented as a mutation step where the unconnected linked node

sequence are reversed for the expectation of being connected and thus complete the

sequence of nodes. Figure 9.4 gives a demonstration of such a step. This step is not

permanent and is incorporated if only the path is improved.

Fig. 9.3 Pictorial view of rolling with twigs for DS ¼ 3, DR ¼ 1

Fig. 9.4 Pictorial view of change of angle
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This Change of Angle step can be multi-point step and the local search decides

the points, number of nodes to be considered and depends on the number of nodes

the string is holding. If the string is holding too many nodes and Pebble Tossing step

cannot be performed then this step is a good option for local search and trying to

figure the full path out of it.

9.2.4 Brief Description of Fitness Function

The fitness function is of utmost importance when it comes for the decision making

of the system and optimization selection, but it is noticed that in majority graph

based problems, obsessed with multi-objective optimization, that the complete path

is reached after a number of iterations and by the mean time it is very difficult to

clearly demarcate the better incomplete result from the others and it is in this case

the act of probabilistic steps can worsen the solution. Also the acts of the operations

need to be operated in proper places mainly on the node gaps where there is yet to

make any linkage. Hence a brief description of the secondary fitness function needs

to be addressed. The technique used in the simulation finds the linked consecutive

nodes and is numbered with a number which denotes how many nodes are linked

together at that portion. Then the secondary fitness is calculated as (summation of

the fitness)/(number of nodes). High secondary fitness denotes that more numbers

of nodes are linked together as a unit than the other solution string. But for the TSP

as there occurs a link between every node, the secondary fitness will always be

constant and will be of no use.

9.3 Model of Road Network Simulation

The EVOA is being applied on a road network for development of its efficiency and

proper management of vehicles. The road network graph [27] is shown in Fig. 9.5.

The network possess several paths and each of the edges has distance and average

Fig. 9.5 Road network graph used for simulation
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waiting time as its parameters and the overall fitness is calculated by the summation

of the parameters of the edges of the derived path. The fitness function is kept

simple and non-linear non-weighted sum of traveling time and waiting time. The

main purpose of the EVO algorithm is finding the best path for the vehicles and

analyzes the convergence rate with respect to Ant Colony Optimization. Conver-

gence rate is important as quick finding is absolute necessary for this kind of highly

dynamic systems.

However there are various assumptions considered for the simplicity of the road

network and its vehicles and all agents and calculations are regarded as ideal. The

vehicles are considered as of uniform dimension and capable of moving with

non-accelerating velocity and thus the unnecessary minute details of the vehicle

movement and also the minute variations are abstracted from the calculation. In the

road graphs, it is considered that four points, which are the most vital points,

the number of vehicles passing through these provides a rough estimations of

how the flow of vehicles are distributed in the network. Another important assump-

tion is the change in the dynamic parameter of average waiting time, which is in

constant variation with respect to ranged pseudo-random generator. It is assumed

that the presence of other vehicles in the road network produces an overall change

in the waiting time and is considered as approximate average waiting time.

9.4 EVOA Methods for Optimized Route Search

In this section we have given details of the EVO algorithm for optimized route

planning of the road network that can be utilized for traffic dispersion and man-

agement through guiding the vehicles to their destination following the best path

available which minimizes the overall time spent from source to destination. The

data structure mainly deals with the intermediate nodes with permanent source and

destination.

Step 1: Initialize the Road Graph matrix G ¼ (V, E) and Road parameter matrix for

each edge of the graph.

Step 2: Initialize N Solution String/Vector with x<<n nodes where n is the

maximum possible nodes that a string can hold and x is the number of initial

randomly generated nodes for a certain solution. Also initialize the unit bit string

marker with 0 (for not complete) and can be 1 (when path is complete). This

string marker will guide which of the solutions are complete and should not be

altered anymore.

Step 3: Initialize the primary fitness and secondary fitness matrix.

Step 4: Prevent Duplicate nodes and Evaluate the secondary fitness of the initial

strings (if any)

Step 5: Perform Tossing of Pebbles operation at points (or random points of the

string mainly on the unstructured part of the solution). This depends upon

implementation or probability of selection of the portion that require structuring.
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The operation point initially ranged for the whole solution range but gradually

the left limit of the range moves right as the initial path continuity is created.

Step 6: Perform Rolling of Twigs operation on selected (or the whole string if

required) depending on the pseudorandom generation of the two operator

parameters.

Step 7: Perform Change of Angle operation through selective reversal of solution

subset. (This is some kind of extra effort introduced by the bird for efficient

result and is a mutation operator)

Step 8: Prevent Duplicate nodes and Evaluate Secondary Fitness of each string of

solution.

Step 9: If the path is found complete then mark the string marker as 1 and no more

operation is performed on it.

Step 10: Evaluate Primary Fitness of each complete string set of solution or with

string marker as 1.

Step 11:When the numbers of solutions are greater than a certain percentage of the

total number of strings then Update the Global Best result with the best complete

path depending upon the Primary Fitness.

Step 12: Check Condition for stopping or Start from Step 2. [As the system is

dynamic the next iteration must start from the initialization]

Step 13: If iteration is complete provide the Best path for the vehicles for guidance.

Note: Duplicate node prevention (& Evaluate Secondary Fitness – if implemen-

tation logic depends on secondary fitness) step operation is required to be executed

after each operation to prevent confusion and enhance the quality of the solution.

9.5 Computational Results

The following are the graphs generated for the road network simulation with the

EVOA algorithm.

Figures 9.6, 9.7, 9.8, 9.9 and 9.10 have provided the comparison of the simula-

tion for the global best, cumulative global best & average cumulative global best for

optimized path with respect to the total time denoted as the sum of travel time and

waiting time (total time ¼ travel time + waiting time), and travel time and waiting

time individually for ten agent based simulation and it is found that EVO has better

convergence rate than the ACO. Travel time and waiting time are individual

parameters for each edge of the network graph. The more number of agents will

scope for more exploration but will increase the simulation time proportionally.

The main reasons for the enhanced convergence rate of EVO than ACO are:

• In ACO if the path formed form a loop, the agent is wasted. But in EVO the

scheme of dropping the nodes will revive the agent. Intelligent computation

must control the inclusion and exclusion of nodes for the path.

• In ACO (as Mean-Minded ACO [27]) the agents are influenced by the phero-

mone level of the paths probabilistically and more concentrated on the better
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Fig. 9.6 Variation of global best for total time & travelling time
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Fig. 9.7 Variation of global best for waiting time & cumulative global best of total time
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Fig. 9.8 Variation of cumulative global best of travelling time & waiting time
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Fig. 9.9 Variation of average cumulative global best of total time & travelling time
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average better path for the individual agent, but in EVO pure exploration, with

new combination generation, takes place.

• In EVO, all paths are formed and thus the scope of better path finding or

formation is more than the ACO, where agents are influenced by the pseudo

communication of the other ant agents. Also the later iterations are influenced by

the previous iterations. In dynamic situations like the traffic level of the road

network, ACO should always start from scratch but this will affect the unique

principle of the algorithm and will hamper its performance. However the

decision making of choice of path in ACO is sometimes lend to probability for

exploration. Thus in dynamic systems, the previous account for better paths are

not utilized in the new iteration start as the parameters of the system has changed

and moreover there has appeared a new topology. Also in the same iteration, the

already passed by agents are not having the benefit of the pheromone deposited

by the other agents.

The uniqueness of the algorithm lies in the randomness of node selection,

adaptability and rearrangement process. The solution is not created dynamically

like in ACO and IWD, but are added then tried to link up through the process of

random node selection and guided replacement, and another is rearrangement

(through Rolling with twigs & Change of angle). Also two important characteristics

of the algorithm are: The algorithm is also unique and also found experimentally for

the production of different path solutions for low number of solution agents.

Another is that if the numbers of vulture agent increase then the process of solution

Fig. 9.10 Variation of global best for waiting time
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generation is enhanced. Multi-agent vulture applied on the same solution will

decrease the chance of rejection of nodes for a solution set. However random

selection must constitute all the nodes with equal probability. Otherwise another

problem is encountered for the algorithm is during the completion stage where there

are required of only one or two node and due to randomness they don’t appear. As a

result many solutions may go wasted. At this stage the requirement is to loop the

whole node set for the solution set and completion of the solution will be enhanced.

The plots are mainly simulated for total time and the subsequent best entries for

waiting time and travelling time are taken individually and hence the plots are not

the best but are competitive and acceptable as a proof of the performance of the

Egyptian Vulture Optimization Algorithm. The agents are multiple in numbers but

the EVOA cannot be called as a swarm as the agents are not dependent on each

other for any mean.

9.6 Conclusion and Future Works

The results through graphs shown in the previous Section clearly reflected the

potential of the Egyptian Vulture Optimization Algorithm as a better discrete

heuristics and in handling graph based combinatorial problems and performing

quite well for constraint imposed scenario example of road network where it has

been worked on weighted multi-objective optimization. The new meta-heuristics

provides some probabilistic approach on some local search and analysis of second-

ary fitness which is operated on the incomplete path solution. Also this new

Egyptian Vulture Optimization Algorithm provides quite a number of paths in the

solution domain and out of which the best one derived is declared as the global best

for that iteration. Also a least path derivation of the road network is plotted, the

closeness of the least path solution it has been able derived out of the new meta-

heuristic search and also its dependency on the number of parallel solution strings it

has considered.

Lot of work can be extended for the new heuristic for other kind of combinatorial

optimization applications and requires proper handling of the heuristic steps

according to the problem and constraints. The current approach is biased for

graph based problems and lacks a local search strategy like that of influencing

change in the value of the variable in Particle Swarm Optimization Algorithm and

Bacteria Foraging Optimization Algorithm. Also in graph based problems such

local search strategy are either not applicable or not required. The algorithm can be

introduced with such kind small step extension in any direction for quick conver-

gence of the required minima or maxima.
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Chapter 10

A Novel Bloom Filter Based Variant

of Elliptic Curve Digital Signature Algorithm

for Wireless Sensor Networks

Vivaksha Jariwala, Prafulla Kumar, and Devesh C. Jinwala

Abstract In this paper, our focus is on the investigation for further improvement

(with its variants already existing) upon the Elliptic Curve Digital Signature

Algorithm (ECDSA). The security of ECDSA is based on the Elliptic Curve

Discrete Logarithm Problem. Though, ECDSA uses the same number to generate

two separate signatures as per the original protocol, it is possible for an adversary to

forge the signature. There have been number of improvements proposed to circum-

vent the issue. However, we propose here a probabilistic and improved bloom filter

based variant of ECDSA that while being optimal enhances the security strength of

ECDSA. With the theoretical analysis supplemented with our experimentation on

the TinyOS platform, we show that it is appropriate to employ in the resource-

constrained environment of Wireless Senor Networks (WSNs).

10.1 Introduction

Devising the security protocols in the resource constrained Wireless Sensor Net-

works (WSNs) environment is nontrivial. This is principally due to the (1) ubiqui-

tous and pervasive deployment of the sensor nodes, (2) the resource intensive nature

of security algorithms and (3) the severe constraints in memory, computational and

communication resources in WSNs [1].
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Any security algorithm for WSNs, must minimally provide the attributes viz.

confidentiality, data integrity and entity authentication. However, a protocol that

provides confidentiality without the support for data integrity is meaningless.

Hence, we focus on investigating the techniques for supporting data integrity. As

per our literature survey, we categorize the techniques for supporting data integrity

in WSNs into three classes viz. signature based, hash function based and Message

Authentication Code (MAC) based. Observing the fact that the digital signature

based approach yields non-repudiation property, our focus is on digital signature

based solution for supporting data integrity.

We realize that there are two types of ECC based signature available in the

literature viz. Elliptic Curve Digital Signature Algorithm (ECDSA) [2] and Elliptic

Curve Pintsov Vanstone Signature (ECPVS) that provide additional confidentiality

features [3]. ECDSA in TinyECC [4] is an example of a standard signature based

algorithm for data integrity – the primary focus in this research. The ECDSA has a

smaller key size that leads to the faster computation time and reduction in

processing power, storage space and bandwidth. This makes the ECDSA imple-

mentation, suitable for the resource-constrained environments such as the WSNs.

ECDSA uses a random number k to generate the signature. Therefore, by any

chance, if the same number is used for generating another signature, then an

adversary can find the value of private key x. The adversary can then use it to

generate another signature. The obvious solution is to employ a random number

generator that assures non-repetition of its output. However, in that case, the

strength of ECDSA algorithm is not intrinsic i.e. not built into the algorithm, but

dependent on the implementation. One of the panaceas to this issue is to use two

different numbers viz. k1 and k2 for signature generation [5]. As the authors prove

formally in their paper, this indeed increases the security strength. Indeed, numer-

ous efforts exist in literature that focuses on improving the ECDSA algorithm itself.

However, the issue that crops up is why not to use three different numbers –

especially if using two numbers k1 and k2 instead of a single random number k

increases the security strength, then using one more shall surely further increase the

same. We indeed experiment with it as explained further in Sect. 10.4.

However, two vital issues that crop up here are as follows: (1) if increasing the

number of random numbers used to generate the signature increases the security

strength, then why not to employ still higher numbers of such random numbers.

(2) the resulting overhead in generating increased number of random numbers is

tolerable? Such issues provoked us to explore any other alternative to argue that

eventually the goal in using multiple ki’s is only to prevent the probability of their

repeated occurrences so that the signature cannot be forged. Hence, is it not

worthwhile to explore any alternate mechanism to ensure increased security

strength of ECDSA while at the same time preventing multiple invocation of ki’s

? With this aspect in focus, and with the resource constraints in WSNs at the

backdrop, we observed that the space-efficient probabilistic set membership test

data structure viz. bloom filter can be employed for the purpose here [6]. Thus, we

propose a bloom filter based ECDSA that uses set membership test methods and

light-weight hash functions [7] to generate unique secret every time. Thus, because
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each ki generated is tested a priori for its use in earlier runs before actually using it,

it is not possible for the adversary to use it maliciously to generate a false signature.

We use the TinyOS [8] environment for WSNs to empirically evaluate and

benchmark the implementation of our approach against all the other previously

proposed approaches. We implement variants of ECDSA viz. one using two

different secrets [5], another using three different secrets, one more specifically

designed for limited capacity signer [9] and another specifically designed for

limited capacity [9] verifier. We also compare the overhead in all these

implementations using RAM requirements, ROM requirements and energy con-
sumption as the metrics. As our evaluation also shows, the overhead in our approach

is tolerable even in the resource-constrained environments while imparting the

necessary security strength to the ECDSA. There is no doubt that our approach

being simple; extension of our approach to the other environments (beyond WSNs)

is also possible.

To the best of our knowledge, our proposal is a simple and yet a unique attempt

that applies the set membership test operation data structure viz. bloom filter to an

advantage to the ECDSA in the resource constrained environment of WSNs while

enhancing the security of ECDSA.

The remainder of this paper is organized as follows. Section 10.2 gives a detailed

description of original ECDSA scheme and its security. Section 10.3 discusses

various variant of ECDSA and its security. Section 10.4 describes our proposed

variant of ECDSA based on bloom filter. Section 10.5 describes our results and

analysis followed by conclusion in Sect. 10.6.

10.2 Elliptic Curve Digital Signature Algorithm (ECDSA)

The Elliptic Curve Digital Signature Algorithm consists of three phases (1) Key

generation. (2) Signature generation and (3) Signature verification. The domain

parameter for the ECDSA consists of a suitably chosen elliptic curve E defined over

a finite field Fp of characteristic p, and a base point G {∈} Ep(a,b) with order

n. Thus, a typical setup phase of ECDSA would appear as follows [2]:

• Select a random or pseudo-random integer x such that 1 � x � n � 1.

• Compute Q ¼ xG.

• A’s public key is Q; A’s private key is x.

To sign a message m, an entity A with domain parameters (p,Ep(a,b),G,n) and

associated key pair (x,Q) does the following [2]:

1. Select an integer k such that 1�k�n�1.
2. Compute kQ¼(x1,y1).
3. Compute r¼x1(mod n). If r¼0 then go to step 1.
4. Compute k�1(mod n).
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5. Compute SHA-1(m) and convert this string to an integer H
(m)

6. Compute s¼k�1(H(m)+xr) (mod n).
7. If s¼0, then go to step 1.
8. A’s signature for the message m is (r,s).

To verify A’s signature (r, s) on m, B obtains an authentic copy of A’s

domain parameter (p,Ep(a,b),G,n) and associated public key Q. B then does the

following [2]:

1. Compute SHA-1(m) and convert this string to an integer H
(m).

2. Compute w¼s�1(mod n).
3. Compute u1¼H(m)w (mod n) and u2¼rw (mod n).
4. Compute X¼(x2,y2)¼u1G+u2Q.
5. If X¼O, then reject the signature. Otherwise, compute

v¼x2 (mod n).
6. Accept the signature if and only if v¼r.

10.2.1 A Possible Attack on ECDSA

In the original ECDSA, the integer k should unique to sign distinct messages. This

means that every time a message is to be signed, a uniquely distinct secret k should

be used to sign message. If it is not so, the private key x can be disclosed, thus

making the scheme vulnerable to the attacks. This is illustrated in [5] as discussed

below:

Assume that same secret k is used to generate two ECDSA signature (r,s1) and

(r,s2) for two different messages m1 and m2. Thus,

s1 ¼ k�1 H m1ð Þ þ xrð Þ mod nð Þ and s2 ¼ k�1 H m2ð Þ þ xrð Þ mod nð Þ

Here H(m1) is Hash of message m1 and H(m2) is Hash of message m2.

ks1 ¼ H m1ð Þ þ xr mod nð Þ ð10:1Þ
ks2 ¼ H m2ð Þ þ xr mod nð Þ ð10:2Þ

Now, if we subtract Eq. 10.1 from Eq. 10.2

k s2 � s1ð Þ ¼ H m2ð Þ � H m1ð Þ mod nð Þ

If, s2 6¼ s1(mod n), that occurs with high probability, then,

k ¼ s2 � s1ð Þ�1
H m1ð Þ � H m2ð Þð Þ mod nð Þ
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Hence, an adversary can determine k and then use k to reveal the secret x. Thus,

if the same secret k is used to sign two different messages, adversary can easily

reveal secret x. There are numerous attempts made in the literature to deal with this

issue [5, 9–12]. We critically analyze these efforts and use the same analysis to

justify our motivation in proposing a new variant of ECDSA.

10.3 Variants of ECDSA

10.3.1 Variant: Limited Computation Capacity Signer

Authors in [9] proposed variant for limited computation capacity signer. The

scheme in [9] is suitable for limited computation capability like a signer using his

smart card that stores secret key and signs a message on a terminal. Here the

advantage is that there is no need of calculating inverse of x in each individual

signing operation. X is the private key of the signer that will remain stable for a

period, it can be pre computed and stored in the key generation phase itself. Here in

this scheme [9] also attack possible on basic ECDSA is feasible. Hence, it is also

not secure.

10.3.2 Variant: Limited Computation Capacity Verifier

Authors in [9] proposed variant for limited computation capacity verifier. The

scheme proposed in [9] is suitable for the verifier who has limited compute

apparatus. That is, in this scheme the complexity of verification operation is lesser

as compared to that of the previous schemes. In this scheme, k�1 is no longer be

calculated, but we must calculate (h + rx)�1 in the signing phase. However, there is

no need of calculating inverse in verification phase that is one of the most expensive

operations in modular arithmetic. Therefore, the complexity of the verification

process is less in this scheme. Here in this scheme [9] also attack possible on

basic ECDSA is feasible. Hence, it is also not secure.

10.3.3 Variant: Using Two Different Secrets

In the variant proposed in [5], the digital signatures are generated using two secrets

k1 and k2 instead of relying upon a single secret k. Here, x cannot be determined

even if the same secret k1 and k2 is repeated. The authors in their paper formally

prove this:
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If a signature (r1, s) on a message m was indeed generated by A, then s ¼ k�1
1

(H(m)k2 + x(r1 + r2)) (mod n). If the same secret k1, k2 was used to generate

ECDSA signatures (r1, s1) and (r1, s2) on two different messages m1 and m2.

Then [5],

s1 ¼ k�1
1 H m1ð Þk2 þ x r1 þ r2ð Þð Þ mod nð Þ and

s2 ¼ k�1
1 H m2ð Þk2 þ x r1 þ r2ð Þð Þ mod nð Þ

Where H(m1) ¼ SHA � 1(m1) and H(m2) ¼ SHA � 1(m2). Then

k1s1 ¼ H m1ð Þk2 þ x r1 þ r2ð Þ mod nð Þ ð10:3Þ
k1s2 ¼ H m2ð Þk2 þ x r1 þ r2ð Þ mod nð Þ ð10:4Þ

Subtraction gives k1(s1 � s2) ¼ (H(m1) � H(m2))k2(mod n). We cannot deter-

mine k by this equation and then use this to recover x. Hence, this scheme is more

secure. However, the processes are more complex than the original ECDSA.

10.4 Proposed Variant Based on Bloom Filter

As already discussed in Sect. 10.2.1 if the same secret k is used to sign two different

messages, an adversary can easily reveal the secret x and with secret x, any

adversary can easily generate malicious signature on the message. To, surmount

that we can use additional secrets to generate signature as proposed in [5]. We have

also proposed a variant of ECDSA that uses multiple secrets (three) to generate

signature. Our proposed variant of ECDSA using multiple secrets is as follows.

Signature Generation:

1. Select k1,k2,k3 1�k1, k2, k3<n.
2. k1G¼(x1,y1), r1¼x1(mod n)
3. k2G¼(x2,y2), r2¼x2(mod n)
4. k3G¼(x3,y3), r3¼x3(mod n)
5. s¼k1

�1(H(m)k2k3+x(r1+r2+r3))(mod n)
6. (r1, s) is the signature of m.

Signature Verification:

1. w¼s�1(mod n)
2. u1¼H(m)wk2k3(mod n)
3. u2¼(r1+r2+r3) w(mod n)
4. u1G+u2Q¼(x4,y4),
5. v¼x4(mod n)
6. v¼r1! accept the signature
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In this scheme, we cannot determine k1, k2, k3 and then use this to recover

x. Hence, this scheme is more secure. However, when using additional random

numbers (secrets) to enhance the security strength, a vital issue that crops up is viz.

how many such secrets invocations to use? To answer the same, we also propose a

solution that uses the set membership data structure viz. bloom filter to avoid

repetition of a random number (secrets) used in ECDSA.

Our proposed approach uses a bloom filter to generate unique k that can be used

to sign different messages. Hence, our approach is using different secrets every time

to generate different signatures without multiple secrets and consequently there are

no chances of generation of false signature. The only argument against the usage of

the proposed variant could be if at all we have a strong random number generator
that ensures non-repetition, is it necessary to employ this variant. However, in that
case, ECDSA remains dependent on the implementation to be secure – the algo-

rithm lacks intrinsic security strength. Hence, our proposal is justified in that in

enhances the intrinsic security strength of the ECDSA algorithm without assuming

any guarantees from the underlying implementation.

Following subsection shows the description of bloom filter.

10.4.1 Bloom Filter

A Bloom filter [6], is a space-efficient probabilistic data structure that is used to test

whether an element is a member of a set or not. This compressed representation is

the payoff for allowing a small rate of false positives in membership queries; that is,

queries might incorrectly know an element as member of the set. Consider a set

A ¼ {a1,a2, . . .,an} of n elements. Bloom filters describe membership information

of A using a bit vector V of length m. For this, k hash functions, h1, h2, . . ., hk
with hi : X ! {1.. m}, are used as described below: The following procedure

builds an m bits bloom filter, corresponding to a set A and using h1, h2, . . ., hk
hash functions [6]:

Procedure BloomFilter(set A, hash_functions, integer m)
returns filter

filter¼allocate m bits initialized to 0
for each ai in A:

for each hash function hj:
filter[hj(ai)]¼1

end for each
end for each
return filter
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Therefore, if ai is member of a set A, in the resulting bloom filter all bits obtained

corresponding to the hashed values of ai are set to 1. Testing for membership of an

element is equivalent to testing that all corresponding bits of bloom filter are set [6]:

Procedure MembershipTest (elm, filter, hash_functions)
returns yes/no
for each hash function hj:
if filter[hj(elm)] !¼1 return No
end for each
return Yes

As new elements are added to the set, filters can be built incrementally. After

that, the corresponding positions are computed through the small hash functions

and bits are set in the filter. Moreover, the filter expressing the reunion of two sets is

simply computed as the bit-wise OR applied over the two corresponding bloom

filters.

10.4.2 Proposed Variant of ECDSA Using Bloom Filter

Select Ep(a,b), x, and 1 � x < n. Select G Є Ep(a,b) with order n and compute

Q ¼ xG. Public key: (Ep(a,b), p,G,n,Q). Private key: x.

Signature Generation:

To sign a message m, an entity A with domain parameters (p,Ep(a,b),G,n) and

associated key pair (x,Q) does the following:

1. Select k, 1�k<n.
2. Create Bloom Filter
3. Call MembershipTest for k
4. If returns yes go to step 1
5. Else go to next step
6. kG¼(x1,y1), r¼x1(mod n)
7. s¼k�1(H(m)+xr)(mod n)
8. (r, s) is the signature of m.

Signature Verification:

The receiver can verify the authenticity of sender’s signature (r,s) for message m by

performing following operations.
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1. w¼s�1(mod n)
2, u1¼H(m)w(mod n)
3. u2¼rw(mod n)
4. u1G+u2Q¼(x2,y2),
5. v¼x2(mod n)
6. v¼r accept the signature

10.4.3 Proof of the Scheme

Our proposed approach uses bloom filter to generate a unique k that can be used to

sign different messages. Therefore, an attack possible on basic ECDSA is not

possible on our variant of ECDSA. In our bloom filter based approach, we first

call the set membership test. If number generated is there in the set then we generate

another number, whereas if not, we use that secret for generation of signature.

Therefore, every time different secrets are used to generate different signatures. For

example, let secret bloom1 and bloom2 are used to generate two ECDSA signatures

viz. (r, s1) and (r, s2) for two different messages m1 and m2. Thus,

s1 ¼ bloom1
�1 H m1ð Þ þ xrð Þ mod nð Þ and s2 ¼ bloom2

�1 H m2ð Þ þ xrð Þ mod nð Þ

Here H(m1) is Hash of message m1 and H(m2) is Hash of message m2.

bloom1s1 ¼ H m1ð Þ þ xr mod nð Þ ð10:5Þ
bloom2s2 ¼ H m2ð Þ þ xr mod nð Þ ð10:6Þ

Now, if we subtract Eq. 10.5 from Eq. 10.6

bloom2s2 � bloom1s1ð Þ ¼ H m2ð Þ � H m1ð Þ mod nð Þ

If, s2 6¼ s1(mod n), that occurs with high probability, then, we cannot determine

bloom1 and bloom2 by this equation and then use this to recover x. Hence, this

scheme is more secure.

10.5 Results and Analysis

Table 10.1 shows the comparison of various variants of ECDSA. From the table we

can see that the variants that use two different secrets, three different secrets and the

proposed one using bloom filter are not vulnerable to attack. However, instead of

generating two separate secrets or three separate secrets for signature our approach

a priori checks for the uniqueness of the secret. Therefore, our approach enhances
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the security of basic ECDSA using a single secret only and increases intrinsic

strength of algorithm.

In this, we attempt to add our application in TinyECC [4] of TinyOS [8]. In order

to do this, we propose and implement our novel variant of ECDSA based on bloom

filter and try to evaluate these all variants based on the different metrics viz. storage

requirements (RAM and ROM) using TOSSIM [13] and energy in joule using

Avrora [14]. Any algorithm for WSNs must be designed carefully to work in the

resource-constrained environment. Hence, we use above-mentioned metrics that

directly affect the lifetime of the sensor nodes to evaluate the performance of the

proposed variant of ECDSA. In this section, we show our experimental results for

various variants of ECDSA including our proposed variant based on the above-

mentioned metrics.

Figure 10.1 shows RAM requirements for various variants of ECDSA. In the

figure, ECDSA is the basic ECDSA, variant 1 is limited computation capacity

signer, variant 2 is limited computation capacity verifier, variant 3 is using two

different secrets, variant 4 is using three different secrets and last is our proposed

bloom filter based variant. We can say that our approach using bloom filter requires

only 6 % more RAM than that of other variant of ECDSA but that is at the cost of

additional security.

Figure 10.2 shows ROM requirements for various variants of ECDSA. We can

say that our approach using bloom filter requires only 2 % more ROM than that of

other variant of ECDSA but that is at the cost of additional security.

Figure 10.3 shows Energy consumption for various variants of EC-DSA. We can

say that our approach using bloom filter requires approximately same energy

compare to other variant of ECDSA and that is at the cost of additional security.

Table 10.1 Comparison of various variants of ECDSA

Algorithm

No. of

secrets

used

Signature

generation

Signature

verification

Attacks if same

secrets are used

ECDSA 1 s ¼ k�1(h + xr) u1 ¼ hs�1 (mod n) Vulnerable

u2 ¼ rs�1 (mod n)

ECDSA – limited

capacity signer

1 s ¼ x�1(rk � h) u1 ¼ hr�1(mod n) Vulnerable

u2 ¼ sr�1 (mod n)

ECDSA – limited

capacity verifier

1 s ¼ k(h + rx)�1 u1 ¼ hs(mod n) Vulnerable

u2 ¼ rs(mod n)

ECDSA – two secrets 2 s ¼ k�1
1(hk1 + x

(r1 + r2))

u1 ¼ hs�1 k2
(mod n)

Not vulnerable

u2 ¼ (r1 + r2)s
�1

ECDSA – three secrets 3 s ¼ k�1
1(hk1

k2 + x(r1 +

r2+ r3))

u1 ¼ hs�1 k2 k3
(mod n)

Not vulnerable

u2 ¼ (r1 + r2 + r3)

s�1

Bloom filter based

ECDSA

1 s ¼ k�1(h + xr) u1 ¼ hw (mod n) Not vulnerable

u2 ¼ rw (mod n)
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Fig. 10.1 RAM requirements of various variants of ECDSA

Fig. 10.2 ROM requirements of various variants of ECDSA
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10.6 Conclusion

In this paper, we analyze the basic ECDSA and its various variants. In addition, we

also propose our own bloom filter based variant of ECDSA that enhances the

intrinsic security strength of the ECDSA algorithm. To justify that the variant can

work feasibly in WSNs, we implement the proposed variant including all the other

variants too and compare the same empirically using the metrics viz. Storage
(RAM, ROM) and Energy Consumption. Our empirical evaluation and proof of

the algorithm clearly shows that our variant of ECDSA increases intrinsic security

of ECDSA and is suitable for any application demanding integrity support in

resources constrained environment of WSNs.
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Chapter 11

Energy Efficient Localization in Wireless

Sensor Networks

A.V. Sutagundar, S.S. Shirabur, and V.S. Bennur

Abstract This paper presents an Energy Efficient Localization scheme for

Wireless Sensor Networks (EELWSN) based on the received power of beacon

signal. The operation of proposed scheme is as follows. (1) Anchor nodes are

deployed evenly over the network environment in the predetermined position.

(2) Sensor nodes with unknown location are deployed randomly over network

environment. (3) Each anchor node broadcasts a beacon signal with location

information of the anchor node. (4) Each sensor node should receive more than

three beacon signals. (5) Sensor nodes estimate the relative distance between the

sensor node and anchor node based on power of each beacon signal received.

(6) Sensor node uses trilateration method to compute its position using the relative

distances. The performance of the proposed localization scheme is evaluated in

terms of performance parameters such as localization error, network lifetime,

energy consumption, and cost factor.

11.1 Introduction

In the recent years, the advances in VLSI technology, Micro-Electro-Mechanical

system (MEMs) and low power radio technologies have created low power, low

cost and multifunctional wireless sensor devices, which can observe and react to

changes in physical phenomenon of their environment. WSNs consist of a very

large number of small, inexpensive, disposable, robust and low power sensor nodes
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working cooperatively. These sensor nodes are scattered across the geographical

area with larger number of nodes to sense over an area so that they can provide

greater accuracy[1].

Unfortunately, for a large scale network with hundreds or thousands of sensors

the solution is not adding Global Positioning System (GPS) to all nodes in the

network and its not feasible for the following reasons [2]. (1) GPS consumes

more energy for its operation which inturn reduce the life time of WSN. (2) In

large scale WSN, if each sensor node is equipped with the GPS, then the production

cost of the network will be very high. (3) Size of sensor nodes are required to be

small but the size of the GPS and its antenna increases the sensor node size. (4) In

the presence of dense forests, mountains or other obstacles that block the line-of-

sight from GPS satellites, GPS cannot be implemented.

Some of the related works of localization technique are as follows: Estimating

the geographical position of sensor node is a crucial issue in WSNs to reduce the

power consumption, size and cost of wireless device without equipping more

number of devices with GPS. The localization from mere connectivity presents a

method to determine the location of nodes in the network by using the connectivity

information [3]. The work given in [4, 5] describes a localization algorithm based

on the angle of arrival of beacons from three or more fixed beacon nodes. In this

technique to reduce the hardware complexity it uses direction estimation of

received beacons. A multi-hop localization technique for WSNs using acquired

Received Signal Strength Indication (RSSI) is presented in [6]. In this technique the

RSSI packet is exchanged between the nodes and based on this, a ranging model is

constructed, and then it is used by minimum least square algorithm to find location

of node.

11.2 Localization

In this section we describe the anchor node deployment and localization scenario

in WSNs.

The network environment consists of tiny sensor nodes with heterogeneous

sensing capability. In the deployed network, sensor nodes are classified in two

types which are sensor node (No prior knowledge of location) and anchor node. The

sensor nodes comprises of processor for pre-processing the sensed data,

transreceiver for transmission and reception of data and memory. These sensors

are deployed randomly over the entire network environment. The anchor nodes

comprise of all the components of the sensor node, in addition to that it is consisting

of GPS module for location awareness. Anchor nodes are deployed evenly over the

entire network environment. After sensor node deployment the localization is

performed for the entire network. It is assumed that sensor nodes have same

transmission range and capability to reconfigure the transmission power.
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11.2.1 Anchor Node Deployment

We consider a l � b squared area as a network environment for WSNs where

(l ¼ b). In this squared area ‘Nu’ identical sensor nodes are deployed randomly and

‘Na’ anchor nodes are deployed evenly over the entire network environment. In the

proposed scheme anchor nodes are deployed in predetermined position of WSN.

The anchor nodes can be deployed based on the Eqs. 11.1 and 11.2.

lx ¼ l

z
� x where x ¼ 0; 1; 2; 3; . . . n (11.1)

by ¼ b

z
� y where y ¼ 0; 1; 2; 3; . . .m (11.2)

Where ‘l’ is the length and ‘b’ is breadth of network area, where (l ¼ b) and
(lx, by) gives the deployment location coordinates of each anchor node by varying

the value of ‘x’ and ‘y’ in above equation. The anchor nodes can be deployed up till

lx; by
�� � ðl; bÞ. The ‘z’ is a numerical value which should be chosen such that it

divides the network area uniformly depending on the number of anchor nodes so

that anchor nodes can be deployed evenly over the network. To determine the

location information of sensor node, each sensor node should receive beacon

signals from minimum three anchor nodes.

To determine the location co-ordinates of sensor nodes the localization is

performed. Localization process is described as follows: after the deployment of

all sensor nodes, each anchor node broadcasts a beacon signal by flooding (up to

two hops). The sensor nodes receive the beacon signals from different anchors. We

assume that each sensor node should receive more than three beacon signals from

different anchors. Three beacon packets that are received with maximum power are

used to compute the distances to their respective anchors from the sensor node.

After estimating the distance to three anchor nodes the trilateration estimation is

applied to find the location of sensor nodes. The localization scenario is shown in

Fig. 11.1 for one sensor node (U8) and same will be performed by each

sensor node.

11.2.1.1 Trilateration

The lateration is a most common method for deriving the position co-ordinates of

sensor nodes, where the trilateration uses the distance measurements to three anchor

nodes. This estimation considers these distances between the reference location

(anchor) and sensor node location as the radii of circles with centres at every

respective reference location (anchor location). Thus the sensor location is the

intersection of the three sphere surface as shown in Fig. 11.2.
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Fig. 11.2 Trilateration

142 A.V. Sutagundar et al.



The coordinate (xi, yi) of unknown node can be obtained by using estimation

method of standard minimum mean square estimation which is given by Eq. 11.3.

X ¼ ðATAÞ�1
AT (11.3)

11.3 Simulation

To test the performance of the proposed scheme, the scheme is simulated using C

programming language. In this section we describe the performance parameters and

result analysis.

Some of the performance parameters listed are as follows

• Localization error: It is defined as the difference between the estimated and

original position of sensor nodes to the total number of unknown nodes.

• Network lifetime: It is the total number of rounds taken by the nodes to die in

the WSNs.

• Energy consumption: It is total amount of energy consumed to determine the

location of all the sensor nodes in WSNs.

11.4 Results

This section presents the results obtained during simulation. We compare the results

of proposed scheme with existing basic DV-hop localization scheme for WSNs.

Figure 11.3 shows the localization error increases with increase in number of

sensor nodes and anchor nodes. The proposed localization scheme provides the

reduced localization error compared to basic DV-hop localization algorithm.

Figure 11.4 describes the localization error versus number of sensor nodes with

uniform and random placement of anchor nodes. The proposed scheme uses

uniform placement of anchor nodes which reduce the localization error as com-

pared to random placement of anchor nodes. When the anchor nodes are deployed

randomly, some of the sensor nodes may not get the required number of beacon

packets for localization which increases the localization error.

Figure 11.5 presents network lifetime for increase in the number of sensor nodes

with and without GPS. As the number of sensor nodes increase, hop distance for

communication between the sensor nodes reduce so that network lifetime of sensor

nodes increase as seen from simulation results. Communication consumes more

power for long distance data transmission and less for shorter distance, so large

number of sensor nodes reduces the distance between the sensor nodes.

Figure 11.6 presents the energy consumption for localization in milliJoules with

increase in the number of sensor nodes and anchor nodes. As the number of nodes

increases the energy consumption decreases. Because of this the communication

cost is reduced by smaller hop distances. But the computational cost increases

which is negligible as compared to communication cost.
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11.5 Conclusion

The proposed work presents an energy efficient localization scheme in WSNs by

employing trilateration technique to reduce the localization error, energy consump-

tion, size of sensor node and cost of network. The anchor nodes are deployed

uniformly to reduce the location error. The location of sensor node is determined by

the reception of beacon packets from anchor nodes. The proposed scheme performs

better in terms of localization error compared to the basic DV-hop algorithm.
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Part IV

Network Security, Trust and Privacy



Chapter 12

Data Integrity Verification in Hybrid

Cloud Using TTPA

T. Subha and S. Jayashri

Abstract Cloud computing is a growing technology in the field of IT enterprises

that provides storage, compute and network resources as a service over the internet.

It allows the user to move their application software and large databases to the data

centres offered by multiple cloud service providers. Hence trusted enforcement of

data and services out sourced on to cloud is a big challenging issue. In this paper we

focus on the auditing mechanism in hybrid cloud using trusted Third Party Auditor

(TTPA). Hybrid cloud is the one that connects public and private cloud and is useful

when the dynamic scalability of service and data migration is needed. This resource

expansion is required in the case of storage space limitation at private cloud, further

to extend the outsourcing of data in public cloud. We propose a model in which the

data is stored in private cloud, moves in to public cloud in case of storage

expansion. In order to ensure the integrity and privacy of data, we utilize a Trusted

Third Party Auditor (TTPA) to verify the correctness of the data stored in public

cloud on behalf of the client. This enables public auditability of data. As a part of

our work we carried out a remedy to attain a secure cloud storage services along

with high secure data forwarding scheme among the cloud users. The Proposed

code based scheme allows the user to verify the CIA (Confidentiality, Integrity and

Availability) characteristics of the data with auditing mechanism. It guarantees

strong cloud storage correctness, and also simultaneously predicts the misbehaving

servers. This scheme is implemented on platform of Amazon web services, a

universally accepted cloud vendor and the results are proven effective. This scheme

works for all video, image, text files and supports dynamic operations also.
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12.1 Introduction

Cloud computing is opening up a new trend in the field of IT enterprises and it

offers huge advantages in the IT history such as on-demand self service, ubiquitous

n/w access, location independent resource access, rapid elasticity of resource,

pricing is based on usage etc [1]. Clients can subscribe for high quality services

from IaaS, SaaS and PaaS providers. It is made possible by the increasing network

bandwidth and reliable flexible network connections.

The fundamental aspect of this is the data is being centralized or outsourced to

the cloud. It brings more benefits from user’s perspective by storing data remotely

to the cloud. The users are relieved from the burden of storage management,

avoidance of capital expenditure on hardware and software, users can able to access

the data anywhere, anytime without knowing where their data is actually stored

(i.e. location independent access of data) [3]. Public cloud is hosted, operated and

managed by third party vendors from one or more data centres. All the services are

offered by public cloud can be accessed via the internet through web application or

web services [4].

There are three types of deployment models (private, public and hybrid) in

cloud. Industries/organizations prefer to use the private cloud for the deployment

of their data. The reason is they can have complete control on their data and they

can assign role based access control to the employees in their organization. The

incorporation of security controls and measures are mandatory in private cloud

since it is maintained by the particular organization/industry. In private cloud the

storage infrastructure associated is dedicated to a single organization and is not

shared with any organizations. It is solely operated by the individual organization or

by a third party.

When the clients transfer their data into the public cloud for the cause of saving

the storage space and cost, there are concerns about the reliability, confidentiality

and accessibility of data [8]. To minimize loss of control over data various encryp-

tion technologies can be used [7]. The clients can encrypt their data before

outsourcing into cloud. Many authentication mechanisms are used to identify the

authorized users who are allowed to access the data in cloud. Mainly security

aspects like data integrity, confidentiality and non repudiation are not seen much

in private cloud, since it does not allow the unauthorized users to access the data but

the public cloud can be accessible and seen by everyone.

These two models can be combined and taking the advantages of both provides a

huge benefit for the IT industry is called hybrid cloud. Hybrid cloud consists of

multiple internal and external providers from a particular organization. One of the

core design principle in cloud is dynamic scalability [11] i.e. it guarantees cloud

storage to handle growing amount of applications data in flexible manner. This can be

achieved by integratingmultiple private and public cloud services that can effectively

provide scalability of service andmigration of data. In particular organizations might

run non-core applications (or) authorized applications in public cloud while

maintaining the core applications and sensitive data in house a private cloud [4].
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There are many security key challenges needs to be considered when the orga-

nizations transfer their infrastructure and data into cloud [10]. The security problem

arises mainly because the user does not have control over the data, a lack of trust on

the service provider as the provider’s data centre stores the data and the location of

data is not known to the clients. There also exist legal and multi tenancy issues [8].

The primary goal of our paper is to construct a secure code based scheme for

the cloud data storage. In such scenario the CSP (Cloud Service Provider) may

behave unfaithfully towards the users. The reason behind is that the users may not

retain a local copy of outsourced data and they do not have control over their data

[1, 8, 10]. The CSP may in turn provide malicious information regarding the

status of their outsourced data.

Hence our first aim is to provide an application based client side encryption

scheme for all kinds of outsourced data to CSP. We also consider the functionality

for the bulky data that are already uploaded on cloud servers. Therefore our

secondary goal is to provide efficient third party auditing methodology to ensure

the availability of the data that are outsourced.

12.2 Related Work

In the present scenario the security and governance in the cloud are not satisfactorily

maintained. In most of the cloud computing application the cloud user pre-computes

Message Authentication Code (MAC) for the file blocks (F) and it is stored locally [8,

10]. It sends the data file F onto the cloud server. During the Audit phase, the data

owner releases the key to the server and requests for the new MAC value for the file

block. Then this newMAC is compared with the storedMAC to verify the integrity of

the data. But the number of times the secret keys are generated is limited in this scheme.

Jachak [9] stated about the problem of ensuring the integrity and security of data

storage in cloud computing. The security is achieved in their scheme by signing the

data block before sending the data to the cloud. James [12] designed the solution to

achieve the storage correctness to ensure users that their data stored in cloud is

indeed correct, appropriate and kept unharmed all the time and is retrievable.

Wang [1, 8, 10] proposed a system that includes flexible distributed storage

integrity auditing mechanism. They utilized homomorphic token and erasure coded

data. It supports dynamic data operations also.

12.2.1 Issues in the Existing Scheme

The previous works prescribed are based on data integrity verification for public

cloud as well as hybrid clouds. They suffer from the following reasons that,

1. The solutions proposed by existing schemes are not properly addressed to satisfy

the inherent requirement of bandwidth and time.
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2. TPA is trusted/independent one.

(2.a) The existing scheme assumes that TPA involved is trusted one and behaves

independently. The auditor maintains small amount of state information

for long storage. The auditor somewhat has intention to learn the content of

the customer data and the final result derived.

(2.b) So there may be a possibility of information leakage from TPA or mutual

agreement between TPA and CSP (Cloud Service Provider) – it is even

possible to change the audit log by CSP, presenting the audit results to the

user and make him to believe that the response produced by TPA is

correct. So it leads to several problems like the trustworthiness of TPA,

it affects the reputation of cloud service provider etc.,

3. The TPA itself may be interested to know the Meta data and tries to infer the

relationship from the stored data of clients.

12.3 System Model

Here we propose a hybrid cloud hosting scheme that supports both service scal-

ability and also migration of data from private cloud to public cloud in case the

storage requirement is high. We consider the existing multiple cloud service pro-

viders to store and maintain the client’s data cooperatively. Our main aim of this

paper is to maintain the integrity and availability of the data stored in public cloud.

It uses the Trusted Third Party Auditing (TTPA) mechanism to verify the data

integrity. The proposed architecture is shown in Fig. 12.1.

The following are the identified entities in a system.

Clients: Individual users/Organizations have large amounts of data to outsource

into cloud.

Trusted Third Party Auditor: It is a trusted, independent one. It verifies the

integrity of the data stored in cloud on behalf of the clients. Whenever the audit

request comes from client, the TPA sends the challenge request to the CSP. It then

compares the challenge response from the CSP so as to ensure the data integrity and

availability.

Cloud Storage Service Provider: CSP has enormous amounts of storage space to

store the client’s data.

12.3.1 Architecture of Secure Cloud Storage Model

As part of our approach we conducted an experiment for securing the data stored in

cloud. This model includes data owner, third party auditor (TPA) other sub-users,

cloud vendors. The functionalities of the data owner includes outsourcing the data
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files, issuing access credentials to the other user, encrypted upload and data audit

delegation. The integrity of the data is verified by TPA after receiving the request

from user. It performs public data auditing against the files in the cloud server. The

model is shown in Fig. 12.2.

12.3.2 Construction of Our System

Here we describe our approaches for the cloud data storage service scalability and

data migration with the above mentioned research goals. Our proposed scheme is

implemented on real time architecture by utilizing the Amazon web Services EC2

[2] and simple storage service (S3). It consists of the following important phases:

12.3.2.1 Cloud Processing Functionalities

Authentication

Only authenticated users are allowed to access the portion of the website. The login

details of the registered users are stored in RDS provided by Amazon. The users are

granted access after verifying these details in RDS during every login attempt.

Fig. 12.1 Hybrid cloud hosting using TTPA
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Outsourcing of Data

Initially the File is divided into blocks and the corresponding signatures are added

to it. Then the file is outsourced onto cloud. TheMeta data is stored with the auditor.

The auditor (i.e. verifier) sends the challenge request to the cloud server for

integrity verification. The server (i.e. Prover) responds with the proof. The auditor

compares both the proof and the original data, Outputs TRUE if it is successfully

verified. Otherwise outputs FALSE.

Initialization (or) setup phase – Initially the pre-processing of file F to be

outsourced is being carried out in this phase at the data owner’s side. It consists

of two modules.

Key Generation Algorithm

This is performed at the client’s side. The pair of keys called public and private keys

is generated using RSA algorithm. Public key is denoted as pk and the private key is

denoted as SK.

In order to provide security at the user’s end, the file F is encrypted using a secret

key SK. It then serves as the way to ensure the confidentiality and integrity of the file F.

Signature (or) Tag Generation Algorithm

This is also performed at the client’s side. It generates signature based on the secret

key. It uses Merkle Hash Tree authentication structure [1]. It proves the set of

Third party
auditor

Cloud
Servers

Data
auditing
delegation

Public data auditing

Outsourcing
data files

Security
message flow

File
Access

Users

Issuing file access
credentials

Data owner

Fig. 12.2 Cloud storage data model
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elements are not altered and undamaged. It can be constructed as a binary tree

where the leaf nodes are the generated hash values of the data values.

First the file F is divided into multiple blocks of equal sizes.

F ¼ m1,m2,m3, . . .mnð Þ ð12:1Þ

Instead of calculating MAC values, this algorithm generates signatures. The

advantage is that it avoids the problem of key exhaustion (i.e., If MACs are used to

generate data values, the secret keys needs to be stored locally [1]. And it is

impractical to calculate new MACs every time due to the communication

overhead).

Then signature generation algorithm creates a signature of each block mi using a

secret key and a chosen random value.

Signature set S for all blocks;

S Sið Þ on mið Þ for I ¼ 1, 2,n ð12:2Þ

Set of signatures created for a particular file F is the set of ordered hash indexes.

It calculates the root R of a MHT, signed using secret key. They are stored in the

leaves of a MHT tree. Each file is assigned a file tag say T.

T ¼ name noncek krandom value
�
�
�
� signature SK H rð Þð Þ ð12:3Þ

The file name, random value, nonce, and signature of these are generated. They

are stored at the service provider’s side.

Data Auditing Delegation

Many industries and organizations outsource large no of files on to cloud. The

process of data integrity and availability verification may be delegated to a third

party auditor. This helps the industry to relieve from the burden of checking file

integrity frequently, saves time and cost, reduces the resources that are needed to

perform frequent integrity check. The TPA is responsible for auditing the clients

data stored on the cloud storage. This auditing process should not bring any new

vulnerability in terms of data privacy. The auditor should not learn the contents of

the user data during the auditing process and by storing the logs.

We introduce a new certificate generation to prove the trustworthiness of

auditor. This enables the public auditability of data [6]. A client sends the auditing

request to the TPA on a particular file. The validation process is being carried out by

TPA. It simultaneously tries to identify the misbehaving server also. In our scheme

the users choose the auditor and send the file to TPA to perform the audit. It aims to

support the dynamic audit service facility.
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Certificate Generation Phase: This phase generates certificates at the client’s side,

if the data owner wants to check the integrity of its data. This task is delegated to

third party auditor. To prove the trust worthiness of TPA, client signs a certificate

and sends it to the server and TPA.

C ¼ Secret key name identityk k nonce TPAð Þ ð12:4Þ

Whenever the client wants TPA to perform the audit, the certificate is created

and issued every time. This is on demand dynamic auditing scheme. If the TTPA

wants to audit the data, TPA sends the certificate C to the server. It verifies and

checks the authenticity of TTPA and then allows it to further audit the data

integrity.

12.3.2.2 Cloud Auditing Functionalities

Audit Phase

This phase consists of sending challenge request to the server and verifying the

challenge response.

Challenge Request: TTPA sends a challenge request on the randomly selected

blocks to the cloud storage provider. It also specifies the positions of blocks to be

checked.

It takes input as File F; Signature set S, and Challenge. i.e. upon receiving the

challenge request the server computes data blocks and corresponding signature

blocks for the chosen random subset element. It then returns the data integrity proof

as output.

Proof ¼ chalreq F; S; challengeð Þ ð12:5Þ

Integrity Verification: This algorithm retrieves the signature encrypted using

public key pk. It also calculates the root and authenticates by checking the

signatures.

Signature S ¼ chalres datablocki, randomsubsetc, rootð Þ ð12:6Þ

The TTPA compares the response from the provider with the Meta data stored

with it. If the test fails it returns the result FALSE. Otherwise ACCEPT.

Audit Report Generation

Finally this module collects the details about the results of audits. It then presents

the results and suggestions, the outcome of the audit to the client.
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Clients are allowed to access and update their data for various applications

dynamically. Authorized applications that allows only authorized users to access

and manipulate the data. Our proposed solution aims to provide storage services

accountability through independent trusted third party auditing (TTPA). The report

is generated to the user’s mail id. This is done with the help of the Simple Mail

Service provided by Amazon.

12.4 Results and Discussions

Our Experiment is conducted on a real time system architecture implementing the

concept in the Amazon web service cloud vendor (AWS EC2). The web application

of cloud storage and cloud audit scheme is deployed using the apache tomcat server

on the virtual machine. The virtual machines (VM) are provided by AWS as IAAS

feature.

This test hosts Linux EC2 instance (1.7 GiB memory, 1 EC2 Compute Unit

(1 virtual core with 1 EC2 Compute Unit) 160 GB instance storage, 32-bit or

64-bit platform) for deploying the application. In the given Fig. 12.3a, b the

experiments are carried in the hybrid cloud environment and the results are

shown [13].

We are implementing in the public cloud and we are conducting more analysis to

improve the results than that given in these charts. We are being performing the

experiments to improve the computation time overheads.

Snapshots

Fig. 12.3 Performance analysis in hybrid cloud environment
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AWS EC2 console with the project running instance

12.5 Conclusion

In this paper we proposed a novel auditing mechanism. The proposed scheme is

based on the trusted third party auditor to check data integrity verification for the

outsourced data in hybrid cloud. It enhances the trustworthiness of the third party

auditor. The auditing result provided by TPA helps to prove the quality of the

storage service provider (CSP). CSP in turn can improve the quality of the service

and storage to maintain reputation in the competing business market. This scheme

proves to be efficient and useful.
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Chapter 13

A Comparative Study of Data Perturbation

Using Fuzzy Logic to Preserve Privacy

Thanveer Jahan, G. Narasimha, and C.V. Guru Rao

Abstract The latest advances in the field of information technology have increased

enormous growth in the data collection in this era. Individual’s data are shared for

business or legal reasons, containing sensitive information. Sharing data is a mutual

benefit for business growth. The need to preserve privacy has become a challenging

problem in privacy preserving data mining. In this paper we deal with a data

analysis system having sensitive information. Exposing the information of an

individual leads to security threats and could be harmful. The confidential attributes

are perturbed or distorted using fuzzy logic. Fuzzy logic is used to protect individ-

ual’s data to hide details of data in public. Data is owned by an authorized user, and

applies distortion. The Authorized user having original dataset distorts numeric

data using S-fuzzy membership function. This distorted data is published to the

analyst, hiding the sensitive information present in the original data. The analysts

perform data mining techniques on the distorted dataset. Accuracy is measured

using classification and clustering techniques generated on distorted data is relative

to the original, thus privacy is achieved. Comparison of various classifiers is

generated on the original and distorted datasets.

13.1 Introduction

In the process of data publishing large volumes of personal data are collected.

The increase of technology and global networking database sharing has become a

common phenomenon. It can be of criminal records, credit records or a hospital
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releasing patient’s record. Data is sensitive to privacy issues. Defense applications,

financial transactions, healthcare records and network communication traffic

[1]. The researchers or data analysts use these data to analyze by data mining

techniques. Data mining is the process of gathering and collecting data to extract

information. Analyzing such raw data can cause threat to privacy. Data containing

sensitive or confidential information is protected using privacy preserving data

mining. Many approaches have been employed in preserving privacy Randomiza-

tion, Anonymization and secure multiparty computation. Randomization method

consists of data perturbation or data modification which perturbs the confidential

attributes. Classes of methods are proposed for privacy protection in data

processing that is used in analysis system. Data perturbation methods are used to

modify data or add noise to data [2], data mining techniques have proved that

original and perturbed data are relatively same and accuracy is measured by

different classifiers. The dimensionality of the matrix is reduced by transforming

original dimension of data. Wang et al. [3] suggested significance of feature

selection for analysis purpose and suggested that performing SSVD and feature

selection is a better approach for classification purpose, while discarding

features having small distorted values. Various methods are adopted for preserving

privacy such as data swapping [4, 5] the attributes are interchanged with a higher

probability. In Aggregation [6] the row is represented as group of values. The

Fourier and signal Transformation [7, 8] methods are fast improving time com-

plexity. In data Anonymization different approaches such as generalization and

suppression methods are used, while k-anonymity protects identity disclosure but

not attribute. In secure multi party computation (SMC) [9] data is encrypted using

protocols such as secure sum, secure union and secure without revealing private

data to the data miners.

B. Karthikeyan et al. [10] used fuzzy membership function on original data,

proved efficient increase and decreased the number of passes to perform clustering.

In this paper we extend our work on an application where the information is

imprecise and fuzzy logic provides better solution [5]. The individual information

is preserved revealing details in public using fuzzy reasoning. The confidential

attributes are modified using s-based horizontally distributed data by performing

union of all individual entities. The distorted data is analyzed using data mining

techniques such as classification. Numbers of methods are used to preserve privacy

which increases complexity and processing time. An optimum solution is achieved

in this paper using fuzzy based approach. The rest of the paper is organized as

follows: Sect. 13.1 is the literature survey, Sect. 13.2 is the background work on

privacy preserving data mining. Section 13.3 describes fuzzy based approach used

in privacy preserving. Sections 13.4 and 13.5 are the classification and Clustering

used on datasets. Section 13.6 describes about the proposed method, experimental

results and the comparison between the classifiers and clustering on original and

distorted datasets, and finally Sect. 13.7 sums up with conclusion of the work

proposed and future work.
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13.2 Background and Related Work

13.2.1 Privacy Preserving Data Mining

The main aim of preserving privacy is hiding sensitive data, while it is been

published. The raising concern of privacy had led disclosure of information. Data

can reside at a single organization or in different places i.e. distributed data. In such

scenarios relevant algorithms are used to protect data in privacy preserving data

mining (PPDM). Many approaches are adopted to solve these issues, developing

algorithms to modify the original data in such a way that data and knowledge

remain private even after mining process [11]. Techniques include data perturba-

tion, blocking feature values, swapping tuples etc. PPDM scheme should able to

maximize the degree of data modification to retain the maximum data utility.

13.2.2 Analysis System and Perturbation

AData analysis model is shown in Fig. 13.1 consists of two parts an authorized user

and data analyst [12]. The authorized user owns an original data and manipulates

the data. Data is represented in tabular form having rows and columns. The original

data has sensitive information and should be disclosed for privacy. Authorized user

manipulates original data into perturbed data. The perturbed data is called as a

fuzzy data. Fuzzy data hides the sensitive information of an original data. During

data publishing user gives fuzzy data to data analyst. Data analyst collects fuzzy

data to perform data mining techniques. In this way data is protected by an

authorized user distorting the actual values by fuzzy values. Data mining techniques

used by analyst are classification, clustering.

Original Data

 Fuzzy Data 

Data manipulation

Authorized user

Data classification

Data analysis

Data clustering

Analyst

Fig. 13.1 Data analysis system
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13.3 Fuzzy Based Approach

Fuzzy sets are the extension of generic set theory, it is introduced in Ref. [13] has a

different approach to preserve privacy. The main characteristics of fuzzy sets

contrasting with crisp set, is the progressive transition from one set to another.

The natural characteristic of fuzzy logic provide automatic mechanism to deal with

imprecision and uncertainty, which are inherent to real world knowledge. The

assessment of data set can be done using fuzzy membership in fuzzy sets [14]. A

fuzzy set is a pair (A, μA) where A is a set and μA : A ! [0, 1]. For all x є A,

μA(x) is called the grade of membership of x. Each linguistic term can be

represented as a fuzzy set having its own membership function [15]. An S-shaped

fuzzy membership function is given as:

f x; a; bð Þ ¼

0,
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b� a

0

@

1

A

2

,

1� 2
x� b

b� a

0

@

1

A

2

,

1,

x � a
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>>>>>>>>>>=

>>>>>>>>>>;

Where x� is the value of the sensitive attribute, a & b are the minimum and

maximum value of the sensitive attribute in the original data set.

13.4 Classification

Data mining utilities are used to assess an original dataset and dataset after

perturbation. The analyst performs data mining techniques such as classification,

clustering on distorted data. In this paper we used various classifiers such as SVM,

ID3 and C4.5 on original data and perturbed data. The accuracy results have found

the best classifier among them. The above graph proves that SVM gives promising

accuracy results than ID3 and C4.5. The data before and after perturbation is

relatively same and is proved by mining utility. Classification is a process of finding

a set of models that describe and distinguish data classes and concepts. The purpose

of being able to use model is to predict class, where label is unknown. Classification

is a two step process shown in Fig. 13.2. (1) Build classification model using

training data. Every object of the data must be pre-classified i.e. its class label

must be known. (2) The model generated in the preceding step is tested by assigning

class labels to data objects in a test dataset. The test data may be different from the

training data. Every element of the test data is also pre-classified in advance. The

accuracy of the classification model is determined by comparing true class labels in

the testing set with those assigned by model.
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13.5 K-Means Clustering

Clustering is a well-known problem in statistics and engineering, namely, how to

arrange a set of vectors (measurements) into a number of groups (clusters). Clus-

tering is an important area of application for a variety of fields including data

mining, statistical data analysis and vector quantization [16]. The problem has been

formulated in various ways in the machine learning, pattern recognition optimiza-

tion and statistics literature. The fundamental clustering problem is that of grouping

together (clustering) data items that are similar to each other. Given a set of data

items, clustering algorithms group similar items together. Clustering has many

applications, such as customer behavior analysis, targeted marketing, forensics,

and bioinformatics.

13.6 Experimental Results

In this paper we have used a real world datasets Fertility, Hepatitis and Iris datasets

downloaded from UCI machine learning Repository having details of patients of

hepatitis. These Datasets have the sensitive attribute an age of the patients.

Training Data Build model Classified Model

Build model

Assign Classes

Test Data

Accuracy

New Data

Fig. 13.2 Classification process
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The sensitive attribute is transformed into a distorted data. This distorted data is

published protecting privacy of an individual. The original dataset has sensitive

information about patient is perturbed with S-based fuzzy membership function. In

our experiments we have used Tanagra data mining tool for classification, k-means

clustering is implemented in JAVA and performance is checked using MATLAB

package.

13.6.1 Proposed Method

Step 1: An authorized user owns an original dataset (D).

Step 2: A original dataset having sensitive attributes is perturbed using S-based

fuzzy membership function (fuzzy data) (D).

Step 3: The fuzzy data (D) is published by a user to an analyst for analysis.

Step 4: Analyst receives the fuzzy data and performs mining techniques.

The different classifiers used are SVM, ID3 and C4.5. The data before and after

perturbation is relatively same, proved by mining utility. “Accuracy of a classifiers

is simply, a ratio of ((no. of correctly classified examples)/(total no. of examples))

*100)”.

Technically it can be defined

accuracy ¼ TPþTN

TPþFNð Þ þ FPþTNð Þ

An experiment measuring accuracy of classifiers based on True Positives (TP),

False Positives (FP) as per the above equation is tabulated in Table 13.1. The

tabular form indicates the accuracy of original and perturbed dataset on classifiers

SVM, ID3 and C4.5. The results tabulated indicate that classification performed on

original data and perturbed data are equivalent. The Accuracy of classifiers and

k-means clustering is shown in Figs. 13.3, 13.4 and 13.5. The results indicate that

classification and clustering performed on original data and perturbed data are

relatively equivalent. We have found that by using fuzzy approach, the processing

time of data is considerably reduced when compared to the other methods that were

used before.

We have found that by using fuzzy approach, the processing time of data is

considerably reduced when compared to the other methods that were used before.
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Fig. 13.3 Fertility dataset

Fig. 13.4 Iris dataset

Fig. 13.5 Hepatitis dataset
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13.7 Conclusion and Future Scope

The paper presents a fuzzy based approach to transform a original data to fuzzy data

i.e. perturbed data. The method is proved an efficient maintaining privacy while it is

published. The analyst is unknown by original values, hence preserving privacy of

sensitive information owned by an authorized user. The results from our experi-

ments shows that classification performed on original and perturbed data are

relatively same. Fuzzy approach S-based membership function used has increased

processing time of the algorithm used. In future we would like to extend our work

other fuzzy membership functions such as triangular and use other classification

and clustering data mining utilities for the proposed algorithm used in this paper.
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Chapter 14

Vector Quantization in Language

Independent Speaker Identification Using

Mel-Frequency Cepstrum Co-efficient

D. Ambika and V. Radha

Abstract Speaker recognition is a process of recognizing a person based on their

unique voice signals and it is a topic of great importance in areas of intelligent and

security. Considerable research and development has been carried out to extract

speaker specific features and to develop features matching techniques. The goal of

this paper is to perform text-independent speaker identification. These models rely

on Mel Frequency Cepstral Coefficients (MFCC) for extraction of speaker specific

features and for speaker modelling Vector Quantization (VQ) is used due to high

accuracy and simplicity. The proposed system efficiency was analyzed by using

20 filter banks for extracting features. The performance was evaluated using

MATLAB against different speakers in different languages such as Tamil, Mala-

yalam, Hindi, Telugu and English with duration of 2, 3 and 4 s. Experimental result

shows that 4 s duration of speech regardless of language is able to produce 98 %,

99 % and 97 % of identification when compared to 2 and 3 s. The system efficiency

may further be improved using other speaker modelling techniques like Neural

Network, Hidden Markov Model and Gaussian Mixture Model.

14.1 Introduction

Speech has been considered to be a most important component for human to convey

information to one another. The speech signal conveys several types of information

such as the emotion, gender, accent, the language being spoken and generally the

identity of the speaker. As a result, the acoustic signal of human speech character-

izes not only what is being said but also it represents individual characteristics of
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the speaker such as the individual pitch, vocal tract resonances as well as speaking

styles and durations. The speech perception conveys information about the envi-

ronment in which the speech was produced and transmitted. The speech recognition

recognizes the word spoken in speech, and the speaker recognition system is used to

extract, characterize and recognize the information in the speech signal which

conveys speaker identity. By using the speaker-specific information, speaker rec-

ognition automatically recognizes the speaker included in speech waves to verify

identities being claimed by people accessing systems; that is, it allows access

control of various services by voice [1–3]. It is a fundamental part of oral commu-

nication between humans. No two individuals sound the same because of their

individual vocal tract shapes and larynx sizes. In addition to that, every individual

has his own distinctive manner of speaking, including the use of a particular tone

of voice, rhythm, modulation style, pronunciation model, choice of expressions

and so on.

Sometimes, there may be chances for the automatic speaker recognition system

to make decision errors. There are many sources of variation which may contribute

to cause errors, in which some of them are basic physical attributes, language,

accent, characteristics of speaking style, and changes in emotional state or health.

The factors which affect the speaker recognition system performance are [4]:

• Speech quality: depends on the types of microphones used, ambient noise levels,

types of noise, etc.

• Speech modality: text-dependent or text–independent

• Speech duration: the time required for training and testing data, temporal

division of training and testing data.

• Speaker population: number and similarity of speakers.

There are many practical difficulties available for speaker recognition process, in

which some of them are: high performance under requirements for Robustness and

flexibility, initial training, adaptation, decision strategy, human behaviour and

performance, etc. Yet, one of the main challenges remains the human factor.

There exist two types of speaker recognition such as: the naive speaker recognition

and the technical (automatic or semi-automatic) speaker recognition. In naı̈ve

method, the recognition is performed by untrained observers (a human “expert”).

The decision is based on what is heard and no special techniques are involved.

Whereas in the second method a great deal of work on the comparison of recordings

is required.

14.2 Types of Speaker Recognition

Speaker recognition is the process of automatically recognizing the speaker voice

according to the basis of individual characteristics information in the voice waves.

It can be defined as any activity whereby a speech sample is attributed to a person

on the basis of its phonetic, acoustic or perceptual properties. The speaker
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recognition can be classified into two main areas such as identification and

verification. Speaker identification is a 1: N match where the voice is compared

against N templates. In a speaker verification 1:1 match is done where one

speaker’s voice is matched to one template. It is also known as speaker authen-

tication or detection and it is the task of determining whether a person who he/she

claims to be (a yes/no decision). The basic structure of speaker recognition system

is given in Fig. 14.1.

The speaker identification process may be text dependent (restrained) or text

independent (unrestrained). In text dependent speaker identification system, the

speaker is asked to utter a specific phrase (password) which is the same for

enrollment and for verification, In text independent speaker identification system,

the recognition is based on identifying speaker irrespective of any utterance.

There are two modes of operation such as open set and closed set mode. In

closed set systems, the speaker is known a priori to be a member of a set of finite

speakers. This type of identification can be considered as a multiple-class classifi-

cation problem. In open set mode, the speaker can be an outsider and not necessary

he/she should be from the set of already defined speakers. The speakers that are not

present in the set of known voices can be called as impostors in open set mode. This

task can be used in forensic applications, e.g., speech evidence can be used to

recognize the perpetrator’s identity among several known suspects. This paper

takes speaker identification into consideration, which consists of mapping a speech

signal from an unknown speaker to a database of known speakers, i.e. the system

has been trained with a number of speakers in which it has to recognize.

MODEL DATABASE

“My Name is Bob”

Input Speech

Bob’s Model

Speaker Model N

Speaker Model 3

Speaker Model 2

Speaker Model 1

Feature
Extraction

Imposter
Model

Speaker
Model

BOB

Decision
SPEAKER ID

REJECT

ACCEPT

Decision

IDENTIFICATION

VERIFICATION

Σ

Σ

Fig. 14.1 Basic structure of speaker recognition system
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14.3 Speaker Recognition Applications

Speaker recognition technologies have wide application areas and it is quietly

varied and continually growing. The applications of voice verification includes

government, healthcare, call centers, electronic commerce, financial services, cus-

tomer authentication for service calls, for house arrest and probation-related

authentication. Mostly it is used for voice biometric systems. The typical applica-

tions of speaker recognition system are given in Table 14.1.

14.4 Recognition System

The general approach to Automatic speaker identification consists of various steps

such as digital speech data acquisition, feature extraction and classification.

14.4.1 Data Collection

Voice recording can be performed either using a local dedicated system or remotely

(e.g. telephone) but it depends upon the application. The acoustic patterns of speech

can be pictured as loudness or frequency vs. time. Speaker recognition systems

analyze the frequency as well as attributes such as dynamics, pitch, duration and

loudness of the signal.

14.4.2 Feature Extraction

The feature extraction is a data reduction process which tries to capture the vital

characteristics of the speaker with a small data rate. A sample extracted feature

using MFCC is given in Fig. 14.4. It is an important component in speech and

speaker recognition because the accuracy of recognition mainly depends on the

Table 14.1 Typical applications of speaker recognition systems

Areas Specific applications

Authentication Remote identification and verification, mobile banking, ATM transaction,

access control

Information

security

Personal devices logon, desktop logon, application security, database

security, medical records, security control for confidential information

Law enforcement Forensic investigation, surveillance applications

Interactive voice Banking over a telephone network, information and reservation

Response Services, telephone shopping, voice dialing, voice mail
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features that are extracted. Some of the important properties that feature extraction

techniques should satisfy are:

• High noise and distortion robustness

• High disguise and mimicry robustness

• High inter-speaker variation

• Low intra-speaker variation

• Easy to measure

• Maximally internally independent features.

Different techniques available for feature extraction such as Linear Predictive

Coding (LPC), Linear Predictive Cepstral Coefficients (LPCC) and Mel Frequency

Cepstral Coefficients (MFCC). In this research work the most frequently used

MFCC parameters are considered to determine the best feature set. The feature

extraction involves various steps such as pre-emphasis, frame blocking,

windowing, Mel scale filter bank analysis, logarithmic compression and discrete

cosine Transformation (DCT). The overall process of MFCC feature extraction

process is shown in Fig. 14.2.

14.4.2.1 Pre-emphasis

Pre-emphasis filter is one of the common filters used in speech enhancement which

reduces background noise and resulting in good quality of speech. The original

signal before and after pre-emphasis for the sample word is shown in Fig. 14.3. The

pre-emphasis filter spectrally flattens the speech signal to improve efficiency of

speech waveform. Typical signal pre-emphasis is given by [5]

S2 nð Þ ¼ s nð Þ � a∗s n� 1ð Þ ð14:1Þ

Where constant ‘a’ falls between intervals 0.9–1.0.

14.4.2.2 Frame Blocking

The extracted speech from a window is called a frame; the duration of the sampling

is called the frame size and the time between successive frames is called frame

Word Signal

Preemphasis Frame Blocking
Hamming

Windowing

Mel Scale Filter
Bank

Logarithmic
Compression

DCT (Discrete Cosine
Transform)

MFCC Features

Fig. 14.2 MFCC feature extraction process
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overlap (frame shift). The speech signal can be separated into short fixed length

frames. Where the continuous speech signal is also divided into frames, in which

each frame consists of N samples overlapping with each other by M samples [6].

14.4.2.3 Windowing

Windowing is carried out after frame segmentation in order to minimize the

spectral distortion in which window is used to taper the signal on both ends. So it

reduces the side effects caused by signal discontinuity, at the beginning and at the

end due to framing. There are mainly three types of windowing functions namely:

(i) rectangular, (ii) hamming and (iii) hanning window.

For this work hamming window is used which is multiplied with each frame:

w nð Þ ¼ 0:54� 0:46 cos
2nπ

N � 1

� �

0 � n � N � 1 ð14:2Þ

where N is the number of samples in each frame.

Fig. 14.3 A sample speech waveform before and after pre-emphasis filter
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14.4.2.4 Filter Bank Analysis

A Fast Fourier Transform (FFT) of speech signal is wide and it does not follow a

linear scale so magnitude is weighted by the series of filter frequency responses. In

fact, the frequency scale of cochlea in the human ear is actually non-linear which is

also known as mel scale (a mel is the unit of a pitch). This scale has linear frequency

spacing below 1 kHz and a logarithmic spacing above this value. Filter bank

analysis is a process of converting time domain speech signals of frame of N

samples to frequency domain. The mel-frequency can be calculated using the

equation

Mel fð Þ ¼ 2595∗log 10 1þ f=700ð Þ ð14:3Þ

14.4.2.5 Logarithmic Compression

The outputs obtained from filter bank analysis are compressed using logarithmic

function.

Xm lnð Þ ¼ ln Xmð Þ 1 � m � ð14:4Þ

Where Xm(ln) is logarithmically compressed output of mth filter.

14.4.2.6 Discrete Cosine Transformation

The first few coefficients grouped together as a feature vector of a particular speech

frame by applying Discrete Cosine Transformation for filter outputs (Fig. 14.4).

The kth MFCC coefficient in the range l � k � p can be expressed as [7]

MFCCk ¼ √2=M
X

Xm lnð Þcos πk m� 0:5ð Þ Mð Þ ð14:5Þ

Where p is the order of Mel scale spectrum.

14.4.3 Classification

It involves two phases such as speaker modelling and speaker matching.

14.4.3.1 Speaker Modeling Using Vector Quantization

Speaker modeling is a process of mapping vectors to a finite number of regions

from a large vector space in that space. Where each region is called a cluster and
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can be represented by its center called a codeword. The codeword is used to serve

as the model of the speaker and the collection of all code words can be called

as codebook [8]. The number of code vectors is considerably smaller than the

training set and by clustering his/her training acoustic vectors, a speaker-specific

VQ codebook is generated for each known speaker in a multidimensional space.

Each cell defines a small part of the total space and contains a point centered within

the cell, the centroid [9]. Hence, a vector quantizer Q of dimension k and size N

is a mapping from a vector in the k dimensional space into one of N centroid in

the space.

14.4.3.2 K-Means Clustering

This algorithm is used to group data vectors into K groups based on features. The

K-means algorithm [6, 10] was developed mainly for the Vector Quantization

codebook generation. It characterizes each cluster by the mean of the centroid

using vector. By minimizing the sum of squares of distances between the data

vectors and the corresponding cluster’s centroid, the grouping of data can be

done [8].

Fig. 14.4 Feature vectors using MFCC
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14.4.3.3 Linde-Buzo-Gray (LBG) Clustering

This [10] algorithm is a finite sequence of steps in which, at every step, a new

quantizer, with an average distortion less or equal to the previous one, is produced.

There are two phases such as, the initialization of the codebook and its optimiza-

tion. The optimization starts from the initial codebook, and after some iteration, a

final codebook is generated with a distortion subsequent to a local minimum.

14.5 Experimental Results and Discussion

The speech samples were collected using different languages such as English,

Tamil, Telugu, Malayalam and Hindi. The amount of speech given for training

and testing the speaker identification system is 2, 3 and 4 s, in order to analyze the

speech signal hamming window is used. Figure 14.5 shows the acoustic vectors

distribution of different samples for three users using MFCC signals. In Fig. 14.6

the acoustic distribution of a user for three different samples using MFCC is shown.

In the Fig. 14.7 the code vectors of three different speakers are marked by red, pink,

cross blue colours and codebook is generated for three different users. The proposed

system efficiency was analyzed by using 20 filter banks for extracting features.

Fig. 14.5 2D acoustic vectors distribution of different users using MFCC
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Fig. 14.6 2D acoustic vectors distribution of a user for three different samples using MFCC

Fig. 14.7 2D acoustic vectors distribution of different users using MFCC
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The Fig. 14.8 shows the performance of speaker identification in a graphical

form and their identification rate is given in Table 14.2. Here the voice samples

were the different duration of the speech samples taken from 25 speakers. The

utterances were collected in Indian languages such as Tamil, Telugu, English, Hindi

and Malayalam. The speech samples were text independent. From each speaker ten

samples were collected such as No. of speakers ¼ 25, No. of utterance ¼ 10, so

25 * 10 ¼ 250 utterances were collected for each language as well as for each

duration of seconds. From the result it can be analysed that irrespective of language,

the identification system is able to produce high accuracy with 4 s when compared

to others. This is because when more duration and more training are given, the

system will be able to produce high accuracy. Within 2 s the user or the speaker will

be able to produce only a limited utterance, for example, one or two utterances. That

is why the accuracy reduces.
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Table 14.2 Summary of speaker identification rate

Voice sample Language Speakers No. of utterance Correct identification Accuracy

4 s Tamil 25 250 248 99.2 %

3 s 25 250 243 97.2 %

2 s 25 250 232 92.8 %

4 s English 25 250 247 98.8 %

3 s 25 250 244 97.6 %

2 s 25 250 241 96.4 %

4 s Telugu 25 250 248 99.2 %

3 s 25 250 246 98.4 %

2 s 25 250 231 92.4 %

4 s Hindi 25 250 249 99.6 %

3 s 25 250 245 98 %

2 s 25 250 238 95.2 %

4 s Malayalam 25 250 249 99.6 %

3 s 25 250 246 98.4 %

2 s 25 250 234 93.6 %
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14.6 Conclusion

Speaker recognition is the process of recognizing people from their unique voices.

In this paper feature extraction based on MFCC is used for speaker identification

and their performance was evaluated against different speakers in different lan-

guages with different durations. The result shows that 4 s duration of speech,

regardless of language is able to produce 98 %, 99 % and 97 % of identification

when compared to 2, 3 and 4 s. The proposed system efficiency may further be

improved by using other speaker modeling techniques like HMM, GMM and

Neural Networks.
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Chapter 15

Improved Technique for Data Confidentiality

in Cloud Environment

Pratyush Ranjan, Preeti Mishra, Jaiveer Singh Rawat, Emmanuel S. Pilli,

and R.C. Joshi

Abstract Cloud Computing allows anyone to provision virtual hardware, runtime

environment and services. Resources can be accessed over the Internet and offered

on pay-per-use basis by cloud computing service providers (CSPs). Data storage is

one of the services of cloud computing. Data Security is important concern in cloud.

Confidentiality, Integrity, and Availability (CIA) are some security dimensions. In

this paper, we are providing an improved technique to provide confidentiality of

data. The proposed encryption and decryption algorithm achieves better time and

storage complexity than the existing ELGamal algorithm. We have implemented

this algorithm in Java and run this in different data set available in internet.

15.1 Introduction

A cloud is a type of parallel and distributed system consisting of a collection of

interconnected and virtualized computers that are dynamically provisioned and

presented as one or more unified computing resources based on Service Level

Agreement (SLA) defining quality of service parameters under which the service

is delivered [1].

The three main entities of cloud are CSP (Cloud Service Provider), Client/

Owner, User. Cloud Service Provider manages the Cloud Storage Server (CSS).

It has significant resources and high computing power. Organization/Client entity

has large data files to be stored in the cloud and depends on cloud for data

maintenance and computation. User is registered with the owner and uses the

data of owner stored on the cloud.

IaaS is one of the popular cloud services. Client may have terabytes or more

data. Storing such a huge amount of data in personal hard disk or other storage
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device is very expensive. Instead of storing information in a personal HDD, client

may save it to a remote database where internet provides a connection between the

user computer and remote database.

Cloud service providers (CSPs) and consumers both gets the benefit of cloud

computing as it has got the interesting features like efficient resource allocation,

dynamic resource provisioning, on demand access, pay-per-use pricing scheme,

energy efficiency, scalability, multi tenancy etc.

A storage area network (SAN) is a dedicated high speed network for block level

data access. It carries data between servers (also known as hosts) and storage

devices through Fiber Channel switches. SAN enables storage consolidation and

allows storage to be shared across multiple servers. SAN provides the physical

communication infrastructure and enables secure and robust communication

between host and storage devices.

Maintenance cost and operational cost is reduced related to IT software and

infrastructure. Hence cloud technology provides a good economical return to the

company. The resources are prone to number of attacks like denial of service,

session hijacking, identity theft, web application attack, data stealing and data

leakage etc.

Alert cloud Security report categorizes the attacks as follows: web application

attack 52 %, Brute force attack 30 %, and vulnerability 27 %. In Enterprise data

center Malware/Botnet activity 49 %, Brute force 49 %, and web application attack

39 %. Enterprise data centers are more likely to be struck by targeted rather

opportunistic attack whereas as the opposite is true in case of CSPs data centers [2].

Personal data are usually processed in the cloud. In Europe, processing of

personal data is mainly regulated by the Directive 95/46/EC, which is currently

under revision [3]. The Directive imposes quite stringent duties and obligations on

the actors of such processing, mainly on the Controller but also on the Processor.

Given the above, the fact that personal data can be rapidly transferred by the CSP

from one datacenter to another and customer has usually no control or knowledge

over the exact location of the provided resources, understandably stimulate cus-

tomers concerns on data protection and data security compliance.

Many businesses that would benefit significantly from using cloud storage are

holding back because of data leakage fear [4]. The cloud is a multi-tenant environ-

ment, where resources are shared. It is also an outside party, with the potential to

access a customer’s data. Sharing storage hardware and placing data in the hands of

a vendor seem, intuitively, to be risky. Whether accidental, or due to a malicious

hacker attack, data leakage would be a major security violation. The best strategy is

to assume from the start that the cloud vendor is compromised and send only

encrypted files to the cloud. Use the strongest encryption that one can, anything

less is not worthwhile.

Data Protection in cloud can be done by access control lists to define the

permissions attached to the data objects, Storage encryption to protect against

unauthorized access at the data center (especially by malicious IT staff), Transport

level encryption to protect data when it is transmitted, Firewalls to include web

application firewalls to protect against outside attacks launched against the data
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center, Hardening of the servers to protect against known, and unknown, vulnera-

bilities in the operating system and software, Physical security to protect against

unauthorized physical access to data [4].

Security is an important aspect of cloud computing as user’s data security resides

in remote servers which are under control of Cloud Service Providers (CSPs).

Google Drive and Amazon S3 cloud services etc. are also prone to security threats.

Security issues associated with cloud computing are divided into two categories:

Security issues faced by cloud service providers and security issues faced by

customers. Providers must ensure that their infrastructure is secure and their client,

data and applications are protected while the customer must ensure provider has

taken sufficient measures to protect data. Customer uses the cloud services such as

Amazon EC2, Amazon S3, Google Drive, Skydrive, SugarSync, Dropbox to store

bulk of their data. Customer data security is a primary concern of cloud service

providers. Customer’s data should be protected from the unauthorized users. Data

leakage may be caused by external attackers and in some, CSP themselves may

breach the user.

Security components in cloud architecture [5] are shown in Fig. 15.1. Security

profile must be defined at each level. CSP must keep the infrastructure and software

behind a demilitarized zone (DMZ). Operating Systems and Virtualization are

handled behind the DMZ on a CSP. CSP handle resource provisioning by

Cust A
Cust B

Cust C

SAN
CUST B

SAN
CUST A

Cloud Service Provider

CSP Demilitarized Zone

External private Cloud

Internal Private cloud
Internal Private cloud

Internal Private cloud

SAN
CUST C

Fig. 15.1 Security component in cloud architecture [5]
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separating and isolating VM resources. Network Security is provided through

router ACLs, perimeter firewall or web application security. CSP provide access

paths to physical servers that have permissions for the desired functionality.

Authentication, authorization and auditing (AAA) must be provided by the CSP.

In this paper, we propose an improved ELGamal Encryption/Decryption algo-

rithm. This algorithm will be implemented in the CSP servers. Whenever user signs

up, a pair of public key and private key is created for the user. When user login and

want to store the file in the cloud, CSP will encrypt the file in the users’ web browser

and stores the file in the cloud. When user wants to access the encrypted file, CSP

will return the file to user and decrypt the file using user’s private key in the users’

web browser. This algorithm is better both in terms of space and time than earlier

ELGamal algorithm [6]. In the existing ELGamal algorithm, each character was

replaced with two characters, but we modified the algorithm and now two charac-

ters are replaced with three characters. It achieves better space and time complexity

than the existing algorithm.

The remaining paper is organized as follows: Related work about data security in

cloud computing is surveyed in Sect. 15.2. Section 15.3 describes our proposed

technique which compares with the existing ELGamal algorithm. Section 15.4

describes experiments conducted by encrypting many files and observing the results

in terms of time and space. We conclude our paper in Sect. 15.5 while giving

directions for future work.

15.2 Related Work

Yobu Tan presented a cloud computing data security solutions both for the save

transmission and storage of data [6]. He talked about full Homomorphic encryption

technique and its features. He proposed a technique that uses user’s public key to

encrypt the data. When the data is encrypted, it is stored in the cloud. When user

wants to access the file, it returns file to user. User decrypts it by using its own

private key. It reads one character at a time from the plain text file and encrypts it

into two characters. The execution time is high to process the file. The existing

algorithm just doubles the size of plain text when it is encrypted.

Christodorescu et al. proposed a scalable solution that centralizes guest protec-

tion into a security VM. It supports Linux and Windows operating systems and can

be easily extended to support new operating systems. It does not assume any

a-priori semantic knowledge of the guest and does not require any a-priori trust

assumptions into any state of the guest VM [7]. They focused their current imple-

mentation of anti-rootkit engine to kernel-level malware since excessive overhead

is involved in monitoring in the user interface of the guest VM. Expensive context

switching is required to monitor too many events. They plan to address the

limitation through the injection into the guest VM of security agents, which

would run locally to identify user interface malware.
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Xiao et al. states recent advances have given rise to the popularity and success of

cloud computing [8]. However, when outsourcing the data and business application

to a third party causes the security and privacy issues to become a critical concern.

Throughout the study at hand, the authors obtain a common goal to provide a

comprehensive review of the existing security and privacy issues in cloud

environments. They have identified five most representative security and privacy

attributes (i.e. Confidentiality, Integrity, Availability, accountability, and privacy-

preservability). Beginning with these attributes, they present the relationships

among them, the vulnerabilities that may be exploited by attackers, the threat

models, as well as existing defense strategies in a cloud scenario. Future research

directions are previously determined for each attribute.

Zhao aims to construct a system for trusted data sharing through untrusted cloud

providers to address the above mentioned issue [9]. The constructed system can

imperatively impose the access control policies of data owners, preventing the

cloud storage providers from unauthorized access and making illegal authorization

to access the data. He proposes a progressive encryption scheme based on elliptic

curve encryption. The proposed progressive encryption scheme allows data to be

encrypted multiple times with different keys and produces a final cipher text that

can be decrypted with a single decryption key in a single decryption operation. This

scheme allows changing the encryption key without decrypting the data first, thus

enables the re-encryption of data in an untrusted environment. He devised a scheme

for secure sharing on the cloud. The protocol is devised based on the proposed

progressive encryption scheme, allowing a data owner to store its encrypted data on

a cloud and share with different users. The sharing is achieved by re-encrypting the

data to the authorized users by the cloud provider.

Prasad et al. proposes a framework that works in two stages [10]. First stage is

the Data classification which is done by client before storing the data. Data is

categorized on the basis of CIA (Confidentiality, Integrity, and Availability) during

this stage. The client who wants to upload the data in cloud gives the value of C

(Confidentiality), I (Integrity), A (Availability). The value of C is based on level of

secrecy at each point of data processing and prevents unauthorized disclosure, value

of I based on how much assurance of accuracy is provided, reliability of informa-

tion and unauthorized modification is required, and value of A is based on how

frequently it is accessible. The priority rating is calculated by using proposed

formula. The data critical is one with higher rating and 3D security is recommended

on that data. Cloud provider uploads the data after the first phase and uses 3 Dimen-

sional techniques for accessing the data. The sensitive proved data will send for

storage to cloud provider. According to the concept of 3D user who wants to access

the data need to be authenticated, to avoid impersonation and data leakage. Now

there is third entity who is either company’s (whose data is stored) employee or

customer who want to access, they need to register first and then before every

access to data, his/her identity is authenticated for authorization.

Sood et al. proposed a framework comprising of different techniques and

specialized procedures is proposed that can efficiently protect the data from the

beginning to the end, i.e. from the owner to the cloud and then to the user [11].
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We commence with the classification of data on the basis of the cryptographic

parameters presented by the user i.e., Confidentiality (C), Availability (A) and

Integrity (I). The strategy followed to protect the data utilizes various measures

such as the SSL (Secure Socket Layer) 128-bit encryption and can also be raised to

256-bit encryption if needed, MAC (Message Authentication Code) is used for

integrity check of data, searchable encryption and division of data into three

sections in cloud for storage. The division of data into three sections renders

supplementary protection and simple access to the data. The user who wishes to

access the data is required to provide the owner log in identity and password, before

admittance is given to the encrypted data.

Zissis et al. states security requirements and provides the viable solution that

eliminates potential threats [12] to cloud security. TTP is an intermediate trusted

third party between two entities of different administrative domains to establish

secure intersection. A TTP addresses a number of security issues in a multilevel

distributed environment. The proposed solution calls upon cryptography, specifi-

cally Public Key Infrastructure operating in concert with SSO and LDAP, to ensure

the authentication, integrity and confidentiality of involved data and communica-

tions. The solution, presents a horizontal level of service, available to all implicated

entities, that realizes a security mesh, within which essential trust is maintained.

15.3 Proposed Technique

ELGamal encryption perform the following steps: first of all, the key generator

generates two keys (public key and private key), then the encryption algorithm

encrypts the data by public key of user, and the decryption algorithm decrypts the

data by using private key of user when it is needed. We studied existing ELGamal

technique for encryption of data in cloud. We modified this technique to provide

better time and space complexity in encryption. Section 15.3.1 describes the older

technique and Sect. 15.3.2 describes the proposed technique.

15.3.1 ELGamal Encryption Algorithm

ELGamal algorithm (refer to Fig. 15.2) is a public key cryptography algorithm that

uses an asymmetric technique. It reads the data character by character and converts

each character into two characters i.e. each character is encrypted into two charac-

ters. First of all a key generator function generates a set of public and private keys

i.e. (y, q, p) and (X). Then sender sends the data to CSP. Then CSP encrypts each

character into two characters and stores them in the cloud. When sender wants to

access the data from cloud, CSP reads two encrypted characters and decrypts them

into one character.
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15.3.2 Modified ELGamal Algorithm

Proposed technique (refer to Fig. 15.3) is an asymmetric key encryption algorithm

for public key cryptography. Unlike ELGamal algorithm, the proposed technique

reads two characters at a time and converts them into three characters. First of all a

key generator function generates a set of public and private keys i.e. (y, q, p) and

(X). Then sender sends the data to CSP. Then CSP encrypts each two character into

three characters and stores them in the cloud. When sender wants to access the data

from cloud, CSP reads three encrypted characters and decrypts them into two

characters.

Implementation steps are as follows (refer to Fig. 15.4):

• User Sign up to cloud, CSP produces the public key and private key.

• Whenever the user wants to upload the data on the cloud, then first he logins and

then the system selects the user’s public key to encrypt data, and the encrypted

Fig. 15.2 ELGamal algorithm

Fig. 15.3 Proposed technique
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data is uploaded to the cloud. The key feature of this algorithm is that this

algorithm is reading the file character by character. It reads two characters at a

time and encrypt into three characters. Before reading next two characters form

the file, the prior encrypted characters are saved on the cloud. In this way,

security is incorporated to the cloud.

• When the users wants to access data from the cloud, he logins to the cloud. At

this point, the user sends an encrypted request to the cloud and then CSP uses the

private key of the user to decrypt the encrypted data, and return the results to

the user.

15.4 Experiments and Results

The algorithms are analyzed based on the amount of resources such as time and

storage needed to execute them. The efficiency of an algorithm is measured in terms

of the time complexity and space complexity. The proposed technique takes the less

time and less space over same data set. For analysis of two techniques, we run the

two techniques over some dataset of different size by using Java.
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Fig. 15.4 File storage and retrieval process
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15.4.1 Space Complexity

A measure of the amount of memory required to execute an algorithm with respect

to the input size. Space complexity includes both Auxiliary space and space used by

input. We measured the encrypted file size by running both the techniques over

some plain text files of different size. It can be observed from Table 15.1 and

Fig. 15.5 that Technique A is doubling the size of plain text file when it is encrypted

because it replaces the one character by two characters. So the encrypted file size is

2* plain text file size. Hence less efficient Whereas Technique B is an improvement

over the Technique A. Here we select two characters and encrypt them into three

characters, so the encrypted file size is 3/2*plain text file i.e. 1.5 % greater than the

original file. If users wishes to storage larger amount of data, there will be

significant saving in the storage in case of Technique B.

Table 15.1 Space complexity

File

name

File size

in MB

Existing algorithm

encrypted file size in MB

Proposed algorithm

encrypted file size in MB Improvement (%)

File 1 1.04 2.08 1.56 25

File 2 1.11 2.22 1.66 25

File 3 1.44 2.88 2.16 25

File 4 2.42 4.84 3.64 25

File 5 2.67 5.35 4.01 25

File 6 6.45 12.9 9.68 25

Fig. 15.5 Space

complexity
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15.4.2 Time Complexity

A measure of the amount of time required to execute an algorithm. We run our

algorithm in different files of different size and we get different execution time. We

run the existing technique also on all those files and noted the execution time. It can

be seen from Table 15.2 and Fig. 15.6 that the execution time is much better than

the existing technique in all different dataset. The program’s run-time is directly

proportional to its input size. Doubling the input size doubles the run time,

quadrupling the input size quadruples the run-time, and so on. On the other hand,

Program B, Doubling the input size only increases the run time by a constant

amount.

15.5 Conclusion

This paper provides an encryption scheme for the secure data storage on cloud

that will prevent unauthorized users to access others data stored on the cloud.

The proposed technique is an improvement over the ELGamal algorithm.

Table 15.2 Time complexity

File

name

File size

in MB

Existing algorithm

execution time in s

Proposed algorithm

execution time in s Improvement (%)

File 1 1.04 35 18 48

File 2 1.11 39 30 23

File 3 1.44 53 40 33

File 4 2.42 60 48 20

File 5 2.67 98 82 16

File 6 6.45 253 196 22

Fig. 15.6 Time complexity
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The algorithmic analysis described in Sect. 15.4 proves that proposed technique has

better time and space complexity than ELGamal encryption technique.

In future, we will incorporate a compression technique in our proposed encryp-

tion technique, which will make our technique more secure and will save the

storage needed by CSP to store the encrypted data files. There will be significant

reduction in space needed for storage of user’s data.
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Chapter 16

A Hybrid-Based Feature Selection Approach

for IDS

Amrita and P. Ahmed

Abstract An intrusion detection (ID) technique classifies the incoming network

traffic, represented as a feature vector, into anomalous or normal traffic by a

classification method. In practice, it has been observed that the high dimensionality

of the feature vector degrades classification performance. To reduce the dimen-

sionality, without compromising the performance, a new hybrid feature selection

method has been introduced and its performance is measured on KDD Cup’99

dataset by the classifiers Naı̈ve Bayes and C4.5. Three sets of experiments have

been conducted using full feature set, reduced sets of features obtained using four

well known feature selection methods as Correlation-based Feature Selection

(CFS), Consistency-based Feature Selection (CON), Information Gain (IG), Gain

Ratio (GR) and the proposed method on the said dataset and classifiers. In first

experiment, classifier Naı̈ve Bayes and C4.5 yielded classification accuracy 97.5 %

and 99.8 % respectively. In second set of experiments, the best performance

(accuracy) of these classifiers was achieved as 99.1 % and 99.8 % by the method

IG. In third experiment, six features are obtained using proposed method and noted

the same as 99.4 % and 99.9 %. The proposed hybrid feature selection method

outperformed earlier mentioned methods on various metrics.

16.1 Introduction

In net-centric computing environments a security infringement is considered as an

intrusion. The spreading net-centric computing, like cloud computing, and increas-

ing intrusion problems have created a dire need for an efficient and reliable

Intrusion Detection System (IDS). An IDS monitors computer network traffic,

identifies malicious traffic, i.e., the traffic that may harm data and software, and
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raises alerts about such traffics. The IDS employs statistical pattern techniques to

classify an unknown network traffic into a regular (normal) or an anomalous

(abnormal) class. This anomalous traffic is either denied to access or processed

further for discovering the anomaly types. In pattern recognition, the former is a

two-class, i.e., the binary class problem. The latter is multi-class problem and it

needs to discover intrusion types.

The scope of this work is limited to the former type only � which is a binary-

class problem. In practice, feature vector dimensionality curse affects the perfor-

mance of every pattern recognition problem. Therefore, in here, we have focused on

discovering an optimal feature subset, by removing the irrelevant and redundant

features, for intrusion classification. In this work, we considered high recognition

accuracy and least possible cardinality of the feature subset as optimality criteria

[1]. The optimal feature set guarantees high true positive (TP) rate, low false

positive (FP) rate, less time to build model and minimum errors.

In an attempt to select an optimal set, a novel hybrid feature selection method

has been developed and its performance has been tested using binary classifier on

non-redundant discretized data of 10 % of KDD Cup’99 dataset. The performance

in terms of TP rate, FP rate, time to build model and various types of error as mean

absolute error (MAE), root mean squared error (RMSE), relative absolute error

(RAE) and root relative squared error (RRSE) are used.

The rest of the paper is organized into the following sections. Related work is

reviewed in Sect. 16.2. Section 16.3 gives the description about the feature selection

method and classifiers used in this work. Dataset used in this paper is discussed in

Sect. 16.4 and the proposed feature selection algorithm in Sect. 16.5. Experimental

setup and results in Sects. 16.6 and 16.7. Section 16.8 concludes and discusses

future work.

16.2 Related Work

Filter and wrapper methods were used in a work by Wang et al. [2]. In their work,

Information gain for filter method and Bayesian Networks (BN) and decision trees

(C4.5) for wrapper method were employed to select features for network intrusion

detection. Ten features were selected by using this method. Detection rate and false

positive rate by classifier C4.5 are 99.80 % and 0.26 % respectively. Another, a new

hybrid approach named as C4.5-PCA-C4.5 was proposed in [3]. It uses PCA

(Principal Component Analysis) and decision tree classifier C4.5 as feature selec-

tion method and C4.5 as classifiers. Seven important features were selected and

average building process time for C4.5-PCA-C4.5 was 6 seconds. A new approach

to model lightweight Intrusion Detection System (IDS) based on a new feature

selection approach named Correlation-based Hybrid Feature Selection (CBHFS)

which was able to significantly decrease training and testing times while retaining

high detection rates with low false positives rates as well as stable feature selection

results proposed by Park et al. [4].
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Fusion of Genetic Algorithm (GA) and Support Vector Machines (SVM) was

also proposed in [5] for efficient optimization of both features and parameters for

detection models. This method was proved to be an efficient way of selecting

important features as well as optimizing the parameters for detection model and

provides more stable detection rates. A fast hybrid feature selection method to

determine an optimal feature set was proposed in [6]. This method was a fusion of

Correlation-based Feature Selection (CFS), Support Vector Machine (SVM) and

Genetic Algorithm (GA). Twelve features were selected and achieved 99.56 % as

TP rate and 37.5 % as FP rate in average.

16.3 Feature Selection Methods and Classifiers

16.3.1 Feature Selection Methods

Feature selection is the selection of that minimal dimensionality feature subset of

original feature set that retains the high detection accuracy as the original feature set

[1]. Blum and Langley [7] divided the feature selection methods into three catego-

ries named filter [8], wrapper [9] and hybrid [10] (embedded) method. Filter

method uses external learning algorithm to evaluate the performance of selected

features. The wrapper method “wrap around” the predefined classifier to evaluate

subsets of features. The hybrid method combines the wrapper and the filter method

to achieve the best possible performance with a particular learning algorithm. The

paper [11] presented a survey of various feature selection methods for IDS on KDD

CUP’99 dataset based on these three categories and different evaluation criteria.

The proposed method is based on hybrid method. We selected four well-known

filter based feature selection algorithms as Correlation-based Feature Selection

(CFS), Consistency-based Feature Selection (CON), Information Gain (IG) and

Gain Ratio (GR) for this work.

The CFS [12] is a filter method. It assumes that an optimal feature subset

contains feature elements that are highly correlated with the classification and are

uncorrelated with each other. The CON [13] is also a filter method. It evaluates the

worth of a subset of features by the level of consistency in the class values when the

training instances are projected onto the subset of attributes. This method uses a

consistency measures to find the smallest set of features with consistency equal to

that of the full set of features. The IG [14] based feature selection is a feature

ranking method. It evaluates features by measuring their information gain with

respect to the class. The GR [15] is also a method of feature ranking for feature

selection. It is an extension of information gain and attempts to overcome the bias.
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16.3.2 Classifiers

Two supervised machine learning classifiers: Naı̈ve Bayes [16] and C4.5 [17] are

used in this work. These two classifiers are selected because they can work on both

numerical and symbolic features. They are also faster and more computationally

efficient. Naı̈ve Bayes is simple supervised learning classifier based on Bayes’

theorem of probability theory. It is widely used classifier having many properties

and is highly suitable for high dimensional large dataset [16]. The C4.5 algorithm is

also very robust for high dimensional large data and handling missing data.

16.4 KDD Cup 1999 Dataset

The KDD CUP 1999 [18] is a benchmark dataset for IDS. It contains 4,940,000 and

311,029 connection records for training data set and test data set respectively. Since

the training set is prohibitively large, 10 % of the KDD Cup’99 dataset is chosen as

experimental dataset. It contains 494,021 connection records in which 97,277 are

normal and 396,744 are attack. Each connection has a label of either normal or the

attack type. The attack type falls into one of the four attack categories [19] as:

Denial of Service Attack (DoS), User to Root Attack (U2R), Remote to Local

Attack (R2L) and Probing Attack. Each connection record consisted of 41 features

plus one class label. These 41 features are labeled in order as 1, 2, 3, 4, 5, 6, 7, 8,

9,. . ., 41 shown in Table 16.1. There are 32 numerical features (continuous values)

and 9 symbolic features (discrete).

Table 16.1 Lists of feature number (#) and corresponding name in the KDD Cup’99

# Name # Name # Name

1 Duration 15 Su-attempted 29 Same-srv-rate

2 Protocol-type 16 Num-root 30 Diff-srv-rate

3 Service 17 Num-file-creations 31 Srv-diff-host-rate

4 Flag 18 Num-shells 32 Dst-host-count

5 Src-bytes 19 Num-access-files 33 Dst-host-srv-count

6 Dst-bytes 20 Num-outbound-cmds 34 Dst-host-same-srv-rate

7 Land 21 Is-hot-login 35 Dst-host-diff-srv-rate

8 Wrong-fragment 22 Is-guest-login 36 Dst-host-same-src-port-rate

9 Urgent 23 Count 37 Dst-host-srv-diff-host-rate

10 Hot 24 Srv-count 38 Dst-host-serror-rate

11 Num-failed-logins 25 Serror-rate 39 Dst-host-srv-serror-rate

12 Logged-in 26 Srv-serror-rate 40 Dst-host-rerror-rate

13 Num-compromised 27 Rerror-rate 41 Dst-host-srv-rerror-rate

14 Root-shell 28 Srv-rerror-rate
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16.5 The Proposed Method for Feature Selection

We proposed a hybrid method for feature selection by using wrapper method with

the classifier Naı̈ve Bayes and fusion of filter based feature selection methods. Four

filter based feature selection methods CFS, CON, IG and GR are selected for fusion.

From these four feature selection methods, the CFS and CON select the subset of

features from the given set of features while IG and GR rank the individual feature

according to its relevance.

First, we obtained the initial feature subset by investigating the fusion of four

filter based feature selection methods. This initial feature subset is created by

selecting the relevant features present among the feature sets obtained by applying

the methods CFS with best first search, CON with best first search, IG with ranker

and GR with ranker. Since IG and GR rank the features therefore we arranged the

features in descending order of its rank. Then, we choose the first N1 features from

IG and first N2 features from GR based on performance. In this process, first we

take the common features from the feature sets of CFS and CON. Similarly, the

common features from N1of IG and N2 of GR are selected. These two common

feature subsets obtained are added to create the initial feature subset. Another set is

a set of left features which are left in the sets of CFS, CON, N1 of IG and N2 of

GR. Further, wrapper based feature selection method with Naı̈ve Bayes classifica-

tion algorithm is employed to find the final optimal feature subset. Linear Forward

selection (LFS) is adapted in the wrapper based feature selection. In the proposed

approach, LFS starts with the initial feature subset and then add features one by one

from the left feature set until there is no change in the performance of current subset

by adding features. The performance in terms of TP rates, FP rate, time to build the

model and errors are used to select the final optimal feature set. The detail

procedure of proposed algorithm is described by the following steps:

Algorithm for proposed method.

Input: Discretized Non-redundant data of 10% KDD
Cup’99 dataset (Section 6.1)

Output: An optimal set of features.

Method:

Step 1: Initialize Ffull ¼ {f1, f2, f3,. . .. . .,f41} is the
set of full 41 features of dataset.

Step 2: Obtain feature set by applying CFS
(CfsSubsetEval+Best First) on Ffull set. Let
FCFS be the set.

(continued)
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Algorithm for proposed method (continued)

Step 3: Obtain feature set by applying CON
(ConsistencySubsetEval+BestFirst) on Ffull

set. Let FCON be the set.
Step 4: Obtain feature’s rank by applying IG on Ffull

set. These features are then arranged in
descending order based on their rank. Top N1
features are selected from the arranged list
based on the performance. Let FIG and FIG(N1) be
the set.

Step 5: Obtain feature’s rank by applying GR on Ffull

set. These features are then arranged in
descending order based on their rank. Top N2
features are selected from the arranged list
based on the performance. Let FGR and FGR(N2) be
the set.

Step 6: Obtain features that are common in the sets
obtained at steps (2) and (3). Let FCFS \ CON be
the set of features. Similarly, obtain the
common features from the sets obtained at steps
(4) and (5). Let FIG(N1) \ GR(N2) be the set of
features.

FCFS\CON ¼ FCFS \ FCONð Þ; FIG N1ð Þ\GR N2ð Þ ¼ FIG N1ð Þ \ FGR N2ð Þ
� �

Step 7: Add the two sets FCFS \ CON and FIG(N1) \ GR(N2)

obtained at step 6. This set is the initial set
of features used as the initial set for wrapper
method with the classifier. Let FIniFea be the
set.

FIniFea ¼ FCFS\CON [ FIG N1ð Þ\GR N2ð Þ

Step 8: Now consider the remaining features from the
four sets FCFS, FCON, FIG(N1) and FGR(N2) that are
left after selecting the feature set obtained
at step 7. Let FLeft be the set of left features.

F[ ¼ FCFS [ FCON [ FIG N1ð Þ [ FGR N2ð Þ; FLeft ¼ F[ � FIniFea

(continued)

200 Amrita and P. Ahmed



Algorithm for proposed method (continued)

Step 9: FTemp ¼ FIniFea ¼ set of initial features
obtained at step 7. FLeft ¼ set of left features
obtained at step 8. PerTemp ¼ Performance of
FTemp, p ¼ number of features in FLeft, FCurrent ¼
Empty set.

for i¼1 to p
begin
Select ith feature from FLeft set.
FCurrent ¼ FTemp [ FLeft_i

Compute performance of FCurrent as PerCurrent by
classifier

if PerCurrent > PerTemp then
FTemp ¼ FTemp [ FLeft_i

else
FCurrent ¼ FTemp

end if
end for

Step 10: The set FTemp is the final optimal feature set.
Let the final set of features be FFinal. Test
the performance of the sets FCFS, FCON, FIG(N1),
FGR(N2), FIniFea and FFinal by the classifier.

The experimental setup and results for proposedmethod are described Sects. 16.6

and 16.7.

16.6 Experimental Setup

WEKA [20], a machine learning tool is used to compute the different feature sets by

CFS with best first search (CfsSubsetEval + BestFirst), CON with best first search

(ConsistencySubsetEval + BestFirst), IG with rank (InfoGainAttributeEval +

Ranker), and GR with rank (GainRatioAttributeEval + Ranker) and for classifiers

Naı̈ve Bayes and C4.5 to measure the classification performance for different

feature sets obtained at different steps of proposed method. The steps followed to

implement the proposed method are preprocessing of dataset, feature selection and

feature evaluation.
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16.6.1 Preprocessing of Dataset

“10 % KDD Cup’99” dataset are preprocessed for experiment. For binary class

(attack or normal) classification problem, the label of each connection must have a

label of either normal or the attack. Therefore, all the types of attack are converted

into label “attack”. This dataset also contains redundant connection records. These

redundant records will influence the performance of the classifiers. After removing

these redundant records, the resultant dataset is reduced to 145,586 from 494,021.

Around 70 % redundant records are there in this dataset. Further, feature selection

methods and classifiers used in this paper work on discrete data. We used Entropy

Minimization Discretization method proposed by Fayyad and Irani [21] for

discretization. The resultant discretized dataset is “Dis_Non-Redundant 10 %
KDD Cup’99”.

16.6.2 Feature Selection

Feature subset selection is done according to the proposed method stated in

Sect. 16.5. We used Naı̈ve Bayes classifier to test the different feature sets obtained

at different steps of proposed method and also in wrapper method. The rank of

features obtained by IG and GR are shown in Tables 16.2 and 16.3 respectively. The

features in Tables 16.2 and 16.3 are arranged in descending order based on their

ranks. From Tables 16.2 and 16.3, it can be observed that features {7, 9, 14, 15, 18,

20, 21, 22} are common to both tables having rank 0. Therefore there are only

33 features which are relevant for further processing. The TP rate, FP rate, and

RMSE of first N number of features, where N is varying from 1 to 33, from

Tables 16.2 and 16.3, are obtained by classifier Naı̈ve Bayes. The number of

features selected based on obtained result for IG and GR are 3 and 25 respectively.

Therefore values of N1 and N2 are 3 and 25 at step 4 and 5 of proposed method

respectively. Selected feature sets and performance of the feature sets obtained at

each step by the proposed method are shown in Table 16.4. Finally six important

features are selected by the proposed method.

16.6.3 Feature Evaluation

Naı̈ve Bayes and C4.5 classifiers are used for feature evaluation. The optimal

feature set obtained in feature selection phase is evaluated by Naı̈ve Bayes and

C4.5 classifiers. The performance of optimal feature set is tested in terms of TP rate,

FP rate, time to build model and various types of error. For experiments, we used

tenfold cross validation to evaluate the different feature sets by classifiers.
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16.7 Experimental Results and Analysis

CFS, CON, IG, GR and proposed feature selection methods are performed on

41 features of “Dis_Non-Redundant 10 % KDD Cup’99” dataset. Features

obtained by methods CFS, CON, IG, GR and proposed method are 8, 11, 3, 25

and 6 respectively. Ranks of the features obtained by IG and GR are arranged in

descending order according to its rank shown in Tables 16.2 and 16.3 respectively.

The stepwise procedure of proposed feature selection method is shown in

Table 16.4. Table 16.4 shows the feature set obtained at each step of proposed

method and also the performance in terms of TP rate, FP rate, RMSE and time to

build model. The final feature set is obtained based on fusion of filter based methods

and wrapper method with classifier Naı̈ve Bayes on the basis of increased perfor-

mance. The final feature set is reduced to 15 % of the original feature set. These six

feature sets are evaluated by classifiers Naı̈ve Bayes and C4.5 using tenfold cross

validation shown in Tables 16.5 and 16.6 respectively. The proposed method is

compared against the benchmark feature selection methods CFS, CON, IG and GR

on reduced discretized dataset. There is increase in TP rate, decrease in FP rate of

selected feature set of proposed method than CFS, CON, IG, GR and full feature

set. The time to build the model is reduced by approximately 88 %. Result shows

that C4.5 outperforms Naı̈ve Bayes in TP rate, FP rate but higher in time to build the

model. Also it can be seen from the Tables 16.5 and 16.6 that there is reduction in

the errors of selected feature set by proposed method than that of CFS, CON, IG,

GR and full set. The Figs. 16.1, 16.2 and 16.3 shows comparative graph for

classifiers performance in terms of TP rate, FP rate and time to build model on

the reduced feature sets obtained by (i) CFS + BestFirst (ii) CON + BestFirst (iii)

IG + Ranker (iv) GR + Ranker (v) Proposed method and (vi) full set respectively.

Results show that selected features from proposed method outperforms CSF, CON,

IG, GR and full set. The Figs. 16.4, 16.5, 16.6 and 16.7 shows comparative chart for

classifiers performance in terms of errors as MAE, RMSE, RAE and RRSE of

selected feature set by CFS, CON, IG, GR, proposed method and full set.

16.8 Conclusion and Future Work

This paper proposes a new hybrid method for features selection for binary class

problem. The number of significant features selected by proposed method is six

from the original 41 features. The result achieved by these six features

outperformed the four benchmark methods CFS, CON, IG and GR. The results

are improved in terms of reduction in feature set and time to build model and also

there is increase in TP rate and decrease in FP rate and errors. The scores achieved

for TP rate are 99.4 % and 99.9 % and for FP rates are 0.8 % and 0.2 % by classifiers

Naı̈ve Bayes and C4.5 respectively. Only these 6 features instead of 41 features are

sufficient to classify the coming traffic either as normal or malicious. This reduced
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feature set also enhanced the performance and capability of IDS in real time

detection and reduced the computational complexity of the classifier.

Future work will include two aspects. (i) The multiple class classification i.e. five

class classification ─ four classes of attack (DoS, probes, U2R and R2L) and one

class of normal. (ii) Improve the performance of classifiers by using the ensemble of

classifiers or hybrid classifiers. This may enhance the capability and robustness

of IDS.
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Chapter 17

Reckoning Minutiae Points

with RNA-FINNT Augments Trust

and Privacy of Legitimate User and Ensures

Network Security in the Public Network

Kuljeet Kaur and G. Geetha

Abstract Paper elucidates the process of reckoning minutiae points with reduced

number of angles fingerprint algorithm. A GUI is framed to generate an evidence of

improved trust and privacy of legitimate user in the public network by reckoning

the bifurcations and terminations on the fingerprint of the legitimate user. After

validating the authenticated user the minutiae points of the legitimate user could be

exported to the database for ensuring the security of the user in the public network.

Future applications for RAN-FINNT are also focused in the paper.

17.1 Introduction

Most insecure network is the Public Network in which any transaction being

executed needs to have more security considerations. Intruders can attack over

the legitimate users when transaction is being accomplished over the transport

layer. Generally in the virtual private network of organizations SSL is implemented

for enhancement in the security. But this could not completely eradicate the security

threats for legitimate users. This originated the need of implementing security at the

authentication level of the legitimate user. There exists lot many identity authen-

tication parameters like Password, Smart Card and Fingerprints [1]. Usually major-

ity of the organizations have implemented Password as most convenient identity

authentication parameter. But intruders can apply password guessing attacks [2],

dictionary attacks [3], stolen verifier attack [4] etc. for guessing the password of

the legitimate user. There is a need to implement the most secure identity
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authentication parameter which is Fingerprint. It could be implemented at the entry

level of the legitimate user. During its implementation extraction of the fingerprint

could be possible in the form of image or texture or minutiae points [5]. As minutiae

points are the set of unique points over the fingerprint and no one has the same

number of minutiae points at the same place over the fingerprint [5]. This property

of minutiae points makes the fingerprint of the individual unique. So in

RNA-FINNT (Reduced Number of Angles Fingerprint) algorithm minutiae points

are extracted at the entry level (Login Phase) for the identification of the legitimate

user [5]. Implementation of RNA-FINNT for identity authentication augments trust

and privacy of legitimate user and results in enhanced security over the Public

Network.

Remainder sections of the paper prove this validation of RNA-FINNT for

enhancing trust, privacy and security for legitimate user over the public network.

Section 17.2 proposes the methodology for reckoning the minutiae points with

RNA-FINNT, Sect. 17.3 demonstrates the graphical user interface as an evidence

for improving trust and privacy for legitimate user, Sect. 17.4 ensures the security

over the public network by exporting minutiae points to the database which will

identify the legitimate user, Sect. 17.5 focuses upon the future applications of

RNA-FINNT and states the references.

17.2 Process of Reckoning the Minutiae Points

with RNA-FINNT

For reckoning the minutiae points the total number of bifurcations and terminations

over the fingerprint are to be identified [6, 7]. The count value of bifurcations and

terminations would identify the minutiae points over the fingerprint [6, 7]. Below

mentioned is the process for reckoning the minutiae points:

1. Take an RGB image which would be three dimensional (Fig. 17.1a.).

2. Convert that RGB image to gray scale which would be two dimensional

(Fig. 17.2).

3. Convert gray scale image to binary image which is one dimensional (Fig. 17.3).

4. Thinning of the image is done to identify exact ridges, loops and whorls over

the fingerprint (Fig. 17.4).

5. Minutiae points would be found with RNA-FINNT (Fig. 17.5).

6. If false minutiae are extracted then remove those (Fig. 17.6).

7. Take a region of interest in which reckoning of bifurcations and terminations is

to be done (Fig. 17.7).

8. Orientation of the fingerprint is done to verify the coordinates (Fig. 17.8).

9. Validation is done for specification of the coordinates (Fig. 17.9).

10. Reckoning of terminations is done (Fig. 17.10).
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11. Reckoning of bifurcations is done (Fig. 17.11).

12. All Minutiae points could be exported to the text file and exact values of

angles could be derived for ensuring the security of the legitimate user

(Fig. 17.12).

Fig. 17.1a An RGB three dimensional image

Fig. 17.1b Original

RGB image
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13. Whenever legitimate user would login steps from 1 to 13 would be repeated and

matching with the stored values would be done.

14. If match then user is legitimate otherwise malicious.

These steps would enhance the security over the public network because when-

ever legitimate user would login, exact reckoning value would prove the legitimacy

of the user. This will fortify the trust and privacy of the legitimate user. Session

could only be started if the input value would match with the exported stored value

of minutiae points in the database. Program code for executing these steps:

17.2.1 Program Code for Taking an RGB Image (Fig. 17.1a)

function FPGUI_OpenFn(figure, userdata, vararg)
figure : for taking the image of the fingerprint
userdata : structure for handling any input through GUI
vararg : variable for inserting arguments into the GUI

17.2.2 Program Code for Converting RGB Image
to Grayscale (Fig. 17.2)

Fig. 17.2 Conversion of RGB three dimensional image to grayscale
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17.2.3 Program Code for Converting Grayscale to Binary
Image (Fig. 17.3)

Fig. 17.3 Conversion of grayscale image to binary image
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17.2.4 Program Code for Thinning (Fig. 17.4)

17.2.5 Program Code for Extraction of Minutiae Points
with RNA-FINNT Algorithm (Fig. 17.5)

Fig. 17.5 Finding minutiae points minutiae with RNA-FINNT

Fig. 17.4 Thinning of the original image

218 K. Kaur and G. Geetha



17.2.6 Program Code for Removing False Minutiae
if Extracted (Fig. 17.6)

Fig. 17.6 Removal of false points
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17.2.7 Program Code for Taking a Region of Interest
for Reckoning Terminations and Bifurcations
(Fig. 17.7)

Fig. 17.7 Automatic selection of the image

220 K. Kaur and G. Geetha



17.2.8 Program Code for Validating the Reckoned
Terminations and Bifurcations (Figs. 17.8 and 17.9)

Fig. 17.8 Orientation of region of interest

Fig. 17.9 Validation of the image
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17.2.9 Program Code for Reckoning the Terminations
(Fig. 17.10)

Fig. 17.10 Reckoning of terminations
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17.2.10 Program Code for Reckoning the Bifurcations
(Fig. 17.11)

Fig. 17.11 Reckoning of bifurcations
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17.2.11 Program Code for Exporting Minutiae Points
(Fig. 17.12)

After executing these steps the security of the legitimate user is ensured over the

public network because whenever legitimate user would login, exact reckoning

value of minutiae points would be considered [8]. And nobody has the same number

of minutiae points over the same place of the fingerprint which states the uniqueness

of the individual. This will further fortify the trust and privacy of the legitimate user

because whenever any malicious user would try to intrude then reckoning value of

minutiae points would not match and tracing the malicious user is very easy [9].

Fig. 17.12 Export of

minutiae points
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17.3 GUI for Evidence of Improved Trust and Privacy

of Legitimate User

For proving that RNA-FINNT resulted in the improved trust and privacy for the

legitimate user a graphical user interface is designed. This interface is evident for

enhancing the security over the public network which is the most insecure network.

The command of guide is used in the MATLAB for designing the GUI. Buttons for

Binarize [10], Thinning [11], Find Minutiae, Remove False Minutiae, Orientation

[12], Validation [13], Reckoning Terminations, Reckoning Bifurcations and Export

Minutiae are placed in the GUI (Fig. 17.1a). Explanation of the GUI is as follows:

First of all an RGB image is taken (Fig. 17.1b). This image is three dimensional

but in MATLAB forming matrix for 3-D is very difficult so need of conversion

from RGB to Grayscale is required. Below is the original RGB image for

consideration.

Grayscale image is two dimensional image (Fig. 17.2). Now in MATLAB most

convenient mechanism is to work with one dimensional matrix so this originates the

need for conversion of grayscale image to binary which would be one dimensional

image (Fig. 17.3). Then this Binary image would be thinned. Thinning is one kind

of morphological operation (Fig. 17.4) [14]. It is used to remove the pixels from

binary image which cause erosion to the image. In case the edges are to be detected

in the image then thinning process would be used by reducing all the lines to single

thickness of the pixel but also saves the original thickness of the lines. It also

reduces the threshold output of an edge. The input is a binary image and the

generated output is also a binary image. This procedure of thinning erodes away

the boundaries but does not affect the pixels at the end of the lines. So process of

thinning is done on the binary image (Fig. 17.4).

Thinned image would be used to find the minutiae points over the fingerprint.

Section 17.2.5 focuses upon the code used to find out the exact placing of the

minutiae points. While extracting these minutiae points few points could be false

also (Fig. 17.5). Example: Termination is the end point of the edge so few ridges

could appear as edges and could be treated as terminations. These false terminations

could also result in minutiae points. So it will generate a need of removal of these

false minutiae points (Fig. 17.6). These local ridge orientations could be removed

with various algorithms but in the paper Sect. 17.2.6 states the code for removal of

false minutiae points. As the complete fingerprint is too lengthy for reckoning the

values of terminations and bifurcations so a region of interest would be generated in

which exact values would be considered (Fig. 17.7).

Section 17.2.7 focuses upon the code of deriving this region of interest. It could

be done automatically by fixing the coordinate values or manually though cursor

values. Already found out minutiae points could be very well observed in this

region of interest (Fig. 17.7). After selecting the region of interest orientation of the

image is done (Fig. 17.8). Orientation is the angle between x-axis and y-axis. For

calculating this angle below mentioned calculation is being done, first slope of line

would be calculated then angle between x and y axis.
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Slope of Line : M1 ¼ y1� cy=x1� cx M2 ¼ y1� dy=x1� dx

Angle between x and y axis : α ¼ tan -1 M1�M2=1þM1:M2

After orientation validation of the region of interest is done (Fig. 17.9). This

means the values of x and y axis is derived on the basis of minutiae points extracted

in Fig. 17.5.

Red color symbolizes the terminations (Fig. 17.10). The values of terminations

derived from the considered region of interest are:

Terminations: X¼232, Y¼16 X¼193, Y¼25 X¼87, Y¼43

Green color symbolizes the bifurcations (Fig. 17.11). The values of bifurcations

derived from the considered region of interest are:

Bifurcations: X¼240, Y¼34 X¼246, Y¼36 X¼237, Y¼40

Considering x and y coordinates the values for red points over the region of

interest are terminations: X ¼ 229, Y ¼ 44 X ¼ 64, Y ¼ 64 X ¼ 254, Y ¼ 72
Considering x and y coordinates the values for red points over the region of

interest are bifurcations: X ¼ 50, Y ¼ 75 X ¼ 130, Y ¼ 95 X ¼ 88, Y ¼ 101
After reckoning the terminations and bifurcations complete minutiae points are

exported to the text file, which will give the following values:

Name, Date, Number of Terminations and Number of Bifurcations

Text file will generate the above stated values based upon the fingerprint.

These values are the evidence of enhanced trust and privacy of the legitimate

user as nobody would have the same angle values at the same location

(Fig. 17.12). As minutiae points are set of unique points for each individual so

legitimate user can very well trust upon the extracted values from their

fingerprint.

17.4 Export of Minutiae Points to Database for Ensuring

Security in the Public Network

Minutiae Points are unique points on the fingerprint of the legitimate user. Sec-

tion 17.2 states the process of reckoning the terminations and bifurcations from the

fingerprint of legitimate user. The extracted angle values are to be stored in the form

of hash code in the database for fortifying the security further. Example

(Fig. 17.13): Whenever a session is to be created between the Client and Server

there is a need of mutual authentication for proving the legitimacy of each other.

Client and Server will authenticate each other. The database at the Server will
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comprise of angle values stored for individual client in the form of hash code.

Whenever a malicious user will try to intrude the session between client and server

then extraction of their minutiae points from their fingerprint will be done. These

extracted values through RNA-FINNT will now be matched with the stored value in

the database. And it is but obvious that these values will never match as nobody will

have same angle values because of the uniqueness of the minutiae points. This

proves the enhancement of security in the public network. Below mentioned is the

steps for proving enhancement of security over the public network:

17.5 Future Applications of RNA-FINNT

As RNA-FINNT has resulted in the fortification of trust and privacy for legitimate

user and enhancement of security over the public network, below mentioned are the

future prospective applications of RNA-FINNT:

1. Online Banking has implemented only password as security feature so finger-

print could be assimilated for enhancement of the security of the legitimate user.

2. Student Attendance System is manually done in many organizations. It could be

done with Fingerprint to prove the authenticity and to avoid proxy by the students.

3. Library Management System could be automated by implementing fingerprint of

the candidate while issuing and receiving the books. This will enhance the

security in the library system.

Fig. 17.13 Proof of enhancement of security over the public network
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Future prospects of RNA-FINNT are very bright as it could be implemented for

fingerprint authentication in majority of the organizations which work with identity

authentication.
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Będzińska
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Chapter 18

Empirical Study of Email Security Threats

and Countermeasures

Dhinaharan Nagamalai, Beatrice Cynthia Dhinakaran, Abdulkadir Ozcan,

Ali Okatan, and Jae-Kwang Lee

Abstract Due to wide range of users, email had emerged as one of the preferred

method to intrude Local area networks and end users. In this paper we examine the

characteristics of various email security threats and the technology used by

attackers. In order to counter defense technology, attackers change their mode of

operation frequently. The continuous evaluation of attacker’s pattern will help the

industry to combat attacks effectively. In our study, we collected several thousand

spam from a corporate server for a period of 12 months from Jan 2012 to Jan 2013.

From the collected data, we identified various types of security threats through

email and the attacker’s mode of operation. We believe that this study will help

to develop more efficient and secure methodologies against security threats

through email.

18.1 Introduction

Internet has emerged as a platform for the multibillion dollar illegal business

industry. There is no proper economic estimation for the illegal business through

the internet. Gartner studies states that the volume of illegal business ranges from

20 to 40 billion dollars. Since the mass adaptation of internet based applications

such as cloud computing, social networking, VOIP applications, video streaming

and the growing number of mobile users of these applications makes users highly
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vulnerable to various attacks such as DDoS, phishing and MiM etc., and identity

theft.

Due to the rapid growth of Internet, email has emerged as one of the powerful

communication tool in modern world. Due to the uncontrolled structure of the

internet, email has emerged as a breeding ground for illegal activities from anon-

ymous mail to various attacks such as DDoS attacks, man in the middle attacks,

phishing, and several types of scam. The growing number of spam traffic confirms

that spamming is one of the profitable businesses for scammers and criminals. Off

Late, social media sites are new ways to launch identity theft and spread security

threats to end users due to high usage. Security threats are not only emerging as

result of software or infrastructure vulnerability as tradition. The user vulnerability

plays an important role for security issues in the socially well connected internet

era. Email is an easy way to penetrate end users system, to steal data and cripple

network services and local network servers.

Criminals launch DDoS, phishing attacks using social engineering techniques.

By well crafted email messages the attackers try to infiltrate highly secured local

area networks. Spam hosts security threats such as DDoS attacks, phishing, virus,

worms and malware attacks, Nigerian fraud, password phishing etc., Some of these

spam based security attacks are based on social engineering techniques rather than

technological vulnerabilities. Naive users are highly vulnerable to social engineer-

ing techniques. Lot of effort had taken to combat spam but there is no mechanism to

put an end to spamming activities. Spammers are highly active group of profes-

sionals (or criminals) working relentlessly to bypass the anti spamming techniques

to reach end users inbox. Spammers use free mail service providers and their own

mail servers or services to spread their wings. The arms race between spammer and

anti spammers is a never ending race [1]. Due to financial gain of the spamming

activity, spammers usually find new ways to spam end users. There are enormous

methodologies developed to stop spamming but nothing has stopped the spammers

to end their activities. For example spamassasin developed 25 versions of software

to combat spam based on spammer’s activity. Yet spammers change their mode of

operation frequently to escape from anti spam filters or techniques.

Spam consumes server resources, network bandwidth and spread virus, worms,

Trojan [2]. Spam is a byproduct of email and causes various security threats like

DDoS attacks, Phishing and email scam such as Nigerian fraud mails, password

phishing, social security issues [3]. Since online business is growing, new security

threats have emerged to gain financial benefits from these thriving industries. These

attacks through spam highly depend on social engineering techniques rather than

technical innovations.

The remaining sections are organized as follows. Section 18.2 provides back-

ground on security threats and various methods used to defend them. Section 18.3

provides data collection and experimental results. In Sects. 18.4 and 18.5 we

describe the various threats targeting end users through email. Section 18.6 pro-

vides the proposed countermeasure and finally we conclude in Sect. 18.7.
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18.2 Related Work

Authors [4] extensively presented cooperative methodology to defend DDoS

attacks and internet worms. They simulated experiments using Emulab test bed

and evaluated the effectiveness of their proposed cooperative defense mechanism

against DDoS attacks and worm threats. In their proposed model, local detection

node which can be routers monitors the traffic using existing mechanisms to detect

DDoS attacks. If there is any abnormal traffic, it will alert that there will be an

attack. When one local node detects the attack pattern, it will pass the message to

other nodes using epidemic algorithms. Each local detection node deploys coun-

termeasures to defend DDoS attack in its immediate network. The combination of

local detection nodes works to defend DDoS attack in the network. According to

authors [5], the hackers use search engines to identifying vulnerable web servers or

web sites to host phishing websites as part of their phishing strategy. The authors

study reveals that significant numbers (%) of these servers were re compromised

after a year. The main reason behind this re-compromise is the security issues are

not addressed well by these web servers or websites. By spamming methodology

explained by Dhinaharan et al. [3], the phishers use compromised web servers to

host phishing web sites and free web site hosting services. The authors analyzed

millions of spam mails and identified two types of phishing attacks. According to

their work spamming techniques are used to reach user’s inbox. Their paper

proposed a multi layer approach to defend Phishing attack by a combination of

fine tuning of spamming techniques, periodically identifying false negative to

spam, blocking IP addresses of the attacker, effective usage of filters, and user

education etc., Spam is one of the economical methodology to spread commercials

through email, blogs, forums, email archives, social networking sites and

messengers [6].

18.3 Network Architecture and Security Setup

Servers providing services to internet users are highly vulnerable than servers

located in protected local area networks. The local area network is highly protected

by internal firewalls, organized network monitoring and its well separated from the

World Wide Web. The servers located in local area network are less prone to major

security threats as the ports are closed for external access. Bandwidth consuming

applications or systems can be killed in local area network by continues network

monitoring. Since the local area network firewall provides another security layer for

the backbone any DDoS attack can be thwarted effectively.
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18.3.1 Why DDoS Attacks Through Spam?

The easiest way to penetrate into protected Local area network is, infect the end

users machine through services offered by Internet. All servers in LAN such as file

servers, database servers, CITRIX servers, WLAN authentication servers, backup

servers, IP telephone servers, print servers and application servers authenticate

users through active directory servers (primary and secondary). Penetrating LAN

through WLAN and IPT servers are not useful to access the network. WLAN server

and IPT servers that are connected to the World Wide Web are highly vulnerable

than other servers located in the LAN. But accesses to these servers are not useful

for a DDoS attack. Primary and secondary active directory servers are usually well

protected to external threats; the only remaining target is the email server. Attackers

can gain easy access to email server by targeting naı̈ve users in the local area

network. If the attacker infects one end user’s system by social engineering based

methodology, he can launch DDoS attacks in the local area network [7]. This

scenario can be explained as follows.

Even though there are many layers of security features to provide resilient

against security threats and vulnerabilities, yet it has become inevitable. Modern

network architectures increasingly deploy additional security systems such as

internal firewalls, network monitoring systems, local area network filtering systems

apart from the regular security setups as shown in Fig. 18.1. The regular security

setups and security services provided by ISPs and government organizations (such

as department of education in case of educational institutes) are not enough to meet

the requirement of the end users in a network.

The following figure shows the security settings of modern network architecture

to protect resources and end users from the attackers.

Internal firewalls and intrusion detection systems deployed in a network are not

capable to defend security threats through email services. As security setups are

busy protecting server farm and bandwidth exploitation, the attackers are select

email services to reach the end users systems safely. Social engineering based

security vulnerabilities are capable to defeat the in-built security features available

in commonly used operating systems. The operating systems in built-in security

features prevent end users system from crashing during attack scenario [8]. Even

third party security software installed in end user machines are also highly vulner-

able to new type of attacks, virus, worms and Trojans [3]. The attackers use email

services within the network and social engineering techniques to launch attacks

against network and end users.
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18.4 Data Collection

Our corporate mail server is connected to 10 GB backbone and serves more than

300 users. We collected more than 600,000 spam for a period of 12 months from

January 2012 to January 2013. The speed of Internet n is 200 Mbps with 60 Mbps

upload and download speed. Due to security and privacy concerns, we are unable to

disclose the real domain name. From this collection, we separated different cate-

gory of spam mails by a small program written in Python. In order to counter

security mechanisms, attackers change their way of operation frequently. Contin-

uous evaluation of these threats and attacker’s technology are required to defend

security threats.

Fig. 18.1 Modern local area network architecture with security setup
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From our analysis, we can divide the attacks roughly into two categories such as

server based attacks and client based attacks. The DDoS attacks through spam

targets servers rather than clients [7]. Phishing attacks, password phishing, Nigerien

fraud mails, social network based security threats target client data for financial

gain [7, 9]. The client based attacks target end users to collect sensitive data such as

banking, information, passwords, etc., to commit financial crimes. But in both cases

the attacker is gaining access to end user’s data through their inbox using social

engineering techniques. Our data collection in the following Table 18.1 shows the

number of email security threats for the period of 12 months from Jan 2012 to

Jan 2013.

18.4.1 DDoS Attack

DDoS attack still remains one of the major security threats to the networking world

starting from service industry to end users [10]. Traditional cloud-based anti-DDoS

services are largely ineffective against these application-layer attacks. There is no

effective mechanism to stop DDoS attack unless the attacker decides to do so. The

Intrusion detection system and firewall offers some security against single user DoS

attack but most attacks are distributed and these systems alone are not enough to

handle DDoS attack. Continuous DDoS monitoring system will play an important

role to defend DDoS attacks.

Regardless of the network infrastructure or bandwidth, DDoS attack can be

applied to any network to cripple network services and resources. A report

published by Arbor Networks, the World Infrastructure Security Report 2010,

and shows that the DDoS attack size has passed 100 Gbps level [11]. All aspects

of networking, servers, protocols and services that are vulnerable to DDoS attacks

are described by DDoS attack surface. The vulnerable attack surface for DDoS

keeps increasing as new equipment, protocols and services are introduced into

networks. This presents a significant challenge for network operators. Botnet-

driven volumetric and application-layer DDoS attacks continues to be the most

significant problem that the operators face.

There are several factor that drive attackers to launch DDoS attack on to the

network services and servers. Since tracking the source of DDoS attack is a

challenge by the available technology, stopping the attack immediately also has

become impossible [7]. The easy availability of sophisticated automated and semi

automated tools to launch DDoS attacks are wide spread and this makes the

attackers to be anonymous thus leaving law and order in the lurch. Recent DDoS

attacks show that major ISPs are highly vulnerable with their huge infrastructure

such as 10 GB, 40 GB, 100 GB backbones and server farms [4]. Mostly small and

medium size organizations with one or two email servers are highly vulnerable to

DDoS attacks launched through spam. As the resources of the servers will be dried

up by DDoS attacks through spam, the server will be out of service resulting in
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Denial of service [7]. Most of the DDoS attack scenarios shows the major involve-

ment of botnet. In spam based DDoS attacks, the system that is connected in local

area network gets converted as botnet during the attack.

18.4.2 DDoS Attack Through Spam

DDoS attack using spam is one of the old version of DDoS attacks. In this type of

attack, the infected system becomes a botnet to launch attack on other systems in

the same network. The arms race between security service providers and attackers

is a never ending problem. In most of attacks, the network has issues after several

days from the initial launch of the attack as the resources are eaten up by DDoS

attack [7]. This is visible in the case of Sony PlayStation attack and South Korean

government web site attacks [12, 13]. The attackers have clearly demonstrated their

ability as the target websites started to work after the attacker released some of the

web sites from their hit list [12]. There are different types of DDoS attacks but every

method tries to exhaust the server’s maximum resources such as processing power,

memory and band width of the network. The main advantage of DDoS attack is any

service can be brought down without exploitation of flaw in the victim service or

server. DDoS attack through spam is one of the indirect way of launching attack on

a particular target. Mostly this type is used to exploit ignorant end user against local

area network of a particular organization rather than software vulnerability. Even

though the chances for DDoS attack through spam is less it is not negligible. DDoS

attack through spam target email servers to disturb the services rather than the entire

network. DDoS attack through spam mail has emerged as one of the common

methods to launch DDoS attack on services. Attackers send well crafted email with

a small program as an attachment to intrude the local area network. If the user

downloads the attachment and opens it, the files attached will be executed and this

results in the installation of malware/virus/worm/Trojan in the end users system.

Upon execution of the attached file, the server resources will be eaten up by the

spearhead emails in the domain machines and this results in the denial of services to

legitimate users.

The attackers take maximum effort to pass through the spam filters and deliver

the spam mail to the user’s inbox. Here the hackers do enough to make the mail

recipient to believe that the spam mail is from the legitimate user. The attackers use

fake email ids from victim domains to penetrate into the network. The spam mails

are usually sent in the name of Network administrator/well wisher of the victim or

boss of the organization. Note that the spam mails do not have the signature of the

legitimate user. The spam contains small size executable file as an attachment (for

example update.exe). The attackers use double file extension to confuse the filter

(Update_KB2546_*86.BAK.exe (140 k)) and users. The attachment size ranges

from 140 to 180 KB. Mostly the spam mail asks the recipient to execute the .exe file

to update antivirus software. Upon execution of the attachment, it will drop new

files in windows folder and change the registry file, link to the attacker’s website to
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download big programs to harm the network further. The infected machine collects

email addresses from the windows address book and automatically sends mails to

others in the same domain. Even if the users don’t use mail service programs like

Outlook express, it will send mails by using its own SMTP. This type of spam mail

attracts group mail ids set up in organizations for easy and time-saving communi-

cation. By sending mails to the group, it will spread the attack vigorously. If any of

the users forward this mail to others it will worsen the situation. Ultimately the

server will receive enormous request from others beyond its processing capacity. In

this way it will spread the attack and results in a DDoS attack. After the first mail,

for every minute it will send the same kind of mail with different subject name &

different contents to the group email ids. Within a day it will eat up server resources

and end up in distributed denial of service attack. The names of the worms used in

these kind of DDoS attacks are WORM_start.Bt, WORM_STRAT.BG,

WORM_STRAT.BR, TROJ_PDROPPER.Q. Upon execution, these worms

dropped files namely serv.exe, serv.dll, serv.s, serv.wax, E1.dll, rasaw32t.dll etc.

DDoS malware cause direct and indirect damage by flooding specific targets

[10]. Mass mailers and network worms cause indirect damage when they clog mail

servers and network bandwidth. This consumes the network bandwidth and

resources, causing slow mail delivery further resulting in Denial of service. The

server will be down due to enormous request from clients and bulk mail processing.

18.5 Phishing Methodology

Tricking users to divulge their sensitive information such as credit card details,

login, passphrase etc., is referred as Phishing [5]. Phishers accomplish this task by

sending well designed spam mail with attachments that contains virus, worms and

Trojans which the end user will accidently install on their machine. Recently

phishing attacks are emerged from social networking sites. The different types of

phishing methods are explained in the following sections.

Method 1: Phishers send email message to end users pretending it is from a financial

institution and ask them to reveal their personal details by clicking the link given

in the mail [3, 14]. By clicking the link, the user will be taken to fraudulent web

page which is controlled by the Phisher. The fraudulent web page is designed

exactly similar to the original one and therefore the user never suspects there is a

foul play. The data entered in the fake website by the end user will be collected

and misused by the phishers and thereby leading to data and financial loss. There

will also be a reputation loss for the victim’s institution. Phishers use botnet,

small business based email services, free email services to spam end users in this

category.

Method 2: Phishers convince end users to download attachment from email. The

attachment will contain malware, virus, worms and Trojans. Upon execution of

the downloaded attachment, the files will be dropped to the end users system and
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this alters the registry settings of the system, installs spyware or remotely

controls client system. By using these files, the phisher can collect sensitive

information such as passwords, credit cards, bank information etc.,. There are

different kinds of malware, worms, virus designed to target a particular brand or

users. For example spam.hoax_phish_forged_citibank targets Citibank ATM,

Debit card and pin card information [3]. The following table shows various types

of virus, worms and Trojans (Table 18.2).

There are hundreds of variants for each of these viruses, worms and malware.

Based on the defense mechanism devised by the anti spam technology, each version

gets updated.

18.6 Email Phishing

Email phishing is a byproduct of phishing attacks to steal end users sensitive

information by hacking email accounts by social engineering techniques. In phish-

ing, criminals try to get sensitive information for financial gain. But in the case of

email phishing, the hackers steal the email account, to commit various frauds by

impersonating to be the authentic real user. Examples are sending emails saying

that someone in the family is very sick and needs money for a speedy recovery or

email posing as the service provider or network administrator by requesting the end

users to divulge their account details to avoid shutting down of the account or

upgrading the inbox capacity and so on., If the end user sends the details to the

phisher, the email account control will be taken over by them. The hackers use

phished email account for several criminal activities such as stealing personal

information from the inbox, sending mail to other contacts in address book,

spamming others. If the hacker gets banking information, credit card details and

other sensitive credentials, it will lead to identity theft and financial loss. In some

cases, money request email will be sent to all email accounts saved on the address

book saying that the “real end user” is stuck somewhere in a foreign land and needs

money to get back home [3, 15]. If free email service providers start to tighten their

rules to create new email accounts, then old email accounts will help the spammer

to spam end users.

Table 18.2 List of virus,

worm and Trojan
Name of virus, worm, Trojan

Spam.Phish.url

Spam.Hoax.HOAX_PHISH_FORGED_PAYPAL

Clm.HTML.Phishing.Pay-110

Spam.Hoax.HOAX_PHISH_FORGED_EBAY

Spam.Hoax.HOAX_PHISH_FORGED_CITIBNK

Trojan.spy.html.bankfraud.od
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18.6.1 Spearhead Phishing

After downloading and execution the attachment, the worm, virus and Trojan

installs or drop files in the target system. The newly installed malware, virus and

Trojan will take control of the email address book of the end users. The virus will

send phishing mails or attack all email accounts in the address book. This method is

referred as spear head phishing. The working principle of spearhead phishing is

similar to the methodology of DDoS attacks created by Spam [7]. These attackers

take additional efforts to reach the end users system by attachments with double

extensions to bypass filters [7].

18.7 Nigerian Scam

Nigerian fraud mail is one of the successful letter frauds over the Internet [9]. Fraud

is one of the oldest ways of making living and used to be very popular in the western

world. As long as there are vulnerable people in the world, there will be a fraud. Off

late, emerging economies like India, Brazil etc. are being targeted. Initially fraud

mails originated from Nigeria but now days it comes from all over Africa, European

Union and Asia. Due to anonymous nature of the email, it is very hard to tackle this

type of fraud. Nigerian fraud mail is not based on any technical innovations.

Fraudster does not rely on any technical skill but just have the art of convincing a

willing victim to responding to the invitation and to send money in several

installments for a variety of reasons to sender of the mail. Nigerian fraud is clearly

based on social engineering techniques to lure end users to share in a percentage of

millions of dollars that the sender—a self-proclaimed government official—is

trying to transfer illegally out of Nigeria. Based on social engineering techniques,

Nigerian fraudsters lure “greedy, easy money makers” to their trap. Small business,

religious organization’s authorities, and nonprofit organizations are primarily

targeted. There are many variations on the way the scam works such as “lottery

prize”, “transfer of funds”, “chemicals to transform papers to USD bills” each

naming different persons and describing different circumstances.

In simple words, Nigerian fraud works by blinding the email users with promises

of unimaginable wealth transfer from an African nation or a “troubled nation or a

person”. To do this transaction, the end users are asked to pay significant money to

the Nigerian mail sender. In reality, the millions of dollars do not exist, and the

victim eventually ends up with nothing but loss. Once the victim stops sending

money, the fraudsters use the personal information and checks that they received to

impersonate the victim, draining bank accounts and credit card balances.
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These days due to increase in the number of mobile phone users, Nigerian

fraudsters send bulk SMS to attract end users. After initial SMS contact, the

fraudsters use email contact to dupe the users. The scam email describes that

user’s mobile numbers is selected under online lottery system and has won huge

amount of money (for example 1 billion dollars). If the end user contacts the

fraudster, they send step by step procedure through email to collect so called

“lottery prize”. The step by step procedure to collect lottery money will lead to

scam as we described earlier. The fraudsters use different proxy bank accounts to

collect initial fee from victims. As long as the victim does not raise alarming issues,

the fraudster will be in touch with the victim. According to Wendy et al. [9],

Nigerian fraud mail is one of the major fraudulent activity against North American

end users. Even though the Nigerian fraudsters are spread across the world, the

North American region has the more active scammers [9]. Since these types of

scams are new to developing nations like India, Brazil and China the user awareness

is lesser than developed nations and thereby the number of victims are more. There

is no security threat to either the network or systems. Though the majority of the

email users ignore these types of scam, there people who still believe the well

crafted scam email.

18.8 Countermeasures

There are many antivirus and anti spamming software available to combat security

threats yet email is one of the major source for security threats. Attackers always

come up with new mechanism to defeat security settings [2]. Email security threats

are heavily dependent on social engineering techniques rather than technological

vulnerabilities. Spamming, DDoS attacks, Phishing and Nigerian scam are by

products of email system [2]. Effective anti spam techniques should be

implemented to defend security threats through email. In addition to all security

settings, user awareness plays an important role to combat threats. End users should

be educated by the organization to overcome these security threats. Email policy

should be implemented without any compromise [3]. Frequently analyzing email
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security threats helps to better understand the pattern of attacker’s behavior. Failure

to maintain an updated understanding of these threats will leave end users highly

vulnerable to security threats through email.

18.9 Conclusion

As email has emerged as the most favored medium of communication, the security

threats through email has become common and easy. Our study shows that email

has emerged as a launching pad for security threats such as DDoS, Phishing, MiM

and Nigerian scam. The uncontrolled nature of email services makes it is easier to

launch attacks on end users. Hackers use spam mails to launch DDoS attack on

corporate email servers to cripple their network. Monitoring the network continu-

ously makes launching of DDoS attack harder but we cannot completely eliminate

the risk. By using social engineering techniques in Phishing, hackers try to steal

sensitive information from users to commit financial crimes. Nigerian scams are

aimed to steal money from individuals by well crafted emails to transfer money. In

the case of email phishing, hackers try to steal the email account to commit other

frauds. Hackers use the stolen email accounts to gain information such as bank

details, credentials of other secured systems etc. Even though there are several

software tools to stop these criminal activities, there is no bullet proof mechanism

to completely eliminate such activities. User awareness plays a vital role to defend

these threats effectively. Continues evaluation of these threats will help the industry

to design new ways to handle these threats effectively. Based on our study, we have

designed a security tool to combat email security threats effectively and it will be

tabled in our future work.
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Chapter 19

Improving Business Intelligence Based

on Frequent Itemsets Using k-Means

Clustering Algorithm

Prabhu Paulraj and Anbazhagan Neelamegam

Abstract In this world, each and every activity is enriched with lot of information.

Business and other organization needs information for better decision making.

Business Intelligence is a set of methods, process and technologies that transform

raw data into meaningful and useful information. Some of the functions of business

intelligence technologies are reporting, Online Analytical Processing, Online Trans-

action processing, data mining, process mining, complex event processing, business

performance management, benchmarking and text mining. The applications of

business intelligence includes E-commerce recommender system, approval of

bank loan, credit/debit card fraud detection etc., In order to obtain business intelli-

gence from large dataset there many techniques are available in data mining such as

characterization, discrimination, frequent itemset mining, outlier analysis, cluster

analysis and so on. In this proposed algorithm frequent itemset mining and clustering

algorithm is used to extract the information from the dataset in order to make the

decision making process more efficient and to improve the business intelligence.

19.1 Introduction

Data Base Management System (DBMS) and Data Mining (DM) are two emerging

technologies in this information world. Knowledge is obtained through the collec-

tion of information. Information is enriched in today’s business world. In order to

maintain the information, a new systematic way has been used such as database.
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In this database, there are collection of data organized in the form of tuples and

attributes. In order to obtain knowledge from a collection of data, business intelli-

gence methods are used. Data Mining is the powerful new technology with great

potential that help the business environments to focus on only the essential infor-

mation in their data warehouse. Using the data mining technology, it is easy for

decision making by improving the business intelligence.

Frequent itemset Mining is to find all the frequent itemsets that satisfy the

minimum support and confidence threshold. Support and Confidence are two

measures used to find the interesting frequent itemsets. In this paper, frequent

itemset mining can be used to search for frequent item set in the data warehouse.

Based on the result, these frequent itemsets are grouped into clusters to identify the

similarity of objects.

Cluster Analysis is an effective method of analyzing and finding useful infor-

mation in terms of grouping of objects from large amount of data. To group the data

into clusters, many algorithms have been proposed such as k-means algorithm,

Fuzzy C means, Evolutionary Algorithm and EM Method. These clustering algo-

rithms groups the data into classes or clusters so that object within a cluster exhibit

same similarity and dissimilar to other clusters. Thus based on the similarity and

dissimilarity, the objects are grouped into clusters.

In this paper, FIk-means algorithm is proposed to improve the business intelli-

gence based on frequent itemsets using k-means clustering. This algorithm is

experimentally tested with E-commerce application for better decision making by

recommending top n products to the customers.

19.2 Related Work

Alexandre et al. [1] presented a framework for mining association rules from

transactions consisting of categorical items where the data has been randomized

to preserve privacy of individual transactions. They analyzed the nature of privacy

breaches and proposed a class of randomization operators that are much more

effective than uniform randomization in limiting the breaches.

JiaqiWang et al. [4] stated that Support vectormachines (SVM) have been applied

to build classifiers, which can help users make well-informed business decisions. The

paper speeds up the response of SVM classifiers by reducing the number of support

vectors. It was done by the K-means SVM (KMSVM) algorithm proposed in the

paper. The KMSVM algorithm combines the K-means clustering technique with

SVMand requires onemore input parameter to be determined: the number of clusters.

M. H. Marghny et al. [5], stated that Clustering analysis plays an important role in

scientific research and commercial application. In the article, they proposed a tech-

nique to handle large scale data, which can select initial clustering center purpose-

fully using Genetic algorithms (GAs), reduce the sensitivity to isolated point, avoid

dissevering big cluster, and overcome deflexion of data in some degree that caused

by the disproportion in data partitioning owing to adoption of multi-sampling.
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Wenbin Fang et al. [11], presented two efficient Apriori implementations of

Frequent Itemset Mining (FIM) that utilize new-generation graphics processing

units (GPUs). The implementations take advantage of the GPU’s massively multi-

threaded SIMD (Single Instruction, Multiple Data) architecture. Both

implementations employ a bitmap data structure to exploit the GPU’s SIMD

parallelism and to accelerate the frequency counting operation.

Ravindra Jain [8], explained that data clustering was a process of arranging

similar data into groups. A clustering algorithm partitions a data set into several

groups such that the similarity within a group was better than among groups. In the

paper a hybrid clustering algorithm based on K-mean and K-harmonic mean

(KHM) was described. The result obtained from proposed hybrid algorithm was

much better than the traditional K-mean and KHM algorithm.

David et al. [3], described a clustering method for unsupervised classification of

objects in large data sets. The new methodology combines the mixture likelihood

approach with a sampling and sub sampling strategy in order to cluster large data

sets efficiently. The method was quick and reliable and produces classifications

comparable to previous work on these data using supervised clustering.

Risto Vaarandi [9], stated that event logs contained vast amounts of data that can

easily overwhelm a human. Therefore, mining patterns from event logs was an

important system management task. The paper presented a novel clustering algo-

rithm for log file data sets which helps one to detect frequent patterns from log files,

to build log file profiles, and to identify anomalous log file lines.

R. Venu Babu and K. Srinivas [10] presented the literature survey on cluster

based collaborative filter and an approach to construct it. In modern E-Commerce it

is not easy for customers to find the best suitable goods of their interest as more and

more information is placed on line (like movies, audios, books, documents etc.). So

in order to provide most suitable information of high value to customers of an

e-commerce business system, a customized recommender system is required.

Collaborative Filtering has become a popular technique for reducing this informa-

tion overload. While traditional collaborative filtering systems have been a sub-

stantial success, there are several problems that researchers and commercial

applications have identified: the early rater problem, the sparsity problem, and the

scalability problem.

B. Sarwar et al. [9] analyze difference item-based recommendation generation

algorithms. Took different techniques for computing item-item similarities and

different techniques for obtaining recommendations from them (e.g., weighted

sum vs. regression model). Experimentally evaluated their results and compared

them to the basic nearest neighbour approach.

P. Prabhu et al. [10] introduced method for determining the optimum number

of clusters in a partition simply by examining various cluster validity measures

for different values of numbers of clusters. This method finds optimum number of

cluster efficiently.

P. Prabhu et al. [11] proposed method for Improving the Performance of K-

Means Clustering for High Dimensional Data Set. This experiment shows improve-

ment in accuracy of the clustering results by reducing the dimension and improved
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initial centroid by partitioning projected dataset and finding the median as

centroids.

Zan Huang et al. [12] proposed goal is to develop a metalevel guideline that

“recommends” an appropriate recommendation algorithm for a given application

demonstrating certain data characteristics.

19.3 Proposed Method

In this business world, there exists a lot of information. It is necessary tomaintain the

information for decision making in business environment. The decision making

consists of two kinds of data such as OnLine Analytical Processing (OLAP) and

OnLine Transactional Processing (OLTP). The former contains historical data about

the business from the beginning itself and the later contains only day-to-day trans-

actions on business. Based on these two kinds of data, decision making process can

be carried out in out by means of frequent itemsets mining and clustering using

k-means algorithm in order to improve the business intelligence. The steps involved

in the proposed methodology FIk-means algorithm is given below:

• Identifying the dataset

• Choose the consideration columns/features

• Define the rules for identifying frequent itemsets

• Generate the resultant dataset based on rules

• Clustering objects using k-means clustering

19.3.1 Identifying the Dataset

To maintain the data systematically and efficiently, database and data warehouse

technologies are used. The data warehouse not only deals with the business

activities but also contains the information about the customer that deals with the

business. The representation of the data set is shown below:

D ¼ Σ Að Þ ¼ a1, a2, . . . . . . . . . . . . , anf g ð19:1Þ

Where, Σ (A) is the collection of all attributes, a1, a2, are the attribute list that deals

with the dataset. Upon collecting the data, the dataset contains the data as follows:
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a10 a11 a12 . . . . . . . . . . . . a1n

⋮
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C
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Here, aij is the data elements in the dataset, where i ¼ 0,1,. . .n and j ¼ 0,1,. . .m.

19.3.2 Choosing the Considering Column/Features

Upon the dataset has been identified, the next step of the proposed work is to choose

the consideration column or filtering columns/features. That is, from the whole

dataset, the columns/subset of features to be considered for ourwork has been chosen.

This includes the elimination of the irrelevant column in the dataset. The irrelevant

column/feature may the one which provide less information about the dataset.

CC ¼ Σ A
0

� �
¼ Σ Að Þ � Σ Auð Þ ð19:2Þ

Σ A
0

� �
¼ a1; a2; . . . ; anf g � au1, au2, . . . :, aunf g ð19:3Þ

CC ¼ D
0 ¼ Σ A

0
� �

¼ a1
0
, a2

0
, . . . :, an

0
n o

ð19:4Þ

Where, CC denotes the consideration column, which will be represented as Σ (A0),
Σ (A) represents the set of all attributes in the chosen dataset, Σ (Au) represents the

set of all features to be eliminated to get the subset of features. The consideration

column of the dataset can be represented as follows:

a
0
00 a

0
01 a

0
02 . . . . . . . . . . . . a

0
0n

a
0
10 a

0
11 a

0
12 . . . . . . . . . . . . a

0
1n

⋮
a
0
m0 a

0
m1 a

0
m2 . . . . . . . . . ::a

0
mn

0

B
B
B
@

1

C
C
C
A

Here, a0ij is the data elements in the new resultant dataset with consideration

column, where i ¼ 0, 1,. . ., n and j ¼ 0,1,. . .m.

S ¼ f Xð Þ=D ð19:5Þ
This will identify the column S from the dataset.
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19.3.3 Define the Rules

From the consideration dataset, the objects can be grouped under stated conditions

that are defined in terms of rules. That is, for each column that is considered, specify

the rule to extract the necessary domain from the original dataset. This rule is

considered to be the threshold value. The domain can be chosen by identifying the

frequent items from the dataset. The frequent items can be identified by analyzing

the repeated value in the consideration column. Rule can be defined as;

FIS ¼ value Sð Þ > SUP Sð Þ and=or CONF Sð Þð Þ ð19:6Þ

Where, FIS represents the identified frequent itemset. Value(S) is the frequent items

in the column S, satisfying the SUP(S) and CONF(S).SUP(S) is defined as the

percentage of objects in the dataset which contain the item set. CONF(S) is defined

as SUP(X U Y)/SUP (X). (i.e.,) the confidence on the frequent item set can be

determined by combining the X and Y values from the dataset and then neglecting

the X value to obtain the frequent item.

19.3.4 Generate the Resultant Dataset Based on Rules

The next step upon defining the rules for identifying frequent items is to execute the

rules on the new dataset formed by the consideration column. Any objects that

satisfy the criteria are selected and counted. This can be carried out by:

Cn ¼ η aij Að Þ=D0
� �

ð19:7Þ

It counts the number of domains, aij of the attribute list, A from the Dataset,

D. From the counted value, Cn, we can determine the frequent item set that has been

occurred in the dataset using the threshold value T.

Cn aij Að Þ� �
> T ð19:8Þ

It shows that the domain aij of attribute A satisfies the threshold value T specified

and hence the item aij is considered to be frequent item set. The identified frequent

item sets from the dataset D0 are listed as below:

a01 c1
a02 c2

⋮
amn cn

0

B
@

1

C
A

Where, a01, a02, amn are the domain list that occurred frequently in the attribute and
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meeting the threshold value specified. c1, c2, cn specifies the number of times that

the domain aij occur in the dataset. This resultant dataset D00 is used to cluster the

objects using k-means clustering.

Fig. 19.1 Process involved

in proposed method
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19.3.5 Clustering Objects Using k-Means Clustering

Upon forming the new dataset D00, the objects in D00 are clustered based on

similarity of objects using k-means clustering.

k-means clustering is a method of classifying or grouping objects into k clusters

(where k is the number of clusters). The clustering is performed by minimizing

the sum of squared distances between the objects and the corresponding centroid.

The resultant consists of cluster of objects with their labels/classes.

19.3.6 Process Involved in Proposed Method

The Fig. 19.1 shows the flowchart of process involved in proposed Method.

19.3.7 FIk-Means Algorithm

FIk-means Algorithm (D, k)

Input: The number of clusters k, dataset D with n objects.

Output: A set of clusters Ck.

Begin

Identify the dataset D ¼ Σ (A) ¼ {a1, a2, . . . . . . . . . . . ., an} attri-

butes/objects.

Outline the Consideration Column(CC) from D.

CC ¼ D 0 ¼ Σ (A 0) ¼ {a1
0, a2

0, a3
0 . . . . . .. am

0}
Initialize j ¼0

Repeat

Formulate the rules for identifying the similar objects.

S ¼ f(X)/D, where S is the sample set containing identified

column

FIS ¼ value(S) > (SUP(X) and/or (SUP(X U Y)/SUP (X))),

where FIS is the frequent itemsets identified.

Cn(aij(A
0)) > T from FIS, where T specifies the threshold value.

Generate the Resultant Dataset, D00 from Cn

j++

Until no further partition is possible in CC.

Identify the k initial mean vectors (centroids) from the objects
of D00.
Repeat

Compute the distance, β between the object ai and the

centroids cj.
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β ¼
Xk

j¼1

Xn

i¼1

X
ai

jð Þ � cj
�
�

�
�2

Where β Euclidean distance,

cj the cluster centers/centroids,

ai objects.

Choose min{∂(cjk)} as the refined centroids by means of β
Assign objects to cluster with min{∂(cjk)}

Recalculate the k new centroids cj from the new cluster formed

Until reaching convergence

End

19.4 Experimental Setup

The proposed methodology FIk-means algorithm provides solution to improve the

business intelligence. This methodology can be verified through various experi-

mental setups. In this work E-Commerce dataset is used for testing the proposed

algorithm for recommending products purchase by the customers. This algorithm

help customers find items they want to buy from a business. The E-commerce

business, using recommender systems are Amazon.com, CDNOW.com, Drugstore.

com, eBay, MovieFinder.com and Reel.com. The Table 19.1 shows the description

of sample dataset.

19.5 Results and Discussion

Based on the identified frequent item set mining, it is clear that the customer with

age between 21 and 25, frequently accessing the site. And so, the frequent item set

being the customer with age less than 25 and greater than 21. From the original

dataset, proposed method identified the products purchased by the customers

belonging to these age group is shown in Table 19.2.

Table 19.1 Dataset description

Key element Description

Dataset name E-commerce dataset (synthetic/realworld)

Original attribute-list Name, age, gender, occupation, salary, date, time, item purchased, amount

Consideration

column

Age, gender, occupation, salary, amount

Rules defined Customer having age with 21, 22, 23, 24, 25

Occupation ¼ “Teacher”

Amount > 25,000
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The identified frequent items based on the defined rules are counted to form the

resultant dataset D00. Now k-means clustering is applied to group the objects based

on similarities. The Table 19.3 shows the initial centroids.

The Table 19.4 shows the sample iterations for clustering objects for k ¼ 2.

Table 19.2 Identified

products purchased by

customer

Age Item codes Frequently purchased products

21 1010 Computer

22 2001 Jewels

23 3001 Books

24 5010 Sports

25 4101 Shoes

Table 19.3 Initial centroids Cluster Age Mean vector (centroid)

1 21 (1, 1)

2 23 (5, 7)

Table 19.4 Sample iterations of clustering objects k ¼ 2

Step

Cluster-1 Cluster-2

Age Mean vector (centroid) Age Mean vector (centroid)

1 21 (1, 1) 23 (5, 7)

2 21, 22 (2, 2.5) 23, 24 (5.5, 4.5)

3 21, 22 (2, 2.5) 23, 24, 25 (5, 4)

4.5

3.5

2.5

4

3

2

1.5

0.5

1

0
0 1 2 3

Cluster Formation

4 5 6

Fig. 19.2 Clusters identified for k ¼ 2
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The resulting objects found in the cluster-1 are 21 and 21. The objects found in

the cluster-2 rare 23, 24 and 25. The Fig. 19.2 shows the clusters identified using the

proposed method for k ¼ 2.

The Table 19.5 shows the distance between the object to their centroid of each

clusters.

Each individual’s distance to its own cluster mean should be smaller that the

distance to the other cluster’s mean. Thus the mean of the object 21, 22 belongs to

cluster-1 which is nearer to cluster-1, whereas the mean of the object 23, 24,

25 belongs to cluster-2, which is nearer to cluster-2. Thus there is no relocation

occur in this example. From the obtained results, it is clear that the customers are

grouped under 2 clusters named as cluster-1 and cluster-2. Thus, it is easy to

identify what are the products that can be recommeded to the customers when

they accessing the site.

When the customer enters into the site, the first step is to verify the customer

details to identify, on which cluster the customer can be fall on. This can be done

by analyzing the age of the customer. Based on the age, the customer can be

easily classified and identified their position on the clusters. In our experiment, if

the customer belongs to age 22, then they fall under cluster-1 and then we

conclude that this customer can have more probability to purchase either com-

puter or jewels. Thus the upcoming customer can now be recommended and

redirected to the web page containing the details of computers and jewels.

If suppose, the customer belongs to the age 24 means, they fall under cluster-2

and they can have more probability to purchase the products books, shoes or

sports items. So they are recommeded to puchase those products by redirecting to

that web page. Through this kind of redirection, it is easy for the customer to save

the time to search for their desired product. Thus, by grouping the similar

behavior customers into a cluster and based on the cluster result, the customer

can be recommended and redirected to that products web page. Hence this

intelligence provides customers/business for better decision making by

recommending the top products.

Also, we can compare the performance of our proposed algorithm with the

existing methodologies like [10] with various metrics like precision, recall and

silhoutte index. This can be carried out by finding quality with various number of

neighbours, iterations and clusters. The performance of the proposed method

performs better than existing methods.

Table 19.5 The distance

between the objects to the

centroid of each cluster Age

Distance between

the object to the

centroid in cluster-1

Distance between

the object to the

centroid in cluster-2

21 1.8 5

22 1.8 2

23 5.4 3

24 4.0 2.2

25 2.1 1.4
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19.6 Conclusion and Future Work

Business intelligence is a new technology for extracting information for a business

from its user databases. In this paper we presented and evaluated algorithm for

improving business intelligence for better decision making by recommeding prod-

ucts purchase by the customer. The performance of the methodology can be verified

by undertaking many experimental setups. The results obtained from the experi-

ments shows that the methodology performs well. This algorithm can be tested with

many real-world datasets with different metrics as a future work.
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Chapter 20

Reputation-Based Trust Management

for Distributed Spectrum Sensing

Seamus Mc Gonigle, Qian Wang, Meng Wang, Adam Taylor,

and Eamonn O. Nuallain

Abstract One of the solutions to the hidden node problem in Cognitive Radio

(CR) networks is to construct a global radio environment map (REM) hosted on a

central controlling server. With this approach, the responsibility of sensing the

radio environment can be distributed among all the nodes in the cognitive radio

network. This introduces vulnerability because the server depends on the partici-

pating nodes to provide honest and accurate spectrum sense information. This

research develops a reputation-based security mechanism that protects the radio

environment map against falsified spectrum information that may be provided by

malicious members of the network.

20.1 Introduction to Cognitive Radio and Radio

Environment Mapping (REM)

In traditional methods of radio frequency allocation, bands are only to be used by

the entities who have been allocated or paid for the right to use them. These

organizations are referred to as the Primary Users (PUs). The restriction that

these bands may only be utilized by their ‘owners’ has led to a large portion of

the spectrum being unused in time and space. This unused spectrum is known as

‘white space’. Cognitive Radio (CR) is a technology designed that allows users who
do not have a license, known as Secondary Users (SUs), to opportunistically take

advantage of vacant spectrum in cases where they are not in use by the PUs.
CRs sense the local environment for the presence of PU transmissions before

they decide to transmit. This can be achieved via the construction of a Radio

Environment Map (REM). A REM is a representation of the radio emissions

environment and includes information such as primary user transmissions, which
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can be gathered from various sources including from the CRs themselves, and local

radio emissions regulations [1]. CRs can consult the local REM to avoid interfer-

ence with primary user transmissions.

Although the local REM information gathered by the cognitive radio is helpful,

interference still may occur due to the hidden node problem. The Hidden Node

Problem arises when, due to incomplete spectrum occupancy information, SU

transmissions interfere with PU receivers. However by making use of the REM;

complete spectrum occupancy information is made available to all members of the

Cognitive Radio Network (CRN). Thereby resolving the Hidden Node Problem.

The global REM is constructed by having each node in the CR network provide

their local REM information to a data collector which combines their spectrum

sense information to form the global REM [2]. The availability of global REM

information allows the secondary nodes to prevent the hidden node problem by

checking for primary user transmissions that are outside their local spectrum

sensing range.

The process of combining the SU spectrum sense information after it has been

collected is known as data fusion [3]. This project will improve the accuracy of the

global REM during data fusion by filtering out data supplied by secondary users

which has a low trust value.

Although CRNs that utilise global REMs are infrastructure based, the spectrum

sensing task required for accurate REM is distributed among CRs. The dependence

of the CR network on the co-operation of these individual nodes introduces

vulnerability as nodes may supply false information in order to disrupt the system.

For example, a malicious secondary user might disrupt the fair allocation of

spectrum by providing false local spectrum sensing information to the REM server.

This is known as a False Feedback Attack [2]. For example a secondary node might

carry out this type of attack in order to retain its bit rate for a longer period of time

than would otherwise be allowed under a fair allocation system. The primary

concern here is that this would lead SUs to fail to sense the presence of PU

transmissions, leading to interference.

20.2 Trust/Reputation Based Security for Cognitive

Radio Networks

In Kephart’s vision of autonomic computing, the self-protecting property requires

that the system automatically defends itself against malicious attacks [4]. In an

attempt to move one step closer to this vision; this research will take inspiration

from a mechanism used by human social networks where those who behave

maliciously are excluded from the community. We hope to use a similar method

of dealing with liars in a CR network. This involves taking the social concepts of

trust and reputation and applying them to a CR technology.
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As an example, where a community of fishermen shares the limited natural

resource of fish population using a quota system then a lone fisherman may find it

desirable to exceed their assigned quota and take more than their fair share; thereby

increasing their profit margin. However, if too many fishermen do this then the

resource becomes depleted to the point of being useless. This scenario is an

example of a Tragedy of the Commons [5].
False feedback attacks on CR networks could also lead to a Tragedy of the

Commons.Wireless spectrum is a natural resource that can be exploited in a similar

fashion to any other natural resource [6]. Human society prevents the Tragedy of the
Commons by applying reputational pressure [5] in order to discourage ‘cheating’.

For instance, it could be said that a fisherman was an over-fisher so that purchasers

would not purchase his fish. The distinction between false feedback attacks and

other Tragedy of the Commons examples is that the community members are

non-human. This research attempts to apply the human idea of reputation to CR

networks. This is achieved by assigning each node a trust value that can be adjusted

appropriately whenever the node conforms to regulations or misbehaves. Whenever

a CR supplies false information too often it is added to a black list and excluded

from the community; much like the rogue fisherman.

Computational Trust is the application of the human concept of trust to

networked computer systems in order to improve security. There is some difficulty

in transferring this idea from social science to computer science because the social

science notion of trust is subjective whereas computational trust must be based on

well-defined metrics [7]. To illustrate, a node in a network will not be able to sense

instinctively in human fashion if a neighbor is trustworthy, but it can query

neighbors to determine if the node has been reliable in the past.

Measures of trust are either certificate-based or behavior based. Traditional

certificate-based models use a Public Key Infrastructure along with a centralized

Certificate Authority to verify if the data being transmitted is reliable. Behavior-

based trust models evaluate trust by measuring of the level of positive co-operation

between nodes in the network. This is carried out independently or sometimes as a

community [8].

In Radio Environment Mapping for CR networks; we cannot rely on certificate-

based trust alone. Sensory manipulation attacks confound the CR by manipulating

the radio frequency that the radio device sees [9]. Attacks such as sensory manip-
ulation attacks, cannot be secured cryptographically because these attacks involve

manipulating the radio frequency rather than authenticated data. This kind of

manipulation can only be detected by finding a way to debunk beliefs that do not

make sense [9]. This research attempts to achieve this through a kind of ‘common
sense’ by testing beliefs regarding the radio environment of a particular node

against those of nodes that are known to be trustworthy. Another reason for the

introduction of non-traditional security methods is that certificate authorities (CAs)

do not necessarily monitor the behavior of the node after it has been granted the

certificate. A node may behave long enough to register with the CA and then

misbehave later. Also, a large scale CR network will likely have a high volume
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of new radios registering with the network so there would be no chance to

thoroughly screen each user before granting them a certificate.

A method proposed by [8] implements trust based security for what we refer

to as a ‘community-based network’. This method nominates the most trusted in

the community to act as a ‘base station’ node. This node is then responsible

for the distribution of public and private keys among the nearby nodes in the

community [8].

This method alone does improve on conventional security methods but there is

still room for improvement. We do this by employing the concept that is central to

trust, namely, confidence. This differentiates between trust gained over a few

exchanges and trust that is gained over a much longer period of time [7]. In an

ad-hoc network nodes will be entering and leaving the network regularly. This

hampers the establishment of time-tested trust.

Trust management systems maintain a trust record. The record is built from trust

information gathered from direct observations and recommendations [7]. In a

community-based approach this data would be held at the node which had the

highest trust in the community. This approach may however be ineffective because

this node itself may not have a very high trust value coming from, for example, a

sparsely populated CR network.

20.3 Centralized Trust Management

Cognitive radio networks can either be centralized or decentralized. The centralized

approach is achieved by connecting the secondary users to secondary base stations

which are in turn connected via a wired backbone [10]. This section will discuss the

attributes of the centralized and decentralized approaches and based on this we

decide on an approach for our experiment.

The trust management systems described in [7] and [8] are both designed for

ad-hoc community type networks. As mentioned before the disadvantage of this

approach is that in an ad-hoc network, nodes frequently enter and leave. This

behavior is detrimental to the development of a trust-based security system as

there is less opportunity to establish the long term relationships between nodes

that produce accurate trust values.

A centralized approach to trust management would involve holding trust values

for each node in one location. This would differ from typical trust systems as trust

recommendations would be requested from a central server rather from neighboring

nodes. This is a characteristic of a reputation-based system as opposed to a trust-

based system [11].

An ad-hoc cognitive radio network structure allows for ‘On-Path’ attackers.

On-Path attackers are more dangerous than ‘Off-Path’ attackers because they

have the ability to remove and alter traffic being transmitted whereas Off-Path

attackers are only able to spoof data while being unable to observe traffic [9]. If a

central server is responsible for maintaining the radio environment map then the
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data can be collected from the participating radios without any need to give them

permission to read others. This makes a centralized approach to cognitive radio

networking more resistant to On-Path attacks than an ad-hoc structure.

As a result it was decided to implement a centralized rather than an ad-hoc trust

management approach because of the greater potential to build long-term trust and

the ability to hold trust data in a fixed location.

20.4 Trust Model

This project evaluates the trustworthiness of a node by testing if the information

supplied by that node for coherence with the information supplied by neighbors

who are known to be trustworthy. Whenever a node supplies spectrum sense

information to the central REM server; the software checks if the data corresponds

with that data supplied by nodes that are in a nearby location. The server takes the

intersecting area within that is within range of both nodes and checks if it is the

same. If two or more nodes report conflicting information, then it can be deduced

that at least one of them could be attempting a false feedback attack.
If a node with established trust disagrees with a newer member, then the

newcomer will have its trust value decremented. If the trust value of a node goes

below a certain threshold, then that node is added to a blacklist. Any node that is on

the blacklist is excluded from the network. If the trust value of the node goes above

a certain threshold then that node is added to a white list. Whenever a node is on the

white list then the spectrum sense information supplied by that node is used during

the data fusion stage in the construction of the global REM.

The system of reputation-based collaborative spectrum sensing described in [12]

differs from the model implemented in this research as it adjusts node reputation

based on its correspondence with the final global REM decision where as our model

adjusts node reputation based on its correspondence with a more trusted neighbor’s

view. The weakness of the model described by this paper is that it requires

trustworthy nodes to be present in the network at the beginning in order for trust

values to propagate throughout the network. However, trust values can be adjusted

more quickly if there is no need to wait until the global REM is initialized.

Another difference between the system proposed in this paper and conventional

trust systems is that derived trust always involves communication with the server

rather than just another SU. Nodes request trust recommendations from other nodes

as shown in Fig. 20.1. In the model described in this research, the REM server will

determine if a node is trustworthy by checking if the data provided by an unfamiliar

node corresponds with the data provided by a more trusted node. The nodes can also

request recommendations from the central server if they need trust information for

non-Radio Environment Mapping purposes.
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20.5 Implementation

The simulation for this project was built in Java. The software developed for this

experiment enables the number of desired nodes needs to be input and then

generates the location of the nodes randomly. It is the responsibility of the individ-

ual nodes to report necessary information including its identity number and its

location relative to a server during every process. Every node has a unique identity

number and a trust value that ranges from 0 to infinity. The initial trust value of

every node is 20, which is increased or decreased based on its behavior. The node

will be added in the white list when its trust value is more than 30 and it will become

a member of blacklist when the trust value falls below 5. Once a node has entered

the white list or black list, it remains there permanently.

Each node is defined as being either malicious or co-operative at the outset. We

specify that co-operative nodes always report the correct information to the server

whereas malicious nodes always supply false information.

Each new node is assigned a new identity number when it enters the network.

Position information from a new node will be compared with the information

provided by its surrounding trustworthy nodes in order to determine if the new

node is co-operative. However, if the neighbour’s view of a new node is neither in

white list nor black list, all information should be aggregated before making a

decision. The new node will be marked as trustworthy when the information from it

is consistent with more than half of other nodes; otherwise the new node is labeled a

‘liar’. In some cases there will be no nearby nodes when the new node enters the

network. In this case its trust value will maintain its initial value. The server

receives reports and requests from nodes and then checks if the node can be trusted.

The white list and black list mentioned above are held in the memory of the server

Fig. 20.1 Two nodes with overlapping coverage regions report to the server
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which has the ability to recognize nodes according to nodes’ report as well as their

behaviour. The server constructs a REM from nodes in the white list.

In order to simplify the experiment the radio environment was divided into a

rectangular section occupied by primary transmissions and a neighbouring rectan-

gular section that was unoccupied. This is a gross simplification of a real life REM

but it is enough to demonstrate the effectiveness of our trust system. In addition, a

node can join or leave the test environment at any time. The test procedure is as

follows:

1. Input the number of co-operative and malicious nodes into the user interface.

Then the initial number of nodes is shown on the interface.

2. All nodes will report to server when nodes are transmitting. And the result of

every round of processing will be shown on the user interface.

3. The trust value of a node will increase or decrease by 1 after every report and the

server records all values.

4. The test is complete when the processing outcome does not change.

It is evident the lower the overall percentage of malicious nodes in the network,

the greater the percentage of these malicious nodes that will be detected by the

system. The average trust level across the entire network will decrease when more

malicious nodes enter the network.

As discussed earlier, the server has the ability to construct the global REM based

on the information provided by the nodes in the white list. Figure 20.2 shows a

series of environment including the designed one and real environment detected by

server. We design the environment is 100 � 100 spatial units, which is divided into

two equal areas: PU network and vacant network space. However, the server does

not have information about the primary network. The nodes in the white list send

position information and their own trust value to server.

The first diagram below shows the hard coded ‘real’ spectrum environment that

the server is supposed to measure. The three diagrams below it show the REM

picture that was constructed by the server when the simulation was run with varying

ratios of malicious nodes in the network (Fig. 20.3 and Table 20.1).

From the result shown, the REM server can accurately identify the REM when a

high percentage of the malicious nodes have been detected. However, when an

increasing number of malicious nodes manage to get on to the white list, it is clear

that the accuracy of the server’s REM construction suffers.

20.6 Discussion

Our method enables the REM server in a CR network to evaluate nodes’ trustwor-

thiness before allowing them to transmit. This clearly improves the security of the

network. As we know, it is possible that nodes may misbehave after it obtains a

certificate of trustworthiness. Our current approach cannot empower the server to

keep checking the white list in order to find potentially malicious nodes. Our future
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work would implement this function by applying a more advanced algorithm that

re-evaluates the trust of nodes that are already on the white list.

We have not yet solved the problem of how to evaluate the information provided

by nodes that are very close to the border between PU coverage area and the vacant

spectrum. The server may allow malicious nodes to enter the primary network

without enough information on them in order to establish their reputation. As a

result security may be negatively impacted because of these nodes joining the

network.

It should be noted that more accurate results will be achieved if more

co-operative nodes than malicious ones are input at the initial stage. Otherwise

the result may be less reliable or even wrong when the number of malicious nodes is

equal to or more than co-operative ones.

Currently the simulation software outputs the results in text format. An improve-

ment to the test software would be to provide the user with a graphical represen-

tation of the statistics generated. For example the software could display the

positions of the nodes during the simulation and generate graphics of the global

REM afterward.

Fig. 20.2 Plot of percentage of malicious nodes detected versus percentage of malicious nodes in

the network
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20.7 Conclusions

By distributing the task of spectrum sensing across the community of nodes instead

of performing it locally, the CR network can address the hidden node problem more

comprehensively. However, as more responsibility is distributed across the CR

community there is more potential for members to abuse that responsibility by

providing falsified spectrum sense information. This problem is not exclusive to CR

but is inherent to distributed systems in general. The benefits of pooling the

resources of all the nodes in the network are outweighed by the risk that malicious

nodes could disrupt the system by lying to their neighbours.

Fig. 20.3 Radio environment map detected by server in experiment

Table 20.1 Experimental results

0 % of nodes

malicious

3 % of nodes

malicious

33 % nodes

malicious

Co-operative nodes 300 300 300

Malicious nodes 0 10 30

Percentage malicious nodes detected N/A 95 % 80 %
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Trust-based security methods can reduce these kinds of threats by providing the

community with a mechanism to collaboratively identify and exclude misbehaving

nodes.

As computer systems become more decentralized there will be a greater need for

these kinds of security measures. It is likely that trust and reputation based security

will need to become more advanced in order to adapt to the more sophisticated

forms attack that come with more sophisticated kinds of node interdependence

within the CR network.

This research has shown by means of a simple experiment that a reputation

system can effectively reduce the number of malicious nodes in a network. How-

ever, this is by no means a complete solution. In a similar fashion to the concept of

reputation in human social networks, the system becomes less effective whenever

there is a particularly high ratio of malicious members.

In order for the trust system examined here to be effective, there must be a core

group of highly trusted nodes present in the network so that derived trust can

propagate to other nodes.
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Chapter 21

Ontology Based Multi-Agent Intrusion

Detection System for Web Service Attacks

Using Self Learning

Krupa Brahmkstri, Devasia Thomas, S.T. Sawant, Avdhoot Jadhav,

and D.D. Kshirsagar

Abstract Web Services (WS) have become a significant part of the Internet. They

employ many features, each of them having specific drawbacks and security threats

that are being exploited currently. According to current market researches majority

of cyber attacks/exploits are done on these vulnerabilities in WS. Some are direct

head on attacks while others are highly coordinated ones. To detect these attacks so

that their further attempts can be prevented, highly intelligent Intrusion Detection

Systems (IDS) are required. This can be done by having vast databases with high

update frequencies or by employing a self learning ontology. Since, rules cannot be

added to the database every minute and hence the ontology is preferred since

attacks are of varying nature and new forms of attacks arise every day. For

coordinated attacks, a single, stand alone IDS’s becomes obsolete here. Hence the

use of Distributed Intrusion Detection Systems (DIDS) along with firewalls is

essential. The communication between these IDS’s can be done using agents or

any set standard of communication between these IDS’s. On recognition of an

attack on a single member or number of members of the DIDS System rules are

added to the ontology knowledge base and learning occurs. This is the basic idea of

an ontology based DIDS. The objective is to detect multiple kinds of attacks with

good efficiency in least possible time practically.
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21.1 Introduction

Most of the interactions happening today over the Internet are through Web

Services. Along with the advantages offered by them, many drawbacks also exist.

Approximately 75 % of cyber attacks/exploits are made on these vulnerabilities in

WS. This is because the semantic data of WS are publicly available on the Internet.

Various attacks include the Mitnick attack, the semantic DoS (Denial of Service)

attack, Application attacks, CDATA and XML attacks and SOAP attacks. IDS’s

can be used in these circumstances. Intrusion Detection System (IDS) is an appli-

cation that monitors activities of the network and checks for the various attacks or

potential harmful states of a host in the network and notifies the concerned system.

Traditional IDS’s used taxonomies, rule based systems that required to be

updated periodically. Looking at the current trend of attacks being generated

daily, the frequency of updation is required to be at least once every hour. This is

not feasible since users do not update with such a frequency and the party respon-

sible for releasing updates, do not release that frequently. Hence we use a self

learning ontology. Also, taxonomies are applicable only to a particular environ-

ment. Any modification to a situation will lead to a new taxonomy. Ontology helps

overcome this by making taxonomies generic.

Agents are intelligent software objects used for decision making. They are

capable of autonomous actions and are sociable, reactive and proactive in an

information environment. Agents can answer queries, retrieve information from

servers, make decisions and communicate with systems, other agents or with users.

Use of agent-based systems enables us to model design and build complex infor-

mation systems. An Intrusion detection system involving multi-agents makes the

system strong, flexible and prevents it from single point of failure. It distributes the

resources and task and hence each agent has its own independent functionality, so it

makes the system perform work faster. Multi-Agents make the resilience of the

system strong and thus ensure its safety.

21.2 Literature Survey

Vorobiev and Han [2] illustrates on some attacks possible on WS’s. It is very

detailed on the attacks mentioned and what other threats semantic data bring about.

The methods of attack described here help to know about the nature of attacks

further helping to design a method for detection. But this paper does not deal with

an actual implementation though a proposed model is mention (a prevention system

combined with a detection system).

Ye, Bai and Zhang [4] illustrates an agent based distributed IDS. Their method

uses six agents particularly Monitor Agent, Analysis Agent, Executive Agent,

Manager Agent, Retrieval Agent, and Result Agent. The former four agents are

static agents that are inquiline on hosts, while the latter two are mobile agents that
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can travel among hosts. The monitor agent being the one given with the main task

of monitoring process flows and network states of the peers in the P2P system. The

advantage in using P2P is that the IDS is guaranteed to be distributed hence dealing

with a broader class of detection. This paper helps to make the IDS having highly

independent modules, which is required in reducing false alarms and their detec-

tion. But then again there is no particular implementation or proposed model even

though illustrated model is highly educative.

Abdoli and Kahani [5] deals with a simulation of their proposed model of a

distributed IDS using an agent based system. This model has two agents, an IDS

agent and a master agent. The IDS agent this report behaves exactly like an IDS,

detects a suspicious status and reports to the master agent. This master agent

evaluates on the distributed level and proceeds further. Protégé was used to

simulate the ontology and JENA for communication between agents. This paper

too deals with a simulation and has no actual implementation. Also the IDS agent

could have been split into more agents, since it the IDS agent is the IDS itself

(although only for the local computer) giving the need that agents were introduced

into this model as a mandatory requirement. The performance factors were mea-

sured on the KDD cup 99 dataset and the factors measured were the CPE, False

alarms, and detection of DoS attacks.

Wei, Xu, Chen and Chaochun Xu [3] deals with similar aspects as the ones

mentioned above. The topic that makes this paper stand out is that it discusses about

privileged programs that none of the above have talked about. Since network

attacks are phased and gradually the attackers increase their permission level.

This is done by gaining access to privileged programs like remote computer

accesses etc. This paper proposes monitoring of these programs to know if they

are compromised or not. But then again there is no implementation cum proposed

model, only a case study.

In the early stages of using agents in IDS a study named Java Agents for meta-

learning [11] was conducted in which it combines intelligent agents and data

mining techniques. When applied to the ID problem, an association-rules algorithm

determines the relationships between the different fields in audit trails, while a

meta-learning classifier learns the signatures of attacks. Features of these two data

mining techniques are extracted and used to compute models of intrusion behavior.

By late 90s DARPA had defined the Common Intrusion Detection Framework

(CIDF) as a general framework for IDS development. The Open Infrastructure [12]

comprises a general infrastructure for agent based ID that is CIDF compliant. This

infrastructure defines a layered agent hierarchy, consisting of the following agent

types: Decision- Response agents (responsible for responding to intrusions), Recon-

naissance agents (gather information), Analysis agents (analyze the gathered infor-

mation), Directory/Key Management agents, and Storage agents. The two later

provide support functions to the other agents.

In [13], a general Multi-Agent System (MAS) framework for ID is also

proposed. Authors suggest the development of four main modules, namely the

sniffing module (to be implemented as a simple reflex agent), the analysis module

(to be implemented as several agents that keeps track of the environment to look at
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past packets), the decision module (to be implemented as goal-based agents to make

the appropriate decisions), and the reporting module (to be implemented as two

simple reflex agents: logging and alert generator agents). These components are

developed as agents:

• The sniffing agent sends the previously stored data to the analysis agents when

the latter request new data. One analyzer agent is created for each one of the

attacks to be identified. They analyze the traffic reported from the sniffing

module, searching for signatures of attacks and consequently building a list of

suspicious packets.

• Decision agents are attack dependant. They calculate the severity of the attack

they are in charge from the list of suspicious packets built by analyzer agents.

Decision agents also take the necessary action according to the level of severity.

• Finally, the logging agent keeps track of the logging file, accounting for the list

of suspect packets generated from the decision agents. On the other hand, the

alert generator agent sends alerts to the system administrator according to the list

of decisions.

Synergistic and Perceptual Intrusion Detection with Reinforcement in a Multi-

Agent Neural Network (SPIDeR-MAN) is proposed in [14]. Each agent uses a SOM

and ordinary rule-based classifiers to detect intrusive activities. A blackboard

mechanism is used for the aggregation of results generated from such agents

(i.e. a group decision). Reinforcement learning is carried out with the reinforcement

signal that is generated within the blackboard and distributed over all agents who

are involved in the group decision making.

A multi-agent IDS framework for decentralized intrusion prevention and detec-

tion is proposed in [15]. The MAS structure is tree-hierarchical and consists of the

following agents:

• Monitor agents: capture traffic, preprocess it (reducing irrelevant and noisy

data), and extract the latent independent features by applying feature selection

methods.

• Decision agents: perform unsupervised anomaly learning and classification. To

do so, an ant colony clustering model is deployed in these agents. When attacks

are detected, they send simple notification messages to corresponding action and

coordination agents.

• Action agents: perform passive or reactive responses to different attacks.

• Coordination agents: aggregate and analyze high-level detection results to

enhance the predictability and efficiency.

• User Interface agents: interact with the users and interpret the intrusion infor-

mation and alarms.

• Registration agents: allocate and look up all the other agents.

A MAS comprising intelligent agents is proposed in [6] for detecting probes.

These intelligent agents were encapsulated with different AI paradigms: support

vector machines, multi-variant adaptive regression, and linear genetic program-

ming. Thanks to this agent-based approach, specific agents can be designed and
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implemented in a distributed fashion taking into account prior knowledge of the

device and user profiles of the network.

By adding new agents, this system can be easily adapted to an increased problem

size. Due to the interaction of different agents, failure of one agent may not degrade

the overall detection performance of the network.

21.3 Proposed Model

The proposed architecture is similar to many models mentioned before, but is more

optimised in terms of parallelization and inter agent communication.

The reason that this paper’s architecture is optimized is that we have used an

adequate number of agents for optimal parallelization as well as since the number of

agents are relatively small and the resources required by them aren’t common, the

deadlock situation does not occur. The inter-agent communication flow makes our

architecture look serialized but is actually a pipeline.

According to Gruber [1], ontology defines a set of representational primitives

with which to model a domain of knowledge or discourse. The representational

primitives are typically classes (or sets), attributes (or properties), and relationships

(or relations among class members). Therefore, ontology is designed for the

purpose of enabling knowledge sharing and reuse between entities within a domain.

In this research, these entities are various agents in our IDS.

21.3.1 Monitor Agent

Monitor Agent is responsible for monitoring activities and host statuses by looking

at appropriate data structures. It captures network packets and forwards it to the

pipelined analysis agent for further processing.

21.3.2 Analysis Agent

This agent has multiple instances running at the same time. Each connection is

uniquely identified by the remote host’s network properties. The information sent

by the Monitor Agent here is either sniffed or parsed depending on the nature of the

packet. The processing is done with the help of a knowledge base. On successful

processing of this information, it is then decided if it is malicious or not. If it is

malicious, then the Executive Agent is called by sending appropriate parameters.

Before doing the analysis, Analysis Agent checks with the Manager Agent if there

was any malicious activity from the host in the recent past. If so, then the connec-

tion is directly terminated and there is no need for parsing.
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21.3.3 Executive Agent

The final task delivery is done by this system. The Executive Agent is in charge of

warning other nodes in this DIDS. It also terminates connections with malicious

intents and attempts recovery. Also when the Analysis Agent detects malicious

packets but the pattern of intrusion is new then the Executive Agent adds this new

pattern to the Knowledge Base (Artificial Intelligence).

21.3.4 Manager Agent

The warnings sent by the Executive Agents of other nodes are received by this

Manager Agent. The Manager Agent has a temporary database, in which these

warnings are stored, that exists for the programs lifetime (essentially this means that

the database is made every time the system is turned on). The function of this

Manager Agent is to supply information of host performing malicious activities to

the Analysis Agent.

21.3.5 Knowledge Base

It consists of attack patterns, malicious code patterns that are used by the analysis

agents and updated by the executive agent. That means it contains certain rules

which help the Executive Agent decide upon as to which data is malicious and thus

generate warning.

21.4 System Implementation

In this paper, detection methods for the Smurf and Mailbomb attacks are discussed

in detail.

The Knowledge base consists of an Attack Ontology and instances of it which

represent many attack types. The ontology has data properties which represents the

attributes of a connection. Instances contain values for these data properties, pointing

to a particular attack. Hence the same ontology is reused between entities of the same

domain. The same ontology is considered across different IDS’s for the attack

detection. The ontology and instances are created by using a tool called Protégé.

The Monitor Agent aggregates the packets received in a connection between two

nodes. Then, it extracts attributes of the connection. These attributes are then passed

on to the Analysis Agent. For research purpose, KDD Cup 99 has been taken for

traffic analysis at the Monitor Agent (Fig. 21.1).

270 K. Brahmkstri et al.



The Analysis Agent now compares the attributes it has received against the

instances stored in knowledge base. This is done by parsing the ontology by using

the Jena API used to interface java with ontologies. Once the ontology is parsed

(takes place only once), the instances are queried using the attributes received to get

a quick result. If there is no return result, it implies that this connection attribute

pattern isn’t recognizable by the system and hence this pattern is treated as an attack

temporarily and fed into a new attack database, and further occurrences of this

pattern is blocked (self learning) and fed into a reference database. The adminis-

trator or an expert person studies these two databases to classify it as normal or as an

attack and hence creating an instance of it. It is referred as classifying since minor

variations of attributes will not hinder detection. If there is a result returned, and, if

it is a normal connection, then no further processing takes place. But if it is not a

normal then the connection is forwarded to the Executive Agent which contains a

rule set of how to deal with each attack contained in the database. Since Smurf and

Mailbomb are DoS attacks they can be recognized by the size data exchanged

between the source (attacker) and destination (node having IDS). Smurf has the

source sending 1032/520/508 bytes of data per connection and the destination sends

nothing back. And it is done so over the ICMP protocol using service ecr_i.

Whereas, Mailbomb has source sending 2,599 bytes of data and destination sending

293 bytes of data. This is run over the TCP protocol using the SMTP service.

The Executive Agent, as mentioned before, has a rule set for reference on how to

the system is how to react to a particular attack. In general it broadcasts message over

a particular port number informing other nodes that it is under a particular attack

along with its connection details and also decides to block the connection on the node

under attack or not. In regard to the above mentioned attacks the executive agent

broadcasts the name of the attack. Since it is a DoS attack other nodes shall drop all

active connections with the affected node till it broadcast that the DoS has been lifted.

The Manager Agent stores all the messages it receives from Executive Agents of

other nodes in a temporary database. The Analysis Agent refers to this database

before it starts parsing/querying. In case there is an entry of the current connection

Fig. 21.1 Proposed architecture
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then it directly forwards to the executive agent the attack type. The Manager Agent

modifies its database on basis of messages received from executive agents. In case

of a failure and this database is lost, it just copies it from the nearest node.

The messages exchanged are MD5 hashed.

21.5 Results

The factors that are taken into explaining the system’s results are true positives, true

negatives, false positives, false negative and its measures. These parameters help us

to measure the following:

Precision Pð Þ ¼ tp= tpþ fpð Þ
Recall Rð Þ ¼ tp= tpþ fnð Þ

Accuracy Að Þ ¼ tpþ tnð Þ= tpþ fpþ tnþ fnð Þ
Fmeasure Fð Þ ¼ 2�P�R= Pþ Rð Þ

Our sample database had data of 294,932 connections which had packets that

were normal and also of malicious intent. From this collection we tested for the

following two attacks to see how well the system could classify attacks and also

tested our system against normal packets to see how well the system could

differentiate between normal and attack scenarios.

For Smurf, our system performed in the following manner:

tp ¼ 163,475 (correctly identified), fp ¼ 3 (falsely identified),

fn ¼ 616 (incorrectly allowed), tn ¼ 130,838 (correctly identified as not Smurf)

Hence:

P ¼ 99.99 %, R ¼ 99.62 %, A ¼ 99.79 %, F ¼ 99.80 %

For Mailbomb, our system performed in the following manner:

tp ¼ 5,000 (correctly identified), fp ¼ 0 (falsely identified),

fn ¼ 0 (incorrectly allowed), tn ¼ 289,932 (correctly identified as not Mailbomb)

Hence

P ¼ R ¼ A ¼ F ¼ 100 %

Now in the final test (as mentioned before, it was differentiate between attack and

normal packets), we observed the following.

tp ¼ 44,496 (correctly identified), fp ¼ 762 (falsely identified),

fn ¼ 0 (incorrectly allowed), tn ¼ 249,674 (correctly identified as attacks)

Hence

P ¼ 98.31 %, R ¼ 100 %, A ¼ 99.74 %, F ¼ 99.15 %
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21.6 Conclusion and Future Work

In this paper, the proposed model of a Network based IDS and also implementation

is explained. Also, various IDS’s are studied. It shows that there is considerable

variation in the factorization each model has used and each model can be used for

specific type of attack as well as for a specific system. The paper introduces an

ontology based Multi- Agent IDS for web service attacks. All the agents are

assigned different functions so that proper decision regarding the attack can be

taken. The model applies self learning and distributes the data among all the hosts

using minimum number of agents required. Thus, this detection system minimizes

the overload of the use of its multiple components. It is found that the detection

accuracy for Smurf attack is 99.79 % and Mailbomb attack is 100 % thus showing

that Mailbomb attack is better detected, but, at the same time the system does not

falsely identify an attack scenario as a normal scenario (fn ¼ 0, last test), hence

showing the effectiveness of the system.

The working explained here is based on an implementation scenario of an offline

IDS. Future work would concentrate on implementing this system in an Online IDS

scenario that will take real time traffic and analyze it. After this is done the aim is to

make it an Intrusion Prevention System.
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Chapter 22

A Novel Key Exchange Protocol Provably

Secure Against Man-in-the-Middle Attack

Abhijit Chowdhury, Shubhajit Nath, and Jaydeep Howlader

Abstract Diffie-Hellman (D-H) key exchange protocol, first published in 1976 is

one of the most distinguished and widely used secured key exchange protocols. The

protocol makes it possible to exchange a symmetric key between two parties over

an unsecured communication channel without pre-agreement of any shared secret.

The D-H key exchange protocol however requires a pre-set public parameters P

(a large prime) and g a generator of ℤp to be public i.e. known to all users of the

system. This paper proposes a key exchange mechanism without any public param-

eter. Unlike D-H key exchange mechanism our scheme uses encryption to transmit

intermediate data during key exchange stage, thus it is non-vulnerable to man-in-

the-middle attach.

22.1 Introduction

The last two decades have seen enormous growth in faster computer systems and

digital communication systems with the developments of technologies of

manufacturing cheap digital components required in manufacturing computer sys-

tems. Computing systems are widespread in areas starting from like Engineering,

manufacturing, banking, military, education, hospital, aviation to household. Most

systems are now a day’s connected to local area network or wide area network. The

volume of digital data has increased significantly, with such growth requirement of

secured system to protect such information has grown phenomenally. Many sys-

tems like ATMmachines to online transaction processing require real-time security
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to protect data as well as authenticate legitimate parties. This has evolved require-

ment of cryptographic protocols [1] to protect valuable and sensitive digital infor-

mation. Cryptographic systems [2] are broadly classified as symmetric and

asymmetric. In symmetric systems, the sender at encryption end and receiver at

decryption end require identical key or a single key. While asymmetric cipher

requires different keys for encryption and decryption. The major problem with such

systems is mechanism or mode of exchanging key or keys between users without

disclosing it to adversary. In cryptography, key exchange can be defined as a

scheme that allows sharing of cryptographic key [3] between two or more legiti-

mate users without being disclosing the keys to an adversary. Diffie-Hellman (D-H)

[4] key exchange protocol, first published in 1976 is one of the most distinguished

and widely used secured key exchange protocols over an unsecured channel.

Section 22.1.1 presents a brief review of the D-H Key Exchange Protocol, which

is significant to the present context. D-H key exchange protocol requires some

public parameters known to the two parties willing for key exchange to execute the

key establishment. In Sect. 22.2 of this paper, we have presented a novel approach

of key exchange where the two parties need not pre-agree upon g or P.

22.1.1 Review of D-H

Alice and Bob two legitimate users wish to share a secret key over an unsecured

channel for use in a symmetric key cipher. They agree to use two integers P, a large

prime and g (a primitive root of P) at start up P and g are declared public to all users.

Alice picks a secret integer a, a {∈} ℤp, which is not revealed to anyone, computes

ka ¼ ga mod P and sends ka to Bob over unsecured channel. At the same time Bob

chooses a secret integer b, b {∈} ℤp and computes kb ¼ gb mod P and sends kb to

Alice. In the next step Alice computes key ¼ (gb)a mod P and Bob computes

key ¼ (ga)b mod P. an adversary can see values ga, gb but it is difficult for him or

her to compute (ga)b mod P.

22.1.2 Our Contribution

The proposed key exchange protocol is based on the hardness of factorization

problem of big numbers. The two parties willing for key exchange start without

any pre-agreed secrets. The protocol executes in two parts i.e. the setup stage and

the key exchange stage. In setup stage, each party sets an encryption key and

decryption key. The second stage makes the key exchange.

In Sect. 22.2, we have discussed our proposed key exchange protocol in further

details. Section 22.3 contains analysis of the proposed scheme. In Sect. 22.4, we

draw a conclusion.
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22.2 The Scheme

Let Alice and Bob are two parties who wish to exchange a symmetric key over an

unsecured channel.

We divide the scheme in two stages, the setup stage and the key exchange stage.

In the setup stage, two parties generate a separate set of private and public key,

used to encrypt and decrypt the intermediate results during the key exchange stage.

22.2.1 The Setup Stage

Now we describe the setup stage. Alice chooses two prime numbers P and Q while

Bob takes two prime numbers R and S. next Alice computes the followings:

1. Set M ¼ PAQB where A, B are integers >1

2. Set K ¼ ф (P)

3. Set L ¼ ф (Q)

4. Set Z ¼ LCM (KA, LB)

5. Compute E1.D1 mod Z ¼ 1

In step 2 Alice computed K ¼ ф (P) where that the function ф (P) is a totient [5]

function.

Now, Alice sends (E1, M) to Bob via open unsecured channel. Alice keeps (D1,

PQ) as secret to herself. Alice will use the public key [6] pair (E1, M) to encrypt any

intermediate data that she will be sending to Bob during the key exchange stage.

Similarly, bob computes:

1. Set N ¼ RASB where A, B are integers >1

2. Set K ¼ ф (R)

3. Set L ¼ ф (S)

4. Set Z ¼ LCM (KA, LB)

5. Compute E2.D2 mod Z ¼ 1

Now, Bob sends (E2, N) to Alice via open unsecured channel. Bob keeps (D2,

RS) as secret to him.

Bob will use the non-secret [7] key pair (E2, N) to encrypt any intermediate data

that he will be sending to Alice during the key exchange stage.

Alice, using the one-way trap-door [8] pair (D1, PQ) will decrypt any encrypted

intermediate data send by Bob. Bob will use the one-way trap-door pair (D2, RS) to

decrypt the intermediate encrypted data sent by Alice.

Alice and Bob now agree upon an integer T (T < M, T < N) to use as a

modulus. Now both Alice and Bob are ready for key exchange.
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22.2.2 The Key Exchange Stage

The Key Exchange stage is divided into six steps (Tables 22.1 and 22.2).

Step 1:

In first step of key exchange, Alice chooses two secret integers a, h such that

GCD(a, T) ¼ 1 then computes the value αA ¼ [a (h) mod T] and encrypts it using

the key pair (E2, N) to get [αA] E
2 mod N and sends it to Bob.

At the other end Bob computes αB ¼ [b (i) mod T] then encrypts it with the key

pair (E1, M) to get [αB] E
1 mod M and sends it to Alice, where b and i are some

random integers. While choosing b bob should take care that such that GCD

(b, T) ¼ 1.

Step 2:

In the second step Alice computes g1 ¼ [[αB] E
1 mod M] D1 mod PQ.

Similarly, in second step, Bob computes g2 ¼ [[αA] E
2 mod N] D2 mod RS.

Step 3:

In third step of key exchange, Alice computes G ¼ (g1 � αA) mod T. Similarly

Bob computes G ¼ (g2 � αB) mod T.

Step 4:

In step four, Alice computes βA ¼ [G (h) mod T] then encrypts it as [βA] E2 mod N

and sends to Bob. Similarly, Bob computes βB ¼ [G (i) mod T] then encrypts it as

[βB] E
1 mod M and sends to Alice.

Step 5:

In step five Alice computes K1 ¼ ([βB] E
1 mod M) D1 mod PQ. Similarly, in step

five Bob computes K2 ¼ ([βA] E
2 mod N) D2 mod RS.

Step 6:

In sixth and final step Alice compute KEY ¼ K1 (h) mod T. Similarly, in final step

Bob computes KEY ¼ K2 (i) mod T.

22.3 Analysis

The proposed key exchange uses a novel approach of encrypting the intermediate

data generated during key exchange stages. Both the participants Alice and Bob

decrypt the encrypted data to get back the intermediate data generated and send by

the other party during key exchange.

There is no need of using some pre-agreed prime and a generator integer to start

the process of key exchange. The adversary who watches the information transfer

over unsecured channel gets to know about encrypted data from which

constructing G, h or i will be difficult. Unless the adversary knows G, it is not

possible for him or her to setup man-in-the-middle attack.
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In setup stage Alice and Bob publishes (E1, M) and (E2, N) respectively, but with

knowledge of such pairs the adversary cannot compute (D1, PQ) or (D2, RS) as

factorization of M (M ¼ PAQB) or N (N ¼ RASB) is hard.

In key exchange stage Alice computes αA ¼ [a (h) mod T] Bob computes

αB ¼ [b (i) mod T], the integer T is determined on the flow of the protocol and

does not impose any constrain except T < M and T < N.

The output KEY is within ℤ*
T, that is even M and N are bigger than T the key

value is limited within the range of [1–T].

From αA it is difficult to determine a or h. similarly from αB it is difficult to

determine b or i.

In every session of key exchange resetting of values of P, Q and R, S will ensure

that key replay attack is not possible in future session of key exchange.

22.4 Conclusion

The proposed key exchange protocol can generate much larger set of keys com-

pared to conventional D-H key exchange protocol. Time and number of operations

needed to identify the key in the proposed key exchange protocol is much larger.

The proposed key exchange scheme is provably secure against man-in-the-middle

attack and key replay attack. The sharing of pre-agreed prime and its generator

between the users who requires a secured key exchange is also not required in the

proposed protocol.

Table 22.1 Shows the computational steps of the proposed scheme

Computational steps followed by Alice and Bob

Alice Bob

1. Alice chooses two secret integers a, h such

that GCD(a, T) ¼ 1 then computes the

value αA ¼ [a (h) mod T]

1. Bob computes αB ¼ [b (i) mod T] then encrypts

it with the key pair (E1, M) to get [αB] E
1 mod

M and sends it to Alice, where b and i are some

random integers

Alice computes [αA] E
2 mod N and sent to

Bob, where a and h are some random

integers

Bob computes [αB] E
1 mod M and sent to Alice

2. Alice computes g1 ¼ [ [b (i) mod T] E1 mod

M]D1 mod PQ

2. Bob computes g2 ¼ [ [a (h) mod T] E
2 mod

N]D2 mod RS

3. Alice computes G ¼ (g1 � a (h) mod T)

mod T

3. Bob computes G ¼ (g2 � b (i) mod T) mod T

4. Alice computes βA ¼ [G (h) mod T] then

encrypts it as [βA] E2 mod N and send to Bob

4. Bob computes βB ¼ [G (i) mod T] then

encrypts it as [βB] E
1 mod M and send to Alice

5. Alice computes K1 ¼ ([βB] E
1 mod M)D1

mod PQ

5. Bob computes K2 ¼ ([βA] E
2 mod N)D2 mod

RS

6. Alice compute KEY ¼ K1 (h) mod T 6. Bob computes KEY ¼ K2 (i) mod T
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Table 22.2 An example of the scheme is shown

Example of the scheme with numeric values

Alice Bob

Encryption and decryption key generation

P ¼ 11, Q ¼ 3, PQ ¼ 33 R ¼ 7, S ¼ 5, RS ¼ 35

A ¼ 2, B ¼ 3 A0 ¼ 2, B0 ¼ 3

M ¼ PAQB N ¼ RA0
SB

0

M ¼ 11233 ¼ 1,089 N ¼ 7253 ¼ 6,125

K ¼ Φ(P) ¼ 10 K0 ¼ Φ (R) ¼ 6

L ¼ Φ(Q) ¼ 2 L0 ¼ Φ(S) ¼ 4

Z ¼ LCM(KA, LB) Z0 ¼ LCM(K0A0
,L0B0

)

Z ¼ LCM(102, 23) ¼ 200 Z0 ¼ LCM(62, 43) ¼ 576

E1.D1 mod Z ¼ 1 E2.D2 mod Z0 ¼ 1

E1 ¼ 3, D1 ¼ 67 E2 ¼ 5, D2 ¼ 461

Key exchange phase

a ¼ 22, h ¼ 9, T ¼ 26 b ¼ 16, i ¼ 17, T ¼ 26

αA ¼ [a (h) mod T] ¼ 14 αB ¼ [b (i) mod T] ¼ 22

[αA] E
2 mod N [αB] E

1 mod M

[14] 5 mod 6,125 ¼ 4,949 [22] 3 mod 1,089 ¼ 847

g1 ¼ [ [αB] E
1 mod M] D1 mod PQ g2 ¼ [ [αA] E

2 mod N] D2 mod RS

g1 ¼ [847] 67 mod 33 ¼ 22 g2 ¼ [4,949] 461 mod 35 ¼ 14

G ¼ (g1 � αA) mod T G ¼ (g2 � αB) mod T

G ¼ (22 � 14) mod 26 ¼ 22 G ¼ (14 � 22) mod 26 ¼ 22

βA ¼ [G (h) mod T] βB ¼ [G (i) mod T]

βA ¼ [22 (9) mod 26] ¼ 14 βB ¼ [22 (17) mod 26] ¼ 16

[βA] E
2 mod N [βB] E

1 mod M

[14] 5mod 6,125 ¼ 4,949 [16]3 mod 1,089 ¼ 829

K1 ¼ ([βB] E
1 mod M)D1 mod PQ K2 ¼ ([βA] E

2 mod N)D2 mod RS

K1 ¼ (829)67 mod 33 ¼ 16 K2 ¼ (4,949)461 mod 35 ¼ 14

KEY ¼ K1 (h) mod T KEY ¼ K2 (i) mod T

KEY ¼ 16 (9) mod 26 ¼ 14 KEY ¼ 14 (17) mod 26 ¼ 14
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Chapter 23

Neutralizing DoS Attacks on Linux Servers

G. Rama Koteswara Rao and A. Pathanjali Sastri

Abstract Worldwide IT industry is shifting towards Service Oriented Architecture

at a fast pace. To meet this emerging scenario, most of the organizations are

adopting business models such as cloud computing that are dependent on reliable

server platforms. Linux servers are well ahead of other server platforms in terms of

security. This brings network security to the forefront of major concerns to an

organization. The most common form of attacks is a Denial of Service attack. This

paper focuses on mechanisms to detect and immunize Linux servers from DoS.

23.1 Introduction

Denial of Service attack is an attack that damages a server’s hardware and software

resources that is initiated by a person or any other system. These resources can be

operating system data structures [2]. It makes a server unreachable and prevents end

users accessing services of the server, modify system configuration information and

can even destroy physical network components. These attacks disable a network,

cause loss of data and results in financial losses to an organization. The risk of

Denial of Service attack is unavoidable. DoS attacks are always malicious and

illegal. Well-known popular web sites are repeatedly strike down by malicious

hacker. To defeat detection the attacker can easily manipulate their traffic and the

problem of identifying attack will be very difficult [6]. As per the survey conducted

by FBI, these attacks are dreadful attacks in terms of financial losses for the
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organizations after information thefts [12]. As DoS attacks have become more

regular, the DoS problem has inspired an avalanche of research into solutions [21].

This paper focuses on preventing DoS attacks from harming Linux servers.

Common forms of Denial of Service (DoS) attacks include TCP SYN flooding

attacks, TCP Sequence Number Attack, TCP Hijacking, ICMP Smurf attacks and

Packet Spoofing.

23.2 Related Work

Wentao Liu discussed on DoS attack principle and some DoS attack methods are

deeply analyzed and presented DoS attack detection technologies that includes

network traffic detection and packet content detection [23].

Xinyu Yang focused on the typical DoS/DDoS attacks under IPv6, which

includes the DoS attacks pertinent to IPv6 Neighbor Discovery protocol and

DDoS attacks based on the four representative attack modes, they are respectively

TCP-Flood, UDP-Flood, ICMP-Flood and Smurf [24].

Pukkawanna, S proposed a lightweight method to identify DoS attacks by

analyzing host behaviors. This method is based on the concept of BLINd Classifi-

cation or BLINC: without access to packet payload, without knowledge of port

numbers, and without additional information other than what current flow collectors

provide [20].

M. Voznak performed comparison of the DoS attack’s efficiently which were

tested both without any protection and then with implemented Snort and SnortSam

applications as proposed in the solution [17].

Bin Xiao proposed to provide a method that detects SYN flooding attacks in a

timely fashion and that responds accurately and independently on the victim

side [4].

Yao Chen, S. Das, Pulak Dhar, Abdulmotaleb El Saddik, and Amiya Nayak

proposed a novel scheme for detecting and preventing the most harmful and

difficult to detect DDoS Attacks – those that use IP address spoofing to disguise

the attack flow [25].

C.L. Schuba, I.V. Krsul, M.G. Kuhn, E.H. Spafford, A. Sundaram, D. Zamboni

contributed a detailed analysis of the SYN flooding attack and a discussion of

existing and proposed countermeasures. Introduced a new approach that offers

protection against SYN flooding for all hosts belonging to the same local area

network, with their independent operating system or networking stack implemen-

tation. It is highly portable, configurable and extensible [8].
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23.2.1 Solution to Identify and Block the DoS Attacks
in Linux Kernel Version 2.6 and Above

Current work focuses on the packet filtering rules that are defined in the firewall/

router to identify and block the attacks. These rules monitor the network traffic, its

source, its destination and its protocol type. This work focuses on

• Identifying attacking network and blocking it.

• To develop security measures on the Server.

• Analyzing number of times each IP connected to the Server.

• Monitoring Load on the CPU

• Check if the Server is flooded with SYN requests.

• Check the Server flooded with ICMP echo requests.

• Check if any DoS attack is targeting the Server.

23.3 TCP SYN Flooding Attacks

One of the most severe forms of attack is TCP SYN Flood attack because legiti-

macy of a client cannot be established during a TCP SYN Flood attack. Once the

target host’s resources are tired, no more incoming TCP connections can be

recognized, thus denying further legitimate access [7]. During SYN Flood attacks,

the attacker sends SYN packets with non existing source IP addresses [14].

In SYN attack the client uses faked IP address to sends SYN messages to the

Server. The server sends an ACK message that is for no reason returned. The server

uses up its resources in the process while waiting for the ACK message from the

client. The server becomes slow or insensitive to the other clients when the server is

loaded with ACK messages. Flooding spoofed SYN requests can easily fail the

victim server’s backlog queue, causing all the arriving SYN requests to be dropped

[10]. These attacks are unsafe, put away the server and make the websites and

networks on the server unapproachable. In the critical real-time services the server

may be slow or shutdown or kills valuable resources due to flooding of packets by

SYN Flood attacks [15].

23.3.1 Detecting a SYN Flood Attack

When sending a vicious packet from compromised client, this client cannot receive

a SYN/ACK packet from server [13]. The SYN Flood attack will not allow the

Server to receive expected ACK code. The symptom of SYN Flood attack on the

server is that the performance of the server will be slow. For Example the web site

on the server will take long time to load or loads some elements of the page but

23 Neutralizing DoS Attacks on Linux Servers 283



not all. The server could be under SYN Flood attack, if the attack is directed with

large number of SYN_RECV packets from a single IP address. This problem can be

solved by adding the IP in firewall to stop the attack.

23.3.2 Defending from a SYN Flood Attack

SYN flooding targets end hosts rather than attempting to weaken the network

ability, it seems logical that all end hosts should implement defences, and that

network-based techniques are an optional second line of defense that a site can

employ [22]. The following steps are employed to defend from a SYN Flood

Attack.

• Allow the server to avoid reducing connections when the SYN queue fills up.

• Increase the SYN backlog queue size.

• Reduce SYN_ACK retries.

• Reduce the SYN Flood attack by lowering the timeout value for SYN_RECV.

• Protect IP Spoofing which is used for SYN Flood attack.

23.3.3 Algorithm for Detecting and Protecting
from a SYN Flood Attack

For each packet arrival do
Check the IP Header Length
if IP Header Length ¼ 20 then
if protocol ¼ TCP then

If ipaddress is available in server side database then
Packet is Correct.

Forward the packet to destination.
Else

Check for symptoms of a SYN flood attack if not
a known bad address.

if SYN FLOOD ATTACK then
Notify the administrator about SYN Flood

Attack.
Identify the source of the packet and deny

the packet.
If newsource then

Store the source of the packet
(IPaddress)in bad address database.

End if
End if
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End if
End if

End if
End

23.4 TCP Sequence Number Attack

One end of the TCP session is controlled by the attacker. The attack will be

successful when the attacked end of the network is tricked for the duration of the

session. In this attack the attacker can hijack or disrupt the session by responding to

the sequence number similar to the one used in the original session. If the attacker

guesses the valid sequence number then the attacker gains the connection and the

data from the legitimate system. Initiating TCP sequence number spoofing through

predicting TCP initial sequence number has become a hidden trouble on TCP

protocol [9].

The communication session between the target and the trusted host can be

exploited by the TCP sequence number.

The attacker can perform TCP Sequence Number attack in the following

sequence when Host X and Host Y communicate with each other.

• The attacker wants to attack Host Y.

• It floods Host X with new requests causing a Denial of service attack to stop Host

Y from communicating with X.

• The attacker T connects to its target Host Y. It then impersonates X and sends

Xt! Y : SYN, ISNt

Where “Xt” denotes a packet sent by T pretending to be X. It is a Faked

packet, Host Y thinks it is coming from Host X.

Y’s response to T’s original SYN

Y! X : SYN, ISNy, ACK ISNtð Þ

This faked packet can cause terminating connection or allow the Host Y to

perform malicious command/scripts etc.

23.4.1 Defending from a TCP Sequence Number Attack

The best idea is to allow the gateways to reject the external packets into the local net

that claim to be from the local net. Block the packets with the internal source

addresses arriving on the external interface and to stop the attacks originating from
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the site, block the packets with a source address different from the internal network.

One of the best practices to defend this attack is using TCP stacks with less

predictable Initial Sequence Numbers (ISNs).

23.4.2 Algorithm for Defending from TCP Sequence
Number Attacks

For each packet arrived at the gateway do
Check for the incoming interface.
If source interface is external then

Check for source address spoofing.
If source address is internal then

Drop the packet.
Else

Forward the packet.
End if

Else
Source interface is internal, check for spoofed packet.

If source address is external then
Drop the packet.

Else
Forward the packet.

End if
End if

End

23.5 TCP Hijacking

In TCP Hijacking the attacker gains access to a host in the network and logically

disconnects it from the network. Another machine is inserted with the same IP

address by the attacker. This happens quickly and gives the attacker access to the

session and to all the information on the original system. The attacker can hijack

the session, observe the sequence numbers and acknowledgement numbers of both

the hosts. Then the attacker can send the spoofed packet where the recipient cannot

authenticate the source of the packet and accept it as a valid packet. The both hosts

will notice the disturbance in the network service as the expected sequence numbers

and acknowledge numbers will not match. As a result, both hosts may suspect an

attack and consider the packet as invalid packet.
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23.5.1 Defending from a TCP Hijacking

If TCP Hijacking occurs than the critical information will be gathered during the

attack. TCP Hijacking attacks are performed using Telnet, FTP, DNS and

unencrypted protocols. TCP Hijacking attacks are avoided by using encrypted

protocols such as SSH, SSL, and IPSec. The session keys generated by encrypted

protocols provide secured communication channel and the attacker cannot be able

to get session keys. Digital Signature can provide strong protection against the TCP

Hijacking, if the attacker steals the session keys.

23.6 ICMP Smurf Attacks

Attacker uses fake IP address to send messages to a computer as if the messages are

coming from a trusted host. The main aim of smurfing is to conceal sender’s

identity. Smurfing makes use of Internet Protocol (IP) and Internet Control Message

Protocol (ICMP). Smurf attack floods a system via spoofed broadcast ping mes-

sages. The attacker sends large number of ICMP echo requests with spoofed source

IP addresses to IP broadcast addresses. Most of the hosts on this IP network will

accept the ICMP echo request and reply to it with an echo reply. Due to large

amount of echo replies from multiple hosts would consume large amount of

network bandwidth and result in slow down of network. Any broadcast enabled

network or any host responding to broadcast address can be a potential target for

ICMP Smurf attacks. Solutions to the smurf attack include disabling the IP-directed

broadcast service at the intermediary network [11].

23.6.1 Defending from ICMP Smurf Attacks

Following are the steps to prevent ICMP Smurf attacks.

• Individual hosts and routers need to be configured not to respond to ping requests

or broadcasts.

• Routers need to be configured not to forward packets directed to broadcast

addresses.

• Do not allow your firewall to accept ICMP echo requests from the Internet.

• Restrict the flow of information outbound from one network to another to ensure

that Smurf attack is not launched.

• Simply block all inbound and outbound ICMP echo-request and ICMP echo-
reply packets.

• Depending upon the configuration forward the packets and log the event or drop

the packet if the destination address of a received ICMP echo request message is

a subnet broadcast address or network address.
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23.6.2 Algorithm for Defending from ICMP Smurf Attacks

For each packet arrived at the router do
Check for ICMP echo messages
If type of packet is ICMP echo-request or ICMP

echo-reply then
If configuration-rule is to allow then

Check for destination address.
If ipdestination is subnet or

broadcast then
Drop the packet.
Log the event.

Else
Forward the packet.

End if
Else

Drop the packet.
End if

Else
Forward the packet.

End if
End

23.7 Packet Spoofing

Packet spoofing is a difficult type of attack to tackle. Many different types of attacks

can be classified as packet-spoofing attacks [18]. The spoofed packet would contain

the seqnum and acknum expected by the recipient and the source address of the

other host [19]. The large amount of traffic will effectively spoofed the victim, if

there are many hosts in used networks [16]. It can result in serious data failure, and

there are ways to detect it and stop it. Finance firms are found to be common victims

to this kind of attack. This is a generic type of attack that may be used in any Denial

of Service attack.

23.7.1 Algorithm for Defending from Packet Spoofing

For each packet arrived at the router do
Check for authenticity of the sender.
Request ACK from the host claiming to be the sender.
If no ACK received then
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Drop the packet and log the action.
Else

Forward the packets at the router to the
hosts in the internal network.

End if
End

23.8 Statistical Comparison Between Different

Types of DoS Attacks

DoS attacks have no boundaries and have hit all the sectors of the industry such as

financial services, banking, insurance, hospitality, travel, government organiza-

tions, defence, etc. The attacks mainly focus on bandwidth capacity and routing

infrastructure. It has been observed that most used DoS attack is TCP SYN Flood as

summarized in Table 23.1.

Bar graph representing attacks and their usage

23.9 Safety Measures to Prevent Different Types

of DoS Attacks

Key kernel parameters can be adjusted to immunize Linux systems (for instance, in

the file/etc/sysctl.conf) from typical DoS attacks to a certain degree as summarized

in Table 23.2.
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23.10 Results

Figure 23.1 indicates that the server was attacked by the SYN Flood attack at

approximate Time (T) 110 s. It has been observed that the number of packets

captured at the network interface of the server machine is more than 1,500 packets

per second during the SYN Flood attack. This indicates that the SYN Flood attack

consumes network bandwidth and resources on the server machine. When the

implementation of algorithm 3.3 is executed at Time (T) 122 s the number of

Table 23.1 Statistical comparison between different types of DoS attacks

Type of attack How attack works Impact

DoS attacks

most used

(approximately)

(%)

ICMP Smurf

attack

Floods a system via spoofed

broadcast ping messages

Causes the victim’s

server to crash

27

TCP

Hijacking

Attack may be used to gain illegal

access to system resources

All unencrypted TCP

protocols are suscep-

tible for this type of

attacks

22

TCP Sequence

Number

attack

Attacks exploit the communication

session, which was established

between the target and the

trusted host that initiated the

session

This attack disrupts or

hijacks a valid session

21

TCP Syn

Flood

attack

Exploits weakness in TCP/IP

protocol

Affects the resources that

run TCP server

processes

30

Table 23.2 Safety measures to prevent different types of DoS attacks

Attack Parameters Recommended value

TCP SYN Flood attack Using SYN cookies Enable

Increasing the SYN backlog queue 2,048

Reducing SYN_ACK retries 3

Setting SYN_RECV timeout 40

Preventing IP spoofing Enable

TCP Sequence Number attack Forwarding of source routed packets Disable

TCP Hijacking attack Source ports 32,768–61,000

ICMP Smurf attacks Ignore Smurf attacks Enable

Forward traffic between interfaces Disable

Protect against SYN Flood attacks Enable

ICMP Redirect Acceptance Disable

Burst-normal value 1–100,000

Burst-max value 1–100,000

Lockup-value 1–10,000
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packets captured by the machine have been dropped to less than 10 packets per

second which is in the range of current system normal load.

Figure 23.2 depicts network traffic analysis at the server machine before and

during a simulated ICMP Smurf attack. It has been observed that while the average

number of packets before the attack occurring at approximate Time (T) 41 s was

around 10 packets per second, the number of packets captured at the network

interface of the server machine is more than 200 packets per second during the

ICMP Smurf attack.

Figure 23.3 depicts network traffic analysis at the server under the simulated

ICMP Smurf attack after execution of the implementation of algorithm 6.2. The

total number of packets received per second on the server after defending the attack

at approximate Time (T) 161 s on the server by applying algorithm 6.2 (i.e. by

dropping the packets if the type is ICMP echo request or ICMP echo reply) has

stabilized the network traffic back to the earlier observed normal operating load

(Figs. 23.4 and 23.5).
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Fig. 23.1 Network traffic observed at the server before and after implementation of defence

algorithm during a simulated SYN Flood attack
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Fig. 23.2 Network traffic observed at the server before implementation of defence algorithm

during a simulated ICMP Smurf attack
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23.11 Conclusions

Global businesses are shifting towards emerging technologies such as service

oriented architecture using cloud computing for a sustained revenue model. Ensur-

ing round the clock uninterrupted service to the clients thus, becomes a top priority

to any organization. This paper discuses the different types of Denial of Service

attacks specific to Linux server platforms and presents ways to detect and prevent

such attacks or to avoid such attacks altogether so that the server platforms that

form the backbone of service oriented architecture function smoothly without a

breakdown.
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Fig. 23.3 Network traffic observed at the server after implementation of defence algorithm during

a simulated ICMP Smurf attack

Fig. 23.4 Shows CPU usage on the server when the server was affected by ICMP Smurf attack

Fig. 23.5 Shows CPU usage after defending ICMP Smurf attack on the server
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Part V

Wireless and Mobile Networks



Chapter 24

Cache Coherency Algorithm to Optimize

Bandwidth in Mobile Networks

Abhinandan Ramaprasath, Karthik Hariharan, and Anand Srinivasan

Abstract Mobile networks are becoming popular in catering to Internet through

smart phones. The next generation phones provide ubiquitous communication of

voice, video and data through the hand held devices. Unfortunately, the increase in

service provider capacity has not kept up with the user demand for more bandwidth.

It is becoming very expensive for service providers to cater higher bandwidth

without investing on new technology or expansion. In this paper we propose a

bandwidth optimization algorithm based on cache coherency where the user data

transfer is optimized without compromising the user expectation or the need for

service providers to expand their capacity. The proposed algorithm is compared

with existing data transfer techniques and we show through representative analysis

the efficiency of the algorithm to keep the same level of communication with less

transfer. To emphasize the practicality of the algorithm, we also provide some

insights into how it is implemented.

24.1 Introduction

With the growing use of mobile phones throughout the world, the Internet is

becoming increasingly prevalent on mobile phones. Mobile Internet as it is popu-

larly called these days’ enables users to access the internet on the go. While there

are many advancements being made in communication speeds through technology

and new standards, service providers are unable to invest at the same speed. This

has led the service providers to cater to new wave of mobile Internet users with

existing infrastructure.
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According to studies done by 4G Americas [1] and several white papers

published the capacity of the networks scales linearly, while the demand seems to

increase exponentially. The graph below from the 4G Americas shows that the

trend is going to continue and only gets amplified (Fig. 24.1).

In most developing countries, mobile phone popularity and usage is growing at

an increasing rate. In such countries, there are more and more people accessing

content on the Internet, and bandwidth is of utmost importance. Bandwidth can be

optimized by either increasing the capacity of the spectrum or increasing data

transmission rates. Unfortunately, both these solutions lead to service providers

spending more money for infrastructure leading to pressure on consumers to pay

more. However, there is another possible solution that could optimize the band-

width to customers without compromising the performance or increasing expense.

In this paper we explore the way to improve the bandwidth per user within the same

infrastructure by proposing a novel method.

24.2 Proposed Solution

Presently, when a mobile phone accesses the Internet, the inherent protocol trans-

fers the entire data back to the phone. The data transferred from the base station to

the end device (i.e., phone) occupies the most important resource in the air, namely

the bandwidth.

The current algorithm is as follows:

Fig. 24.1 Demand, time plot and capacity, time plot [2]
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READ requestedFile, cachedFiles
IF requestedFile

READ fetchedFile FROM networkLoc
NOT IN cachedFiles THEN

ADD to cachedFiles
ELSE

IF cachedFiles NOT up to date THEN
READ fetchedFile FROM networkLoc
REPLACE outdatedFile IN cachedFiles

ELSE
READ requestedFile FROM cachedFiles

ENDIF
ENDIF

Whenever a file is requested, the cache is checked for the consistency and

availability of the requested data. If the data is not present, then the file is fetched

from the network location and the cache is updated with the requested file.

The algorithm looks simple enough to implement, but we argue the inherent

inefficiency in using such an algorithm for a mobile device communication. It may

make sense when a person uses a fiber link to upload the file to cache, however to

download the requested file blindly bleeds the most expensive resource, namely the

bandwidth in a mobile network.

We propose a solution that is simple to implement, practical and optimizes the

network bandwidth in mobile networks. Our proposed bandwidth optimization

algorithm is:

READ requestedFile, cachedFiles
IF requestedFile  NOT IN cachedFiles THEN

CLONE cache GIT repository
ADD to cachedFiles

ELSE
IF cachedFile NOT up to date THEN

PULL from cache git repository
STORE in cachedFiles

ELSE
READ requestedFile  FROM cachedFiles

ENDIF
ENDIF

The solution being proposed uses GIT subversion control system [3]. GIT

subversion control system [4] operates with a high speed, small in size to implement

on a machine, its high levels of compression [5] and its distributed nature is very

suitable for optimization. We bring in the subversion concept used in general non

networking versioning system, to mobile communication world for the first time

and show that it can be used for optimizing network performance.
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24.2.1 Better Use of Bandwidth

The bandwidth optimization algorithm achieves high speed of transfer that is better

than any other known systems. One of the ways that this is achieved is by

calculating the differences in the old source file and the new source file that is

being uploaded. It gets only the changed lines and the line before and the line after

the corresponding line that has to be changed. The changes are only made to those

corresponding lines instead of overwriting the entire file thus leading to optimized

transfer of data. Only the needed and changed data is transferred and not the

whole file.

The cache coherence in the algorithm being proposed in this paper minimizes the

data transfer without compromising the customer expectation. Website developers

and vendors will maintain GIT repositories of the most frequently downloaded files

of that website. A version number is maintained on both the client end and the

server end. If the version numbers match, then the cache is up to date and the local

version can be used. In case the version numbers do not match, using the technique

mentioned above, the changes in the files are downloaded and merged with the

existing versions of the cache. This will involve in far less data being transferred

over the wire and hence better utilization of bandwidth.

24.2.2 Small Size of Repositories

If cache coherency were to be achieved using the GIT subversion system, then there

will be a necessity for GIT repositories on the client’s cache. However, the size of

the GIT repository in terms of its configuration files and structure files is minimal

and small. This will lead to more space for actual files that are to be cached leading

to space optimization.

24.2.3 Distributed Nature

Not all subversion systems have been distributed. This is an essential feature for our

cache coherence system, as the server and its many clients are systems that are

completely on either ends of a connection. This distributed nature is what will allow

the cache on the client side to check the version and download the corresponding

changes that are to be fetched (if any). This results in the data consistency.
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24.2.4 Compression

GIT compresses files using the famous zlib library that compresses files to smaller

sizes. The zlib library uses a combination of the LZ77 algorithm and Huffman

coding called DEFLATE [6]. It maintains a dictionary of all the strings that have

been encountered. If a word that is encountered is already present in the dictionary,

then it places the index of the entry in the compressed string. If the string doesn’t

exist then it is appended into the dictionary. The DEFLATE algorithm gives a lot of

flexibility and importance can be given to speed of encoding or level of compres-

sion. GIT focuses on the compression level which greatly reduces the size of the

data that is transmitted over the network.

24.3 Performance Analysis

We assume the following for analysis:

1. 2G data is based on either GPRS [7] or EDGE [8] technologies. This is common

and over 80 % of the world including India follows this technology.

2. We consider the file bootstrap.css from the famous UI library bootstrap. This

clearly reflects the normal bootstrap mechanism during data transfer.

3. This analysis only considers the time taken to fetch the file into the cache as that

impacts the bandwidth and resource estimation.

4. No client or server side processing times are included in this analysis since the

goal of the performance is to optimize the bandwidth. Largely the processing

time is dependent on the processing capabilities of the end units.

We analyze by using a boot strap of the size approximately 826 Kbits, where a

color is changed from red to green.

Size of bootstrap.css: 826,512 bits

if the line

 line-height: 20px; 
color: #333333; 

 background-color: #ffffff;
} 

… 

…
body {

margin: 0;
font-family: "Helvetica Neue", Helvetica, Arial, sans-serif;
font-size: 14px;

is changed to
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… 
body { 
  margin: 0; 
  font-family: "Helvetica Neue", Helvetica, Arial, sans-serif; 
  font-size: 14px; 
  line-height: 20px;
  color: #ffffff; 
  background-color: #333333;
} 

Let us check on how this impacts the resource utilization in different technolo-

gies if current algorithm is used, and how it changes when our proposed algorithm

is used.

24.3.1 GPRS

Bandwidth of the link is 56 Kbits/s.

Download speed: 56/8 ¼ 7Kbits/s.

24.3.1.1 Performance of Current Algorithm

The entire file bootstrap.css is downloaded (826,512 bits) and the time required to

download: 993,784/7,000 ¼ 141.969 s.

24.3.1.2 Performance of Proposed Algorithm

We calculate the difference between what is asked and what is in cache. The diff file

generated by git diff is of size: 2,960 bits.

Time required for downloading: 2,960/7,000 ¼ 0.423 s.

% increase in performance ¼ 141.969/0.423 * 100 ¼ 33562.411 % which is

representative.

It is to be noted that most of the data intensive transfers such as video are very

prone to incremental changes and do not require large scale downloading of entire

files. The incremental changes, namely diff, are appropriate for download thus

optimizing network performance. Smaller the difference, more efficient is the

proposed algorithm.
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24.3.2 EDGE

Bandwidth of the link is 236.8 Kbits/s.

Download speed: 236.8/8 ¼ 29.6Kbits/s.

24.3.2.1 Performance of Current Algorithm

The entire file bootstrap.css is downloaded (826,512 bits) Time required to down-

load is 993,784/29,600 ¼ 33.574 s.

24.3.2.2 Performance of Proposed Algorithm

The diff file generated is of size: 2,960 bits.

Time required to download is 2,960/296,000 ¼ 0.01 s. The percentage of

increase in performance is 33.574/0.01 * 100 ¼ 335,740 %, which is representa-

tive again.

The performance of the proposed algorithm, in the worst case, would be same as

the current algorithm. On an average, we will have a great improvement over

current algorithm, when proposed algorithm is used as the mobile applications

have incremental data to transfer.

24.4 Bandwidth Optimization Algorithms: Data Transfer

Mechanisms

The proposed algorithm works by calculating the difference between two commits

based on GIT. This is done row-wise in the case of text files and bit difference in the

case of binary files. The data is stored as database files in the folder “.git” present in

the root of the repository. Once the difference file is downloaded from the internet it

is first decompressed and then the difference algorithm is implemented on the

database with the help of the difference file. This is again stored in a new database.

Difference file contains initial header data and for each changed line, the line

number, previous line and changed line are stored. To decrease the size of the

difference file in the case of minified files, binary and text difference can both be

calculated and the smaller one may be uploaded.

GIT transfers data using one out of four existing protocols – http/https, git, ssh

and local. Since all browsers will support the http and https, communication is not

worry. The http/https protocol was revised to work just as efficiently as that of git or

ssh starting from version 1.6.6 and hence there is no concern about the efficiency of

the http/https protocol.
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24.5 Implementation Details

The implementation is on both sides, namely the server and the client. The

implementation on the client side included a GIT client available in the client’s

device or integrating it with the browser. When properly managed, the same

repository could also be used to cross-browse, because of the fact that many mobile

users tend to have more than one browser installed on their devices. The GIT

repositories are stored in an allocated folder with a max size cap. The client side’s

GIT repository is a minimal version stripped of most of the functionality of a

traditional GIT client. This is because the client is only required to download the

difference file and then change the source file. The browser only clones the

repositories of the websites that it thinks the user visits regularly. This is

implemented using a simple most frequently used algorithm. If the size of folder

increases beyond the max cap then the browser deletes the repository of the website

that is least frequently used. The file system used here could be a persistent HTML5

file system.

The implementation on the server side required a GIT server. The GIT repository

resides on the server under the path “/git/cache.git”. For example, the repository for

the website “http://www.google.com/” would be in “http://www.google.com/git/

cache.git”. If the server does not prefer this path a new path is specified in the page

within a “meta” or “git” tag. The server stores only the most used css and js files.

24.6 Conclusions and Future Work

We introduced a bandwidth optimization algorithm based on cache coherency and

GIT technique towards optimizing bandwidth in a mobile network. This allows the

service providers to support higher data transfers using existing networks and future

data intensive mobile handsets. We also showed through analysis the efficiency of

the proposed algorithm. We have implemented a prototype and it is being tested.

This algorithm works very well in popular websites such as Facebook and Gmail

that never drastically change their user interface. It is easy to cache or clone such

data for faster response. Our work in future is to find an optimal way to populate

GIT repository for esoteric websites that people do not visit often. One method is to

have a hybrid mechanism that combines two techniques based on hits. Another

interesting field is to research the impact of data tampering and protection/encryp-

tion mechanisms for data consistency and accuracy.
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Chapter 25

Connected Dominating Set Based Scheduling

for Publish-Subscribe Scenarios in WSN

P. Kaviya and R. Ramalakshmi

Abstract An important issue in Wireless Sensor Network(WSN) is to prolong

network lifetime. Sensors are hard to recharge since it is battery powered. Network

lifetime can be increased by optimizing the energy consumption. Sensor scheduling

is a mechanism used to maximize the network life time. One method to conserve

energy is to put sensors in sleep mode when they are not actively participating in

sensing and data forwarding. In publish-subscribe scenarios, the sink sends a query

as interest toward sensors in the moritored area and all the sensors perform the

sensing task if they can satisfy the interest. In this paper, we propose to select a set

of active sensors called Connected Dominating Set (CDS), to perform sensing and

data transferring. The remaining sensors will be in sleep state to save energy. In this

approach, nodes with high residual energy and degree of reachability are selected to

form the CDS. The sensors change their role alternatively to prolong network

lifetime. We evaluated the performance of the proposed work in terms of number

of active sensors, total energy consumption, delivery ratio and delay.

25.1 Introduction

Sensors are used to monitor and control the physical environment [1]. A Wireless

Sensor Network consists of large number of sensor nodes that are densely deployed.

Sensor nodes measure various parameters of the environment and transmit the
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collected data to the sink using hop by hop communication. The sink processes the

sensed data and forwards it to the users. Energy management is an important issue in

WSNs. The major component that consumes energy is radio, which can be in one of

the following modes: sleep, idle, transmit, and receive. When the host is not trans-

mitting or receiving data means a radio is in idle state, and usually at the receive mode

the power consumption is high. Both the transmitter and the receiver are turned off,

when a radio is in sleep mode which is the most energy efficient state.

In publish-subscribe scenarios, the sink sends queries to the monitor area from

time to time. Sensors are equipped with one or more sensing components. When

sensors receive a query, they are activated to perform sensing task, only if they

satisfy the requirements that specified in the query. The sensed data are transmitted

to the sink through intermediate sensors.

Sensor scheduling mechanism serves different types of queries. To prolong

network lifetime, it is not necessary that all sensors remain active all the time and

some sensors can go to sleep [2]. We proposed a connected dominating set (CDS)

based localized mechanism. Initially, a basic backbone (CDS) is constructed. When

a query is issued, new sensors are activated locally such that to meet the query,

coverage and connectivity requirements. Some sensors return to sleep state and the

CDS backbone remains active, when the query expired. CDS is an energy-efficient

mechanism which constructs a backbone in order to route the queries and sensed

data. The coverage requirement requires that the related sensors in the monitored

area are activated to perform sensing tasks when the queries are propagated to that

particular monitored area. This is an adaptive mechanism, new sensors might be

activated when query arrives, and sensors in the monitored area go to sleep after the

query expires. The connectivity requirement requires that all the time the set of

active sensors to be connected and it is necessary for some operations like data

reporting, query processing, and forwarding of control messages [3].

The rest of the paper is organized as follows. We discuss previous works on

related topics in Sect. 25.2. Section 25.3 describes CDS based Sensor Scheduling in

detail. Section 25.4 provides the simulation results of the proposed sensor sched-

uling mechanism. Section 25.5 finally concludes the paper.

25.2 Related Works

The most important features of a WSN is energy efficiency, as sensors have small

batteries that are impossible or impractical to change and recharge. Intanagonwiwat

et al. [4] have described about the publish-subscribe scenario. In such scenarios, the

sink sends queries as interest toward sensors in the monitored area. When sensors

receive a query, if they can satisfy the interests and serve the query, then they are

activated to perform sensing task. The intermediate sensors help to transfer sensed

data towards the sink. Vu et al. [5] have proposed an algorithm to construct a set of

tree-structured detection sets to achieve energy efficient and reliable surveillance.

In order to achieve reliable surveillance, each atomic event part of the composite
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event must be watched by at least k sensors. The algorithm has designed to work in

greedy manner. Wu et al. [6] have presented a localized solution for building a CDS

in ad hoc wireless networks. They proposed a CDS based backbone which provides

an efficient mechanism to achieve global connectivity using a localized mechanism.

Also they proposed a dominant pruning rule to reduce the size of the dominating

set. Yang et al. [7] have designed an adaptive sensor scheduling mechanism, in

which sets of active sensors are chosen to work alternatively in order to serve

different types of queries, to achieve global connectivity requirements, and to

maximize the network lifetime. Rakhi Khedikar et al. [8] have discussed the various

methods of scheduling for increasing the lifetime of the network by reducing the

energy consumption. Optimal scheduling algorithm for sensors to enhance the

lifetime of wireless sensor networks are developed.

Rachid Saadi et al. [9] have discussed an adaptive scheduling of sensor node’s

activity to extend the network lifetime. A distributed algorithm is proposed that

ensured both coverage of the deployment area and network connectivity by pro-

viding multiple set covers. Different coverage formulations have been proposed by

Mihaela Cardie et al. [10] and discussed about various coverage approaches with

random sensor deployment. Stojmenovic et al. [11] have proposed new metrics for

source – independent localized dominating set, based on combinations of node

degrees and remaining energy levels, for deciding activity status. Also they pro-

posed CDS scheme to prolong network lifetime and to preserve global connectivity.

Kumar et al. [12] have described that sensor nodes may be equipped with different

numbers and types of sensing components due to the following reasons: they might

be manufactured with different sensing capabilities, some of the sensing compo-

nents of a sensor may lack of memory for storing data, or some sensor components

might fail over time. Torkestani [13] has concentrated on backbone lifetime,

transmission delay, backbone size, and control message overhead. The delay-

bound energy-efficient backbone formation problem in WSN have been modeled

as the degree-constrained minimum weight connected dominating set (CDS) prob-

lem, where the residual energy is assumed as the node weight. Mihaela Cardie

et al. [14] have proposed an efficient method to extend the sensor network lifetime

by organizing the sensors into a maximal number of set covers that are activated

successfully. Only the sensors from the current active set are responsible for

monitoring all targets and for transmitting the collected data, while all other

nodes are remain in sleep mode. Razieh Asgarnezhad et al. [15] have described

about various CDS backbone formation algorithms. The CDS backbone reduces

communication overhead and overall energy consumption, increases bandwidth

efficiency and network lifetime in a WSN.

25.3 Proposed Work

We assumed a wireless sensor network where the sink sends query from time to

time and sensors are equipped with one or more sensing components. The proposed

work is to design an adaptive sensor scheduling mechanism such that a set of active
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sensors are chosen to work alternatively to serve different types of queries, to

achieve connectivity requirements, and to maximize the network lifetime. A dom-

inating set is a subset of sensors in which every sensor is either in the subset or the

subset having its neighbors. The sensors in the dominating set be connected are

called Connected Dominating Set (CDS).

Initially, a CDS backbone is constructed. When a query is issued, new sensors

are activated locally to meet the requirements of the query and connectivity. The

sink sends a query towards sensors in the monitored area. When sensors receive a

query, if they can satisfy the requirements specified in the query, then they activate

to perform the sensing task. The intermediate sensors route sensed data towards the

sink and the results are finally reported to the sink. A CDS requires that the sensors

in the dominating set be connected. The active nodes form a CDS at each time to

satisfy the coverage requirements. Our main objective of this work is to design a

backbone that change over time as new query request arrives or expires.

25.3.1 Background

Definition 1 (Dominating Set). Consider G¼(V,E) is a subset D of V such that

every vertex not in D is joined to at least one member of D by some edge.

Definition 2 (Connected Dominating set). In a given graph, subset of nodes such

that it forms a dominating set in the graph and the sub graph induced is connected. It

involves two properties,

• Any node in D can reach any other node in D by a path that stays entirely within

D. That is, D induces a connected sub graph of G.

• Every vertex in G either belongs to D or is adjacent to a vertex in D. It implies

that D is a dominating set of G. Figure 25.1 shows the CDS.

25.3.2 Sensor Scheduling in WSN

Sensor scheduling mechanism is used to prolong network lifetime. Sensor sched-

uling mechanism chooses a set of active sensors to perform sensing and data

forwarding. All other sensors go to sleep state to save energy. After some time

period, another set of active sensors is chosen. Thus sensors work alternatively to

maximize network lifetime. In this work, the active nodes form a CDS at each time

to satisfy the coverage requirements. All sensors run CDS algorithm to choose a

starting backbone. To forward data or any control messages, CDS nodes are used.

When a new query regarding sensing a specified rectangular area is received/

expired, sensors adaptively update the active nodes in that area for both coverage

requirements and global connectivity. The main operations are CDS formation and

Sensor Scheduling.
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The notations used in our algorithm are given in Table 25.1. Initially CDS

backbone is selected. The requests can be propagated to the monitored area along

the backbone. The sensors that are not included in the active node set, go to sleep

state.

25.3.2.1 Active Node Selection (CDS)

Every node learns about its neighbors through hello message transmission. Initially,

status of a node is set to non-dominating. After hello message transmission, every

node calculates its priority with degree or energy value. A one-hop neighbor with

highest energy is marked as dominating node. A node with maximum degree is

marked as dominating if the energy values are same. The algorithm for active node

selection is presented in Algorithm 1.
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Fig. 25.1 Connected dominating set

Table 25.1 Notations Variables Descriptions

t(u) Amount of time the sensor node u has to be active

p(u) Priority p (u) ¼ {D (u), E (u)}

s(u) Status of sensor node u (alive/sleep)

r(u) Role of sensors in CDS (active/inactive)

D(u) Number of one hop neighbors of u

E(u) Residual energy at u

N(u) One-hop neighbors of u
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Algorithm 1: Active node selection algorithm.

1: for each sensor u do

2: for all v ∈ N(u) do
3: if E(u) >E(v) then

4: CDS ¼ CDS U {u} ;

5: else

6: if E(u) ¼¼ E(v) and D(u) > D(v) then

7: CDS ¼ CDS U {u}
8: else

9: CDS ¼ CDS U {v}
10: end if

11: end if

12: end for

13: end for

25.3.2.2 CDS Scheduling Mechanisms for Serving Queries

A query Q is sent by the sink and has the format, Query(type, interval, area R,
Tstart, Tend). The type field specifies the attributes to be sensed and reported to the
sink. The interval field indicates how often data from the monitored area have to be

reported to the sink. Area represents the query’s area specified using rectangular

coordinates. The attributes (e.g. Temperature, Humidity) have to be monitored

between T start and T end. The sink sends the query Q to the area R by flooding

methods. CDS nodes forward the query information by awake the 1-hop sleeping

nodes in the area R. Once the Query message is received, the active nodes in the

CDS awake their sleeping nodes in area R. Awaken node checks whether it has a

sensing components that is specified in the query’s type field, then it become active

and perform sensing operation. Finally the data are reported to the sink according to

the interval specified in the query. When the query ends, based on the residual

energy CDS nodes are updated.

Algorithm 2: Sensor scheduling algorithm.

1: for each sensor u do

2: // When Query Expires

3: if u is serving another query then

4: s(u) ¼ Alive
5: else

6: s(u) ¼ Sleep
7: end if

8: end for

9: // At every time interval T

10: for Time Interval T on Sensor u do

11: Exchange Hello Messages

12: Compute E(u) and D(u);
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13: s(u) ¼ Alive
14: Update r(u), p(u)
15: // Form new CDS

16: Execute Algorithm 1.

17: end for

The reporting sensors check their role field, when the query expires. A sensor is

remaining in active state if it is a part of the CDS or serving another query.

Otherwise the sensor returns to sleep. To remove the expired query, the node

updates its status, time, and role fields. After a period of time, some sensors may

run out of energy which are present in the CDS. The CDS is updated every time

interval T in order to balance the energy consumption. The sleeping nodes in the

monitoring area awake and update their priority based on the residual energy,

p(u) ¼ (E(u), D(u)) for a node u. Then by exchanging Hello messages, they update

their neighbors. The CDS backbone Algorithm 1 is executed to decide the new CDS

for the next period T. All the nodes in the network actively participate in the new

backbone selection and update their fields based on whether they will be part of the

CDS backbone or not. The nodes serving queries will be in active state to perform

their sensing tasks. Nodes are return to sleep state which are not serving queries and

not in the CDS. The scheduling mechanisum is presented in Algorithm 2. The CDS

adaptive scheduling mechanism has several advantages. It provides an energy-

efficient connected backbone, to transfer data, control messages and queries

among sensors and sink. The CDS nodes can easily awake their sleeping neighbors,

when queries arrives to the monitored area. An important issue in balancing the

energy consumption is by rotating the nodes in the CDS. This process is given in

Fig. 25.2.

2

1

3 11

12
14

20

4

7

6
9

10 19

16

13 15

17

18

Sink

Query Processing Inactive NodesMonitoring Area

8
5

Fig. 25.2 Publish-subscribe scenario over CDS
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25.4 Simulation Study

We evaluated the performance of CDS based sensor scheduling algorithm in

network simulator ns-2.35 [16]. We placed N sensors, randomly in a field of

200 � 200 m size. The sensing and communication range are set to 30 m. We

study the performance in terms of average number of active sensors, total energy

consumption, average end-to-end delay and packet delivery ratio. The network

setup is shown in the following Table 25.2.

Average Number of Active Sensors It is the fraction of nodes of the network in

the CDS. The degree-based algorithm is mainly focused on node’s degree (one hop

neighbor) and residual energy of the node. The result of the simulation for a

network with 50, 100, 150, 200, 250, 300 and 350 nodes is presented in Fig. 25.3.

Table 25.2 Simulation parameters

Parameter Values

Area size 200 � 200 m2

Channel type Wireless channel radio

Propagation model Two ray ground

Sensing and communication range 30 m

Simulation time 600 s

Mac protocol 802.15.4

Sensing interval 5 s

Initial energy 20 J

Transmission power 24 mW

Reception power 14 mW

Packet size 100 bytes
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It shows that our algorithm has fewer number of active sensors than other algo-

rithms. Including node’s degree into CDS selection reduces the CDS size as it

covers more nodes. Thus the number nodes included in query processing is mini-

mum and it increases the lifetime of the network.

Average Consumed Energy Figure 25.4 compares the average dissipated

energy of the proposed work against existing work and Directed Diffusion. The

proposed work consumes less energy for delivering data messages compared with

others. In Directed Diffusion, more energy is consumed in transmitting and receiv-

ing control messages and more sensors are in the idle state, which consume

considerable energy. In CDS based scheduling, only CDS nodes are doing trans-

mission of data and control packets and other nodes will be in sleep state. The

number of active nodes in proposed work is less than existing work. Thus the

energy consumption is also less in our approach than other algorithms.

Average End to End DelayWe measured the delivery time for query messages,

data messages, and control messages over the CDS backbone with the scheduling

algorithm. The result of the simulation is presented for a network with 50, 100,

150, 200, 250, 300 and 350 nodes. In the Directed Diffusion all sensors are active,

so it has shortest data delivery path. Figure 25.5 shows that the proposed work has

shorter delivery path when compared to ID-based CDS. The average routing path

length from source to sink over minimum size CDS is lower, which has an impact in

lesser delay than existing work and Directed Diffusion.

Packet Delivery Ratio It is the successful delivery of data specified in the query.

We measured the number of successfully delivered data for the total data over the

CDS backbone for the time interval with 2, 4, 6, 8 and 10 s. When the time interval

is large, number of data packets to be transfered is less than the low interval time.
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Thus the delivery ratio increases with increasing time interval in all mechanisms.

The simulation result in Fig. 25.6 shows the average delivery ratio of the proposed

work is high than others. This is because only few nodes are active and the active

nodes are changing over time.
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25.5 Conclusion

The sink sends a query towards sensors in the monitored area. When sensors receive

a query, if they can satisfy the interests and query, then they become active state to

perform the sensing task. The intermediate sensors forward the sensed data to the

sink. Sensor scheduling algorithm is designed which allows sensors not participat-

ing in sensing and data transferring to go to sleep in order to conserve energy and to

prolong the network lifetime. In this work, we proposed an adaptive energy efficient

sensor scheduling mechanism to choose sets of active sensors to work alternatively.

A localized CDS selection algorithm is proposed with energy high nodes. We

evaluated the performance of the proposed work in terms of energy consumption,

delay, delivery ratio and backbone size. The performance of the proposed work is

good when compared with existing algorithm which is ID based and Directed

Diffusion.
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Chapter 26

Ubiquitous CompactionMonitoring Interface

for Soil Compactor: A Web Based Approach

R. Prakash, K. Suresh, S. Mydhile Shanmugam, and C.P. Koushik

Abstract Pervasive computing provides an attractive vision for the future. Mobile

and stationary devices will dynamically connected and coordinate to seamlessly

help people to implement their tasks. However, in reality still there are practices

without pervasive monitoring especially in the domain of geo vehicle monitoring.

To make the vision of pervasive computing technologies become a constant

adaptable to a highly dynamic computing environment we are integrating technol-

ogies like GPS (Global Positioning Technology), GSM (Global System for Mobile)

and Web services for remote compaction monitoring. GPS is recently being used

for wide applications like orbit identification and positioning. GPS need some

compatible receivers which support location-awareness using positioning technique

like LBS (Location Based System). Soil compaction is a form of physical degra-

dation resulting in densification and distortion of the soil where biological activity,

porosity and permeability were reduced, soil strength is increased and soil structure

partly destroyed. Monitoring the soil compaction manually in the workspace is not

reliable and could not monitor continuously by a single person. This would be the

motivation to choose wireless communication. The compaction data and the loca-

tion data will be sent to the server for remote monitoring. GSM will allow us to

transmit the data to the remote server. The objective of this paper is to provide

better accuracy with low cost GPS receiver’s positioning results. This paper makes

use of GPS, ARM7/TDMI (LPC2378) family and GSM. NMEA (National Marine

Electronics Association) data acquisition from GPS is monitored. Compaction

input is interfaced with GPS co-ordinates. Alerts can be sent from the vehicle to

the user mobile phone through GSM communication using AT commands. The

remote server should be capable of accepting multiple connections at the same time.
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26.1 Introduction

Accessibility of Internet over the GPS platform to nearly 700 Million mobile users

across India has created immense opportunities for business to business and busi-

ness to consumer – marketing, retailing, geo-facility mapping, product/service

enquiries, health care delivery etc. As for remote data communication and control,

wireless modem was a popular choice. Lots of wireless communication technolo-

gies exist that can transmit the data into a particular range, but for remote moni-

toring from any place we have the data to be globalised. For this globalised data

transmission the GSM technology was very famous and the data transmitted from

this technology will be globalised and can access it from anywhere in the world.

26.1.1 Pervasive Computing

Pervasive Computing aids Omni connectivity. The idea behind the pervasive

computing in information technology system is to manage information easily. In

other words accessibility of data is increased. The features of this computing makes

connectivity among technologies like GPS, GSM etc. Integrating these technolo-

gies with compaction monitoring system makes the system adaptable for soil

compactor.

26.1.2 Overview About Soil Compaction

Soil compaction is the process in which a stress applied to a soil causes densifica-

tion as air is displaced from the pores between the soil grains. When stress is applied

the causes densification due to being displaced from between the soil grains then

consolidation, not compaction, has occurred [4] . The selection of the most suitable

method depends on a variety of factors, like, soil conditions, required degree of

compaction, type of structure to be supported, maximum depth of the compaction,

as well as site-specific considerations such as sensitivity of adjacent structures or

installations. Soil compaction is a repetitive process and much can be gained from

properly planned and executed compaction trials [14, 15].

26.1.3 GPS and GSM

Atomic clocks are currently the most precise instruments known, losing a maxi-

mum of 1 s, every 30,000–1,000,000 years. In order to make even more accurate,

they are regularly adjusted or synchronized from various control points on Earth.

320 R. Prakash et al.



Each satellite transmits its exact positions and its precise on board clock time to

Earth at a frequency of 1,575.42 MHz’s [6].

Figure 26.2 represents about the communication between receiver and the

satellite. If the signal is transmitted from the receiver at 0 ms, for a normal GPS

receiver should have atleast 67.3 ms to receive the signal from the satellite.

The architecture of GSM network is represented in Fig. 26.3. The GSM archi-

tecture can be classified into four main parts they are Mobile Station (MS), Base

Station Subsystem (BSS), Network and Switching Subsystem (NSS), and Operation

and Support Subsystem (OSS). Short Message Service (SMS) was a very popular

service offered by GSM operators. The SMS is a kind of paging with acknowl-

edgement of message delivery. The Global System for Mobile communication is

comes under digital cellular communication system for mobile users. GSM was

designed to be compatible with ISDN services. The technical specification for the

Global System for Mobile communication has been produced by the Special

Mobile Group (SMG) Technical Committee (TC) of the European Telecommuni-

cations Standards Institute (ETSI) [2].

Soil Density

Loose Soil
(poor load support) (improved load support)

Compacted Soil

Fig. 26.1 Soil compaction[4]

Fig. 26.2 (a) Signal transmission. (b) Signal reception
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26.1.4 Integrating GPS with Compaction Measurement

Mapping refers to the positioning technique which makes maps the current location

in global mapping resources like Google, Gmap etc. (Fig. 26.4)

The proposed cost-effective approach will address

• Precise location monitoring of compaction machine

• Gives feedback to the driver about the compaction level

• Reducing the delay of determining accurate position of vehicle

• Determines the reputation occurred by various compactors

• Real time updates between the driver and server room by GSM/GPRS

technology

PSDN
AUC

VLR HLR EIR

NSS

MSC

BSC BSS

BTS

MS

OSS

SIM

ISDN

PSTN

PLMN

A interface

Abis interface

Um interface

Fig. 26.3 GSM network[2]

Fig. 26.4 Compaction testing method[1]
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26.1.5 Remote Web Server

The main purpose of tracking server is to monitor and maintain all information

receiving from Vehicles into a central database. This database is accessible over

internet to valid users through a web interface and the valid users can also track

their vehicle and view all previous information stored in database. This saves the

information into database. The various fleet levels monitored namely Vehicle

Location, Total fuel used, Fuel level (0–100 %), Total engine hours (h), Total

Working Hours, Idle Time and Soil Compaction level.

User interface design for the application is designed using Hypertext mark-up

language, Java Script and Cascading Style sheet where the application has become a

user interactive and satisfies user needs. Server side validations are done using PHP

(Hypertext Pre-processor) to validate the server side actions. Web applications com-

monly use a combination of server-side script and client-side script for Communicat-

ing with the users. The client-side script deals with the presentation of the information

as front end to the end users while the server-side script deals with all the hard stuff like

storing and retrieving the information. Both are interfaced using XAMMP Server.

The corresponding file named test.php is loaded and put into execution.

The application program may access persistent data stored in MySql database and

generate an HTML document as a http response. The generated HTML document

appears on the Web browser for the client to manipulate as shown in the Fig. 26.5.

26.2 Related Work

Jinsang Hwang, Hongsik Yun in title Development of Soil Compaction Analysis

Software (SCAN) Integrating a Low Cost GPS Receiver and Compactometer [7]

has design software for soil compaction analysis (SCAN). The SCAN is

Clients HTTP Request
PHP
Files

(load)
(execute)

(generate)

DB
PHP
ProgramWeb

Server
Platform

HTML
document

Response

Web Browser

Fig. 26.5 Remote web server[12]
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distinguished from other previous software for intelligent compaction (IC) in that it

can use the results from various types of GPS positioning methods, and it has an

optimal structure for remote managing the large amounts of data gathered from

numerous rollers. Abid Khan, Ravi Mishra in the paper GPS – GSM Based

Tracking System [8] develop a tracking unit that uses the global positioning system

to determine the precise location of a object, person and other asset to which it is

attached and using GSM (Global System For Mobile) modem this information can

be transmit to remote user. The design is cost-effective, reliable and has the

function of accurate tracking. Automobile localization system using GSM/GPRS

transmission was implemented by Ioan Lita et al. [11]. In this paper the vehicle

position is tracked by the GPS module and the position of the vehicle is transmitted

to the owner as SMS. The GPS and GSM module are interfaced using a PIC

microcontroller.Bharat Kulkarni implemented a GSM based automatic meter

reader system. In this paper the user can collect the electric bill in his phone through

GSM. The interfacing between GSM using ARM processor [10]. Vehicle tracking

using GPS was implemented by T. Krishna Kishore et al. and in this work they

present the principles of a low operational cost flexible internet based data acqui-

sition system [9].

26.3 Proposed Method

The proposed implementation on Location based Compaction Level Monitoring

System focus on over coming unbalanced compaction terms in corresponding

location for a soil compactor with remote monitoring system. The proposed work

involves the following modules (1) Configuring a GPS receiver for XYZ

co-ordinates to be obtained from NMEA data. (2) Integrating GPS data with Soil

Compaction Measurement unit. (3) Sending both the data to the remote server and

the alert messages to mobile phone via GSM modem [13]. (4) Integrating the GSM

data in the user interactive Web based application for the end users. (5) Designing

GUI at driver level to represent with advantages like Compaction Level Monitor-

ing, Graphical representation, Real time mapping in GMap, Engine Status etc.

The functional diagram for the proposed system is given by (Fig. 26.6). GPS

and compaction data will be integrated and given to the processor. Then the two data

may send to the GSM modem. From that the data will transmitted to the remote

server. In the remote server all the hard stuffs are happening. With the help of the

another GSM receiver modem the data is received in the remote server

through command prompt which is further stored in the database for further process

(Fig. 26.13). For the data stored in database the location and the compaction details

are viewed through the user interacted web based application.
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26.3.1 GPS Data Acquisition

Global Positioning System satellites provide precise location information for

slope and elevation control with centimetre-level accuracy [10]. Each NMEA

data has its own data type. Each data type has its interpretation sentences. The

receiving unit just checks the checksum and ignores if the checksum is bad. This

data from the respective receiver is interfaced with the ARM7/TDMI processor.

This gives latitude and longitude of the vehicle location. In the NMEA standard

there are no commands to indicate that the GPS should do something. Instead each

receiver just sends all the data and expects much of it to be ignored. Some

receivers may have commands inside the unit that can select a subset of all the

sentences.

26.3.2 Hardware Description

The project uses ARM7 family LPC 2378 processor for interfacing the GPS and the

GSM module. The ARM7/TDMI is a general purpose 32-bit microprocessor which

offers high performance and very low power consumption. GPS interfaced with the

processor to collect the location data. The collected data may be transmitted to the

remote server through GSM which will be interfaced with the processor. Location

data and the compaction data will be sent to the processor through serial

Fig. 26.6 Functional diagram
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communication. For serial communication [3], some registers in the processor has

been enabled. Enabling the control functions of the pins the pin select register has

been triggered and the line control register is to set the baud rate for the serial

transmission. The data is queued in the transmit hold register this data is sent via

GSM and in order to receive the data from the GPS and compaction, receive buffer

register should be triggered.

26.3.3 Compaction Monitoring

Compaction area is divided into various field of yard. Compaction data is obtained

from the compactometer which is attached in the vehicle. Method of computing the

compacted data with the current location play a vital role in the system.

Figure 26.7 shows a raw compacted reading from a standard proctor test [5].

This shows the number of pass by the vehicle, wet unit area and the dry units are

taken for computing the compaction process. This depends upon the water content

of the soil in current location.

Figure 26.8 tabulates about the compaction level of various compactor in their

location. Minimum value of compaction is represented by LP1 low and maximum

value of compaction is represented LP2 high. Assumed values for both LP1 low and

LP2 high are represented above.

Simulated Compaction P1, P2, P3 is checked with a threshold condition and

status of the threshold is obtained (Fig. 26.9). Corresponding message may send by

the processor ARM7/TDMI according to the conditions.

Threshold has been checked with respect to the current location (Fig. 26.10).

Compaction level will calculate from one of the processor peripheral and value is

sent to the communication devices.
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LOCATIONS OF VARIOUS
SOIL COMPACTORS IN THE

YARD

Assume :

L1 LP1 low-  LP1 high

LP2 low-  LP2 high

LP3 low-  LP3 high

L2

L3

COMPACTION LEVEL

LP1 low-800

LP1 high-850 LP2 high-750 LP3 high-950

LP2 low-700 LP3 low-900

Fig. 26.8 Compaction

threshold for corresponding

location

SIMULATED
COMPACTION

THRESHOLD
CONDITION

THRESHOLD
STATUS

MESSAGE

Threshold
attained

YES820P1 LP1 low<P1 <LP1 high

LP1 low<P2 <LP1 high

LP1 low<P3 <LP1 high

P2

P3

680

940 YES

NO

Threshold
attained

Threshold
not attained

PROCESSOR
OUTPUT

Fig. 26.9 Comparison of processor output with threshold conditions

Fig. 26.10 Threshold checking with GPS data and corresponding compaction level
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26.4 Result

The communication of the GPS data and the compaction data to the mobile

interface was tested by a Samsung mobile phone.

Figure 26.11, shows the Hyper Terminal output for sending the acquired data.

Required AT Commands was generated by the processor. GPS data with

corresponding compaction level has been checked and sent to a GSM network.

Figure 26.12 shows the alert messages that are sent to the mobile phone for

various compaction values in the specified location. The message shows the latitude

and longitude value of the vehicle and also the corresponding compaction value for

the location were also computing by the processor (Fig. 26.13).

Fig. 26.11 HyperTerminal output for sending data

Fig. 26.12 Data received through GSM
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26.5 Conclusion and Future Work

Thus in this paper we provide better accuracy with low cost GPS receiver’s was

completed successfully. GPS Co-ordinates with compaction level has been

acquired successfully. A simulated set of required compaction data has been

obtained from the controller and the thresholds were verified by mapping with

location data. Remote monitoring was attained by the GSM technology.

As an extension of this work a GUI will be designed. GUI will contain a view of

Gmap which shows the vehicle’s current position in the yard. Compaction measur-

ing table provides different color codes for comfort of the driver to understand the

location based compaction level. The data will be sending to the remote server

using GPRS communication for continuous transmission of the data.
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