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Editors’ Foreword

We are witnessing more and wider use of ICT technologies, in particular for
business purposes. Software and hardware solutions based on simple data pro-
cessing and visualization don’t provide capabilities for advanced data analy-
sis, decision supporting and processing of large data sets aimed at extraction
of relevant information. This gave rise to researchers’ and business sector’s
interest in solutions for processing and acquisition of information.

Futurists and scientists alike profess the coming of a new era in the his-
tory – the knowledge era. The notion of knowledge is as old as humans’
self-consciousness, but new challenges appear. The meaning of the word
“knowledge” is changing from cognitive notion to a technical term denoting
a structured economic resource to be actively managed.

The same process of change applies to the notion of intelligence. Nowa-
days the feature of being “intelligent” may be attributed not only to humans,
but also to computer systems. Therefore it is not surprising that intelligent
systems may be used to actively manage knowledge in an enterprise. And
one of the best answers from computer scientists to knowledge managers is
the use the Business ICT, such as Business Intelligence, reasoning systems,
advanced technologies of data processing, content processing and information
indexing, knowledge management for better decision support, collaboration
and competitiveness, and may others.

This contributed volume is a result of vivid and extremely valuable dis-
cussions held at 3rd International Workshop on Advances in Business ICT
(ABICT) in Wroc�law, Poland, September 9-12, 2012. The workshop focused
on Advances in Business ICT approached from a multidisciplinary perspec-
tive. It provided an international forum for scientists/experts from academia
and industry to discuss and exchange current results, applications, new ideas
of ongoing research and experience on all aspects of Business Intelligence.
ABICT has also been an opportunity to demonstrate different ideas and tools
for developing and supporting organizational creativity, as well as advances
in decision support systems.



VI Editors’ Foreword

This book is of interest to researchers, widely understood business, public
sector and IT professionals. It consists of eight chapters which present a
broad spectrum of research results on business intelligence systems design
and implementation, business processes modeling, business rules description
languages, problems of data integration from enterprise data warehouses,
performance issues of simulation models, possibilities of using temporal logics
for knowledge management and problems of legal information digitalization
and legal text processing.

Maria Mach-Król
Tomasz Pe�lech-Pilichowski
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Simulation Driven Development of the German
Toll System – Simulation Performance at the
Kernel and Application Level

Tommy Baumann, Bernd Pfitzinger, and Thomas Jestädt

Abstract. Simulation driven development – the idea of using simulation models
as executable system specification in any phase of the system development process
[4] – depends on the performance of the simulation model and execution frame-
work. We study the performance issues of an existing large-scale simulation model
of the German toll system using a discrete-event simulation (DES) model. The arti-
cle first introduces the German toll system and the simulation framework developed
to analyze the systems’ behavior. To address the simulation performance the arti-
cle describes a number of common performance limitations of several commercial
and non-commercial DES simulation kernels. These performance limitations are ad-
dressed in kernel-level benchmarks. At the application-level a DES implementation
of the German toll system is used to compare two commercial DES tools and sev-
eral optimizations are introduced both on the simulation model and kernel level to
achieve the necessary performance for a detailed and realistic simulation of a fleet
of 750 000 trucks.
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1 Introduction

Software evolution is a fact of life. Software-intensive systems become ever larger
and to make matters worse include ever more distributed endpoints up to mobile
and ubiquitous computing [11]. Introducing changes and new features to an exist-
ing system is both time consuming and error prone – one study [17] claims that
the probability of critical problems due to poor design decisions is over 60% in the
specification phase. Simulations are a vital step in the design of systems or the as-
sessment of planned changes [3, 4] – reducing the inherent risk of ongoing system
development and allowing for a faster system deployment. In addition simulations
predict the dynamic system behavior which can become highly non-linear or chaotic
even for simple systems [25].

To specify and evaluate the German toll system, a simulation-driven design ap-
proach has been selected [5]. The approach is characterized by applying modeling
and simulation technologies in the early design stages, i.e. at at a time when most
of the important design decisions have to be made. As a result both the systems
and processes are specified in the form of executable models. The approach allows
to validate and optimize the overall system architecture already in the specification
phase – avoiding expensive integration issues in the subsequent implementation and
integration phases.

Consequently, specification speed and quality is considerably increased while the
system and product uncertainty is decreased. It is noteworthy that simulation-driven
design not only refers to the system under design but also includes the surrounding
design process, i.e. the process is also captured as an executable specification which
allows automating design steps like architecture optimization, validation against op-
erational scenarios and tracking of design decisions.

A prerequisite to applying executable models is a so called execution domain:
In our context Discrete Event Simulation (DES, [19]) has gained significance. We
choose DES as the execution domain of our simulation model (although in future
work the behavior of the user interaction might better be modeled in an agent-based
approach). DES is used in many industries, e.g. energy, telecommunications, pro-
duction, logistics, avionics, automotive, business processes and system design. Inter
alia DES is applied for dimensioning of resources, to answer questions about topol-
ogy, scalability and performance regarding operational scenarios, to predict system
behavior and to estimate risks.

Increasingly the performance in defining and executing models becomes vital
due to the increased complexity of systems and processes as well as the customer
requirement to create holistic, integrated, high accuracy models up to real world
scale. Several use cases of simulations are only possible once the simulation per-
formance is ‘good enough’: simulating the longterm dynamic behavior, iterative
optimization loops, automatic test batteries, real-time models (higher reactivity to
market demands and changes) and automated specification and modeling processes
(including model transformation/generation) [28].
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The outline of the article is as follows: Section 2 gives an overview of the
automatic German toll system, the corresponding simulation model and typical
simulation results. Section 3 introduces the performance properties of discrete event
simulations and discusses appropriate performance metrics and benchmarking mod-
els. This is followed in section 4 by a discussion of the simulation performance
and scaling of several DES tools for basic simulation operations. Using an existing
microscopic holistic execution specification of the automatic German toll system
[27] we describe several performance optimizations both on level of the simulation
model and the simulation kernel in section 5. Section 6 provides a brief discussion
of profiling a simulation run using internal or external profiler followed by the sum-
mary in section 7.

2 Executable Specification of the German Toll System

Toll Collect GmbH is the provider of the German electronic toll for heavy goods ve-
hicles (HGVs). The system automatically collects the toll fees on federal motorways
using an on-board-unit (OBU) installed in most of the trucks1. Currently there are
more than 750 000 OBUs deployed, each determining the toll fees according to an
up-to-date map of the chargeable roads using a GNSS receiver coupled to the vehi-
cles’ speed and directional data and communicating via GSM with the Toll Collect
data center. In total, the HGVs drove 26.6 · 109 km on the chargeable federal mo-
torways in 2012 [8] incurring a total of 4.36 bne [9]. For the application domain
we use an existing simulation model of the German toll system [6, 28], a large-scale
autonomous toll system [10].

Following the idea of simulation-driven design we use executable models to an-
alyze and evaluate the behavior of the IT systems of Toll Collect GmbH. The simu-
lation model of the Toll Collect system is used to predict the behavior of the current
system as well as effects of changes to the system, especially to maintain the high
level of accuracy (with an error rate of less than 1 in 1 000, [12, 36]) needed due
to service-level-agreements. Changes to the Toll Collect system occur every day –
in the past four years more than 15 major changes (releases) and more than 1 500
medium-sized changes were implemented.

2.1 Modeling of the Toll Collect System

The simulation model of the Toll Collect system consists of three blocks as shown
in fig. 1 and an additional model for the user interaction (scenario generator). The
model execution is controlled by a discrete event scheduler (in our example either
MSArchitect [2] or MLDesigner [24]), responsible to initialize the vehicle fleet and
to run the simulation. The vehicle fleet treats each OBU as an individuum with a
distinct configuration and internal state. This state changes according to the simu-
lation and the externally pre-calculated (statistically realistic) driving pattern of the

1 An alternate mode of operations is available which offers the ability of manual booking.
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OBUs [31, 32] containing their configuration (e.g. hardware and software versions),
their power cycles and the toll charging instants.

Starting with the OBU and its driving pattern the model simulates the automatic
communication between the OBU and the central systems either to transmit the
tolls collected or to update the OBU state, geo and tariff data or software. Due to
the arbitrary power cycles of the OBU and various resource restrictions (e.g. lim-
ited bandwidth, high latency, intentionally limited number of parallel connections
for the central systems) it is common for data transmissions to be interrupted and
subsequently recovered by application-level protocols.

Vehicle
Fleet

Mobile data
network

Central
System

Scenario
Generator

driving patterns

Fig. 1 High-Level simulation model of the Toll Collect
system (upper half) and the model for the user interac-
tion (scenario generator, lower half)

The mobile data network
includes provider specific
transmission properties (e.g.
bandwidth and latency) and
resource constraints (e.g. ac-
tively managed number of
simultaneous connections al-
lowed). On the network layer
the simulation includes the
bandwidths and latencies ob-
served for the various OBU
hardware platforms and mobile
network operators. The simula-
tion includes the GPRS connection handling, the authentication handshake and IP
address handling but does not include the IP network layer.

The block “Central System” includes the typical systems required to authenticate,
receive and validate data transmission (e.g. firewalls, proxy servers, load balancers,
database and application servers) each with their individual resource constraints.
From a service management perspective the system is a sizeable service value chain
spread across several service providers [26, 29, 30, 33].

To achieve realistic simulation results the model tries to include as many details
as possible. Accordingly the vehicle fleet should include as many individual OBUs
as in the real Toll Collect system (more than 750 000) with statistically realistic
driving patterns for several consecutive months. In that way it is possible to simulate
long-term behavior (e.g. a software update of the whole fleet) without resorting
to scaling. The behavior of each OBU is implemented at a high-level of detail up
to including the original source code of the OBU in the handling of internal state
transitions.

2.2 Application and Results

The simulation model is used to determine the effects of the systems’ configuration,
e.g. on the progress of software updates or on the return to normal operations after
outages of the central systems. This can be extended to determine the optimal system
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Fig. 2 Weekly driving pattern of a vehicle fleet of 140 000 HGVs. Each point represents the
chargeable kilometers driven within a 30 minute period.
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the update is downloaded and activated only after the start of the validity period
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configuration e.g. considering the trade-off between operational costs and the cost
of financing (of not yet processed toll fees) [27, 28].

Fig. 4 Simulated software update from
the initial version (purple) to the new
version (orange) [31]

The execution of the Toll Collect model
using MLDesigner takes about 6 hours of
single-core CPU time (Intel Xeon X5670 at
2.93 GHz) to simulate 16 weeks with a fleet
size of 140 000 HGVs (corresponding to a 1:5
scaling). The pre-calculated driving pattern
changes according to the day of week (see
fig. 2) and is based on a statistical analysis of
the driving pattern over a 15 week period (in
early 2011). The weekend and Sunday truck
ban on German highways is clearly visible in
fig. 2.

Additional data from the Toll Collect test
fleet (> 2 000 HGVs) is used to parameter-
ize the number and duration of power cycles.
The example uses an average of 1112 power
cycles per OBU and year (with a minimum
duration of one minute per power cycle).

This microscopic simulation model is also
used to determine macroscopic effects, e.g.
the periodic update of map and tariff data
on the OBU. The update process is initiated
by the OBU which periodically checks for
the availability of updates and schedules the
download of new updates randomly prior to
the start of the validity period of the new data.
Fig. 3 shows the result of two consecutive up-
dates of the map data, where each OBU has
one version of the data installed and possibly
either knows about the existence of a new version or has it already downloaded (but
not yet activated). With the start of the validity period of the new version OBUs that
had it previously downloaded will immediately switch to the new version (provided
the OBU is powered on). OBUs that are unable to download the new data in time
(e.g. OBUs staying outside of the German mobile data network coverage) will try
to retrieve the update as soon as the power restored to the OBU and the OBU is
within reach of the German mobile data network. Across the whole vehicle fleet we
observe that about 10% of all OBUs do not connect to the data center within a given
15 week period.

Since [6] we have switched to use the MSArchitect simulation framework to
achieve simulation runs at a 1:1 scale: From the process perspective the simulation
model covers business and system processes differing at least 7 orders of magnitude
in time: All major technical processes with durations of one second and longer are
included in the model aiming to predict the dynamic system behavior of fleet-wide
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updates (taking weeks to months, fig. 4). In fact, the model includes some processes
with higher temporal resolution (down to 50 ms for the connection handling in the
DMZ) and is used to simulate all updates occurring over a whole year. Using the
Pearson correlation as metric to compare the simulation results with the observed
update rates between April 2012 and January 2013 we find the correlation to be
above (better than) 0,994 (see tab. 1). The current investigation is to validate the
simulation model using additional metrics and a time-scale of one hour [32] (instead
of one day).

Table 1 Comparing fleet-wide
updates (simulation results vs.
data from Apr 2012 to Jan
2013)

correlation
software 0.99963
geo data 0.99572

tariff data 0.99475

Even on the application level the user interaction
(scenario generator) creates a large number of events
to be processed by the simulation logic. On average
each OBU will be powered-on for 16% of the time
and process tolls for 32 000 km annually ([7], one
toll event per 4.2 km on average [12]) spread across
some 1 300 power cycles (including three times as
many periods of mobile data network). Of course,
many more events are created from within the appli-
cation logic, e.g. to forward tolls to the central sys-
tems or to run error recovery protocols in the case of
network unavailability.

2.3 Simulation Performance

To achieve realistic simulation results we decided against the use of a simplified
simulation model (as compared to the real-world system) and aim for a 1:1 scale, i.e.
more than 750 000 individual OBUs within the simulation and a realistic behavior
on the network layer. Therefore the typical time-scales within the simulation are on
the order of 100 ms. However, the business processes of interest have a typical time-
scale of one to two months: e.g. map and software updates are intentionally spread
over many weeks to be able to reach HGVs that are operating outside of the German
mobile network coverage.

As a consequence the simulation performance must allow to simulate at least
three consecutive months of a realistic driving pattern with a full-size vehicle fleet.
Using the simulation as part of the design process or to validate changes to the sys-
tems’ configuration necessitates that a typical simulation run delivers results within
the business day. Unfortunately, the tools used do not yet allow the automatic distri-
bution of the simulation across several CPUs (or even CPU cores).

The initial implementation of the simulation model with MLDesigner led to vari-
ous performance bottlenecks due to the large number of OBU objects and scheduled
events within the simulation. The extraction of the OBU logic from the simulation
model to conventional C++ classes alleviated the performance degradation and the
memory usage. Changing the model implementation and switching to the MSAr-
chitect simulation framework we were able to increase the fleet-size to realistic
scales. A prerequisite is a detailed understanding of the performance issues present
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in the simulation model and the tools used for execution. Therefore the remainder of
the article focuses on benchmarking of simulation tools or identifying performance
hotspots in a given simulation model.

3 Evaluation of Discrete Event Simulation Performance

3.1 Importance of Performance

It is well known [20, 21] that software-intensive systems evolve towards ever in-
creasing complexity – fulfilling more user requirements, interfacing with additional
other systems and of course requiring ever more lines of code. Modeling and simula-
tion methodologies and technologies [5] can be applied to design, analyze, evaluate,
validate and optimize such systems – far in advance of the actual implementation.
Executable models are created as blueprints of the new system and are used as func-
tional (“virtual”) prototype. At an early stage of the design process these virtual
prototypes give insight into the systems’ behavior e.g. regarding the scaling prop-
erties, the advantages and disadvantages of the system topology. At any time simu-
lations can be used to explore operational scenarios (especially those exceeding the
systems’ specification) and the inherent risks (operational and procedural).

In this context simulation performance needs to keep up with the enormous com-
plexity increase of executable models, which in turn follows the complexity increase
of systems and processes. In addition, executable models should include a high level
of detail. Together with systems including a large number of active components (e.g.
users, machine-to-machine networks) this results in a complex simulation model –
both from a static and dynamic perspective.

In a business context, the simulation is often part of an optimization process, i.e.
the optimal solution is determined by iterative optimization loops. In that case many
steps consisting of a complete simulation run (possibly including test batteries) need
to be evaluated to determine the optimal solution. Of course this approach is ben-
eficial only if the simulation results are both reliable and available well in advance
of traditional software engineering approaches. Hence simulation performance in
terms of speed and memory consumption and its benchmarking became a critical
aspect in system design.

3.2 Performance Benchmarking

There exist several approaches for benchmarking simulation performance, espe-
cially kernel benchmarks and application benchmarks are common [34, 35]. A ker-
nel benchmark consists of several, typically smaller test cases where each test case
stresses a single elementary function of the simulation kernel (see fig. 5). There-
fore kernel benchmarks are useful to analyze the built-in performance of low-level
mechanisms. The results are typically weighted according to their importance for a
given application domain – however, the predictive power of kernel benchmarks for
real-world application performance is limited. To compare application performance,
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the benchmark measurements include a number of real-world examples from the ap-
plication domain. The selected applications should exhibit different characteristics
and represent typical challenging workloads.

Source Sinkfunction

Fig. 5 Basic test model for kernel-level bench-
marks used to test elementary functions

In the Toll Collect example we
started with an existing simulation
model using a given simulation tool
(MLDesigner). To achieve the neces-
sary performance (as outlined in sec-
tion 2.3) both kinds of benchmarks
were used: A low-level analysis of the
simulation kernel allows to identify
performance bottle-necks in the exist-
ing simulation model and tool. In ad-
dition the kernel benchmark is easily
adopted toward different simulation tools. Section 4.2 gives a description of the ker-
nel benchmarks used to benchmark a total of five different DES simulation tools,
followed by a comparison and discussion of the kernel benchmark test results.

As a consequence of the kernel benchmark results the Toll Collect simulation
model was ported to a second simulation tool – requiring considerable effort and
expertise (both of the simulation model and tool). Having the same simulation model
implemented for two different simulation tools allows for direct comparison and
benchmark at the application-level (as shown in section 5.1).

4 Kernel-Level Benchmarks

DES simulations are typically split into the simulation environment and the simu-
lation model. The simulation environment itself is used to create models (using an
interactive and graphical user interface), to execute existing simulation models and
possibly also to visualize the progress and results of a simulation run. The simula-
tion model itself contains all static model entities, their relationships and methods
to handle events during the model execution. Thus the simulation model determines
the dynamic properties of a simulation run, e.g. the number of entities present during
the model execution and the number of events created.

4.1 Simulation Kernel Benchmark Tests

Since the execution control resides with the simulation kernel, the implementation
of event handling (especially the future event list (FEL) and its update mechanism),
the data and memory handling (e.g. pass-by-reference vs. pass-by-value, garbage
collection) and the use of caches determines the simulation kernel performance.
Similar to [13] we include the following elementary factors in our kernel-level
benchmarks:
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• FEL management: The event scheduling mechanism is the core of any discrete
event simulation determining the dynamic behavior of the simulation. At any
given time the model entities create new events scheduled to take place in the
future and sometimes cancel existing future events as well. The crucial perfor-
mance factor of a DES simulation kernel is therefore the handling of the fu-
ture event list. Its management can be more time consuming than the actual data
manipulation.

• Memory and data type management: The allocation and maintenance of tokens
and memory for dynamic model entities is an important issue. The event han-
dling will inevitably deal with the creation and deletion of a large number of
events, events passed between model entities usually need to transport additional
(application-level) data between the entities, possibly necessitating the casting
between data types (incurring an additional overhead). The efficient storage of
the information will directly affect the simulation performance. A pass-by-value
approach will incur additional overhead (due to the necessity of duplicating the
data). A pass-by-reference implementation of the FEL management algorithms
processing the tokens representing an events should yield better performance
– especially if the simulation entities are only referenced from the event to-
kens. Dealing with memory allocations can be improved by the use of caching
mechanisms.

• Pseudo-random number generator performance: A basic requirement of DES
simulation execution is the ability to use random numbers to achieve a “non-
deterministic” behavior. A typical DES tool includes generators for several dif-
ferent random number distributions. It is critical to be able to use large streams
of pseudo random numbers.

• Arithmetic operations: The actual data manipulation is given by arithmetic opera-
tions either in an imperative or functional language. This programming language
needs to be executed at runtime and can become a performance bottleneck if
the chosen programming language does not allow compilation to the underlying
CPU architecture.

In addition the ability to generate reports or to export reporting data is a basic
requirement for any DES simulation. Creating the reports and the underlying data
can incur considerable additional computational expense. However, the reporting
requirements are typically driven by the application domain. Therefore we do not
include reporting in our kernel-level benchmark.

4.2 Simulation Kernel Performance Tests

We present five different test models for DES simulation kernel benchmarks, ad-
dressing all elementary factors presented in section 4.1. These models are applied
later to investigate and compare DES kernel performance. The models have been
kept simple in order to assure universality regarding different kernels/tools and to
avoid possible side effects.
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4.2.1 Simulation Scaling

Source
Sink

Hierarchy
Levels

Fig. 6 Test model for simulation scaling

A simulation model with several hi-
erarchy levels (fig. 6) is simulated in
a sequence increasing the total num-
ber of events, while the size of the
future event list remains fixed. This
test determines whether the FEL per-
formance is affected by the FEL size.
The test used a clock interval of one
and the number of events processed
increased from 0.1 ·106 to 10000 ·106

events.

4.2.2 FEL Size Scaling

The second test uses the generic simulation model of fig. 5 with a delay-function.
The delay is used to easily configure the (average) number of events waiting in the
future events list with minimal variance, while the total number of events processed
remains constant. This test examines the overall performance of the FEL algorithm
and data management. We used a uniform distribution of events in the FEL list. Of
course, the test can be extended toward non-uniform events distributions, in order to
check adaptability of the FEL algorithm on different events densities.

For this test we use a clock interval of one, a fixed number of processed events
(300 · 106) and configure the delay-function to produce a given size of the future
events list (between 106 to 107 events, constant over single experiment).

4.2.3 FEL Adaption

This test extends the future events list size during one test run by changing the
parameter of the delay-function dynamically during the simulation execution. The
test extends the previous test model by additional single events used to change the
parameter of the delay-function (see fig. 7). As a consequence the size of the FEL
changes during the test run forcing the simulation kernel to adapt the FEL size (e.g.
allocating and deallocating memory) during the simulation run.

The test uses a clock interval of one and a dynamic delay-function parameterized
to give a dynamic FEL size of 1000 – 106 – 100 – 107 – 10 events during the
simulation run. In total one test run consists of 200 ·106 processed events.

4.2.4 Memory and Data Type Management

The test creates large data arrays of different sizes and passes the data through
the simulation model in sequential or parallel order as depicted in figure 8. When
executing the model the memory management of the simulation kernel should
recognize the passing of unmodified data and use references to this data. Ideally
only one datum should be created and send as reference through the model. As
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Source SinkDelay

SE

SE

Fig. 7 Test model for FEL adaption with additional single events (SE)

long as the delays are set to zero, no difference between serial and parallel passing
should be recognizable. The test uses a fixed number of nodes (delay blocks) either
in a parallel or serial configuration and data arrays with 1, 0.5 . . .2 ·106 entries.

4.2.5 Random-Number Generator Performance

A large number of random values is generated using different distributions. The
model uses a constant function as a reference to measure relative performance of
the built-in pseudo-random-number generators. The test computes 20 · 106 random
numbers of different random number distributions (normal distribution, Poisson dis-
tribution and exponential distribution).

Source SinkDelay Delay Delay

Source SinkDelay

Delay

Delay

Fig. 8 Test model for memory and data type management for sequential (top) and parallel
(bottom) processing
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4.3 Evaluation of Simulation Kernel

Each test model is simulated with a set of simulation parameters using different
system design tools. Currently more than 80 tools listed for DES [1]. We selected six
system design tools for evaluation: Ptolemy II, Omnet++, AnyLogic, MLDesigner,
SimEvents and MSArchitect. All tools were run in serial mode (DES, not PDES) on
an Intel Core i7 X990 at 3.47 GHz with 24 GiByte RAM using either Windows 7
Enterprise (64 bit) or openSuse 11.4 (32 bit, kernel 2.6.37.6). Performance data was
recorded with Perfmon on Windows and sysstat and the Gnome System Monitor on
the Linux system.

Fig. 9 gives the results of the Runtime Scaling test. The upper chart shows the
event processing performance for different simulation lengths and the bottom chart
the private memory consumed during simulation. The tests show that neither the

Fig. 9 Runtime performance (top) and memory usage (bottom) scaling of different DES
tools
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memory consumption nor the event processing performance is affected by increas-
ing the simulation runtime. Looking at the sensitivity of running the tests with ad-
ditional hierarchy levels we find that only OMNeT++ is sensitive to the additional
hierarchy levels. However, from the test results it is already obvious that the different
tools vary in event processing performance by an order of magnitude: MSArchitect
provides the highest speed. MLDesigner, AnyLogic and OMNeT++ provide 25% of
the speed (compared to [6] the MSArchitect performance improved by more than
30%). Ptolemy II is twenty times slower. Looking at the memory usage during the
simulation the difference between the tools is again more than an order of magnitude
– the slowest tool using the most memory and the fastest tool using the least. Two of
the tools (Ptolemy II and AnyLogic) are based on the Java programming language,
where explicit memory deallocation is not possible. Apparently the Ptolemy II test
run triggers the JVM garbage collection during the simulation run and is able to free
90% of its memory. As a result Ptolemy II memory consumption is then compara-
ble to the next three simulation tools. The AnyLogic test run starts already with a
much lower memory consumption than Ptolemy II and no effect of JVM garbage
collection is visible.

Fig. 10 gives the results of the FEL Size Scaling test. As expected, a system-
atic performance decrease can be observed with increasing FEL size, due to the
increasing overhead for FEL management. Most of the tools tested initially start
with relative constant performance (on a log-log scale). With increasing FEL size
three of the five tools develop drastic performance degradation. This coincides with
a rapid grow of memory consumption with increasing FEL size. We propose that the
performance reduction is correlated with increased FEL memory usage due to a per-
formance penalty of calendar queue based schedulers for large queue sizes. Again,
Ptolemy II has the lowest performance in this test. OMNeT++ is nearly not affected
in the considered FEL size interval. In absolute numbers, MSArchitect has the best
test performance and the lowest memory usage until FEL size 106. Subsequently
the memory usage of MLDesigner is lower since MSArchitect runs in 64 bit mode
which in fact means a higher memory demand due to larger address ranges. But in
our benchmark MLDesigner stops working for FEL sizes above 15 ·107. We tested
MSArchitect successfully with a FEL size of 108.

In the FEL Adaption test the simulation kernel is subjected to a varying demand
to its FEL. Beyond the runtime needed for the test the main result is the memory
consumption during the test run as given in fig. 11. The simulation took 2 276s
with MLDesigner, 673s with AnyLogic, 192s with MSArchitect, 395s with OM-
NeT++ and over 2 hours with Ptolemy II. During that time the dynamically changing
memory usage varies widely between the different tools. Most tools tend to allocate
memory in chunks visible as steps in fig. 11. Again, Ptolemy II is the slowest tool in
comparison and also requires more memory than any other tool in the benchmark.
The memory usage of OMNeT++ indicates the ability to dynamically free already
allocated memory. However, this simulation tool also allocates considerably more
memory than any of the other tools for a brief period of time during the test run.
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Fig. 10 Future event list size scaling test results for runtime performance (top) and memory
usage (bottom) scaling of different DES tools

The Data Type Management test passes large arrays of data through the simula-
tion running either in a parallel or serial configuration. The memory consumption
during the test run is shown in fig. 12. Most tools handle serial and parallel passing
of token data in a different way, which can be recognized by the gap in memory
consumption between both serial and parallel versions. Ptolemy II and MSArchitect
do not show a difference between the parallel and serial version, only references are
passes when only delays are used. However, Ptolemy II requires more memory and
shows a different behavior according to the memory allocation: a large portion of
the memory is allocated at initialization time with standard modeling elements.

The last test is the Random Number Generation test. As depicted in fig. 13 the
performance does not depend on the type of the generated distribution, since there
are only minor differences to the generation of constant numbers. Again, Ptolemy II
is an order of magnitude slower than OMNeT++, AnyLogic and MLDesigner in this
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Fig. 11 Test results for future events list adaption

Fig. 12 Test results for the memory consumption during Data Type Management test case

test. MSArchitect gives the highest performance compared to the other tools. It is
not clear whether the pseudo-random number generator (PRNG) algorithm differs
between the five simulation tools or if the PRNG performance is adversely affected
by event management overhead. Since this test relies on the correct implementation
of the PRNG, i. e. we do not check the statistical quality of the random numbers
generated, the test results might not be fair if one of the tools were to use low-quality
but high-speed generators.

It can be concluded, that Ptolemy II is inferior in all simulation kernel bench-
marks performed. MLDesigner is equal to or better than AnyLogic in all categories
but FEL adoption. Due to the utilization of the JVM, AnyLogic requires more mem-
ory in equivalent models and therefore scales worse with increasing FEL size. Both,
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Fig. 13 Test results for random number generator scaling

MSArchitect as well as OMNeT++ show the best performance in some categories.
MSArchitect is the fastest simulation kernel in most categories and requires least
memory for data handling.

5 Enhancing Simulation Performance of the Toll System Model

While section 4 focused on the performance evaluation of DES kernels we now
focus on the application-level performance, i.e. how to specify efficient executable
DES models.

5.1 Evaluation of Model Architecture

A simulation model can be thought of as a (simplified) copy of an existing or imag-
inary system, created for a certain purpose. The model and the process of creating
the model are a key to learning and communicating about the system itself. This
implies that the right level of abstraction needs to be found so as to include only the
system behavior relevant to the models’ purpose. Bearing this in mind the most im-
portant rule in designing efficient models can be derived: The level of detail always
follows the model purpose. For instance it makes a huge difference for choosing
the appropriate level of detail when designing a data transmission model compared
to modeling a rather abstract business process. Of course, any useful model must
be connected in some way to the reality. A second point directly connected to that
rule is to focus on measurable system behavior. Otherwise the model could become
worthless when using it for analyzes and optimization.
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Designing the simulation model directly affects the runtime properties (e.g. per-
formance and memory consumption). From a technical point of view the perfor-
mance of a model can be improved considerably by addressing several issues:

• the number of simulation entities present during the simulation run,
• the data transport between model components to reduce the number of DES

events and
• the execution time and memory consumption of the model components.

Hence whenever possible, highly interacting model components should be merged
together to avoid the time consuming data exchange via the simulation kernel. In
addition data should always be transmitted in form of references/pointers (pass-by-
reference). References are values that enable indirect access to a particular datum,
indistinct from the data itself. They are used to efficiently pass large or mutable data.
In that way the time-consuming and unnecessary copying of data is avoided.

The simulation kernel benchmarks in the previous section identified the future
events list as a key factor in the kernel performance. The tests were designed to
continuously create new events leading to different FEL sizes. Creating, scheduling
and passing events is certainly the key feature of DES simulation kernels. However,
a simulation model sometimes needs to be able to cancel scheduled future events
before they are executed. Many simulation tools lack a good implementation for
canceling events from the FEL, possibly needing to traverse the whole FEL in the
search of the canceled event and possibly triggering memory reorder after removing
the canceled event from the FEL. Obviously, simulation runs with a large FEL are
more affected.

The performance of simulation models can be improved by transferring part of
the simulation model to existing standardized model components or even extending
the simulation tools’ existing catalog of standard components.

5.2 Performance Enhancement to Our Solution

As the project of modeling the German toll system was launched our team had
no clear picture of the coming performance issues: Existing simulation models of
HGV tolling systems both at Toll Collect and in the literature were limited to a
few thousand simulated HGVs [16, 22] and reaching 500 000 HGVs over a 4 week
period [23]. Our model aimed to include a more detailed behavior and a vehicle fleet
almost two orders of magnitude larger (comparable but still larger than simulations
of metropolitan car traffic, e.g. [14] using 200 000 drivers with a shorter simulated
time frame).

After putting together and validating the basic DES model in MLDesigner, in-
cluding the dynamic behavior of the vehicle fleet, mobile providers and central sys-
tem we tried to scale up to the real world situation. This meant to run simulations
of vehicle sizes of up to 750 000 HGVs over a simulated time period of at least 3
months. The disappointing simulation performance results are shown in the second
column of table 2. The desired scenario took about 49 million seconds, over 6 times
slower than reality, an unacceptable result.
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Table 2 Simulation performance for the Toll
Collect example with a simulated time period
of three months

Runtime [s]
fleet size MLDesigner MSArchitect
70 000 0.25 M 900

700 000 49.00 M 8 700

By transferring the model from
the system design tool MLDesigner
to MSArchitect the simulation per-
formance could be increased dramat-
ically. On the one hand the through-
put of events is about 3.5 to 4 times
higher in MSArchitect (as confirmed
by the kernel benchmarks in section
4). On the other hand we recognized
huge performance issues in the man-
agement of complex data structures in MLDesigner. We analyzed the differences by
comparing the simulation performance of using MLDesigner data structures versus
using pointers to external C++ classes for data transport (the default in MSArchi-
tect). In total the transfer of our simulation model from MLDesigner to MSArchitect
brought a 120-fold speed increase.

On top we redesigned our model architecture. First of all removing all “cancel
event” operations from the model – being rather expensive operations in both sim-
ulation tools. The canceling of events was replaced by introducing an additional
boolean tag to store whether the next receiving event is ignored or not. By doing so
the overall amount of events in the FEL is increased and more memory is needed
but time consuming cancel operations can be avoided.

Next we removed several retry processes between vehicle fleet and mobile data
network providers and merged heavily interacting model components to minimize
data transport across the simulation kernel. In addition we switched to the data struc-
ture mechanism of MSArchitect which automatically uses references when sending
or receiving unchanged data tokens.

In total a further significant performance increase could be achieved. The right-
most column of table 2 shows the results of two different scenarios executed with
MSArchitect. Simulating the scenario stated above (750 000 HGVs over a three
months period) took about 8 700 seconds. Thus the simulation speed could be in-
creased by a factor of 5 630 compared to the initial runs using MLDesigner. It is
noteworthy that the model used with MSArchitect also includes additional addi-
tional functionality of the German toll system.

6 Profiling of the Simulation Model

To evaluate the application-level simulation performance of our model of the Ger-
man toll system, we use both the kernel logging capabilities of MSArchitect and
an external profiling application (Intel VTune). Kernel logging allows to count the
number of calls of atomic models as well as the total number of samples (corre-
sponding to a processor cycle). The external profiler allows measuring the space
complexity (memory), the time complexity (duration, CPU time) and the usage of
particular instructions of a target program by collecting information on their exe-
cution. The most common use of a profiler is to help the user evaluate alternative
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implementations for program optimization. Based on their data granularity, on how
profilers collect information, they are classified into event based or statistical profil-
ers [15]. We’ve selected the statistical profiler Intel VTune Amplifier XE and con-
nected it to the generated C++ runtime representation of our model. As test envi-
ronment, an Intel Core i7 K875 at 2.93 GHz with 8 GiByte RAM and Windows 7
Professional (64 bit) installed has been used. To profile the simulation model we
take the simulation scenario used to verify the simulation model against real-world
data (Apr 2012 to Jan 2013).

6.1 Profiling with MSArchitect

In a first step we apply the kernel logging capabilities of MSArchitect resulting in
a file with profiling information at the end of the simulation run. Tab. 3 shows an
excerpt of the file, containing all atomic blocks relevant to analysis (15 out of 65).
Since during simulation all composite blocks are resolved to directly communicat-
ing atomic blocks, the table only contains atomic blocks of the simulation model.
For each atomic block the table shows the number of calls, the accumulated count of
samples, the time required in relation to other atomic blocks and the samples needed
for one call.

First of all, the atomic block AccessSessionStateSwitch is striking,
since it consumes a large amount of time due to the high number of calls. The
block is responsible for switching OBU data structures in response to its state to one
of the output ports. As the block switches between 34 states, 539 samples per call
are acceptable. Nevertheless the number of calls could be reduced for performance

Table 3 MSArchitect kernel performance logging results

Atomic Block Calls Samples Time Samples
[M] [G] [%] per Call

AccessSessionStateSwitch 19 980 10 760 10,89 539
ExternDStxt 0,0007 9 565 9,68 13 665 M
StaHandling 482 6 503 6,58 13 483
EinzelbuchungsHandling 4 660 6 442 6,52 1 382
IpAutomat 7 323 5 749 5,82 785
Delay (Standard) 8 874 5 522 5,59 622
CheckComponentState 7 363 3 859 3,91 524
NetzverlustHandling 3 020 3 479 3,52 1 152
AccessSessionStateWrite 5 841 3 215 3,26 551
MfbSwitch 5 525 3 196 3,24 579
Nutzdaten 3 563 2 694 2,73 756
TcmessageCopy 2 030 2 010 2,03 990
TcpAutomat 1 291 1 533 1,55 1 187
TimedAllocate 2 570 1 484 1,50 578
SimOutObuVersions 0,017 1 509 1,53 89 M
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improvement by changing the model architecture – especially once the model is
ported to the parallel DES core, it is an obvious block for introducing parallelism.

The next conspicuous atomic block is ExternDStxt, reading the pre-generated
files provided by the scenario generator model as ASCII file. The block consumes
13 665 M samples/call and is rarely executed (700 times, i.e. twice per simulated
day) resulting in a time consumption of 9,681% of the time. In order to reduce the
load, scenarios should be computed on the fly. The atomic block StaHandling
is responsible for generating and controlling status requests, which may result in
update processes. The block consumes 6,581% of simulation time. We see potential
for improvements in changing the implementation (e.g. conversion of formulas to
save operations, replacing divisions by multiplications with reciprocal and using of
compare functions from standard libraries).

With 4 660 M calls EinzelbuchungsHandling is a frequently executed
atomic block. After analyzing the implementation we find 1 382 samples/call ac-
ceptable. The block depends on the random number generator and would benefit
from faster random number generation algorithms. The atomic block SimOutObu
Versions cyclically writes the software, region and tariff version of all OBUs to
an output file. In our scenario we simulate 50 weeks and write data every 30 min-
utes, resulting in 16801 calls. 89 M samples/call seems to be quite costly and offers
room for improvement.

In summary the simulation of the scenario took 98 811 263 M calls. Of these, the
model components consumed 84,51% and the simulation kernel (logical processor)
15,49%.

6.2 Profiling with Intel VTune

In the second step we apply the profiling application Intel VTune [18]. The external
profiler catches the activities of both the simulation kernel and the simulation model
(denoted as “K” or “M” in tab. 4).

An excerpt of the results is shown in tab. 4. For each function the CPU time
in percent, the amount of needed instructions (instructions retired), the estimated
instruction call count, the instructions per call on average and the last level cache
miss rate (0,01 means one out of one hundred accesses takes place in memory) is
shown.

Most of the CPU time is consumed by kernel functions responsible for data
transport. These functions are grouped by component (resp. namespace msa.sim.
core, denoted as “K” in the first column of tab. 4). In total these functions con-
sume 61,1% of the CPU time. Conspicuous is the relative high last level cache miss
rate of function EventManager.enqueueEventwith 3,2% and the number of
instructions needed per call LogicalProcessor.mainLoopFastwith 2 379.
However, the number of calls depends on the dispatch of data within atomic model
components, which are grouped in form of user libraries. In our model we have two
user libraries: GPRSSimulation (GPRSSimulation.Components.Atomics,
denoted as “M” in the first column of tab. 4) and Standard (msa.Standard.
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Table 4 VTune profiling results for simulation kernel (K) and model (M) ordered by CPU
time. Shown are the CPU instructions retired (IR), estimated call count (eCC), instructions
per call (IPC) and last level cache miss rate (MR).

Function Time IR eCC IPC MR
[%] [G] [M] [%]

K Port.send 9,0 44 689 65 0,4
K EventManager.enqueueEvent 7,7 21 92 237 3,2
K LogicalProcessor.mainLoopFast 7,0 17 7 2 379 0,3
K EventManager.dequeueEvent 6,3 104 2 517 41 1,1
K big. mul<unsigned int> 5,0 103 2 611 40 0,3
M StaHandling.Dice 4,8 12 11 1 097 0,1
K EventManager.scheduleEvent 3,5 53 1 286 42 0,2
K Any.extractToken 3,0 70 1 805 39 1,7
K Pin.popFrontToken 2,8 49 1 234 40 0,2
K EventManager.bucketOf 2,7 17 327 55 0,0
K Any.operator= 2,5 54 1 403 39 0,2
K Any.create 2,3 64 1 689 38 0,4
K random.tr1.UniformRng.getNextV 2,2 39 961 41 0,2
K Any.doClear 2,1 22 497 45 0,2
K Tokenizer.nextToken 1,8 22 606 36 0,3
K TemplatePort<Tcmessage>.receiveToken 1,7 29 726 40 0,3
K TemplateTypeInfo<EventData>.createToken1,6 84 2 326 36 2,1
M AccessSessionStateSwitch.run 1,5 13 287 48 0,2
M EinzelbuchungsHandling.run 1,4 5 66 87 7,2
M IpAutomat.run 1,4 7 103 70 3,4
K Pin.popFront 1,3 6 89 74 0,3

Control). The latter is a support library included in MSArchitect. Combined they
are responsible for 20,1% of CPU time consumption. Performance critical and start-
ing point for improvement is the function StaHandling.Dice with 1 097 in-
structions per call and a CPU time consumption of 4,80%.

Both, kernel logging and profiling showed that most of the resources are utilized
by functions responsible for data input/output (data mining) and functions respon-
sible for transmission and processing of tolling information. By doing the analy-
sis we located multiple components with potential for optimization, e.g. Access
SessionStateSwitch and StaHandling. Furthermore we came to the con-
clusion to generate scenarios on the fly since the reading of pre-generated scenario
files is as time consuming. Relating the resource utilization of model components
to real-word applications we could recognize a weak correlation. Model compo-
nents like STAHandling, EinzelbuchungsHandling and IPAutomat are
abstractions of important real word system applications and crucial to performance
in both worlds.
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7 Summary and Outlook

Extending [6] we have shown how to analyze the performance of DES simulations:
Generic benchmark test-cases allow a simple and direct comparison of different
simulation tools. Not surprisingly the tools differ vastly as to their time and memory
consumption. However, the benchmark results cannot be transferred to the appli-
cation domain: The workload generated by a given simulation model determines
in large part its performance. Taking an existing simulation model of a large-scale
technical system we performed an in-depth performance analysis for one simulation
tool using both the performance analysis methods provided by the simulation kernel
and an external profiler with access to the CPU hardware profiling support.

Both profilers immediately identify the same bottleneck: Reading the ASCII-
formatted pre-calculated driving patterns from disk. Further analysis showed that
calculating the driving patterns is less time-consuming than storing them on disk.
Consequently the simulation model is now integrated with the scenario generator.
This in turn will allow implementing an optimization algorithm to fit the driving
patterns to the observed system behavior – a feature that we expect to drastically
improve the accuracy of the simulation results for the short-term behavior [32].

The hardware profiler catches both the application-level methods as well as the
atomics provided by the simulation kernel (with or without access to its source
code). Taking the workload generated by this application we can start to tune the
behavior of the atomics to improve the overall performance. Looking e.g. at the
cache miss rate we find some simulation kernel routines and several application-
level methods with a considerable probability of needing access to the main mem-
ory. We take this as starting point for future improvements.

MSArchitect, the simulation kernel used in the application benchmark, is cur-
rently extended to allow the automatic model reduction and (semi-) automatic par-
allelization of simulation runs. The single-core benchmark performed here will be
the baseline to measure the improvements against.
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Geoportal as Interface for Data Warehouse  
and Business Intelligence Information System* 

Almir Karabegovic and Mirza Ponjavic 

Abstract. There is increasing interest of organization for advanced presentation 
and data analysis for public users. This paper shows how to integrate data from 
enterprise data warehouse with spatial data warehouse, publish them together to 
online interactive map, and enable public users to perform analysis in simple web 
interface. As case study is used Business Intelligence System for Investors, where 
data comes from different sources, different levels, structured and unstructured. 
This approach has three phases: creating spatial data warehouse, implementing 
ETL (extract, transform and load) procedure for data from different sources (spa-
tial and non-spatial) and, finally, designing interface for performing data analysis. 
The fact, that this is a public site, where users are not known in advanced and not 
trained, calls for importance of usability design and self-evident interface. Inves-
tors are not willing to invest any time in learning the basics of a system. Geo-
graphic information providers need geoportals to enable access to spatial data and 
services via the Internet; and it is a first step in creating Spatial Data Infrastructure 
(SDI). 

1 Introduction 

Business users constantly search for new and better ways for improving data 
warehousing capabilities. Many of them already use existing capabilities to 
strengthen analytics and business intelligence (BI). They have covered dimensions 
who, what, when, and why, but, there is only rare answer for where. 

The first law of geography according to Waldo Tobler is "Everything is related 
to everything else, but near things are more related than distant things” [1]. But 
standard data warehouse cannot answer on the following questions that arise as a 
result of just this law. How far workers would travel from their house to job? How 
to choose the best location for a new dam? Optimize delivery route to meet  
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changing customer demands and conditions? See which parcels and building are 
in potential flooding areas? 

To answer those and other crucial business questions, we need access to true 
location intelligence – the kind of intelligence geospatial analysis can deliver [2] 
[3]. Location Intelligence (LI) has the capacity to organize and understand com-
plex phenomena, through the use of geographic relationships, which are inherent 
in all information. By combining geographic- and location-related data with other 
business data, organizations can gain critical insights, make better decisions and 
optimize important processes and applications. Location Intelligence offers  
opportunity that organizations streamline their business processes and customer 
relationships to improve performance and results. 

The growing availability of geospatial data and the demand for better analytic 
insight have helped to move location analysis from limited departmental imple-
mentations into enterprise-wide environments; from the hands of geographic  
information system (GIS) experts to IT organizations for deployment across  
businesses. Most of data in enterprise data warehouses (EDW) have a location 
reference. It makes possible that every business can enhance its business analytics 
with location intelligence as shown in Fig. 1. 

The fact is that many of those companies cannot have a complete view of their 
business because their data are not integrated. Instead, their location data are 
stored in multiple departmental data marts (silos) that drive up costs, cause redun-
dant data, and most important, does not utilize the richness of their data warehouse 
[4]. 

2 Use Case: Investment Promotion 

2.1 Business Problem Background 

Foreign Investment Promotion Agency (FIPA) of Bosnia and Herzegovina (BiH) 
is a state agency established with the mission to attract and maximize the flow of 
foreign direct investment into Bosnia and Herzegovina, and encourage existing 
foreign investors to further expand and develop their businesses in BiH, as well as 
facilitate the interaction between public and private sectors. It has an active role in 
policy advocacy in order to contribute to continually improving environment for 
business investments and economic development, and to promote a positive image 
of Bosnia and Herzegovina as a country that is attractive to foreign investors. 

The project aims attracting and retaining cross-border investments and to pro-
vide better access to available land- related information. International best practice 
and academic research clearly suggest that easy access to land-related information 
is a key issue for domestic businesses and international investors. Better access to 
land-related information is clearly associated with greater government effective-
ness and better quality of public services and will ultimately increase levels of  
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Fig. 1. Location intelligence as Business Intelligence with geospatial capabilities 

investment. The World Bank Group’s and the European Bank for Reconstruction 
and Development’s Business Environment Survey (BEEPS) database identifies 
access to land as one of the major concerns for businesses. The European Union’s 
research shows that making various forms of key land and property related infor-
mation and information on practices, procedures and of relevant laws and regula-
tions available and easy to access through European Union Land Information  
System (EULIS) is associated with larger average of business and investment 
opportunities ultimately leading to an improved business environment and invest-
ment climate. It also encourages a spread of best practices in presenting  
land-related data to businesses, establishing basis for comparing performance of 
localities and stimulates competition among localities in preparing land-related 
data in a digitalized form and making them available to the public users. 

In Bosnia and Herzegovina, various projects have been implemented related to 
land registration and administration, and land construction resulting in digitalized 
form of land-related data in different institutions and levels of government. How-
ever, this land-related information is scattered in different ministries and agencies 
at different levels of government, and this makes it difficult for either public or 
private sector users to obtain land-related information easily and at an appropriate 
cost and timeframe.  

The goal is therefore to build a platform using advanced GIS and web-based 
database technologies that would make key land-related information needed for 
investors available and easy to access. The resulting interactive map is intended to 
become a comprehensive source of land related information relevant for business-
es and investors that is easy to view on-line and that can serve a wide range of 
public and private sector end users too. 

 



30 A. Karabegovic and M. Ponjavic 

 

 

Fig. 2. Layer list with pictogram and legend for the geoportal 

Initially, the following layers and data are available within the interactive map, 
as shown in Fig. 2: basic infrastructure (administrative boundaries, cities, roads, 
ports, airports, rail, and border crossings); detailed infrastructures (electricity, 
telecommunication, gas and water supply); natural resources/ environment (cli-
matic zones, land use/ land cover, precipitation, soils, forest canopy coverage, 
elevation/ digital elevation model, water bodies); basic demographic data per mu-
nicipality (population disaggregated by gender, age, education, employment, labor 
force availability); economic data (business entities with addresses, gross domestic 
product, gross investment, industry data for power plants, mining, manufacturing); 
special economic zones (business and industrial zones, technological parks and  
incubators, localities available for investment projects); institutions (business reg-
istration courts, customs offices, academic institutions, objects of cultural and  
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historical importance, top touristic locations); and other available data, images or 
links relevant for businesses and investors. 

The task was to analyze and design the new system which will answer their 
goal. It is recognized that main obstacle was missing of any infrastructure for col-
laboration and sharing data between different agencies that produce spatial data. 
Searching for the best practices it is found that existing technologies convergence 
like web portals, data warehousing and location intelligence could offer to develop 
the new concept. 

3 Geoportals 

Geoportal is a web service platform for advanced application development,  
viewing, and editing of geospatial and business information in a service-oriented 
architecture. In this use case, solution was based on the Oracle Spatial database 
and Oracle Middleware Map Viewer web client platform. 

This kind of portals can dramatically expand the availability of location based 
data to non-expert users for re-view, editing, and analysis. It enables fast and effi-
cient creation and configuration of tailor-made, intuitive geodata applications for 
broad bases of users who require geospatial information integrated with business 
intelligence [5] [6]. As a result, task oriented, intuitive applications are now  
available to end users via internet without any software installation on client  
computers. 

From other side, next-generation BI capabilities enable IT and business profes-
sionals to effectively leverage spatial analytics, improve system performance, and 
enhance management of complex BI environments.  It means that technologies: 
Spatial Mapping capabilities with Business Intelligence analytic capabilities, work 
together to make better business decisions with automated, integrated location  
intelligence. This means that spatial information needs data appliances that can 
handle the volume and process it with BI technology and customers are demand-
ing location-based data analytics. 

Based on previous statements, it is possible to conclude that geoportal is a type 
of web portal used to find and access geographic information and associated geo-
graphic services (display, editing, analysis, etc.) via the Internet. Geoportals are 
important for effective use of GIS and a key element of Spatial Data Infrastructure 
(SDI).  

Geographic information providers, including government agencies and  
commercial sources, use geoportals to publish descriptions (geospatial metadata) 
of their geographic information. Geographic information consumers, professional 
or casual, use geoportals to search and access the information they need. Thus 
geo-portals serve an increasingly important role in the sharing of geographic  
information and can avoid duplicated efforts, inconsistencies, delays, confusion, 
and wasted resources. 

Recently, there has been a proliferation of geoportals for sharing of geographic 
information based on region or theme. Examples include the INSPIRE, or  
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Infra-structure for Spatial Information in the European Community geoportal, and 
UNSDI, the United Nations Spatial Data Infrastructure. 

Modern web-based geoportals include direct access to raw data in multiple for-
mats, complete metadata, online visualization tools so users can create maps with 
data in the portal, automated provenance linkages across users, datasets and creat-
ed maps, commenting mechanisms to discuss data quality and interpretation, and 
sharing or exporting created maps in various formats. This empowers BI solution 
with complementary technologies including spatial ETL, data visualization, and 
geographic information systems. There are many use case examples of fields that 
can use advantages of such solutions like Government Healthcare (Disease  
Outbreak Tracking), Retail (Trade Area Analysis) or Marketing (Location-based 
Marketing Effectiveness) [7] [8].  

3.1 Used Technology 

In this project, it is chosen Oracle technology, because its database performance, 
enterprise data warehousing and analytics, which makes it easier to move location 
data into EDW for analysis.  

This is a robust solution combining database native geospatial capabilities, geo-
spatial services, and integrated analytics. It stores geospatial data directly in data-
base environment so it is managed with business data. This provides consistency 
and integration and allows analytical tools to access geospatial data along with the 
rich data in data warehouse.  

Geospatial technology is an in-database capability, and there are no extra costs 
or data marts required to use the capability. It integrates geospatial data and func-
tions in data warehouse, which add benefits of in-database processing, including 
 

 

 

Fig. 3. Geoportal interface present data from spatial data warehouse 
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efficiency and cost effectiveness (reduce the cost of geospatial analysis by consol-
idating geospatial data marts, eliminating data redundancy and inconsistencies 
across applications, all of which leads to lower total cost of ownership); speed 
(speeds results by making data available for analysis sooner; there is no need to 
move data among systems); enhanced analytics (making better use of your loca-
tion data enhances your analytics and BI); and scalability (can grow with business 
as data volumes increase). 

3.2 The Interface 

One of the most attractive and useful capabilities of geoportal is visualizing large 
amounts of information interactively. This ability to create multiple perspectives 
enhances a viewer's perceptive abilities to understand the phenomenon being  
studied. 

Human-computer interface design focuses on how information is provided to 
and captured from users, and should provide a uniform structure for finding, view-
ing, and invoking the different components of a system. It actually defines the 
ways in which users interact with an information system. This is the reason we 
dedicated a large part of the work just for the geoportal interface, especially  
because it allows not only the interaction with the spatial data warehouse, but also 
present a kind of decision support system, as shown in Fig. 3. 

4 Data Warehousing 

Generally, a data warehouse is a large database designed to support the decision 
making needs of an organization as shown in Fig. 4. A data warehouse has been 
defined as a subject-oriented, integrated, time variant, nonvolatile collection of  
data that support a company's decision making process [9]. 

While data warehouses look at many types and dimensions of data, many are 
lacking in the spatial context of the data, such as an address, postal code, or pro-
vider location. By using technology that integrates this spatial component with the 
data warehouse, an organization can unlock hidden potential in their data and see 
hidden relationships and patterns in data, in essence data mining by geography.  

In practice, there is evidence that spatially enabling database benefit an organi-
zation with more organized data structure; better integration of disparate data; 
new, spatially enabled analysis; reduced decision cycle time; and improved  
decisions. The spatial data warehouse extends the usefulness of online analytical 
processing (OLAP) systems. OLAP systems are used by decision makers to inter-
rogate the data warehouse. The data for analysis with OLAP are accessed through 
metadata that document data source, frequency of update, and location of data. 
The data returned from the queries are represented as "multidimensional," alt-
hough their form may be maintained as relational [10]. 

Spatial data warehouse, like Oracle BI, provides both a data model to the data 
warehouse and a geographic analysis engine for OLAP, which allows users to 
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store spatial data inside the data warehouse [11]. It offers data transformation and 
manipulation, a spatial storage engine, robust data access mechanisms, and a 
broad range of analytical tools and methods that are designed to facilitate spatial 
analysis.  

 

 

Fig. 4. Architecture of Business Intelligence System with Data Warehousing 

5 Decision Support System with Spatial 

Spatial data in BiH are characterized with fragmentation and lack of adequate 
availability of data, inconsistency, redundancy in collecting, insufficient use of 
standards, lack of coordination, and restrictions on data distribution. This situation 
makes it difficult to identify, access and use of existing spatial data in the country. 

As per definition, this geoportal provides an entry point to access all data  
(geo-spatial data, remote sensing, information and services), and could be used to 
discovery, view, download, and transformation. We suggest building geoportal on 
three levels, web services platform, enterprise geoportal, and finally spatial data 
warehouse as shown in Fig. 5. 

Web services platform contains Web GIS services, like Discovery service, 
means CSW (Catalogue Service Web), Viewing service, means WMS (Web Map 
Service), WCS (Web Coverage Service) and Download service, means WFS (Web 
Feature Service). Here also could be implemented geoprocessing services, open 
web services and tracking services. Enterprise geoportal contains catalog services, 
like Search, Channels, Link Browser Map, Download, and Collaboration. Finally, 
third level is data warehouse where data are stored. 
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Fig. 5. Suggested architecture for geoportal based on web services 

These services allow access to spatial information from different sources of lo-
cal, national and global level in an interoperable manner and for a wider range of 
users to access relevant, harmonized and quality geographic information for the 
purposes of decision-making organizations and individuals. 

We got information system that supports business decision making activities 
and serve the management and planning levels of organizations, show structural 
and non-structural data changing. Basically, this data warehouse represent 
knowledge based system, and we have interactive system intended to help deci-
sion makers compile useful information from a combination of raw data, docu-
ments, and personal knowledge, with their business models to identify and make 
decisions. 

Summarizing previous statements we can see that it sounds like real decision 
support system. This decision support geoportal gather and present information 
like inventories of information assets (including legacy and relational data 
sources, cubes, data warehouses, and data marts); comparative statistic and  
demography figures between time points; and historic and projected economic 
indicators and natural characteristics based on statistic assumptions. 

Generally, spatial-temporal domain is complex and characterized by a large 
amount of data as shown in Fig. 6. For advanced treat of data time series or huge 
amount data as spatial data usually are, there is need for advanced technique like 
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data mining or fuzzy clustering are. Fuzzy clustering methods allow classification 
of the data, when there is no a priori information about data set or content is not 
known. In particular, the fuzzy methods allow identifying data in more flexible 
manner, assigning to each datum degree of membership to all classes. [12] 

The design criterion was data security because distribution of information via 
geoportal does not imply access to production databases, but replicated databases 
located in data marts. 

 

 

Fig. 6. Decision making in geoportal with available data from Data Warehouse 

Implementation of the geoportal took following activities and deliveries: Sys-
tem analysis and design (design of system and software, as well as data models); 
Geoportal implementation and stuff training (policies and procedures for recovery, 
including failover functionality). 

Authors recognized that there is need to research the extent to which open 
source software can support the development of geoportals as front-end of spatial 
data infrastructure especially in compliance with the INSPIRE directive [13]. 

5.1 Use Cases and Examples 

There are more scenarios how users can make analysis and search for data in  
Online Interactive Map. Probably most popular methods are: 

1. searching by mouse click on map 
2. searching by Search form 
3. predefined queries 

Searches are initiated by clicking in the Search box and entering the search cri-
teria. In most cases, these terms are "begins with" searches; meaning that user do 
not need to spell out the complete search criteria (Fig. 7.). As user entering search 
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criteria, it initiates the search in real time and the results appear in the information 
pane immediately below the search criteria. In background of application is inte-
grated complete functionality of searching technique based on metadata or on 
parts of the original texts represented in databases (such as attributes or locations). 

 

 

Fig. 7. Basic search for data 

 

Fig. 8. Drill-down to basic infrastructure data and economic indicators 

After that, potential investor can investigate Basic Infrastructure and Economic 
Indicator (investment data, economic zones, technological parks, incubators or 
construction, urban and use licenses) to better understand country potentials as 
shown in Fig. 8. 

Using technique called "drill down" user goes from summary information to 
detailed data (Fig. 9.). In a GUI of GeoPortal, this means clicking on some repre-
sentation in order to reveal more detail. It involves accessing information in data-
base by starting with a general category and moving through the hierarchy: from 
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category to table to record to field. Using this technique user performs data analy-
sis on a parent attribute. It is a method of exploring multidimensional data by 
moving from one level of detail to the next one, where levels depend on the data 
granularity. Good example is retrieving data about natural characteristics. 

 

 

Fig. 9. Exploring data about natural characteristics 

Revealing more details about data can include turning on data from other data 
source like external web services or data from image servers, like ones for ortho-
photo image presentation for whole country. This technique represent hybrid web 
visualization which enables integration different data format and from different 
sources. User can understand geography of location with measurements tools. 
Measurement panel displays distance, area, or radius depending on which tools in 
the toolbar are currently in use. Text appears in the following format: [label]  
[value] [unit of measure] to the right of the information panel. Example of this is 
presented in Figure 10. 
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Fig. 10. Hybrid web representation with measurements functionality 

 
At the end of analysis, user can summarize data, download in its own system 

and print it. Geoportal provides several map printing options. Since the current 
map extent shown in the active map window will be printed, generally user want 
first to zoom to the desired area and activate the desired layers before generating 
the printable output. This option allows generating printable maps in Acrobat PDF 
format. Also, this option offers more printing options, such as the ability to choose 
between several templates or scales. For investor most popular tool for final anal-
ysis is still Microsoft Excel, and they usually download analysis result in this  
format and continue with data analysis. 

6 Conclusion and Future Work 

The primary purpose of the geoportal is distribution and visualization of spatial 
data over the Internet, but its interactive capabilities could bring its functionality 
far beyond.  

This paper proposed a usage of geoportals for decision making, especially with 
spatial data warehouses, whose main characteristics are: more organized data 
structure, better integration of disparate data, new spatially enabled analysis,  
reduced decision cycle time and improved decisions.  

In the use case project, we utilized standard data warehousing infrastructure to 
integrate data from multiple source systems (different government agencies),  
enabling a central view across agencies. For agencies which could not accept the 
approach, we have created web services and catalogued all their data to central 
geo-portal.  

We confirm advances in usage of spatial data warehouse to present spatial with 
business data together to generate thematic maps, because it present all  
information consistently, provide a single common data model, restructure the 
data so that it makes sense to the business users, and delivers excellent query  
performance, even for complex analytic queries. 
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One of the objectives in creating geoportal was to make it a single source for 
consistent spatial information. To achieve this goal there is need to establish coop-
erative mechanisms with other institutions and organizations involved in the col-
lection, maintenance and distribution of geospatial information in the country, as 
well as monitoring and adjustment of the primary requirements of users. 

As future work, we plan to incorporate case management system, add full  
collaboration system, and implement full WebGIS editing capabilities for agen-
cies, who are interested to publish their data. 
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for Knowledge Management* 
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Abstract. The paper concerns the possibility of using temporal logics for 
knowledge management. The idea of knowledge management is presented, along 
with the most typical computer solutions for this area. The temporal aspect of 
knowledge management is pointed out. Having in mind this temporal aspect, the 
paper presents possible advantages of extending knowledge representation for 
knowledge management with temporal formalisms. 
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1 Introduction 

Modern enterprises pay a lot of attention to the area of management that is called 
knowledge management.  They understand, that employees’ knowledge, or more 
generally speaking, the knowledge of organization, constitutes one of its key 
resources. Therefore basic management trends encompass not only managing 
quality or change, but also knowledge management. It is this area of activity that 
enables an enterprise to compete with its competitors on the more and more 
turbulent and dynamic markets. 

It must be noted, at the same time, that the most of knowledge is of temporal 
character. Knowledge changes in time – for two basic reasons. The first is simply 
the flow of time, while the second – gathering of new information about objects, 
that knowledge concerns, objects that possess temporal characteristics [2]. 
Therefore omitting of a temporal dimension would lead to loosing of important 
knowledge elements. In this way, time becomes an important category for an 
enterprise in the area of knowledge management. 

While analyzing current informatics solutions for knowledge management, it 
has to be noticed that time as a knowledge dimension is not noticed at all. Taking 
into account importance of a temporal aspect, it seems a major disadvantage. 
Therefore in this paper we propose extending of a knowledge representation in 
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knowledge management systems by temporal formalization, and we consider 
advantages of the proposed solution. 

The paper is organized as follows. In Section 2 the concept of knowledge 
management is presented. Section 3 concerns computer solutions in this area. The 
next point (Section 4) is devoted to the temporal aspect of knowledge, and to the 
advantages of using temporal formalization. In Section 5 a practical example of 
temporal knowledge management is presented. The last section of the paper 
contains conclusions. 

2 Concepts and Models of Knowledge Management 

Nowadays knowledge is perceived by modern enterprises as one of key resources 
that is equally (or more) important as such “classical” types of resources as land, 
capital or work. What make knowledge so important are its features. M. 
Grudzewski and I. Hejduk ([5] s. 48) point out the following knowledge’s 
features: 

• Domination – meaning, that knowledge is the most important resource of a 
firm; 

• Inexhaustibleness – knowledge that is used, spread, moved does not diminish; 
• While used, knowledge gathers value, not used, it disappears; 
• Simultaneousity  – knowledge may be used by many persons at the same time; 
• Non-linearity – it is not possible to point out a direct relationship between the 

amount of knowledge possessed and the advantages of it. 

The above mentioned knowledge features created (among other features) the 
management trend called knowledge management, because knowledge role as a 
resource has been noticed. It is a relatively young domain in management 
sciences, therefore does not exist a commonly accepted definition of knowledge 
management. The authors of [5], cited before, assume knowledge management as 
“the whole of processes enabling creating, spreading, and using knowledge for 
organization’s purposes” (p. 47). This definitions links explicitly to the temporal 
dimension of knowledge, because it uses a definition of processes, which is linked 
with change. Modeling of processes is useful while describing continuous 
phenomena, as economic reality for example, therefore it is also useful for 
describing changes of knowledge treated as enterprise’s resource.  More on this 
topic may be found in [17]. 

Definitions of knowledge management are numerous, as are models of 
knowledge management. In the literature, the most important models are: the 
resource one, the Japanese one, and the process one. 

The first one – the resource model – treats knowledge as a key resource of an 
enterprise. This resource comes both from the inside of an organization, as from 
its environment. In this model, the purpose of an enterprise is getting the strategic 
competitive advantage in the area of knowledge resource and its usefulness. More 
on this topic may be found in [3], and [16]. 



Prospects of Using Temporal Logics for Knowledge Management 43 

 

The name of the Japanese model comes from the nationality of its creators (I. 
Nonaka, and H. Takeuchi). They formalized Japanese firms’ experience. The main 
accent in the model is put on knowledge creation. 

Finally, a process model. It is based on previously cited definition of 
knowledge management as a set of processes, of which the most important are 
gathering and creating of knowledge, knowledge dividing, and transforming 
knowledge into decisions. The temporal character of the model (given implicitly), 
linked with the process description, has to be stressed here once more. 

3 Computer Apparatus for Knowledge Management 

Although in some definitions of knowledge management we may find some links 
to its temporal aspect (see Section 1), and although temporal dimension is present 
also in the definition of knowledge management system (see below), these 
systems do not possess ability to represent temporality explicitly.  

As the author of [16] points out, knowledge management systems are 
“information systems that help workers in an enterprise with performing processes 
linked with knowledge management, such as location and acquisition of 
knowledge, its transfer, development and use” (p. 54). In the work cited, a schema 
of computer knowledge management system can also be found. It is presented in 
Fig. 1.  

For the purposes of this paper, the application layer is meaningful, that is the 
layer consisting of knowledge management computer tools. On a general level, 
one can point out such systems, as ERP, CMS or search engines, while on a more 
detailed level, computer tools for knowledge management encompass for 
example: 

• Document management systems, 
• Competences management systems, 
• Community management systems, 
• Workflow systems 
• Content management systems, 
• E-learning systems, 
• Searching systems, 
• Groupware systems. 

Applications for knowledge management are shown in Fig. 2; they will be also 
presented later on in a more detailed manner. 

According to the elements of Fig. 2, the most popular and typical knowledge 
management systems are as follows: 

• Documents management systems – which create, classify, create electronic 
archives of documents; 

• Competences management systems – they create, write, publish, plan and 
analyze employees’ competences; 
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• Workflow systems – automate processes of passing information, documents or 
tasks from one employee to another, according to a timetable; 

• Community management systems – enable members of a “community” to 
communicate, where a “community” may be a group or groups of employees 
working on the same project; 

• Content management systems – where “content” is understood as contents of 
web pages, intranets, multimedia etc.; 
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Fig. 1. Architecture of a knowledge management system. Source: [16] p. 55. 
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Fig. 2. Application layer of a knowledge management system. Source: [16] p. 56. 

 
• E-learning systems – allow learning with the use of internet. Therefore their 

aim is to create and diffuse knowledge; 
• Searching systems – aimed at a specific kind of classification, concerning 

search of documents, search of information inside documents, search of 
metadata on documents. Nowadays space the most frequently searched is 
www; 

• Groupware systems – this term concerns software enabling exchange of 
information between members of the group working on the same task. It also 
enables – among others – planning of meetings (time management) or contacts 
management; 

• ERP systems – systems that succor management in enterprises and institutions, 
with economic and planning functions. They enable to optimize internal and 
external processes of an enterprise. They encompass planning of all assets of an 
enterprise; therefore also knowledge perceived and treated as an asset. 

As the above short survey of tools has shown, no one of them has implemented 
explicitly a possibility to handle temporal dimension of discourse. Some elements 
of activities linked with the notion of time are of course present. For example, 
archiving documents allows for tracing their changes, competence planning (e.g. 
training plan) is also settled in time, as well as task planning in groupware 
systems. It must be said that it is nevertheless the simplest kind of temporal 
dimension, linked with calendar time axis. No more advanced mechanisms can be 
found, that would enable for example analysis of reasons for knowledge changes, 
tracing knowledge evolution etc. Such possibilities are offered by systems based 
on temporal logics, which can perform temporal reasoning in an explicit and direct 
way (more on this topic can be found e.g. in [10]). It seems therefore that 
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incorporating temporal formalisms into existing systems, or constructing new, 
fully temporal tools would constitute a great extension of possibilities in 
knowledge management. The next Section presents advantages of using temporal 
logics and formalisms. 

4 Temporal Dimension of Knowledge Management 

As it has been already pointed out in the Introduction, the knowledge in an 
organization is mostly temporal in characteristics. This means, that with the 
passing of time knowledge changes, new information comes on objects, that 
knowledge concerns, if these object poses temporal characteristics. It can be 
therefore said that this knowledge dimension, that is called “time” is in this case 
explicit. So omitting this dimension would lead to losing important elements of 
knowledge – temporal features. Having this in mind, time becomes for an 
enterprise a very important category in the area of knowledge management. It 
seems that enriching at least some of knowledge management systems with the 
possibility of explicit expression of temporal knowledge aspect would allow 
bettering managing this knowledge, even if taking into account its dynamics. The 
basic way of representing the temporal aspect of any phenomenon, including 
knowledge, is the use of temporal logics. Using this group of logic formalisms for 
knowledge management would lead to several advantages, coming from the 
advantages of temporal representation. Using temporal representation is well 
motivated, there are a lot of theoretic works on temporal formalisms and their 
features, also temporal formalisms have been used in many domains. It is certain, 
that temporal representation of a domain – including organizational knowledge – 
has many advantages. They can be divided into several groups: 

1. Basic advantages – concerning temporal representation itself, independently 
from where it is used; these basic advantages also are the origin of advantages 
from  other groups; 

2. Advantages concerning representation of change; 
3. Advantages concerning representation of causal relationships. 

Time, as a dimension, is a basis for reasoning about action and change – only a 
proper use of temporal dimension allows for representation of change and its 
features, as e.g. its scope or interactions caused by change [15]. Such explicit 
temporal reference is possible through the use of a temporal formalism, where 
time is a basic variable. 

Temporal logic allows encoding both qualitative and quantitative temporal 
information, as well as relationships among events, therefore it is easy to express 
such relations, as “shorter”, “longer”, “simultaneously”, “earlier” etc. This in turn 
implies easiness of arranging phenomena in time, even if they overlap – Allen’s 
interval algebra is an example of a formalism which allows such arrangements. 
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Temporal formalization makes possible to encode discrete and dense changes 
(according to a model of time adopted), allows for describing change as a process, 
and for reasoning about causes, effects and directions of change. 

As time is the fourth dimension of the world, it may not be omitted during the 
reasoning process; otherwise the perspective of analysis would be too narrowed. 
The temporal dimension allows the system to “learn”: the system collects cases 
concerning a phenomenon (or a subject domain) being represented, traces its 
evolution and thanks to this is able to generate new solutions [7]. 

It has been already said that temporal representation makes possible to 
represent change as a process. It is so, because with temporal logic, processes can 
be modeled explicitly – therefore knowledge on their temporal aspect, their 
interactions, on concurrent processes is easily expressed [1]. As Kania points out 
([17], p. 60), models of processes are useful for describing dense phenomena, as 
for example economic ones. 

Temporal logic gives us richer – temporal aspect included – formalization of 
domain knowledge, it also gives us “knowledge on knowledge”: combining 
temporal operators with formal knowledge representation one can formulate 
assertions about knowledge evolution in a system [6]. Van Benthem presents an 
example of such combination, suggesting combining temporal and epistemic logic 
[2], p. 335. Placing knowledge in time treated as a basic dimension, one can add 
new knowledge to a base, not removing the “old” one, and with no risk of 
inconsistencies [8]. Temporal logic, as a knowledge representation language, 
should provide both explicit knowledge and access to tacit one ([12], p. 326). 
Temporal logic, which has reasoning rules built in, is able to provide this property.  

Summing up, it should be pointed out that temporal formalisms meet the 
requirements of knowledge representation in artificial intelligence, such as: 

• expressing imprecise and unsure knowledge, 
• expressing “relations” of knowledge (e.g. A occurred before B”, that very often 

have no explicit dates; 
• different reasoning granulations, 
• modeling of persistence. 

The above postulates are met e.g. by Allen’s interval algebra [1]. Therefore 
enriching the existing knowledge management systems with temporal formalisms, 
or building new systems, based on these formalisms, would allow for taking into 
account the temporal dimension of knowledge, its changes and evolution/ 
development. In this way knowledge may be managed more effectively. 

5 Example of Temporal Knowledge Management 

We will present a practical example of temporal knowledge management, 
concerning a problem of establishing, whether an unemployed person may be 
granted a benefit. The example chosen is very simple, to focus attention on a 
temporal languages approach. The temporal language chosen is TAL. 
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The TAL (Temporal Action Language) is derived from Sandewall’s PMON 
logic [14]. Its main features as a language for describing temporal dependencies 
include: the notion of time independent from actions, the possibility of defining 
causal dependencies apart from actions’ definitions, and the possibility of 
describing concurrent interactions. 

The language consists of two levels (layers): the so-called surface language, 
which is used to describe narratives (for more information see [4], and the so-
called base language, namely the logic of events, which is an ordered 1st order 
predicate logic. Any correct narrative description, after being transformed into the 
description in the base language constitutes a finite set of 1st order wffs.  

The surface language layer consists of: 

• temporal expressions, 
• value expressions, 
• atomic expressions, 
• narrative statements, 
• additional macro-operators and abbreviations (e.g. the durational reassignment 

operator, the reassignment operator, the occlusion operator etc.). 

The base language layer (the logic of events) contains, among others, temporal 
predicates: HOLDS, OCCURS, OBSERVE, DUR, PER and others (the exact 
definitions of the predicates can be found e.g. in [4]. 

The surface language does not have formal semantics, although it has a formal 
syntax. The whole formal inference process is conducted after “translating” the 
description in the surface language into the description in the base language. 

It is also worth mentioning here, that the description (specification) of a 
scenario in the TAL language consists of: 

• type description, 
• action definitions and descriptions, 
• domain constraints specification, 
• temporal dependencies specification. 

To implement solutions encoded in the TAL language, one can choose the 
VITAL tool [9], developed at Linköping University, Sweden. The tool is very 
easy to use and automatically translates scenarios from the surface language 
(TAL) into the base language, therefore the person constructing a scenario does 
not have to be an expert in temporal predicate logic. 

The example will be illustrated with Canadian unemployment law. The 
illustration comes from [13] and [11]. The authors present there a concrete 
decision problem, which in our opinion could be solved by using the TAL 
language. All the rules come directly, or after slight modifications, from Canadian 
unemployment law. The example to be discussed is presented in Fig. 3. 
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Working period (21  
weeks) 

Getting benefit 
period (13 weeks) 

Time 

Ask  for benefit 
Earnings gap 

Qualification period 

0 -4 -25 -30 -43 

 

Fig. 3. Sample decision situation. Source: own elaboration based on [13]. 

As we can see in Fig. 3, a person asking for benefit lost work (in a week 
numbered with -4) and asked for benefit in a week numbered with 0. The former 
working period lasted for 21 weeks. The person had already been granted a 
benefit, and has been getting it for 13 weeks. For our purposes it is not important, 
what happened between weeks -25 and -30. We may assume that it was a working 
period or an unemployment period. The most important information concerning 
working period is that it lasted for minimum 21 weeks: on this basis we may 
establish, whether the person qualifies for a new benefit (this results from the 
Canadian law). 

The basic problem (as in original works [13] and [11]) is to establish, whether 
the person has the right to the new benefit period. In our example the answer is 
yes, because the former working period was longer than 20 weeks (more details 
about the legal rules are to be found in  [13], [11]. It is apparently a temporal 
information. Next we have to establish, how long a new benefit period is to be. 
This in turn depends on the information about the former benefit period, because 
the starting point of so-called qualification period is the point in which the former 
benefit period started. As it can be seen in the figure, the qualification period for 
the sample person is 43 weeks. 

Summing up – the temporal aspect of the problem concerns establishing the 
longitude of qualification period and – in consequence – the new benefit period of 
an unemployed person. 

The tool for the implementation of the problem is – as said before – the TAL 
language and its implementation named VITAL. The main task for VITAL was to 
calculate the longitude of qualification period, needed for establishing, whether a 
person will be granted a benefit, or not. As input data the following information 
has been provided: 
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• The fact, that the person has already been granted a benefit in the past (and for 
how many weeks), 

• The former working period, 
• A point time in which a person asked for the new benefit. 

It should be pointed out here, that the assumed time granularity is one week, 
therefore time point is the number of a week. 

We have encoded input data in a scenario written in the TAL language, in form 
of so-called occurrences. From these occurrences the VITAL tool was to infer the 
longitude of a qualification period. To enable this inference, we had also to encode 
a proper temporal dependency, linking input facts with the way of calculating the 
qualification period. The dependency has been taken from the Canadian 
unemployment law. 

A key to success (that is to establish the longitude of qualification period) is a 
rule stating, that qualification period starts in the same time point as the former 
benefit period, and ends in the time point in which a person asks for a new benefit. 
Therefore, in terms of the TAL scenario, if we denote by t1 the time point in 
which the variable getting_benefit_1 becomes true, and by t2 – the time point in 
which action ask (asking for new benefit) becomes active, then the variable 
qual_period (denoting the qualification period) should become true (the system 
should infer this value) over the interval [t1, t2). The discussed dependency, has 
the following form in the TAL language: 

 
dep forall t1, t2 [ 
  Ct([t1] getting_benefit_1) &  
  Ct([t2] ask) & 
     !exists t3 [t1 <= t3 & t3 < t2 & Ct([t3]  

ask) ] -> 
     I([t1, t2) qual_period) ] 
 
where: 
dep – dependency label, 
t1, t2 – time points, 
Ct – operator changes to true, 
I – macrooperator, that assigns a new value to the default value of a feature, 

over a particular time interval ([4]). 
 
The dependency stated as above will work also in a situation, when the same 

person will be hired again, then will get benefit again (getting_benefit_1), and then 
will again ask for benefit (ask). In such a situation the variable qual_period will be 
true from the first moment in which getting_benefit_1 becomes true, up till the last 
action of asking for benefit. By formulating the dependency in the form presented 
above, we may check, whether t2 is the shortest time point after t1 such, that 
Ct([t2] ask). 
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The sample situation presented in Fig. 3 has been encoded in the VITAL tool. 
The only difference was that while numbering time points (weeks), positive 
numbers have been used. The result of temporal reasoning performed by the 
VITAL tool is presented in Fig. 4. 

 

 
 

Fig. 4. The result of calculating the qualification period in the VITAL application. The 
lighter color on the timeline denotes the true value of a feature, while the darker one 
denotes the false value (in reality the drawings prepared by the VITAL tool are colorful). 
Source: own elaboration. Working - the time person has been working, other notations as in 
the text of the paragraph. 

 
What is known after performing temporal reasoning by the VITAL tool? It is 

known for how many weeks the person has been getting the former benefit (if at 
all; in our example – for 13 weeks), for how long the person has been employed 
during the qualification period (from this information it will be possible to infer if 
the person may be granted the next benefit; in our example the working period is 
21 weeks), how long is the qualification period (in our example – 43 weeks). All 
this information can be read from the above figure. 

Moreover, we may assume that while asking for benefit, a person is obliged to 
provide some additional information, e.g. on family situation, education, 
additional skills etc., to enable decision on other forms of help. It makes no sense 
encoding this information in the VITAL tool, as it is not of temporal kind. 
Nevertheless the results of reasoning performed on temporal data, together with 
the additional information, may constitute an input for further, non-temporal 
reasoning. 

6 Conclusions 

Knowledge management is nowadays one of the most intensively developing 
trends in management. It is so because the growing role of knowledge in economic 
success and competitiveness is noticed and appreciated. At the same time it is 
important, that knowledge is mostly temporal in nature: knowledge changes in 
time. Therefore the temporal aspect of knowledge may not be omitted while 
managing this important asset of an enterprise. 

In the existing computer systems for knowledge management the temporal 
aspect is present rarely and implicitly. Taking into account its importance, in the 
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paper we proposed to use temporal logics to extend functionality of existing 
systems, or to build new computer tools for KM. It seems that the advantages of 
using temporal formalisms, presented in the paper, make this postulate fully 
justified. 
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On Problems of Automatic Legal Texts 
Processing and Information Acquiring  
from Normative Acts* 

Tomasz Pełech-Pilichowski, Wojciech Cyrul, and Piotr Potiopa 

Abstract. In the paper, problems of legal information digitalization are investigat-
ed. Conditions for extraction information from legal texts (i.a. normative acts) 
related to the common ones processing (non-legal terms, in English) are outlined. 
Problems of dimensionality reduction and application of similarity measures are 
discussed. Sample results of similarity analysis is presented. Further research 
aimed at semantic analysis of legal  texts are outlined. 

1 Introduction 

Theoretical and practical problems concerning digitalization of legal information 
integrates contemporary legal theory and legal informatics. Since the 1960’s, sev-
eral projects have been lunched aiming at the computerization of legislative re-
sources, and making them more easily accessible for users. Some of them i.e., 
JURIS1, ITALGIURE-FIND2 or Noris are still running, while others, like FLITE,3 
ended [22]. The Internet had brought a new dynamic to this process in the second 
half of the 1990’s. It opened the theoretical and technical possibility to promulgate 
and communicate legal texts in a machine-readable form. It also promised practi-
cal realization of the idea of more efficient and more transparent legislation,  
available on-line for lawyers, business people and eventually for all citizens. Since 
that time, IT and ICT start to play an ever-growing role, both in legal discourse 
and in legislative processes. However, the use of IT in law raises numerous new 
problems. Most important ones are: a question of standards used in the process of 
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digitalization of normative acts or other legal documents; finding a method of 
adding computer-processed information to these texts; and finding tools which 
will help support both their preparation and management in a standard compliant 
way [27]. 

The potential of IT and ICT was also very soon recognized and acknowledged 
in Poland. In fact, the debate on the complexity of digitalization of law had al-
ready started in the end of the 1960’s. From the beginning, it had a pragmatic 
character and focused mainly on possible applications of IT and ICT in law (see 
[25], [11], [16], [23]). This instrumental approach became even more pervasive in 
the late 1990’s when the discussion began to be dominated by the intricacies relat-
ed to building and functioning of legal databases and complications connected 
with regulation of the computerization of law ([28]). As a result of this develop-
ment, the Act of June 20, 2000, on promulgation of normative acts and some other 
legal acts (Dz. U. Nr 62, poz. 718) states that official legal journals and collec-
tions of local law should be issued and stored not only in the printed but also in 
the electronic form4. Not much later, the statute is amended by the Act of March 4, 
2011 r, on amendment of the statute on promulgation of normative acts and some 
other legal acts (Dz.U. Nr 177, poz. 676). In consequence, since January 1, 2012, 
Polish law has been published exclusively in an electronic form and communicat-
ed on Internet, like in several other EU countries i.e. Austria, Belgium Denmark, 
Spain, Portugal or Hungary5. It should be remembered however, that these change 
were preceded both by development of several technical standards and by exten-
sive regulation how these standards should be implemented in law. 

The legal framework concerning technical standards for electronic legislation in 
Poland is constituted currently by the Act of February 17, 2005 on computeriza-
tion of the activities of the entities implementing public tasks (Dz.U. 2005 nr 64 
poz. 565) and the Regulation of the Prime Minister of December 27, 2011 on the 
technical requirements for electronic documents, which contain normative acts 
and other legal acts, for official journals published in the electronic form and for 
means of electronic communication and electronic data carriers (Dz.U. Nr 289, 
Poz. 1699). Regretfully, existing regulations focus more on security and integrity 
of electronic legal documents than on increasing effectiveness of managing infor-
mation in the legislative process and enhancing cooperation between different  
legal and social agents contributing to the process. Moreover, electronic legal 
documents containing normative acts and other legal acts announced on the basis 
of the abovementioned Act of July 20, 2000, shall be prepared as structural texts in 
a XML 1.0 format, as defined by W3C. The XDS schemes of such documents, 
although being developed and published by the government, have only the status 
of recommendations, and thus are legally not binding.  In other words, although, 
                                                           
4 See articles 20 a paragraph 1 and article 20 b. 
5 See Access to Legislation in Europe 2009Guide to the legal gazettes and other official in-

formation sources in the European Union and the European Free Trade Association, p.229 
[http://circa.europa.eu/irc/opoce/ojf/info/data/prod/data/ 
pdf/AccessToLegislationInEuropeGUIDE2009.pdf] 
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according to the law, electronic documents containing legal texts should stay in 
line with the patterns of legal acts published in central repository of patterns of 
electronic documents and on the web page www.dziennikiurzedowe.gov.pl, the 
patterns as such do not need to be used when drafting a legal text6. The law  
requires only that the structure of a legal act, defined in XML, should be in ac-
cordance with the structure of legal acts as determined in the Regulation of the 
Prime Minister of June 20, 2002 on legislative technique (Dz. U. Nr 100, poz. 
908) and promulgated in a PDF format or in a XML format enabling visualization 
of the content in the form of a PDF file7. This situation creates a risk that electron-
ic documents containing legal texts will not be fully compatible, and therefore 
hinders effective management and processing legal information in future. It poses 
also a significant problem, for the reason that the information included in the legal 
resource is complex and heteronymous. Effective and appropriated interconnec-
tion of its different layers requires not only a multi-layered architecture for model-
ing legal documents but also existence and implementation of shared and open 
standards for legal knowledge representation (see [19]). 

The goal of the paper is to analyze a possibility of performing reliable similari-
ty analysis of sample polish legal acts, based on approaches and software tools 
typically adopted to common language processing (especially sentences, terms in 
English). The primary motivation is to show the results of the preliminary work in 
the context of long-term research. General problems of legal information digitali-
zation are investigated. Conditions for extraction information from legal texts  
related to the common ones processing (non-legal terms) are outlined. Selected 
steps, including dimensionality reduction and application of similarity measures, 
are discussed. In addition, semantic similarity analysis based on WordNET is 
outlined. Sample results of similarity analysis focused on distinguishing groups of  
legal acts from similar semantic area are presented (for this purpose, dedicated  
application for reading legal texts available on-line as PDFs was prepared). Fur-
ther research aimed at semantic analysis of legal texts are outlined. 

2 Digitalization of Legal Information 

The ongoing digitalization of legal information and gradual moving the traditional 
activities of the state to the cyberspace result mainly from the states’ needs to  
increase efficiency of legal drafting and administration of justice. However, the 
process is also supported by the growth of e-commerce and the ever-present ex-
pectation of lowering costs of legal transactions. This situation changes not only 
the way, in which law is being made and applied but also alter the ways in which 

                                                           
6 Currently the XML schemas (xsd) of polish legal acts is developer one the electronic 

platform of public administration services (ePUAP). The latest recommendation in this 
respect was published in February 2012.  
http://epuap.gov.pl/wps/PA_1_FCHRSKG108KP5023L0FQM82083/prod
ukt_rekomendacji/produkt_rekomendacji_340 

7 §8.1 of the Regulation. 
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legal information is searched, aggregated, analyzed stored, erased and communi-
cated. Respectively, new standardized forms of legal documents are being formed, 
new forms of notification and delivering of legal decisions in legal proceedings 
are being developed, new tools are being used to encode and to manage legal in-
formation, and new electronic public archives or registers are being created. 

Abovementioned developments open up an important field of activity for  
informatics. It is especially the case because to manage effectively legal infor-
mation in the digital form, normative texts and various types of legal documents 
must be drafted and disseminated with the use of computers. Furthermore, the 
special status of legal information requires development and implementation of 
standards, which secure both its authenticity and integrity. However, this is not at 
all an easy task, taking into account political dimension of lawmaking, the increas-
ingly international and decentralized characteristic of both legislative and juridical 
activities and the growing diversity of agents providing legal information. 

The effective accessibility, security and certainty of legal information on the  
Internet require implementation of shared machine-readable standards and the  
development of technical solutions, which will enable the interoperability of vari-
ous systems and tools. Furthermore, these standards must take into account differ-
ent aspects and particularities of legal texts, i.e. the appearance, the structure or 
the different normative status of particular types of legal texts8. Although, these 
standards are being developed and gradually implemented, also in Poland, there is 
surprisingly little discussion about what standards should be applied, or how exist-
ing standards should be modified in order to fit best into the present and the future 
needs of both Polish state and the addressees of law. More discussion is also need-
ed with respect to both the potential problems resulting from the specific semantic, 
syntactic and pragmatic nuances of legal texts and the impact of implemented 
technologies on legal practices. One must remember that status, types, structures 
and relations between different legal texts are determined by law. Furthermore, 
while some links or relations between different legal provisions are clearly defined 
by law others are identifiable only on the conceptual level. Taking it all that into 
account, there is no doubt that the standards implemented today for digitalization 
of legal information will determine the possibility, scope, and costs of further 
developments. The awareness of these factors is important also because new 
standards are still being developed, aiming to meet new expectations of business 
people and lawyers. For example, there is a growing need for enabling an online 
access to legal information with the use of different electronic devices and for 
development of tools allowing computerization of aggregation of legal infor-
mation and its analysis, taking into consideration the semantic dimension of law.  

Both, the scope of digitalization and computerization of legal information  
depend on existence and quality of so called knowledge representation languages. 

                                                           
8 One must remember also that legal documents tend to be much longer than usual docu-

ments searched on-line, they exhibit a wide range of internal structures, have a significant 
amount of editorial value added, they have particular normative force, contains non text 
elements and they play different role in social discourse. See more: [26] 
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They permit a description of legal information in a way that enables the machines 
its application. Eventually, information systems could not only support actions of 
individuals through versioning, finding or evaluating particular information, but 
also apply directly and automatically legal provisions. To some extent, it is  
already possible since any graphical sign can be represented in an alphanumerical 
way (i.e. ASCI or Unicode). There are also naming convention permitting univo-
cal identifications of all available online legal documents or documents to which 
legal documents directly refer to (i.e. URL or URI). Furthermore, thanks to XML 
markup language, a machine-readable representation of the formal structure of  
legal documents is also possible. Unfortunately, there are still problems with  
making the machines “understand” and apply legal texts, since there are neither 
universal legal ontology nor the universally acceptable model of legal reasoning. 
The already existing tools have either a limited scope of application or are unable 
to computerize legal practice to the extent which would not create any doubts 
about the validity of conclusions.  

Taking the above into account, one can see that efficiency and the scope of 
computerization of legal information depends, to large extent, on the existence of 
shared standards and conventions enabling the technology neutral representation 
of legal information. Standardization could increase the efficiency of generation, 
presentation, accessibility and description of legal documents. Furthermore, an  
existence of shared standard for legal information significantly reduces costs of 
digitalization of legal information and guaranties higher level of interoperability of 
different systems. In fact, it can also help to monitor a consistency of national 
regulation and more effectively compare legal institutions belonging to different 
legal systems. Most importantly however, it facilitates the development of variety 
of tools used for management of legal text, such as editors, converters, name re-
solvers, validations tools, search engines, workflow managers, intelligent agents 
or publishing systems (see [27]). It also promote co-operation between different 
agents, both on national and international level, facilitating knowledge dissemina-
tion and better coordination of mutual actions. 

3 Morpho-Syntactic Text Analysis 

3.1 Processing of Polish Legal Texts: Steps and Tools 

Discussed in previous chapters, agreed by law, standards of legal texts formats are 
the great opportunity to create tools able to search legal information and to 
build semantic relations between the particular sets of texts. Therefore, consider-
ing efficient information analysis and extraction with automated tools, the follow-
ing areas of obtaining information seem to be vital to investigate:  

• searching keyword phrases in legal texts and locating them in select-
ed blocks of legal texts, 

• automatically examining  relations between legal texts (such as similarity), 
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• the law thematic area recognition on the basis of the legal test samples, 
• legal texts semantic analysis and (semi) automatic legal ontology  

construction. 

As mentioned above (see Introduction), adopted in the Polish law regulations on 
the media publication of legal texts say that the format adopted in the generation 
and publication of these texts is XML and PDF (for publication of texts on the  
Internet). Developed XML is compatible with the developed schema XSD file 
approved and published9. A PDF file may be generated based on XML thus  
further considerations mainly concern XML file processing. Therefore, it allows to 
assume that the processing of legal acts published on the Internet10 will be  
sufficient. 

Unfortunately, despite our attempts to find laws generated in XML format 
adopted in accordance with established XSD schema, we could not find such doc-
uments. Therefore, it became more difficult to extract information and document 
fields for research, however, such information simplifies the similarity analysis as: 

• structured way of writing a legal text eliminates the problem of  syntactic 
ambiguity in analysis and parsing of the document; 

• structured schema makes possible to clearly separate systematization and 
editorials units of the legal text clearly defined in schema, respectively: 
"część" (“part”), "księga" (“book”), "tytuł" (“title”), "dział" (“section”), 
"rozdział" (“chapter”), "oddział", artykuł ( “article”), "paragraf" ( “para-
graph”), "ustęp", "punkt" ( “point”), "litera" ( “letter”), "tiret"; 

• facilitates the validation of the document with the adopted scheme XSD 
and use of tools for parsing XML documents11. 

3.2 Term-Document Matrix 

3.2.1 TF-IDF Weighting 

To achieve better description of dependencies between analyzed documents, the 
modification of the TDM matrix basic structure has been employed. TDM (term-
document matrix) consists of words extracted from the input data. TF-IDF factor 
is based on determining the relative frequency of a term and then comparing to the 
inverted frequency of term calculated in the entire collection of documents. 

For each term, TF (term frequency) is the relative frequency of the term w  
occurrences in the document d (thus the term rank) and the IDF (inverse document 

                                                           
9 The electronic form of legal acts – Legal Acts Editor – EDAP  
http://bip.msw.gov.pl/portal/bip/185/18658/Edytor_Aktow_ 
Prawnych_EDAP__wersja_z_dnia_31_marca_2010_r.html  
(access: 12.07.2013)l 

10 For example, see http://isap.sejm.gov.pl  
11 In the testing application, described in the article we used a module that is Java DOM 

Parser. 
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frequency) as inversely proportional to the occurrences of the term in relation to 
the corpus D ( ∈  ) of documents, which represents an importance of the word 
in the entire collection of documents. To calculate TF-ID factor is calculated as 
follows (eq. 1) [21], [20]:  = ,  | |/ ,                                                   (1) 

where ,  is a number of occurrences of  in , | | is the size of document  
corpus ,  is a number of documents containing term .   

For large collections of documents, the normalization of the TF with dimen-
sionality reduction procedures may be used. 

3.2.2 Dimensionality Reduction 

An availability of large datasets makes possible to apply algorithms designed to 
reveal changes, events (for example, Karhunen-Loeve Transform [10], [15]) or to 
compute dedicated coefficients and indicators (correlation coefficients, determi-
nants, eigenvalues – e.g. indexing of Web pages [9]). On the other hand, such  
datasets may contain redundant information like attributes which are highly corre-
lated or have a small variance which may affects the reliability thus usefulness of 
the results. Considering large datasets containing legal texts, acts etc., dimension-
ality reduction seems to be vital step for the entire analysis.  

Singular Value Decomposition method (SVD) is exploited in the area of di-
mensionality reduction, including natural language processing [5], [6] and Latent 
Semantic Analysis method [12], dedicated to acquiring semantic relations from 
large text datasets. The goal is to split the input m-by-n matrix A (see equation 2) 
into two orthogonal (unitary) matrices U (m-by-m) and V (n-by-n), and the diago-
nal one (S) of the same size as input matrix A, with nonnegative decreasing  
elements σ (singular values) [1]. = T, UTU = I, VTV = I                                       (2) 

Another approach to dimensionality reduction is associated with the use of the 
Principal Component Analysis method. Having a given n-by-n covariance matrix 
the principal component coefficients (loadings) are obtained. For further calcula-
tions the columns with the largest variances are taken [8].  

In practice, the goal is to reduce the input matrix and to save as much infor-
mation as possible. For this purpose, Latent Semantic Indexing algorithm (also 
called Latent Semantic Analysis, LSA) [2] may be utilized, in particular, to per-
form algebraic transformation of TDM matrix with SVD transformation (the most 
important LSA step [24]) to achieve lexical relations between terms.  

3.2.3 Similarity between Objects vs. between Texts 

The selection of a similarity method depends on the aim of analysis and the prop-
erties of the input dataset. Note, that inappropriate selection results in producing 
unreliable results. 
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An application of methods dedicated to assess the similarity between objects is 
based on the selection of the proper distance method or metric (function) among 
which the most popular is the Euclidean one. For the number of samples of each 
object p the Euclidean distance between x and y is defined as follows [7], [29]: 

E( , ) = ( − ) = ( ) ( )
,                             (3) 

The generalization of Euclidean, distance method is the Minkowski metric (also 
called m-norm): dM( , ) = ∑ | − | / /

                                 (4) 

Note that the same order of magnitude is assumed.  
In the field of text/semantic analysis, the Jaccard coefficient and the cosine dis-

tance are exploited. The Jaccard coefficient for non-binary data, i.a. two vectors of 

attributes, is computed as 
A∩BA∪B  (the size of the intersection of the dataset A and B 

related to the size of the union of the A and B) [7]. For the binary data, the sim-
plest method of examining the similarity is the utilization of the factor ( , ) ( , )( , ) ( , ) ( , ) ( , ) which is the ratio of the variables for which the object has 

the same binary value to the total variables number p [7]. Also the Jaccard coeffi-

cient (see eq. 5) or the Dice one 
( , )( , ) ( , ) ( , ) can be used. = ( , )( , ) ( , ) ( , )                                  (5) 

Another approach is to use the cosine measure for text matching between two 
vectors (attributes) A and B (typically vectors: generated from documents (B) and 
a query one (A)), thus the angle between them (see eq. 6) [4].  = ∙∙ = ∑∑ × ∑                                       (6) 

The high level of the similarity between objects (in this case, to maximum pos-
sible value is equal to 1) is indicated for a small angle between vectors.  

The similarity analysis of the text datasets is performed for a list of terms  
retrieved/acquired from original document(s), represented as points generated with 
an algorithm. To be able to process a number of related documents input datasets 
are weighted in relation to the maximum term frequency and/or the number of 
analyzed documents [4], [17] (see eq. 1). 

3.2.4 Semantic Similarity Analysis Based on WordNET 

The development and availability of projects aimed at national lexical systems 
design, like WordNET [4],[18], entailed a possibility of similarity analyses of 
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words through exploiting hierarchical relational structure between lexical units 
(lexemes). Note, that the coherence and completeness of such information is es-
sential for legal text processing. 

Several methods of the semantic similarity calculating based on Princeton 
WordNET network [3] have been proposed. In many cases specific implementa-
tion scenarios in the area of artificial intelligence research have been investigated 
[3], [14], [13]. One of the most efficient semantic similarity method, described in 
[13], is based on measuring of semantic distance between words within the 
WordNET network structure. This network consists of the sets of synonyms 
(synsets) which, similarly to lexical units, combines with each other by semantic 
relations: hyperonymy, meronymy, fuzzynymy etc. 

A semantic word similarity analysis between legal texts may be supported with 
relations provided by WordNET. A similarity between lexemes is determined not 
only by the length of the path between them but also by the level of lexemes  
nesting.  

For two lexemes: w1 and w2, semantic similarity is defined as follows [14]: ( , ) = ( , ℎ)                                          (7) 

where l denotes the shortest path between WordNET lexemes, and h denotes the 
nesting depth for the nearest superior lexeme and both the w1 and w2.  

Formula (7) may be decomposed using the following functions (see eq. 8): ( , ) = ( ) ∙ (ℎ)                                           (8) 

where f1 and f2 denote functions for determining the length of the shortest path and 
the distance from the superior lexeme.  

In this paper we consider relations which generate the similarity between two 
lexemes among WordNET network such as: synonymy, hyponymy, hyperonymy, 
meronymy, holonymy.  

To calculate the similarity functions f1 and f2 the following formula (9) is used: ( ) =  ( )  , (ℎ) =  1 − ( )                             (9) 

Therefore we obtain the following formula: ( , ) =  ( ) ∙ ( 1 − ( ) )                                 (10) 

where ,  are the smoothing coefficients ( = 0.3 and = 0.9 are adequate to 
reach the best similarity between lexemes). 

Figure 1 shows a diagram of the system dedicated to similarity analysis based 
on semantic relation among WordNET. Documents collection generates the input 
data for processing with morpho-syntactic tools and simultaneously extracting 
elements of structure from texts which are specific for the legal domain (preamble, 
paragraph, reference etc.). In the next step, obtained structures should be ordered 
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Table 1. Processed legal texts taken into analysis  

Code/ 
No. 

Document (legal text) File size [MB] 

D1 Ustawa o szczególnych warunkach sprzedaży konsumenckiej (An act on 
sell of consumers goods)13 

0,66  

D2 Ustawa o przeciwdziałaniu nieuczciwym praktykom rynkowym (An act 
against unfair market practices)14  

1,50 

D3 Ustawa o kredycie konsumenckim (An act on consumer credit)15 3,40 

D4 Ustawa o ochronie konkurencji i konsumentów (An act on competition 
and consumer protection)16 

4,8 

D5 Ustawa o ubezpieczeniach obowiązkowych Ubezpieczeniowym 
Funduszu Gwarancyjnym i Polskim Biurze Ubezpieczycieli 
Komunikacyjnych (An act on Compulsory Insurance Insurance 
Guarantee Fund and Polish Motor Insurers)17 

9,6 

D6 Ustawa o działalności ubezpieczeniowej (Act on Insurance Business)18 14,1 

D7 Ustawa o doradztwie podatkowym (Act on tax consulting)19 2,4 

D8 Kodeks cywilny (Civil Code)20 17,5 

 
Two sample similarity measures have been implemented: the Jaccard method 

and Cosine one (see Section 3.2.3). To this aim Java libraries 
(org.apache.commons.math) were used.  

The input data (body of documents) was extracted from PDF files officially 
published. As a body of documents, a set of eight polish legal acts listed in Table 1 
have been chosen.  

All the collected legal texts have undergone a process of analysis and extraction 
of words, which consisted of the following stages: 

a) generation of morpho-syntactic text description from TXT format with 
Takipi21, Polish texts tagger, to its XML output, read in the designed pro-
gram; 

b) exploration and extraction of words specific to the legal texts using mod-
els based on the original text in TXT format (references to the "Dziennik 
Ustaw", referring to the date of enactment of legal documents, determin-
ing the names of offices and institutions etc.); 

                                                           
13 http://isap.sejm.gov.pl/DetailsServlet?id=WDU20021411176 
14 http://isap.sejm.gov.pl/DetailsServlet?id=WDU20071711206 
15 http://isap.sejm.gov.pl/DetailsServlet?id=WDU20111260715 
16 http://isap.sejm.gov.pl/DetailsServlet?id=WDU20070500331 
17 http://isap.sejm.gov.pl/DetailsServlet?id=WDU20031241152 
18 http://isap.sejm.gov.pl/DetailsServlet?id=WDU20031241151 
19 http://isap.sejm.gov.pl/DetailsServlet?id=WDU19961020475 
20 http://isap.sejm.gov.pl/DetailsServlet?id=WDU19640160093 
21 Piasecki Maciej. Polish Tagger TaKIPI: Rule Based Construction and Optimisation. Task 

Quarterly, 2007, 11, 151-167. (http://nlp.pwr.wroc.pl/takipi/) 
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c) extracting tokens from the analysis (a) with the addition of specific terms 
of the legal texts and to create a final list of expressions (terms) used in 
the legal documents; 

d) separating the expressions with stop-list for the Polish language and fre-
quently occurring phrases specific to the legal texts (preamble, article, 
chapter, section, paragraph, reference etc.); text structures are ordered to 
create term-by-document matrices. 

The input data are represented as categorized documents collections (document 
groups) which are similar to each other according to semantic relations.  

By establishing connection with WordNET network, based on semantic rela-
tions, the number of analyzed word was increased. In addition, both the terms 
widening (by hiponimia relation) and focusing (by hiperonimia relation) became 
possible.  

The presented below experimental results are temporary (for the set of docu-
ments D1-D8 and for the given time instant) due to a large number of processed 
words and WordNET database usage.  

4.2 Experimental Results 

Results obtained for the similarity analysis of sample legal texts for 2 types of 
normalization (weighting TF/IDF and TDM normalization LSI) and 2 similarity 
measures are shown in tables 1-4.  

An application of TD/IDF normalization and Jaccard method indicates that the 
most dissimilar document to others is D1 (probably due to the file size) while the 
most similar is D6 (see table 2). The selection of cosine method instead of Jaccard 
one produces different results (see table 3). In this case, the most similar is D4, 
and the least one is D3. Note, that similar results (D3) are obtained with LSI nor-
malization with both with Jaccard and cosine method (see tab.4-5). 

Results generated with LSI normalization indicate higher similarity coefficient 
values (see tables 4-5) related to TF/IDF normalization (tab. 2-3). For calculation 
performed both with Jaccard (table 4) and cosine method (table 5) the results di-
rectly indicate D5 and D6 as the most similar documents. 

Table 2. Results obtained with TF/IDF normalization and Jaccard method 

 D1 D2 D3 D4 D5 D6 D7 D8 

D1 1,0000 0,1218 0,1236 0,1196 0,1193 0,1085 0,0923 0,1361 

D2 0,1218 1,0000 0,1346 0,1890 0,1225 0,1314 0,1087 0,1215 

D3 0,1236 0,1346 1,0000 0,1413 0,1403 0,1361 0,1013 0,1310 

D4 0,1196 0,1890 0,1413 1,0000 0,1828 0,2165 0,1992 0,1606 

D5 0,1193 0,1225 0,1403 0,1828 1,0000 0,2757 0,1594 0,1772 

D6 0,1085 0,1314 0,1361 0,2165 0,2757 1,0000 0,2043 0,1766 

D7 0,0923 0,1087 0,1013 0,1992 0,1594 0,2043 1,0000 0,1290 

D8 0,1361 0,1215 0,1310 0,1606 0,1772 0,1766 0,1290 1,0000 

Sum: 0,8213 0,9295 0,9082 1,2089 1,1771 1,2490 0,9943 1,0320 
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Table 3. Results obtained with TF/IDF normalization and cosine method 

 D1 D2 D3 D4 D5 D6 D7 D8 

D1 1,0000 0,0491 0,0558 0,0768 0,0537 0,0447 0,0269 0,1532 

D2 0,0491 1,0000 0,0563 0,2521 0,0544 0,0576 0,0387 0,0767 

D3 0,0558 0,0563 1,0000 0,0735 0,0480 0,0463 0,0162 0,0649 

D4 0,0768 0,2521 0,0735 1,0000 0,1113 0,1369 0,1066 0,1226 

D5 0,0537 0,0544 0,0480 0,1113 1,0000 0,3759 0,0678 0,1526 

D6 0,0447 0,0576 0,0463 0,1369 0,3759 1,0000 0,1000 0,1154 

D7 0,0269 0,0387 0,0162 0,1066 0,0678 0,1000 1,0000 0,0572 

D8 0,1532 0,0767 0,0649 0,1226 0,1526 0,1154 0,0572 1,0000 

Sum: 0,4601 0,5849 0,3611 0,8797 0,8636 0,8766 0,4134 0,7425 

 

Table 4. Results obtained with LSI normalization and Jaccard method. Similarity analysis 
between document D1-D8 

 D1 D2 D3 D4 D5 D6 D7 D8 

D1 1,0000 0,9735 0,4333 0,9026 0,7928 0,7747 0,7318 0,9439 

D2 0,9735 1,0000 0,4464 0,8786 0,7714 0,7538 0,7128 0,9188 

D3 0,4333 0,4464 1,0000 0,3858 0,3304 0,3219 0,3124 0,4062 

D4 0,9026 0,8786 0,3858 1,0000 0,8790 0,8589 0,7998 0,9563 

D5 0,7928 0,7714 0,3304 0,8790 1,0000 0,9761 0,8502 0,8404 

D6 0,7747 0,7538 0,3219 0,8589 0,9761 1,0000 0,8655 0,8212 

D7 0,7318 0,7128 0,3124 0,7998 0,8502 0,8655 1,0000 0,7742 

D8 0,9439 0,9188 0,4062 0,9563 0,8404 0,8212 0,7742 1,0000 

Sum: 5,5526 5,4552 2,6364 5,6610 5,4404 5,3722 5,0467 5,6609 

 

Table 5. Results obtained with LSI normalization and cosine method 

 D1 D2 D3 D4 D5 D6 D7 D8 

D1 1,0000 0,9502 0,1195 0,9642 0,9946 0,9958 0,9975 0,9741 

D2 0,9502 1,0000 0,4227 0,9988 0,9774 0,9748 0,9644 0,9960 

D3 0,1195 0,4227 1,0000 0,3784 0,2216 0,2099 0,1725 0,3406 

D4 0,9642 0,9988 0,3784 1,0000 0,9865 0,9844 0,9759 0,9992 

D5 0,9946 0,9774 0,2216 0,9865 1,0000 0,9999 0,9976 0,9923 

D6 0,9958 0,9748 0,2099 0,9844 0,9999 1,0000 0,9982 0,9907 

D7 0,9975 0,9644 0,1725 0,9759 0,9976 0,9982 1,0000 0,9837 

D8 0,9741 0,9960 0,3406 0,9992 0,9923 0,9907 0,9837 1,0000 

Sum: 5,9959 6,2843 1,8652 6,2873 6,1700 6,1537 6,0898 6,2767 
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The results also show cross-correlations of document similarity in the set 
{D5, D6, D7, D8} (the Insurance Law and the Civil Code). The proposed algo-
rithm has generated a group of legal acts from the similar semantic area (the Con-
sumer Law; note, that the Civil Law has chapters related to the Insurance Law).  

5 Conclusion and Future Work 

Depending on the selection of algorithms employed for extracting terms from 
legal documents, dimensionality reduction and for preprocessing of input data, it 
can be assumed that there is a possibility of application numerical procedures 
(widely used in the area of common English language) to datasets containing 
Polish legal texts. The essential step towards obtaining reliable results is similarity 
method and the input matrix normalization numerical procedure selection.  

In the paper, the preliminary work aimed at automatic polish legal texts pro-
cessing was outlined. Taking into account presented considerations and sample 
results, further research will be aimed at polish legal acts clustering, in particular, 
through adjusting of numerical algorithms (briefly described above), and – addi-
tionally – performing analyses of semantic relations between terms, sentences and 
finally – legal acts.  
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AI Approach to Formal Analysis of
BPMN Models: Towards a Logical
Model for BPMN Diagrams

Antoni Ligęza and Tomasz Potempa

Abstract. Modeling Business Processes has become a challenging issue of
today’s Knowledge Management. As such it is a core activity of Knowl-
edge Engineering. There are two principal approaches to modeling such
processes, namely Business Process Modeling and Notation (BPMN) and
Business Rules (BR). Both these approaches are to certain degree comple-
mentary, but BPMN seems to become a standard supported by OMG. In
this paper we investigate how to build a logical model of BPMN using logic,
logic programming and rules. The main focus in on logical reconstruction of
BPMN semantics which is necessary to define some formal requirements on
model correctness enabling formal verification of such models.

1 Introduction

Knowledge has become a valuable and critical resource of contemporary or-
ganizations. In fact, possession of valid, most complete, up-to-date and essen-
tial knowledge has become a decisive factor of success in the so competitive
market.

Unfortunately — or no — human possession and processing of knowledge
turns out to be fairly inefficient for a number of reasons. Some most obvious
ones include difficulties with knowledge sharing, storage, and efficient exe-
cution. Hence, Knowledge Management (KM) must be supported with tools
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and techniques coming from Software Engineering and Knowledge Engineer-
ing universe.

Design, development and analysis of progressively more and more complex
business processes require advanced methods and tools. Two generic modern
approaches to modeling such processes have recently gained wider popularity.
These are the Business Process Modeling and Notation [29, 32, 1], or BPMN
for short, and Business Rules [28, 2, 7]. Although aimed at a common target,
both of the approaches are rather mutually complementary and offer some-
what distinctive features enabling process modeling [9] and executing [20].

BPMN as such constitutes a set of graphical symbols, such as links mod-
eling workflow, various splits and joins, events and boxes representing data
processing activities. It forms a transparent visual tool for modeling complex
processes promoted by OMG [25]. What is worth underlying is the expressive
power of current BPMN. In fact it allows for modeling conditional operations,
loops, event-triggered actions, splits and joins of data flow paths and com-
munication processes [27]. Moreover, modeling can take into account several
levels of abstraction which enables hierarchical approach.

An important issue about BPMN is that it covers three important aspects
of any business process; these are:

• data processing or data flow specification; this includes input, output and
internal data processing,

• inference control or workflow control ; this includes diagrammatic specifi-
cation of the process with partial ordering, switching and merging of flow,

• structural representation of the process as a whole; this allows for a visual
representation at several levels of hierarchy.

BPMN as such can be considered as procedural knowledge representation;
a BPMN diagram represents in fact a set of interconnected procedures. On
the other hand, the workflow diagram, however, although it provides trans-
parent, visual picture of the process, due to lack of formal model semantics
makes attempts at more rigorous analysis problematic. Further, even rela-
tively simple inference requires a lot of space for representation; there is no
easy way to specify declarative knowledge, e.g. in the form of rules.

Business Rules (BR), also promoted by OMG [23, 24], offer an approach
to specification of knowledge in a declarative manner. The way the rules are
applied is left over to the user when it comes to rule execution. Hence, rules
can be considered as declarative knowledge specification; inference control is
normally not covered by basic rules.

Note that rules can fulfill different roles in the system [23]. Some three
most important ones cover:

• declarative knowledge specification for inference of new facts,

• integrity constraints for preserving consistency of the knowledge base, and
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• meta-rules i.e. rules defining how to use other rules; this may include
partial control knowledge specification for improving efficiency of the in-
ference process.

Some modern classifications cover the following types of rules:

• facts – rules defining true statement (no conditional part),
• definition rules – for defining terms and notions in use,
• integrity rules – rules defining integrity constraints,
• production rules – for derivation of new facts,
• reaction rules – rules triggered by events, reactive rules or ECA rules,
• transformation rules – rules defining possible transformations, term-

rewriting rules; they may include numerical recipe rules,
• data processing rules – rules defining how particular data are to be trans-

formed; these include numerical processing rules,
• control rules – in fact meta rules used for inference process control,
• meta rules – other rules defining how to use basic rules.

Rules, especially when grouped into decision modules (such as decision
tables) are easier to analyze, however, the possibility of analysis depends on
the accepted knowledge representation language, and in fact – the logic in use
[14]. Formal models of rule-based systems and analysis issues are discussed
in detail in [14].

Note that the two approaches are to certain degree complementary: Busi-
ness Rules provide declarative specification of domain knowledge, which can
be encoded into a BPMN model. On the other hand, a careful analysis of a
BPMN diagram allows to extract certain rules governing the business. How-
ever, there is no consistent study on that possibility of mutual conversion.
The main problems seem to consist in lack of formal specification of KR
language. A some under-identification of BPMN.

The main common problem of BPMN is the lack of a formal declarative
model defining precisely the semantics and logic behind the diagram. Hence
defining and analyzing correctness of BPMN diagrams (e.g. in terms of termi-
nation or determinism) is a hard task. There are only few papers undertaking
the issues of analysis and verification of BPMN diagrams [5, 26, 27]. However,
the analysis is performed mostly at the structural level and does not take into
account the semantics of dataflow and control knowledge.

In this paper we follow the ideas initially presented in [15] and extend the
work described in [16]. An attempt at defining foundations for a more formal,
logical, declarative model of the most crucial elements of BPMN diagrams
is undertaken. We pass from logical analysis of BPMN components to their
logical models, properties and representation in Prolog. Some prototyped
procedures for checking correct data flow are also presented. The model is
aimed at enabling definition and further analysis of selected formal properties
of a class of restricted BPMN diagrams. The analysis should take into account
properties constituting reasonable criteria of correctness. The focus is on
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development of a formal, declarative model of BPMN components and its
overall structure. In fact, a combination of recent approaches to development
and verification of rule-based systems [21, 17, 19] seems to have potential
influence on BPMN analysis.

2 A Basic Structural Model for BPMN

In this section a simplified structural model of BPMN diagrams is put
forward. It constitutes a restricted abstraction of crucial intrinsic workflow
components. As for events, only start and termination events are taken into
account. Main knowledge processing units are activities (or tasks). Workflow
control is modeled by subtypes of gateways: split and join operations. Finally,
workflow sequence is modeled by directed links. No time/temporal aspect are
considered. The following elements will be taken into consideration:

• S — a non-empty set of start events (possibly composed of a single ele-
ment),

• E — a non-empty set of end events (possibly composed of a single element),
• T — a set of activities (or tasks); a task T ∈ T is a finite process with

single input and single output, to be executed within a finite interval of
time,

• G — a set of split gateways or splits, where branching of the workflow
takes place; three disjoint subtypes of splits are considered:

– GX — a set of exclusive splits where one and only one alternative paths
can be followed (a split of EX-OR type),

– GP — a set of parallel splits where all the paths of the workflow are to
be followed (a split of AND type or a fork), and

– GO — a set of inclusive splits where one or more paths should be
followed (a split of OR type).

• M — a set of merge gateways or joins node of the diagram, where two or
more paths meet; three further disjoint subtypes of merge (join) nodes are
considered:

– MX — a set of exclusive merge nodes where one and only one input
path is taken into account (a merge of EX-OR type),

– MP — a set of parallel merge nodes where all the paths are combined
together (a merge of AND type), and

– MO — a set of inclusive merge nodes where one or more paths influence
the subsequent item (a merge of OR type).

• F — a set of workflow links, F ⊆ O×O, where O = S ∪ E ∪ T ∪G ∪M is
the join set of objects. All the component sets are pairwise disjoint.

The splits and joins depend on logical conditions assigned to particular
branches. It is assumed that there is defined a partial function Cond:F → C

assigning logical formulae to links. In particular, the function is defined for
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links belonging to G×O∪O×M, i.e. outgoing links of split nodes and incom-
ing links of merge nodes. The conditions are responsible for workflow control.
For intuition, a simple BPMN diagram is presented in Fig. 1.

In order to ensure correct structure of BPMN diagrams a set of restrictions
on the overall diagram structure is typically defined; they determine the so-
called well-formed diagram [27].

Note however, that a well-formed diagram does not assure that for any
input knowledge the process can be executed leading to a (unique) solution.
This further depends on the particular input data, its transformation during
processing, correct work of particular objects, and correct control defined by
the branching/merging conditions assigned to links.

3 An Example of BPMN Diagram with Rules

In order to provide intuitions, the theoretical considerations will be illus-
trated with a simple example process. The process goal is to establish the
so-called set-point temperature for a thermostat system [22]. The selection
of the particular value depends on the season, whether it is a working day or
not, and the time of the day.

Consider the following set of declarative rules specifying the process. There
are eighteen inference rules (production rules):

Rule 1 : aDD ∈ {monday , tuesday ,wednesday , thursday , friday} −→ aTD = wd.
Rule 2 : aDD ∈ {saturday , sunday} −→ aTD = wk.
Rule 3 : aTD = wd ∧ aTM ∈ (9, 17) −→ aOP = dbh.
Rule 4 : aTD = wd ∧ aTM ∈ (0, 8) −→ aOP = ndbh.
Rule 5 : aTD = wd ∧ aTM ∈ (18, 24) −→ aOP = ndbh.
Rule 6 : aTD = wk −→ aOP = ndbh.
Rule 7 : aMO ∈ {january , february , december} −→ aSE = sum.
Rule 8 : aMO ∈ {march , april ,may} −→ aSE = aut.
Rule 9 : aMO ∈ {june, july , august} −→ aSE = win.
Rule 10 : aMO ∈ {september , october ,november} −→ aSE = spr.
Rule 11 : aSE = spr ∧ aOP = dbh −→ aTHS = 20.
Rule 12 : aSE = spr ∧ aOP = ndbh −→ aTHS = 15.
Rule 13 : aSE = sum ∧ aOP = dbh −→ aTHS = 24.
Rule 14 : aSE = sum ∧ aOP = ndbh −→ aTHS = 17.
Rule 15 : aSE = aut ∧ aOP = dbh −→ aTHS = 20.
Rule 16 : aSE = aut ∧ aOP = ndbh −→ aTHS = 16.
Rule 17 : aSE = win ∧ aOP = dbh −→ aTHS = 18.
Rule 18 : aSE = win ∧ aOP = ndbh −→ aTHS = 14.

Let us briefly explain these rules. The first two rules define if we have
today (aTD) a workday (wd) or a weekend day (wk). Rules 3-6 define if the
operation hours (aOP) are during business hours (dbh) or not during business
hours (ndbh); they take into account the workday/weekend condition and the
current time (hour). Rules 7-10 define the season (aSE ) is summer (sum),
autumn (aut), winter (win) or spring (spr). Finally, rules 11-18 define the
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Determining
season

Determining
workday

Determining
operat ion hours

Determining
thermostat

sett ings

Fig. 1 An example BPMN diagram — top-level specification of the thermostat
system

precise setting of the thermostat (aTHS ). Observe that the set of rules is flat;
basically no control knowledge is provided.

Now, let us attempt to visualize a business process defined with these rules.
A BPMN diagram of the process is specified in Fig. 1.

After start, the process is split into two independent paths of activities.
The upper path is aimed at determining the current season1 (aSE; it can take
one of the values {sum, aut, win, spr}; the detailed specification is provided
with rules 7-10 below). A more visual specification of this activity with an
appropriate set of rules is shown in Fig. 2.

month in {1,2,12}

month in {3,4,5}

month in {6,7,8}

month in {9,10,11}

set season
to summer

set season
to autumn

set season
to spring

set season
to winter

Fig. 2 An example BPMN diagram — detailed specification a BPMN task

The lower path activities determine whether the day (aDD) is a workday
(aTD = wd) or a weekend day (aTD = wk), both specifying the value of
today (aTD ; specification provided with rules 1 and 2), and then, taking
into account the current time (aTM ), whether the operation (aOP) is dur-
ing business hours (aOP = dbh) or not (aOP = ndbh); the specification is
provided with rules 3-6. This is illustrated with Fig. 3 and Fig. 4.
1 For technical reasons all attribute names used in this example start with lower-

case ’a’.
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day in {mon,tue,wed,thu,fri}

day in {sat,sun}

set today
to workday

set today
to weekend

Fig. 3 An example BPMN diagram — detailed specification of determining the
day task

today =  workday &
hour >  17

today =  weekend &
hour =  any

today =  workday &
hour <  9

today =  workday &
hour in [9;17]

set operat ion
to nbizhrs

set operat ion
to bizhrs

Fig. 4 An example BPMN diagram — detailed specification of working hours task

Finally, the results are merged together and the final activity consists in
determining the thermostat settings (aTHS ) for particular season (aSE ) and
time (aTM ) (the specification is provided with rules 11-18). This is illustrated
with Fig. 5.

Even in this simple example, answers to the following important questions
are not obvious:

1. data flow correctness : is any of the four tasks/activities specified in a
correct way? Will each task end with producing the desired output for
any admissible input data?

2. split consistency : will the workflow possibly explore all the paths after a
split? Will it always explore at least one?

3. merge consistency: will it be always possible to merge knowledge coming
from different sources at the merge node?

4. termination/completeness : does the specification assure that the system
will always terminate producing some temperature specification for any
admissible input data?

5. determinism: will the output setting be determined in a unique way?
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operat ion =  nbizhrs &
season =  summer

set thermostat
sett ings to 27

operat ion =  bizhrs &
season =  summer

set thermostat
sett ings to 24

operat ion =  nbizhrs &
season =  spring

set thermostat
sett ings to 15

operat ion =  bizhrs &
season =  spring

set thermostat
sett ings to 20

operat ion =  bizhrs &
season =  winter

set thermostat
sett ings to 18

operat ion =  nbizhrs &
season =  winter

set thermostat
sett ings to 14

operat ion =  nbizhrs &
season =  autumn

set thermostat
sett ings to 16

operat ion =  bizhrs &
season =  autumn

set thermostat
sett ings to 20

Fig. 5 An example BPMN diagram — detailed specification of the final thermostat
setting task

Note that we do not ask about correctness of the result; in fact, the rules,
embedded into a BPMN diagram, provide a kind of executable specification,
so there is no reference point to claim that the final output is correct or not.

4 Logical Analysis of BPMN Diagrams

A BPMN diagram can model quite complex processes. Apart from external
consistency validation (i.e. whether or not the diagram models correctly the
external system in a complete way, does not introduce any non-existent fea-
tures, and there is an isomorphism between those two), an important issue is
the internal consistency requirement for correct structure of the diagram and
correct workflow specification. The first one refers to the static specification
of components and their connections. The second one consists in correct work
of the structure for all admissible input data specification.

The structural correctness is defined by requirements for well-formed
BPMN diagram. However, even having correct structure, the process can
go wrong due to unserved data or wrong workflow control, for example. Be-
low, an attempt is made at specification of some minimal requirements for
(i) correct work of process components (tasks), (ii) assuring data flow, (iii)
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correct work of splits, (iv) correct work of merge nodes, and finally — (v)
termination of the overall process.

A more complex issue consists in verification of internal workflow correct-
ness. The analysis must take into account, at least the following aspects:

1. Local correctness requirements:

a. Correct specification and work of process components performing ac-
tivities,

b. Correct specification of data flow,
c. Correct specification and work of splits,
d. Correct specification and work of joins.

2. Global correctness requirements:

a. No deadlocks — the system must work for all admissible input data,
b. Termination — the system must terminate work within a finite period

of time,
c. Determinism — the results should be repeatable for repeated input data

(ambiguous rules, hazards, races).

Further requirements may refer to features such as minimal representation,
optimal decomposition, robustness, and optimal results and optimal execution.
In order to answer these questions one must (i) assure the correct work of all
the components (activities/processes), (ii) assure the correctness of data flow
between components, (iii) assure correct inference control (w.r.t. split and
join operations), (iv) check if the static structure of the diagram is correct
and, finally (v) check if all this combined together will work, i.e. the inference
process is not blocked at some point (e.g. due to a deadlock).

4.1 Component Correctness

In this section we put forward some minimal requirements defining correct
work of rule-based process components performing BPMN activities. Each
such component is composed of a set of inference rules, designed to work
within a the same context; in fact, preconditions of the rules incorporate the
same attributes. In our example we have four such components: determining
workday (rules 1-2), determining operation hours (rules 3-6), determining
season (rules 7-10) and determining the thermostat setting (rules 11-18).

In general, the outermost logical model of a component T performing some
activity/task can be defined as a triple of the form:

T = (ψT , ϕT ,A), (1)

where ψT is a formula defining the restrictions on the component input, ϕT

defines the restrictions for component output, and A is an algorithm which for
a given input satisfying ψT produces an (desirably uniquely defined) output,
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satisfying ϕT . For intuition, ψT and ϕT define a kind of a ’logical tube’ —
for every input data satisfying ψT (located at the entry of the tube), the
component will produce and output satisfying ϕT (still located within the
tube at its output). The precise recipe for data processing is given by an
algorithm A.

The specification of a rule-based process component given by (1) is consid-
ered correct, if and only if for any input data satisfying ψT the algorithm A
produces an output satisfying ϕT . It is further deterministic (unambiguous)
if the generated output is unique for any admissible input.

For example, consider the component determining operation hours. Its
input restriction formula ψT is the disjunction of precondition formulae ψ3 ∨
ψ4 ∨ ψ5 ∨ ψ6, where ψi is a precondition formula for rule i. We have ψT =
((aTD = wd) ∧ (aTM ∈ [0, 8] ∨ aTM ∈ [9, 17] ∨ aTM ∈ [18, 24])) ∨ (aTD =
wk). The output restriction formula is given by ϕT = (aOP = dbh)∨(aOP =
ndbh). The algorithm is specified directly by the rules; rules are in fact a kind
of executable specification.

In order to be sure that the produced output is unique, the following
mutual exclusion condition should hold:

�|= ψi ∧ ψj (2)

for any i �= j, i, j ∈ {1, 2, . . . , k}. A simple analysis shows that the four rules
have mutually exclusive preconditions, and the joint precondition formula ψT

covers any admissible combination of input parameters; in fact, the subset of
rules is locally complete and deterministic [14].

4.2 Correct Flow of Data

In our example we consider only rule-based components. Let φ define the
context of operation, i.e. a formula defining some restrictions over the cur-
rent state of the knowledge-base that must be satisfied before the rules of a
component are explored. For example, φ may be given by ϕT ′ of a compo-
nent T ′ directly preceding the current one. Further, let there be k rules in
the current component, and let ψi denote the joint precondition formula (a
conjunction of atoms) of rule i, i = 1, 2, . . . , k. In order to be sure that at
least one of the rules will be fired, the following condition must hold:

φ |= ψT , (3)

where ψT = ψ1 ∨ψ2 ∨ . . .∨ψk is the disjunction of all precondition formulae
of the component rules. The above restriction will be called the funnel prin-
ciple. For intuition, if the current knowledge specification satisfies restriction
defined by φ, then at least one of the formula preconditions must be satisfied
as well.



AI Approach to Formal Analysis of BPMN Models 79

For example, consider the connection between the component determining
workday and the following it component determining operation hours. After
leaving the former one, we have that aTD = wd ∨ aTD = wk. Assuming
that the time can always be read as an input value, we have φ = (aTD =
wd ∨ aTD = wk) ∧ aTM ∈ [0, 24]. On the other hand, the disjunction of
precondition formulae ψ3 ∨ ψ4 ∨ ψ5 ∨ ψ6 is given by ψT = (aTD = wd) ∧
(aTM ∈ [0, 8] ∨ aTM ∈ [9, 17] ∨ aTM ∈ [18, 24])) ∨ aTD = wk. Obviously,
the funnel condition given by (3) holds.

4.3 Correct Splits

An exclusive split GX (q1, q2, . . . qk) ∈ GX with k outgoing links is modeled
by a fork structure assigned excluding alternative of the form:

q1 � q2 � . . . � qk,

where qi ∧ qj is always false for i �= j. An exclusive split can be considered
correct if and only if at least one of the alternative conditions is satisfied. We
have the following logical requirement:

|= q1 ∨ q2 ∨ . . . ∨ qk, (4)

i.e. the disjunction is in fact a tautology. In practice, to assure (4), a pre-
defined exclusive set of conditions is completed with a default q0 condition
defined as q0 = ¬q1∧¬q2∧. . .∧¬qk; obviously, the formula q0∨q1∨q2∨. . .∨qk
is a tautology.

Note that in case when an input restriction formula φ is specified, the
above requirement given by (4) can be relaxed to:

φ |= q1 ∨ q2 ∨ . . . ∨ qk. (5)

An inclusive split GO(q1, q2, . . . qk) ∈ GO is modeled as disjunction of the
form:

q1 ∨ q2 ∨ . . . ∨ qk,

An inclusive split to be considered correct must also satisfy formula (4), or
at least (5). As before, this can be achieved through completing it with the
q0 default formula.

A parallel split GP(q1, q2, . . . qk) ∈ GP is referring to a fork-like structure,
where all the outgoing links should be followed in any case. For simplicity, a
parallel split can be considered as an inclusive one, where all the conditions
assigned to outgoing links are set to true.

Note that, if φ is the restriction formula valid for data at the input of the
split, then any of the output restriction formula is defined as φ ∧ qi for any
of the outgoing link i, i = 1, 2, . . . , k.
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4.4 Correct Merge

Consider a workflow merge node, where k knowledge inputs satisfying restric-
tions φ1, φ2, . . . , φk respectively meet together, while the selection of partic-
ular input is conditioned by formulae p1, p2, . . . , pk, respectively.

An exclusive merge MX (p1, p2, . . . , pk) ∈ MX of k inputs is considered
correct if and only if the conditions are pairwise disjoint, i.e.

�|= pi ∧ pj (6)

for any i �= j, i, j ∈ {1, 2, . . . , k}. Moreover, to assure that the merge works,
at least one of the conditions should hold:

|= p1 ∨ p2 ∨ . . . ∨ pk, (7)

i.e. the disjunction is in fact a tautology. If the input restrictions φ1, φ2, . . . , φk

are known, condition (7) might possibly be replaced by |= (p1 ∧ φ1) ∨ (p2 ∧
φ2) ∨ . . . ∨ (pk ∧ φk).

Note that in case a join input restriction formula φ is specified, the above
requirement can be relaxed to:

φ |= p1 ∨ p2 ∨ . . . ∨ pk, (8)

and if the input restrictions φ1, φ2, . . . , φk are known, it should be replaced
by φ |= (p1 ∧ φ1) ∨ (p2 ∧ φ2) ∨ . . . ∨ (pk ∧ φk).

An inclusive merge MO(p1, p2, . . . , pk) ∈ MO of k inputs is considered
correct if one is assured that the merge works — condition (7) or (8) hold.

A parallel merge MP ∈ MP of k inputs is considered correct by default.
However, if the input restrictions φ1, φ2, . . . , φk are known, a consistency
requirement for the combined out takes the form that φ must be consistent
(satisfiable), where:

φ = φ1 ∧ φ2 ∧ . . . ∧ φk (9)

An analogous requirement can be put forward for the active links of an in-
clusive merge.

|= p1 ∧ p2 ∧ . . . ∧ pk, (10)

i.e. the conjunction is in fact a tautology, or at least

φ |= p1 ∧ p2 ∧ . . . ∧ pk. (11)

In general, parallel merge can be made correct in a trivial way by putting
p1 = p2 = . . . = pk = true.

Note that even correct merge leading to a satisfiable formula assure only
passing the merge node; the funnel principle must further be satisfied with
respect to the following-in-line object. To illustrate that consider the input
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Fig. 6 An example BPMN diagram — top-level specification of thermostat system
with the additional Prolog annotations

of the component determining thermostat setting. This is the case of parallel
merge of two inputs. The joint formula defining the restrictions on combined
output of the components for determining season and determining operation
hours is of the form:

φ = (aSE = sum ∨ aSE = aut ∨ aSE = win ∨
aSE = spr) ∧ (aOP = dbh ∨ aOP = ndbh).

A simple check of all possible combinations of season and operation hours
shows that all the eight possibilities are covered by preconditions of rules
11-18; hence the funnel condition (3) holds.

5 BPMN Model in Prolog

In this section a Prolog model for the example BPMN diagram is presented.
It enables logical analysis of the diagram. Below, samples of Prolog code are
listed.

A BPMN diagram is represented as a complex graph with different types
of nodes. Each specific component of BPMN is mapped into a Prolog fact.
In order to model the structure of a BPMN diagram in a declarative way it
is proposed to use a set of Prolog facts. A generic form can be as follows:

component_type(<id>,
<input_node>,<input-formula>,
<output_node>,<output-formula>).

In practice, such facts can be of different structure for different
components.

The Thermostat example presented in Fig. 6 is defined with the Prolog
code in Listing 1.
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Algorithm 1. BPMN example coding in Prolog

%%%%% BPMN Knowledge Base %%%%%
%%% Star t & end nodes de c l a ra t i on
in it_node ( s t a r t ) .
end_node( end ) .
nodes ( [ n1 , n2 , n3 , n4 , n5 , n6 ] ) .
%%% Tasks
% ta s k (<id >,<input_node >,
% <input_formula >,
% <output_node >,
% <output_formula >).
task ( ds , n1

[ [ mspr ] , [msum] , [ maut ] , [ mwin ] ] ,
n3 , [ [ spr ] , [ sum ] , [ aut ] , [ win ] ] ) .

task (dw, n2 , [ [ d15 ] , [ d67 ] ] , n4 ,
[ [ twr ] , [ twe ] ] ) .

task (do , n4 , [ [ twr , t18 ] , [ twr , t8 ] ,
[ twr , t917 ] , [ twe ] ] , n5 ,
[ [ nonbiz ] , [ b i z ] ] ) .

task ( dt , n6 , [ [ nonbiz , spr ] , [ nonbiz , sum ] ,
[ nonbiz , aut ] , [ nonbiz , win ] ,
[ b iz , spr ] , [ b iz , sum ] , [ b iz , aut ] ,
[ b iz , win ] ] , end ,
[ [ t14 ] , [ t15 ] , [ t16 ] , [ t18 ] , [ t20 ] ,
[ t24 ] , [ t27 ] ] ) .

% s p l i t 2 (<id >,<sp l i t_ type >,
% <input_node >,
% (<output_node >,
% <log i ca l_cond i t i on >) ,
% (<output_node >,
% <log i ca l_cond i t i on >)).
s p l i t 2 ( s1 , and , s tar t , ( n1 , true ) ,

( n2 , true ) ) .
% merge2(<id >,<merge_type >,
% <input_node >,
% <input_node >,
% <output_node >).
merge2 (m1, and , n3 , n5 , n6 ) .

There are four tasks defined:

ds define season with input node n1, output node n3, input formula being a
DNF - disjunction of all four precondition formulas of the four rules, and
output formula being DNF - a disjunction of the conclusions of the rules,
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dwdefine workday with input node n2, output node n4, input formula being
a DNF - disjunction of all two precondition formulas of the two rules, and
output formula being DNF - a disjunction of the conclusions of the rules,

dodefine operation with input node n4, output node n5, input formula being
a DNF - disjunction of all four precondition formulas of the four rules, and
output formula being DNF - a disjunction of the conclusions of the rules,

dt define temperature with input node n1, output node n3, input formula
being a DNF - disjunction of all eight precondition formulas of the eight
rules, and output formula being DNF - a disjunction of the conclusions of
the rules.

There are also one split node, from start to n1 and n2, and one merge
node, from n3 and n5 to n6.

As an example of analysis let us present a code for verification of data flow
(the funnel condition) between tasks dw and do; the intuition behind is that
any output generated by dw should be accepted and further processed by do.
The sample code is presented in Listing 2.

After calling the funnel check for the internal node n4 the system proves
that the output formula of task dw implies the input formula of task do. The
output of the program, confirming the result of the check is given below.

Other static checks for data flow have been implemented and tested as
well.

6 Related Works

To the best of our knowledge, there are no related works which define BPMN
model in the Prolog language. The only one approach that uses Prolog by
Andročec [4] significantly differs from our work. Andročec used Prolog for
specification of business processes, however, he used it to assess the cost and
time of running a process and to identify potential problems with resources.
Thus, he defined the model for simulation purposes.

Similar attempts to formalization of BPMN models were carried out by
Lam [12], Andersson et al. [3], Wong and Gibbons [33] as well as Dijkman and
Van Gorp [6]. Other attempts to formalization of process models, however
not concerning BPMN, were carried out by Gruhn and Laue [8].

The BPMN model defined by Lam in [12] was used to check the diagrams
against the properties specified by a user for a particular model [13]. In our
case, the properties, which are correctness requirements, can be used for any
BPMN model.

In the case of declarative model presented in [3], they introduced the notion
of activity dependency model, which identifies, classifies, and relates activities
needed for executing and coordinating value transfers. In particular, in their
model, relations between activities can be specified in terms of notions like re-
source flow, trust, coordination, and reciprocity. The four types of dependen-
cies which can be identified (flow, trust, trigger, and duality dependencies) are
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Algorithm 2. BPMN example coding in Prolog: funnel between tasks

%%% Funnel cond i t i on check ing f o r
%%% nodes among ta s k s
funne l (N) :−

task (IDOUT,_,_,N,FOUT) ,
task ( IDIN ,N, FIN ,_,_) ,
imp l i e s (FOUT, FIN) ,
write (IDOUT) , write ( ’−−>’ ) , write (N) ,

write ( ’−−>’ ) , write ( IDIN) , nl .

%%% De f i n i t i on o f imp l i c a t i on
%%% for two DNF
imp l i e s ( true ,_) :− ! .
imp l i e s ( [ ] ,_) :− ! .
imp l i e s ( [MIN|T] ,DNF) :−

imply (MIN,DNF) ,
imp l i e s (T,DNF) .

%%% De f i n i t i on o f imp l i c a t i on
%%% DNF |= MIN
imply ( [ ] ,_) :− ! .
imply (MIN,DNF) :−

member (M,DNF) , subse t (M,MIN) , ! .
imply (MIN,DNF) :−

f ind_subsets (DNF,SDNF) ,
reduce (SDNF,RSDNF) ,
member (M,RSDNF) ,
subse t (M,MIN) .

f ind_subsets ( [ ] , [ ] ) :− ! .
f ind_subsets ( [G|T ] , [G|T2]) : −

f ind_subsets (T,T2 ) .
f ind_subsets ( [_|T] ,T2):−

f ind_subsets (T,T2 ) .

Algorithm 3. BPMN example coding in Prolog: funnel between tasks

?− funne l ( n4 ) .
dw−−>n4−−>do
true
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not a part of the BPMN style, thus their model is not completely BPMN com-
pliant and has another goals then ours.

Dijkman and Van Gorp [6] formalized the BPMN model using graph
rewrite rules. However, their goal was also different from ours. They fo-
cused on execution semantics. Thus, their approach is suitable for simulation,
animation and execution of BPMN models.

Wong and Gibbons [33] defined the semantics of BPMN models using Com-
municating Sequential Processes, in which a process is a pattern of behav-
ior. They provide only verification of such issues as: hierarchical refinement,
partial refinement and hierarchical independence.

7 Concluding Remarks

Our work is a part of an approach in the area of of business processes and rules
integration [10]. It constitutes an attempt at providing a logical, declarative
model for well-defined BPMN diagram [15]. The model is aimed at defining
formal semantics of diagram components and the workflow operation. The
main focus is on the specification of correct components and correct dataflow.
Global termination conditions are specified in a recursive way. Summarizing,
in the paper we:

• formulated a formal model for a subset of BPMN,
• defined local and global correctness requirements,
• specified the detailed logic that stems from the diagram.

The original contribution of our work consists in:

• presenting open issues corresponding to the BPMN diagrams, such as con-
sistency of elements,

• specifying a BPMN model in the declarative Prolog language, which helps
to check the defined correctness requirements.

Note that the logical analysis can be performed off-line, on the base of
logical requirements φ, ψ and ϕ of data. However, if such specifications are
data-dependent (e.g. in case of loops or more complex non-monotonic data
processing) the analysis may be possible only in on-line form, separately for
any admissible input data.

As future work, a more complex modeling, verification and execution ap-
proach is considered. In the case of modeling issue, we plan to implement this
approach by extending one of the existing BPMN tools in order to integrate
it with the HeKatE Qt Editor (HQEd) for XTT2-based Business Rules [9].
The XTT2 rules [21] (and tables) can be formally analyzed using the so-called
verification HalVA framework [10] or using Petri net approach [31]. Although
table-level verification can be performed with HalVA [18], the global verifica-
tion is a more complex issue [11]. Our preliminary works on global verification
have been presented in [30].
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Square Complexity Metrics for Business Process
Models�

Krzysztof Kluza, Grzegorz J. Nalepa, and Janusz Lisiecki

Abstract. Complexity metrics for Business Process (BP) are used for the better un-
derstanding, and controlling quality of the models, thus improving their quality. In
the paper we give an overview of the existing metrics for describing various aspects
of BP models. We argue, that the design process of BP models can be improved
by the availability of metrics that are transparent and easy to be interpreted by the
designers. Therefore, we propose simple yet practical square metrics for describ-
ing complexity of a BP model based on the Durfee and Perfect square concept.
These metrics are easy to interpret and provide basic information about the struc-
tural complexity of the model. The proposed metrics are to be used with models built
with Business Process Model and Notation (BPMN), which is currently the most
widespread language used for BP modeling. Moreover, we present a set of BPMN
models analyzed with our metrics. Finally, we introduce a tool implementing the
discussed metrics. We compare the results to other important metrics, emphasizing
the qualities of our approach.

1 Introduction and Motivation

Business Process (BP) models constitute a graphical representation of processes in
an organization. The Business Process Model and Notation (BPMN) [36] visual
language contributed significantly to Software Engineering (SE) in terms of col-
laboration between developers, software architects and business analysts. Although
there are many new tools and methodologies in this area, they do not make BPMN
models more comprehensible. Thus, a set of best practices for modelers is needed,
and some methods measuring features of model complexity are desired.

Krzysztof Kluza · Grzegorz J. Nalepa · Janusz Lisiecki
AGH University of Science and Technology,
al. A. Mickiewicza 30, 30-059 Krakow, Poland
e-mail: {kluza,gjn}@agh.edu.pl
� The paper is supported by the AGH UST 11.11.120.859.

M. Mach-Król and T. Pełech-Pilichowski (eds.), Advances in Business ICT, 89
Advances in Intelligent Systems and Computing 257,
DOI: 10.1007/978-3-319-03677-9_6, c© Springer International Publishing Switzerland 2014



90 K. Kluza, G.J. Nalepa, and J. Lisiecki

To be a base for communication, models should be easy to understand and to
maintain. Although visualization can help in evaluation task [3], it would be useful
to have measures that can provide information about understandability and main-
tainability of a BP model [23]. This can help to evaluate the difficulty of producing
a BP before its implementation. BP metrics can help to control, estimate and im-
prove processes and therefore organizations during design [38]. As it was validated
by Mendling in [27], proper complexity measures have the potential to serve as
modeling error probability determinants [26].

Our motivation is to deliver new complexity metrics for business processes that
are easy to grasp for different groups of users. We argue, that the design process
of business process models can be improved by the availability of metrics that are
transparent and easy to be interpreted.

This paper is an extended version of the paper [19] presented at the ABICT 2012
workshop. It gives an overview of selected existing metrics for describing various
aspects of BP models. Primarily we focus on measurements which are easy to com-
pute, i.e. they are intuitive and not difficult to interpret by users. As the original con-
tribution, we propose a new, simple, yet practical metric for BPMN models, which
adopts concepts of some commonly known bibliometric indicators for the BP model
purposes. We extend the discussion of related works and evaluation of results. More-
over, we present a set of business process models analyzed with our metrics. Finally,
we introduce a tool implementing the discussed metrics. We compare the results to
other important metrics, emphasizing the qualities of our approach.

The rest of this paper is organized as follows: Section 2 presents BPMN model
and its elements. Section 3 describes the existing approaches to measuring various
aspects of BP models. In Section 4 the new square metrics for BP are proposed. The
paper is summarized in Section 6.

2 Main Elements of the BPMN Model

A Business Process [47] can be defined as a collection of related tasks that pro-
duce a specific service or product (serve a particular goal) for a particular customer.
BPMN [36] constitutes the most widespread language for modeling BP. It uses
a set of predefined graphical elements to depict a process and how it is performed.
The current BPMN 2.0 specification defines three models to cover various aspects
of processes:

1. Process Model – describes the ways in which operations are carried out to accom-
plish the intended objectives of an organization. The process can be modeled on
different abstraction levels: public (collaborative Business 2 Business Processes)
or private (internal Business Processes).

2. Choreography Model – defines expected behavior between two or more interact-
ing business participants in the process.
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3. Collaboration Model – can include Processes and/or Choreographies, and pro-
vides a Conversation view (which specifies the logical relation of message ex-
changes).

Although BPMN 2.0 defines three models to cover various aspects of processes,
in most cases, using only the Process Model is sufficient. Four basic categories
of elements used to model such processes are: flow objects (activities, gateways,
and events), connecting objects (sequence flows, message flows, and associations),
swimlanes, and artifacts, see Fig. 1. Activities are the main BPMN elements. They
denote tasks that have to be performed and are represented by rectangles with
rounded corners. The sequence flow between activities, the flow of control, is de-
picted by arcs. The directions of arcs depict the order in which the activities have to
be performed. Events, represented by circles, denote something that happens during
the lifetime of the process. The icon within the circle denotes the event type. e.g. en-
velope for message event, clock for time event. Gateways, represented by diamond
shapes, determine forking and merging of the sequence flow between tasks in a pro-
cess, depending on some conditions. The icon within the shape denotes the logical
function associated with the gateway.

In our study, we focus on the mentioned above main elements of the BPMN
process model. For our approach what matters most are the key structural elements
that shape the complexity of the analyzed BP models.

Fig. 1 BPMN core objects

3 State of the Art in the Metrics for Business Processes

One of the most influential papers in the business process modeling field by
Mendling et al. [29] concerns guidelines for modelers, which should be taken into
account when modeling business processes. They formulated seven guidelines and
prioritized them with the help of industry experts [29]:
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1. Model as structured as possible.
2. Decompose a model with more than 50 elements.
3. Use as few elements in the model as possible.
4. Use verb-object activity labels.
5. Minimize the routing paths per element.
6. Use one start and one end event.
7. Avoid OR routing elements.

Such principles help with modeling more comprehensive and less error-prone de-
signs. According to Mendling et al., following conclusions can be drawn:

• Smaller BP models are more manageable, with less structural errors.
• There is a connection between nodes degree and the model understandability.
• Model structuredness affects both intelligibility and the number of defects.

However, the existing tools do not require to comply with such requirements,
so a user has to adhere to these guidelines itself.

In the past decades, a lot of research has been conducted on the measurement of
software programs [24]. Metrics have been used for many purposes, such as pre-
dicting errors [44], supporting refactoring or estimating costs of software [14] or
measuring software functional size [30]. Khlif et al. noticed the similarity between
object-oriented software and business process model [16]. Other authors [37, 43] ar-
gue that workflow processes are quite similar to software programs in such respects
as: focusing on information processing, dynamic execution that follows a static
structure and having a similar compositional structure. A program can be split up
into respectively modules or classes, which consist of a number of statements, and
every statement has a number of variables and constants. Likewise, a workflow pro-
cess has activities, built out of a number of elementary operations and each operation
uses one or more information elements.

Table 1 shows some basic concepts which are similar in both the BPMN and OO
approaches. Some of the software metrics have been adapted to analyze and study
business processes characteristics [8, 16, 42]. As the analogy between software and
business processes was seen by many researchers, some of the software metrics have
been adapted to analyze and study business processes characteristics.

Table 1 Similarities between BPMN and OO core concepts [16, 42]

Object oriented software BPMN models

Classes/Packages Sub Processes, Processes
Methods Tasks

Method invocations Control flow or message flow incoming to a task
Variables/Constants Data objects

Comment lines Annotations

According to Conte et al. [9], the quality of software design is related to five
design principles: coupling, cohesion, complexity, modularity and size [42]. These
principles can be defined as follows:
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• Coupling is measured by the number of interconnections among modules.
• Cohesion is a measure of the relationships of the elements within a module.
• Complexity measures the number and size of control constructs.
• Modularity measures if the system’s components may be separated and recom-

bined by logical partitioning.
• Size measures the overall dimension of software.

Most researchers focus on metrics that measure the complexity of the process.
IEEE Standard Computer Dictionary defines complexity as the degree to which
a system or component has a design or implementation that is difficult to under-
stand and verify [13].

As there is no single metric that can be used to measure the complexity of a pro-
cess, Cardoso et al. distinguished four perspectives to process complexity [6]:

• activity complexity – affected by the number of activities a process has,
• control-flow complexity – affected by such elements and constructs as splits,

joins, loops, start and end,
• data-flow complexity – concerns data structures, and the number of formal pa-

rameters of activities, and the mappings between data of activities [5],
• resource complexity – concerns different types of resources that have to be ac-

cessed during process execution.

In [8], Cardoso et al. introduced several simple complexity metrics adapted from
software engineering. Based on the simple metric, which counts the number of Lines
of Code (LOC) of a program, they proposed three metrics:

• NOA – Number of activities in a process.
• NOAC – Number of activities and control-flow elements.
• NOAJS – Number of activities, joins, and splits.

To evaluate the difficulty of producing business process, Cardoso introduced
Control-Flow Complexity (CFC) metric, which borrows some ideas from McCabe’s
cyclomatic complexity [7]. This metric uses the number of states induced by control-
flow elements in a process. Moreover, for estimating process length, volume, and
difficulty, Cardoso et al. introduced the notion of Halstead-based Process Complex-
ity (HPC) measures [8]. This composite measure of complexity comprises a set of
primitive measures:

• n1 – the number of unique activities, splits and joins, and other control-flow
elements,

• n2 – the number of unique data variables that are manipulated by the process and
its activities,

• N1 and N2 can be easily derived directly from n1 and n2 as total numbers of the
control flow and data elements.

Thus, the HPC measures can be calculated as follows:

• process length: N = n1 ∗ log2(n1) + n2 ∗ log2(n2)
• process volume: V = (N1 + N2)∗ log2(n1 + n2)
• process difficulty: D = (n1/2)∗ (N2/n2)
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Although the HPC measures for processes can have several advantages (do not
require in-depth analysis of process structures and can predict rate of errors) [8], it
is not defined how the primitive measures should be adapted for the purpose of the
BPMN notation.

Another metric adapted by Cardoso et al. is the Information Flow Metric.
They proposed a metric Interface Complexity (IC) of an activity, defined as:
IC = Length ∗ (NoI ∗NoO)2. In the formula, the length of the activity can be cal-
culated using traditional SE metrics such as LOC (Cardoso et al. suggested 1 if the
activity source code is unknown) and the number of inputs (NoI) and outputs (NoO)
of the activity follow directly from the model.

Latva-Koivisto [22] proposed the Coefficient of Network Complexity (CNC)
metric for business processes. CNC is a widely used metric in network analysis
and was proposed to measure the degree of complexity of a critical pass network.
Cardoso et al. [8] proposed a more precise version of the formula:
CNC = numberofarcs/(no.ofactivities, joins,andsplits).

Abreu et al. specified the presented metrics (CNC, KNH, CFC, HPC) with the
Object Constraint Language (OCL) upon a lightweight BPMN metamodel [1].
Rolon et al. defined in [2] a large set of simple metrics for the evaluation of business
processes at a conceptual level. Their metrics measure the structural complexity of
software process models and are grouped into two main categories: Base and De-
rived Measures. The base measures are defined as a number of each kind of BPMN
elements that a business process model is composed of, e.g. NT (Number of Tasks)
– the total number of tasks in a process model. Based on such measures they pro-
posed several derived measures which uses some simple measurement function that
describes the proportions among different elements of the model, e.g. TNA/NSFA
(Total Number of Activities/Number of Sequence Flows between Activities) – de-
scribes connectivity level between activities in a process.

Selected simple metrics defined by Sánchez-González et al. [39] are presented in
Table 2. Each of these metrics is easy to understand and describes a single aspect of
a process model.

In [23], Gruhn and Laue took into consideration other properties of processes to
define some new metrics. They proposed analyzed nesting properties – Maximum
Nesting Depth (MaxND) and Mean Nesting Depth (MeanND): The nesting depth
of an action is the number of decisions in the control flow that are necessary to per-
form this action. They noticed that a greater nesting depth implies greater complex-
ity and both nesting depth metrics have a strong influence on other structure-related
complexity metrics.

They also formulated Cognitive Complexity (CC) metric which uses the cogni-
tive weight for business process models. Their metric is based on the research by
Shao and Wang upon the metric which measures the effort required for compre-
hending certain software. The Cognitive Functional Size (CFS) metric for software
measurement uses predefined (based on empirical studies) cognitive weights for ba-
sic control structures. The cognitive weight of a control structure is a measure for
the difficulty to understand this control structure. Hence, such a metric measures
indirectly difficulty to understand a model (thus complexity).
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Table 2 Simple metrics defined in [39]

Metric Description

Number of nodes Number of activities and routing elements in a model.
Diameter Length of the longest path from a start node to an end node.
Density Ratio of the total number of arcs to the maximum number of arcs.
The Coefficient of Con-
nectivity

Ratio of the total number of arcs in a process model to its total
number of nodes.

The Average Gateway
Degree

Average of the number of both incoming and outgoing arcs of the
gateway nodes in the process model.

The Maximum Gateway
Degree

Maximum sum of incoming and outgoing arcs of these gateway
nodes.

Separability Ratio of the number of cut-vertices on the one hand to the total
number of nodes in the process model on the other.

Sequentiality Degree to which the model is constructed out of pure sequences of
tasks.

Depth Maximum nesting of structured blocks in a process model.
Gateway Mismatch Sum of gateway pairs that do not match with each other, e.g. when

an AND-split is followed by an OR-join.
Gateway Heterogeneity Number of different types of gateways used in a model.
Cyclicity Number of nodes in a cycle to the sum of all nodes.
Concurrency Maximum number of paths in a process model that may be concur-

rently activate due to AND-splits and OR-splits.

In [37] Reijers and Vanderfeesten defined cohesion and coupling metrics for
the design of activities in a workflow design, based on an information processing
perspective on workflow processes. Their metrics concerned the relations between
activities and information elements, as well as connections between activities in
a process. Then in [43], they evaluated their workflow process designs using these
metrics. Unfortunately, they do not use the BPMN notation for their solution and
the presented metrics are very complex.

Lassen and van der Aalst proposed three metrics for workflow nets [21]:

• Extended Cardoso Metric (ECaM) – a Petri net version of metric that generalizes
and improves the original CFC metric proposed by Cardoso. It focuses on the
syntax of the model and ignore the complexity of the behavior.

• Extended Cyclomatic Metric (ECyM) – directly adapted from McCabe Cyclo-
matic. It focuses on the resulting behavior and ignore the complexity of the model
itself.

• Structuredness Metric (SM) – which stems from the observation that workflows
are often structured in terms of design patterns.

ECaM and ECyM metrics are simple modifications of the CFC metric. SM, in turn,
constitutes a new metric, which recognizes different kinds of structures and scores
them. In contrast to ECaM and ECyM that focus on a single aspect, behavior or
syntax, and do not consider the interaction between different elements. Although
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SM can be easily computed by a machine, it is not very intuitive for a designer.
Moreover, it concerns Petri net, thus can not be directly used for BPMN. Thus, let
us recall some simple metrics which are both intuitive and feasible to measure by
human.

In [26] Mendling formalized process metrics with reference to model partitian-
ability and connector interplay:

• Separability (Π ) – it is based on the cut-vertex concept. When the cut-vertex
node is removed from the model, the process is split to multiple valid elements.
Π metric is defined as the number of cut-vertices divided by the number of all
process nodes. Higher separability indicates a less complex model.

• Sequentiality (Ξ ) – this metric is defined as a number of connections between
non-gateway nodes divided by the total number of connections. If the whole
model is sequential, the Ξ ratio is 1. Sequentiality is based on the assumption
that models with more gateways are more complex and have more errors.

• Structuredness (Φ) – it is related to simple reduction rules, defined by Mendling
in [28]. Metric is calculated as a one minus the number of nodes from the model
after reduction, divided by the number of nodes from the original graph. If BP
model is well structured, it is considered to be less complex.

• Depth (Λ ) – to calculate the depth of a node, one has to take a minimum from
the in-depth λ in and the out-depth λ out. Node in-depth is a maximum from dif-
ference between split and join gateways, which have to be visited to activate
such node. Λ metric can be calculated as a maximum depth of all process nodes.
Mendling states that models with higher depth are considered to be less under-
standable.

• Connector mismatch (MM) – with relation to BPMN, proposed metric shows
the ratio of mismatched split and join gateways. If mismatch is high, there is
a higher probability that the process contains errors, i.e. deadlocks or lack of
synchronization.

• Connector heterogeneity (CH) – it is a metric which shows how many differ-
ent gateway types was used in the model. Higher heterogeneity indicates higher
probability of connector mismatch. If only one type of gateway was used, the
CH is 1.

• Cyclicity (CYC) – this metric shows how many nodes are in cycle, in relation to
all number of nodes in the model. Higher cyclicity signifies less comprehensible
model.

• Token Split (TS) – measurement is used to evaluate the degree of model paral-
lelism. It is calculated as an output degree of all AND and OR join gateways
minus one. Higher token split shows that there is a greater probability of error in
process model.

BP model complexity cannot be directly determined by only one type of metric.
Mendling shows limitations of various measurements in [26] e.g.

• size, diameter – bigger models can be more understandable than smaller ones if
they are more sequential.
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• density – there is a high probability that larger (and more complex) BPs are less
dense than smaller ones. This metric is insufficient if compared models differ in
the number of nodes.

• CNC – one can find a models with the same value of CNC, which vary in com-
prehensibility due to different types of nodes.

• gateway degree, structuredness, depth, cyclicity – two models which differ in size
can have the same value of gateway degree, structuredness, depth and cyclicity.

• separability – this metric will be low if there are many sequential, but parallel
nodes in the model.

• sequentiality – models with the same value of sequentiality can vary in complex-
ity due to different kind of gateways.

• token split – understandability of two models with the same token split can differ
due to size, structuredness etc.

In several survey papers [41, 31, 4, 10, 20] overviews of the current state of the
art in various areas of business process metrics are presented.

Thammarak states in [41], that there is a need for a new metric in relation to
process model reusability. Such measurement can be further used by BP designers
and improve understandability and manageability. According to author, the metric
should mainly be based on model complexity. Thus a few commonly known com-
plexity metrics are briefly described in the survey (LOC, MCC, CFC, HCM). Future
aim for the author is to develop appropriate reuse metric, based on the current state
of the knowledge.

A Survey by Muketha et al. [31] focuses on complexity metrics. Authors recall,
that the three steps need to be done for a new metric to be properly validated:

1. Metric definition,
2. Theoretical validation,
3. Empirical validation.

As for new measurement definition, compliance with the theory of measurement
should be met. The first step is to chose of entity and its measurable attributes.
Based on that, a new metric can be proposed. For theoretical validation, Muketha
et al. propose methods like checking the metric with Weyuker’s properties. Em-
pirical validation is based on surveys, case studies and experiments. After a brief
description authors summarize well known BP complexity metrics in respects to
tools support and theirs theoretical and empirical validation results.

Process model similarity is an intensive field of investigation [11]. Becker and
Laue [4] provide a exhaustive survey on BP models similarity metrics. Such mea-
sures are based on various properties of BPs:

1. Correspondence of nodes and edges,
2. Graph edit distances,
3. Causal dependencies between activities, and
4. Sets of traces or logs comparison.
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Each metric in the paper is precisely described and calculated on example mod-
els. After each evaluation, there is a discussion about metric usability for different
cases. There are also other papers on process similarity aspects [10, 20]. Proposed
and analyzed metrics are related on both model structural and behavioral properties.

It can be concluded that this field of research is still growing and there is a lot
of potential for further development of business process metrics. However, there are
some signs of immaturity, e.g. there is no single definition how to measure complex-
ity – by coupling metric (Mendling) or size (Gruhn, Laue, and Cardoso et al) [8, 23].

In a systematic review of measurement in business processes [38], Gonzales et
al. distinguished several measurable concepts for business process models, such
as: complexity, understandability, quality, entropy, density, cohesion and coupling.
However, most research in the area of business process measurement focus on com-
plexity, because it is connected with understandability of the process.

This gives us motivation to propose new complexity metrics for business pro-
cesses that are easy to interpret for different groups of users, and can be easily
implemented and used during the design of business process models.

4 Complexity Metrics Based of Durfee and Perfect Square

Although simple metrics, such as NOA or Diameter, can be easily calculated, they
do not take into account the variety of structures used by the model. In turn, several
metrics that take into account model structure, e.g. CNC or TNA/NSFA, are either
complex to calculate or not intuitive for a designer. Moreover, some of presented
metrics do not concern the BPMN notation, thus they have to be adapted for this
purpose (e.g. HPC).

Based on the simple measures, we propose using a measure which takes into
account both types of process elements and their number. The idea originates in
such concepts as h-index [15] or Durfee Square1. Based on the distribution of the
types of process elements: Durfee Square Metric (DSM) equals d if there are d
types of elements which occur at least d times in the model (each), and the other
types occur no more than d times (each).

To give a more accurate representation of the distribution shape, we propose us-
ing Perfect Square Metric (PSM) based on the g-index [12] as well. Thus, PSM can
be defined as follows: given a set of element types ranked in decreasing order of the
number of their instances, the PSM is the (unique) largest number such that the top
p types occur (together) at least p2 times.

Both DSM and PSM are intended to measure simultaneously the variety and the
number of process elements. There are several advantages of the proposed metrics.
They are very intuitive for a designer (a natural number that is easy to interpret) and
not very complex to calculate. Moreover, they can be easily used to measure any
process model, particularly for BPMN models.

1 See http://mathworld.wolfram.com/DurfeeSquare.html

http://mathworld.wolfram.com/DurfeeSquare.html
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Fig. 2 An exemplary process model for our metrics evaluation [45]

Table 3 Selected metrics calculated for the exemplary process model

Metric Result for the example

NOA(C/JS) NOA=11, NOAC=NOAJS=20
CFC 5
HPC N=V=58.6, D=7.5
CNC 1.2
TNA/NSFA 0.58
Diameter 13
DSM and PSM DSM=3, PSM=4

Let us consider an exemplary process and calculate the presented metrics for its
model. Figure 2 presents a BPMN process model from the domain of earthquake
response (presented originally in [45]). Table 3 presents the selected metrics calcu-
lated for this exemplary model. Figure 3 shows how the DSM metric was calculated.

An prototype tool that calculates these metrics was implemented. After the pre-
liminary discussion with the BP designers, it can be observed, that proposed mea-
sures can be helpful in describing both the complexity of the models, as well as and
their understandability and maintainability. The main use scenario for the measures
is to help the designer to adapt the designed model and control its complexity by
using the calculated measures during the design.

We used this tool on a number of cases to evaluate our metrics as we discuss next.

5 Evaluation

To evaluate the presented metrics, a number of BP cases were evaluated2. The cases
represented different levels of complexity w.r.t. BPMN artifacts or structures used

2 See http://geist.agh.edu.pl/pub:projects:bimloq:start#cases

http://geist.agh.edu.pl/pub:projects:bimloq:start#cases
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Fig. 3 A chart illustrating calculation for the proposed metric

(selected examples of the cases can be seen in Table 4). The results for selected
subset of representative metrics are presented in Table 5.

Based on the values from the Table 5, correlations between the metrics were
measured. Result of these calculations are shown in Tables 6 and 7, which present
Kendall tau rank and Spearman’s correlation coefficient. Each rank is computed by
Multivariate Correlation Matrix (v1.0.5) [46].

Metric rank correlation computed for example cases are presented in the Figures
4 and 5. The data series histogram is shown in the matrix diagonal. The smooth
curve and scatterplots for every combination of pairs of data series are presented
in upper half of the matrix. There is also a number in lower half that represents
the p-value of the (Kendall tau / Spearman) correlation. The p-value is used to test
and reject the null hypothesis. The correlation is not considered to be a result of
random data if the p-value is less than given significance level, often 0.05. For every
scatterplot (in the upper half) there is a corresponding p-value in the lower half. The
name of each metric is displayed on the diagonal.
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Table 4 The exemplary process model cases used for metrics evaluation
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Table 5 Selected metrics calculated for the selected cases

Case CNC IC NOA NOAC NOAJS DSM PSM ALL

1 1.5 20 5 13 8 3 4 31
2 1.38 20 5 11 8 3 4 28
3 1.56 7 6 10 8 2 4 24
4 1.57 16 4 10 7 2 4 21
5 1.45 63 7 17 11 3 5 43
6 2.67 8 2 7 3 2 3 22
7 1.33 28 7 13 9 2 4 26
8 0.5 0 2 2 2 1 1 3
9 1.45 7 7 13 11 4 5 38
10 1.38 6 6 10 8 2 4 21

Table 6 Selected metrics correlation calculated by Kendall tau rank correlation coefficient
[46]

CNC IC NOA NOAC NOAJS DSM PSM ALL
CNC 1 0.07 -0.244 -0.122 -0.198 0.108 0.028 0.046
IC 0.07 1 0.342 0.659 0.47 0.404 0.396 0.506
NOA -0.244 0.342 1 0.692 0.909 0.453 0.773 0.531
NOAC -0.122 0.659 0.692 1 0.857 0.708 0.803 0.797
NOAJS -0.198 0.47 0.909 0.857 1 0.66 0.874 0.709
DSM 0.108 0.404 0.453 0.708 0.66 1 0.755 0.8
PSM 0.028 0.396 0.773 0.803 0.874 0.755 1 0.7
ALL 0.046 0.506 0.531 0.797 0.709 0.8 0.7 1

Table 7 Selected metrics correlation calculated by Spearman’s rank correlation coefficient
[46]

CNC IC NOA NOAC NOAJS DSM PSM ALL
CNC 1 0.104 -0.249 -0.094 -0.164 0.152 0.062 0.083
IC 0.104 1 0.377 0.744 0.499 0.468 0.441 0.661
NOA -0.249 0.377 1 0.8 0.962 0.523 0.841 0.668
NOAC -0.094 0.744 0.8 1 0.907 0.786 0.85 0.904
NOAJS -0.164 0.499 0.962 0.907 1 0.726 0.915 0.834
DSM 0.152 0.468 0.523 0.786 0.726 1 0.793 0.901
PSM 0.062 0.441 0.841 0.85 0.915 0.793 1 0.791
ALL 0.083 0.661 0.668 0.904 0.834 0.901 0.791 1
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Fig. 4 Scatter plots and P–values of Kendall tau correlation coefficient [46]

Fig. 5 Scatter plots and P–values of Spearman correlation coefficient [46]

6 Conclusions and Future Works

This paper focuses on the problem of analyzing the business process characteristics
and measuring its quality usign metrics. Currently, a lot of research is carried out in
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the area of business processes measurement. Most of the initiatives in this area are
adapted from the software engineering field and have not been empirically validated
yet. We provided an overview of the current state of research in this area, in order to
identify existing research gaps and future research directions. This fits to our current
research directions covering integration of BPMN models with business rules [32,
18, 25], their execution [17] and formal modeling [35] and verification [40].

Complex metrics struggle with human understandability. Although they measure
different aspects of processes and often provide valuable data, they are difficult to
interpret. To cope with these problems we introduced two metrics Durfee Square
Metric (DSM) and Perfect Square Metric (PSM). We believe that the proposed sim-
ple metrics, are very intuitive and easy to explain to users, since they expressed as
easy to interpret natural numbers, We assert that they 0can be a reasonable alterna-
tive to already known and used metrics.

To evaluate the presented metrics, a number of BP cases have been evaluated.
These cases represented different levels of complexity w.r.t. BPMN artifacts or
structures used. We used Kendall tau rank and Spearman’s correlation coefficient
to characterize the selected metrics. Using such metrics one can obtain information
about the structural complexity of the model of business processes. It is important
to mention that the proposed metrics are not difficult to calculate. This would allow
for quick comparison of two different models, and evaluation of their quality at a
conceptual level. The research presented in this paper is a proposal for further stud-
ies. The experimental tool is also being integrated as a part of an online wiki system
allowing for the collaborative authoring end evaluation of process models [33, 34]
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Abstract. This paper shows an innovative approach for implementation business 
intelligence systems in advanced threat and risk analysis using spatial component. 
It demonstrates how to improve intelligence of complete information system by 
involving spatial extension. Most of business data in data warehouses are often 
spatial per se, and without using this component, analysis missing very important 
dimension of the data nature. From other side, frequent problem in enterprise data 
warehouse is creating relations between tables which come from different sources 
and without any common attributes; that could be very easily solved by spatial 
relations. This paradigm of spatialization assumes changing overall system 
architecture, from data storage, via retrieving to its presentation mechanism. 
Particular benefit of this approach for threat and risk analysis is effective 
utilization of location data, advanced spatial analysis techniques and more variety 
in data visualization. Examples of organizations which need such system are 
intelligence agencies, emergence services or epidemiology centers. 

1   Introduction 

Business Intelligence (BI) mainly considers computer-based techniques to support 
better business decision-making [1]. It uses operations for identifying, extracting, 
and analyzing business data and offers functions of online analytical processing 
(OLAP), analytics, data mining, predictive analytics and reporting [2][3]. Business 
Intelligence data and analysis has more and more importance for business 
development, but while most of business data has location as a component, few 
businesses take full advantage of spatial and location analysis. 

Location can be described by an address, a geographic region or a tracking 
route, that can be presented, managed and analyzed interactively in a GIS [4]. 
Recognized spatial relationships, patterns and trends can answer the sophisticated 
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questions related to hardly visible and invisible laws applied between phenomena 
described by specific business data sets [5]. Location awareness can be 
incorporated into Business Intelligence Systems (BIS) and used in field of risk 
assessment and risk management extracting the maximum value from GIS and BI 
integration and traditional and spatial data sets. 

2   Spatial Component Improves Business Intelligence of 
Information Systems 

Spatial component improves business intelligence of information systems and 
brings easy-to-understand visualization to business applications. Most of business 
data in data warehouses are often spatial per se, and without using this component, 
analysis missing very important dimension of the data nature. From other side, 
frequent problem in enterprise data warehouse is creating relations between tables 
which come from different sources and without any common attributes; that could 
be very easily solved by spatial relations [6]. This paradigm of spatialization 
assumes changing overall system architecture, from data storage, via retrieving to 
its presentation mechanism. 

Examples of organizations which need such system are risk analysis centers 
(RAC), various intelligence agencies, emergence services or epidemiology 
centers. This paper is focused on the implementation of this system for the 
purpose of improving the center for the analysis of threats and risks, although the 
experience gained in its implementation may be fully applied in other domains 
mentioned. Threat and risk analysis is the process used to obtain quantitative or 
qualitative measures of risk levels and has focus on quantifying the probability of 
negative consequences from one or more identified or unknown threat causes. 

3   Architecture of Business Intelligence System with Spatial 
Extension for Risk Analysis 

An overview of key architectural components of Business Intelligence System 
(BIS) with spatial extension for RAC project is shown in Fig. 1. Data warehouse 
(DWH) is intended to store a large amount of data and considers load strategy 
involving: extracting data from data sources (operational systems), moving it into 
data warehouse structures, structuring the data for analysis purposes, and moving 
it into reporting structures (data marts). The architecture includes the process 
required to handle and manage the following daily operations: data acquisition, 
data buffering, transformation and loading data into data staging area within 
extract, transform and load (ETL) management processes [2]. 

Specific data from each information service (data source) can be masked and 
propagated into the appropriate data marts, which are subsets of the data in RAC 
data warehouse. The data marts contain aggregated (summary) data from 
heterogeneous information services (e.g. Oracle database, MS SQL Server, 
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MySQL, Excel) at the particular level of hierarchy. In this way, it provides more 
effective data structuring and eliminates the need to aggregate data when 
executing a query or analysis by end users. This leads to better performance and 
avoids the redundancy of data. 

Data warehouse is a central source of consolidated and transformed current and 
historical data used by various professionals (analysts) for business analysis, data 
exploration and decision support [2]. This database can be accessed directly from 
an application level, which consists of GIS analytical machine (thick client) and 
the Report Server (BI Server). They are used by RAC analysts who have access to 
all data in read-only mode in order to implement the analytical operations. 

GIS analytical machine is a generic set of analytical tools integrated through 
dedicated applications that are customized in terms of localization, workflow and 
typical data sets used for analysis. Also, in addition to direct access and read data 
from the data warehouse, they allow the entry of data which come from other 
sources, e.g. news media (Open Source Data) through the available forms. GIS 
tools provides spatial data analysis that can be conducted in order to indicate and 
analyse of spatial trends [7].  

The analysis results are presented in corresponding form by the report generator 
(BI Server). Reports are available to all analysts and other authorized users of the 
system, and the representation of spatial phenomena can be achieved by using 
integrated components of spatial engine, application server and viewer (e.g. 
Oracle Spatial, WebLogic, MapViewer) consolidating results with a set of base 
geospatial data in the background. 

4   Case Study: Location Intelligence System for Risk Analysis 
Center 

4.1  The Aim of the Project 

Building a functional and efficient integrated system for border management at the 
national and international level implies the establishment of the Center for Risk 
Analysis as its key parts. Bosnia and Herzegovina conducts activities related to 
these issues along with other duties essential to the process of liberalization of visa 
regime with the European Union. The concept of Integrated Border Management 
(IBM) involves coordination and cooperation of all state agencies and bodies 
involved in cross-border activities, in order to ensure maximum efficiency and 
effectiveness of border management. 

The general objective is to create a safe and reliable system framework for risk 
assessment and spatial risk analysis which includes establishment of: basic 
functionality of the Center for Risk Analysis (CAR), communication channels and 
protocols for data exchange with professional services, or information services 
(IS) which supply the center with the source data, and functional information 
services or agencies and bodies for the collection, primary data processing and 
propagating it towards the CAR. 
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Fig. 1. Architecture of the business intelligence system with spatial extension for RAC 

4.2  The System Implementation 

System design is based on a central database to which data are propagated from 
information sources responsible for collecting, selecting and masking (protected) 
data relevant for risk analysis (Fig. 1). These data are prepared and transformed in 
a way that enable the production of quality reports of potential threats and risks 
that could endanger human lives, material goods or social order. Information 
Services (IS) are the various state institutions, agencies, professional services or 
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local centers for risk analysis with its own organizational, informational, 
technological and technical characteristics. Integration of the spatial risk analysis 
system is directly related and dependent on the functionality of individual IS 
components. It is implemented through the phases of defining the scope, 
development, testing and deployment of this system.   

The phase of defining the scope includes the following activities: information 
collection, analysis of the existing state and system design. During this phase, the 
final architecture is defined as logical and physical foundation on which to build 
the entire system of risk analysis. One of the major goals at this stage is surely  
evaluation of the integration of agencies (information services) in the proposed 
architecture (Fig. 1), in terms of compatibility of the existing systems with the 
future architecture considering equipment, databases, communications, and the 
specific needs of each agency. 

During this phase, it is developed logical and physical architecture of the business 
intelligence system (BIS) as a configuration map data sources needed to finally form 
a single repository. After defining the logical configuration, it is defined the data 
flow from the source to the application level, as well as the general data access. Part 
of data propagated towards the center for risk analysis are masked by using special 
algorithms for encryption. Decryption key for unmasking the data should have only 
agencies that own ID data for conducting operational tasks. 

Therefore, based on analysis of existing systems in some agencies with the 
specification of the available equipment, and other verified operational resources, 
as well as their operational and analytical needs is defined: 

• logical system architecture, 
• ata flow from the source to the user level, 
• data sources (existing systems) through relational diagrams, 
• the way of masking certain protected data before sending it to the CAR and  
• other key elements for building the system. 

Finally, the detailed design of all procedures and processes for the project is 
documented at the end of the design phase of the system. In this sense, through the 
final design solution is necessary to consider and address the following questions: 

• the amount of data in a central database, 
• extract / transform / load (ETL) of the data, 
• data warehouse (DWH) design / database / collection process and design data 

mart's including: defining the dimensional model with the presentation in the 
form of diagrams, the convention on the level of object names, relationships 
between objects, the logical level of metadata and define the factual and shared 
database tables, 

• data manipulation: security, access, updating, refreshing, replication, editing, 
archiving, backup, disaster recovery of the data, 

• system management, 
• testing the system and training of operating personnel and 
• move into production mode, and system maintenance. 
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The development phase includes activities of development all the components 
that make up a complete system for risk analysis, their documentation, 
development of test scenarios and test data and training materials preparation. The 
testing phase includes activities of checking the readiness for testing and 
conducting of the final tests. 

The deployment phase will be conducted when: 

• all necessary equipment, software and communication network is installed and 
ready for use, and when the test environment is set up, 

• programs and scripts for retrieval, transformation, load and refresh the original 
data in DWH are developed and tested individually in a test environment with 
appropriate examples of data, 

• measuring loads in the process of loading data are executed, 
• sample report, together with some ad-hoc queries are developed in the test 

environment and when the validity of results is verified and 
• policy of access to data in the central database is established. 

After the programs and scripts are developed and tested, it is performed the 
final inspection and testing of network resources and equipment, and overall 
functionality of the integrated system (before switching the system into production 
mode with real data). The transition from the test environment to production 
mode, means that production central database (data warehouse) is created and the 
processes of extracting, transforming and cleansing data is made in real systems 
with real data. At this stage, the development team and the operational staff 
conducts an initial uploading and procedure of the first data refreshing in the risk 
analysis system. 

4.3   The System Using: Business Intelligence with Spatial 
Application in Risk Analysis of Epidemic Infectious Disease 

For a number of analyses types conducted at the Center for Risk Analysis (e.g., 
trafficking, tracking shipments of plant origin...) there is a need for spatial 
presentation, or for the use of spatial analytical techniques. Therefore, the data 
propagated from the information services (or agencies) are geocoded and 
referenced in the spatial domain. Analytical capabilities directly dependent on 
available data, but also the level of detail displayed. At least, a phenomena or its 
trend can be displayed to the level of settlements, streets or border crossings. This 
is enabled by means of incorporated background (base) map data for the area of 
Bosnia and Herzegovina and the wider region. These data include: basic 
cartographic detail (cities, roads networks, ports, airports, railway network, 
administrative boundaries, border crossings) (Fig. 2), environmental data (climate, 
land use, precipitation, soil, forests, DTM, water bodies), utilities (power supply, 
telecommunication), demographic data and descriptive statistics (population, 
education, employment, agricultural yields...), economic data (administration 
bodies and development indices), and also Web services offering background 
geodata (satellite images, street maps). 
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Fig. 2. Background geospatial data: basic cartographic details 

User application environment, which includes the integration of GIS, Business 
Intelligence with Map Viewer (web application) (Fig. 3) covers a broad analytical 
functionality (geospatial analysis, business intelligence, reporting, publishing, 
creating a dashboard), which allows implementation of various types spatial data 
analysis from routine data presentation (eg. inspection of entries and exits at 
border crossings as shown in Fig. 4) to complex exploration techniques and 
concepts (geostatistics, clustering, gridding, network analysis, spatial queries, 
spatial data mining...).  

The methodology of these analytical concepts is independent of the architecture 
and implementation of the system [8] that gives full freedom of analysts to create 
different models and scenarios during the analytical process. This allows the 
application of different methodological approaches that may include iterative 
stages such as framing the question, formulating the approach for addressing the 
problem, data acquisition, selecting appropriate methods and tools for analysis, 
and delivering the results and conclusions [9]. 
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Fig. 3. Business intelligence dashboard for outlier detection 

 

Fig. 4. Inspection of entries and exits at border crossings 

One of the test scenarios used to conduct the analytical process and generate 
reports from the BI system is risk analysis of epidemic infectious disease to 
monitor the appearance of brucellosis caused by Brucella melitensis bacteria. 

It is transmitted by ingesting infected food, direct contact with an infected 
animal, or inhalation of aerosols. Brucellosis primarily occurs through 
occupational exposure (e.g. exposure to sheep), but also by consumption of 
unpasteurized milk products. 

This phenomenon is identified on the basis of information received from public 
health services. The task (set in this scenario) is to determine: 
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• spatial foci (hot spots) of disease, 
• spatial trend of expansion, 
• source and cause of the phenomenon 
• measures to control epidemics and future prevention. 

In short, this analytical process is conducted through five methodological steps 
[9]. 

The first step is the entering of external data (on the phenomenon with disease 
indications and number of patients) in the system. The phenomenon is registered 
at the locations (marked by symbol) that are found through address system search 
engine (based on the known address of infected individuals) (Fig. 5). Foci of 
disease are generated using the hot spot and cluster analysis. 

 

 
 

Fig. 5. Entering of external data with location of disease phenomenon 

The second step is the selection of analytical method based on the entered data 
on the phenomenon and the available data sets in DWH (propagated from 
information services). The proposed method here is spatial autocorrelation, which 
examines the relationship between numerical grids. The matrix obtained by the 
method (Fig. 6) allows the investigation of correlation levels between groups of 
numerical grids (i.e. sets of attribute data from different information sources, e.g. 
records of foreigner residence registration, or tracking animals and plants 
shipments...). The elements of this matrix are the coefficients with values ranging 
from -1 to +1, where values close to 1 describes the attributes with a high degree 
of correlation (spatial dependence), and those that tend to 0 describe pairs of 
attributes with a low degree of correlation (spatial independence) [9]. 

The third step is the implementation of the analytical process, where the matrix 
analysis identified the following spatial relationships: 
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• there was increased presence of male foreigners with primary education 
(nomadic cattle breeder) and temporary residence nearby the hot spots for the 
previous period and 

• there was migration of sheep herds nearby the sites of infection and a number 
of their border crossings. 

The higher value of correlation coefficient does not imply a cause of the 
phenomenon, but it just says that there is a spatial relationship between certain 
spatial phenomena and the next task is to use other methods of analysis to 
determine the actual cause of infection [10]. 

The fourth step is spatial reasoning and inference on the cause of the 
phenomena [11]. On the basis of detailed exploratory spatial analysis which 
included: mapping the spread of infection, buffering, overlapping with the road 
network and analyzing the data records of border crossings (Fig. 7) it is concluded 
that the disease is caused by consuming dairy products and that is transmitted 
through infected sheep. 

 

 

Fig. 6. Results of spatial autocorrelation applied on data sets in DWH 

The fifth step includes presentation of the results of the analysis and generation 
reports using GIS and BI Publisher tools. 

5   Advantages and Benefits of the Approach 

BI system for advanced analysis of threats and risks has been designed and 
implemented as a dynamic and flexible framework with a variety of possibilities 
for improvement and expansion in all segments. This solution will certainly 
contribute to the quality and consistency of IBM in Bosnia and Herzegovina. 

Basic functionality and capabilities of the system can be further expanded and 
enriched by adding new data sources from existing agencies and other relevant 
institutions, by consolidation of existing transactional systems, regulation 
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procedures and templates for making the required reports, analysis, etc. As well, 
this system can be expanded with special geoportal that would allow other 
institutions and agencies access to thematic spatial data from the data warehouse 
for risk analysis at the local level in other segments of risk assesment. The 
geoportal can allow direct access to raw data in multiple formats, complete 
metadata, online visualization tools so users can create maps with data in the 
portal, automated provenance linkages across users, datasets and created maps, 
commenting mechanisms to discuss data quality and interpretation, and sharing or 
exporting created maps in various formats. This empowers BI solution with 
complementary technologies including spatial ETL, data visualization, and 
geographic information systems [12]. 

 

 

Fig. 7. Spatial reasoning: hot spot buffering and overlapping with the road network layer 

For its implementation is a key issue to achieve high level of cooperation 
between RAC and individual information services (agencies). As well experience 
and knowledge of operating personnel (analysts and administrators) is very 
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important. Lessons learned through design, implementation and use of this system 
can be extrapolated to other similar systems, with certain adjustments.  

6   Conclusion 

The implementation of a robust and complex BI system with a spatial extension, 
as a support to center for risk analysis, represents a challenge in any sense. Despite 
the availability of technological capabilities this requires additional innovation to 
achieve the goal and develop a functional and operational system. This paper 
shows an innovative approach for implementation business intelligence systems 
for advanced threat and risk analysis in RAC environment using spatial 
component. It demonstrates how to improve intelligence of complete information 
system by involving spatial extension. Particular benefit of this approach for risk 
analysis is effective utilization of location data, advanced spatial analysis 
techniques and more variety in data visualization.  

By implementing this system at the center for risk analysis has been made the 
foundation of which is reflected in a modern, flexible and multiple employable 
system. In its production stage, it is not a closed system, but should be further 
developed through a series of possible improvements and options that should be 
recognized by its customers. 

One of the proposed improvements is the extension of the system with 
geoportal for collaboration between the Center for Risk Analysis, and other local 
agencies (civil protection, forest companies, fire departments, police forces, public 
health departments, etc.) responsible for assessing the risks and threats to ensure 
preventive action and rescue of people and property. 

In the case study project, we utilized standard data warehousing infrastructure 
to integrate data from multiple source systems and geospatial data. Data 
warehousing creates a single point of control for managing processes that cross the 
entire system, while on the other side geoinformation system (GIS) tools have the 
potential of exploiting the spatial context of any information to give qualitative 
and motivated decision-making. Integration of data warehousing, business 
intelligence capabilities and geoinformation technologies creates an information 
support tool that assists analysts and decision makers to understand complex 
spatial patterns, identify threats and reduce risks in dangerous situations from real 
life. 
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Model Driven Architecture and Classification  
of Business Rules Modelling Languages 

Bartłomiej Gaweł and Iwona Skalna* 

Abstract. An organisation's activity under dynamic changes of business processes 
requires continuous improvement of business practices. This implies the necessity 
of refining decision making processes. Business rules [6], [8] enable experts to 
transfer enterprise strategy onto the operational level using simple sentences 
which, in turn, can automate reactions to subsequent events both inside and 
outside an organisation. The main advantage of the business rules is their 
simplicity and flexibility so they can be easily utilised by different organisations 
for different purposes. In order to represent knowledge in a pseudo-natural 
language understandable to information systems (business rules engines), notation 
and description standards are required. This study presents an overview of the 
most popular business rules description languages and proposes criteria for their 
classification. Based on those criteria a comprehensive classification of business 
rules modelling languages are provided.  

1 Introduction 

The central idea behind Business Rules Engines (BRE) or Business Rules 
Management Systems (BRMS) is that any organisation uses a decision logic to 
maintain operational and managerial tasks. The major objective of modern 
business rules management systems is to allow for business and technological 
processes to be described independently of the software system to be 
implemented. Nowadays, it is possible to automate business processes by 
implementing appropriate ERP, CRM, SCM or WFM solution. However, there are 
still some processes and decisions which are non-routine or cannot be well 
described by appropriate semantic language. 

Rules play an important role among the most frequently used knowledge 
representation techniques. They may be used to describe different aspects of 
business. The biggest advantage of BRMS approach is that business rules are 
understandable for human and may be also directly used in software programs [4]. 
However, software programs and humans need rules to be expressed in different 
languages in order to understand them. 
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Different target audience and broad field of potential applications cause that 
there are a number of languages and approaches for modelling of business rules. 
In what follows, some criteria which may be used to select business rules 
modelling language being the most suitable for specific problem are presented. 

2 Business Rules and Semantics Web 

The definition of a business rule, coming from GUIDE [11], states that a business 
rule is “a statement that defines or constraints some aspect of the business. It is 
intended to assert business structure or to control or influence the behaviour of 
the business.” In [10], Ross describes several basic principles of business rules 
approach. He believes that a language has the biggest impact on business rules 
expressiveness. Therefore, in the remaining part of this study business rules 
description languages are presented and classified. 

Business rules are usually written in a form of “if... then ...” statement. The 
most important aspects of business rules is that they should be unambiguous. It 
means that all terms used in rules should be defined in a business vocabulary 
which defines all important concepts in a particular area of business interest. 
Besides the definitions of concepts, such vocabulary also defines relations 
between concepts. A formal description of rules and a vocabulary should be 
different for different target users. 

From the managerial point of view, a goal of business rules approach is to 
improve the communication between humans. Hence, business rules and business 
vocabularies should be described in a language close to the natural one. Business 
rules management systems need a definition of a vocabulary and rules in formal 
language to avoid ambiguity of meaning. Nowadays, especially in supply chains, 
business rules managements systems participate in larger networks and exchange 
business rules. In such a case, an information context should be transferred by 
a language together with rules and vocabulary. Unfortunately, there are no 
languages which meets all those requirements. To solve that problem, two models 
- Model Driven Architecture1 (MDA) and Semantics Models (SM) have been 
developed. 

MDA model defines three abstraction levels. Computation Independent Model 
(CIM) shows how the system works within an environment, without details on the 
system's structure and application implementation. At this level, rules are written 
in a language with the syntax close to the natural one or are presented as diagrams 
(visual languages). Platform Independent Model (PIM) is a model of a software 
system or a business system that is independent of the specific technological 
platform used to implement it. At this level, rules have standard representation 
based on an XML language. Finally, at the Platform Specific Model (PSM) rules 
are described in a language designed for a specific BRMS. The idea of SM 
focuses on exchanging data between systems without human support. Hence, 

                                                           
1 A detailed description of the MDA architecture can be found at  
 http://www.omg.org/mda/ 
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Semantic Models develop languages which transfer both data and context between 
those systems.  

MDA and SM concepts assume that there should be many very limited purpose 
languages and the appropriate translation programmes. The next section describes 
the differences between rules description languages. 

3 Classification of Business Rule Modelling Languages 

On the basis of the subject literature ([1], [2], [3], [9], [12]), the following set of 
the most popular modelling languages have been selected for the comparison 
purposes: the Semantics of Business Vocabulary and Business Rules (SBVR), the 
REWERSE Rule Markup Language (R2ML), the Semantic Web Rules Language 
(SWRL), the Rule Markup Language (RuleML), the Rule Interchange Format 
(RIF), the Java Specification Request (JSR-94), Prova and the Production Rule 
Representation (PRR). 

First, the comparison of business rules description languages is performed at 
the respective abstraction level of the MDA architecture and the selected 
languages are assigned to those levels: 

• Business models level CIM: SVBR language, 
• Business functionality level PIM: PRR, R2ML, SWRL, RuleML, RIF 

languages, 
• PSM level: JSR-94 language. 

One can see that SVBR is the only standard that exists at the CIM level. It 
enables rules to be described in a language similar to a natural language. 

At the PIM level there are five languages with different expression power. 
Thus, at the PIM level there is no one universal language which means that 
the language must be selected appropriately to specific rule type and vocabulary. 
RuleML is the only language that supports modelling of any rule. Strict 
assignment of languages to an appropriate type of rule is presented later in this 
section. Here, it should be underlined that all business rules description languages 
at the PIM level are written down using XML. 

Languages at the PIM level are then transformed into languages at the PSM 
level. At this level rules modelling languages are strictly connected with 
programming languages used for developing specific BRMS. This is due to the 
fact that at this level, rules should be written in a way which guarantees 
computational effectiveness. Most of the BRMS (e.g., Drools, ILog) is written in 
Java. Hence, JSR-94 is a standard at the PSM level as an API Java library. 

Next, a comparison of meta-languages used to write down standards of 
business rule modelling were made. The SBVR model is written using a natural 
(English) language, and dependencies between themes are written using the XML 
and SBVR XML Schema. Two meta-languages can be distinguished at the PIM 
level. Rules are written in XML, and respective description schemes in 
MOF/UML (PRR, R2ML, RuleML), or EBNF formalism (RuleML, RIF, SWRL). 
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At the PSM level, languages are described in a way which guarantees their 
compatibility with the JSR-94 standard or Java. 

Another comparison checks how business rules modelling languages integrate 
with external ontologies or databases. The integrations are usually implemented 
through establishing links to dictionaries contained in ontologies. These links are 
most often implemented through URI or IRI. Common usage of URL (Uniform 
Resource Locator) in a semantic model dates back to the work by Heflin and 
Hendler [7]. 

A dictionary is seen as an external data type and is represented by external 
objects. Owing to this solution, rules description languages retain quite a simple 
construction. Table 1 shows the comparison of usage of business rule modelling 
languages. 

Table 1. A comparison of languages used to link to external fact bases 

Language 
Standard identifier 

URI IRI 

R2ML X  

RuleML X X 

SQL X  

Jena Rules X X 

OCL X  

RIF X X 

PROVA X  

 
 
In most of the markup based languages (R2ML, RuleML, Jena Rules, OCL, 

RIF, SWRL), URI identifiers are used to identify facts. Some of them, such as 
SWRL, have special markups (e.g., swrlb:resolveURI) which enable 
operations on arguments described by URI. All classes described by R2ML have 
also URI references. Class is a type for R2ML objects or variables. Similarly, 
reference property and datatype predicate in R2ML have URI references. RIF uses 
IRI as constants, similar to RDF. 

The comparison described above clearly shows that there is one standard, 
SBVR, which allows the production of business vocabularies and rules to be 
written in a language close to the natural one. This standard is dedicated to human 
audience. The same role for computer audience plays JSR-94 closely related with 
Java. Both of these languages may be easily translated to PIM level languages. 
Because of different expressiveness of PIM level languages, the choice of the 
inappropriate intermediate translation language may result in incomplete 
translation or translation lost. Therefore, the following part of the paper focuses on 
the following languages from the PIM level: R2ML, SWRL, RuleML, RIF. 
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4 Comparison of Structures of PIM Level Modelling 
Languages 

A knowledge database is a structure which consists of several levels. For the PIM 
level languages comparison purposes, the three among the latter are the most 
important: data level, rules level and knowledge representation level. At the data 
level, methods for building particular languages should be compared. Scheme 
type and validation are reliable comparison criteria. 

Dependencies between structures in business rules modelling languages are 
usually described using XML Scheme. There are two approaches to build the 
latter. A language can be described by a flat scheme or by a structure in which 
each construct is described by a separate module, which is then used to build 
ontology. The second hierarchical approach, unlike flat structures, can easily be 
extended. Moreover: 

• a programmer needs to use necessary modules only (e.g., those adjusted to 
some type of rules), he does not have to use all elements, 

• it is much easier to develop a language described by a modular scheme, 
• modular approach facilitates testing of the solution used to implement the 

model. 

R2ML are based on flat scheme. On the other hand RuleML, SWRL, and RIF 
follow the second approach. They define respective constructs in separate 
modules. 

Rules are built on facts and terms which creates business vocabulary. A 
business term is a word or phrase that has a specific meaning for a business in 
some designated context. A fact asserts an association between two or more terms. 
That is, it expresses a relationship between the terms. Business rules description 
languages on PIM level enable a flexible facts notation. Fact can be represented 
by: term, class, object instance, state or event. A fact can be defined directly in a 
language or can be assigned to a rule through a proper addressing language URI 
and IRI (described above).  

One of the most important question concerning directly defined facts is the 
question of whether facts and terms are stored as attributes or elements. If business 
rule contains information which can be validated, then an element should be used. 
Otherwise, one can use attributes. 

R2ML differs from other languages at the PIM level, because it writes all 
information items as attributes in contrary to other languages which uses elements 
as well. However, all of the PIM level languages enable the facts to be described 
as simple and complex datatypes. For example, beside simple representation of an 
attribute, RuleML introduces possibility of organising attributes in multisets 
(arg) and sequences (slot) using the index attribute. Similar notation is used by 
SWRL and RIF. R2ML does not distinguish between attribute and element 
notation. 
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Direct defined facts are described in different ways in different languages. 
RuleML provides a certain set of constructs which can be used in any semantically 
significant combination. Thanks to this, RuleML rules are easy to write and 
maintain, and can be automatically translated into other languages. SWRL and 
RIF, which are based on R2ML, introduce more complex structures.  

In contrary to RuleML, R2ML very strongly differentiates a type of terms and 
atoms. Owing to this, R2ML has a very rich and extensive syntax. For example, a 
variable in R2ML can be represented by an variable responsible for objects, 
literals, and (variable without a type). In RuleML and its derivatives, there are no 
such division. To distinguish between an object and a value, R2ML, similarly to 
RuleML, introduces respective objects for an object name and a value of a 
variable. 

Languages for writing rules in business rule engines are usually based on a 
Prolog (Prova, TRIPLE, or Jena) syntax or on their own syntax adjusted to a 
programming language used to write the engine. 

There is a wide range of business rules applications. Therefore, different type 
of rules can be distinguished [12]: 

• integrity rules are used to express conditions that should be fulfilled, e.g., 
“Each new person driving a staff car must be a qualified driver”. 

• derivations rules describe how data item can be computed from other data, e.g., 
“A customer is considered as a premium customer if it spends more than USD 
3,000 a year”. 

• reaction rules respond to an event occurrence, e.g., “If a customer has returned 
a rental car and the mileage is more than 8,000 kilometres since last servicing, 
then send the car to the service”. 

• production rules, in contrary to reaction rules, they are not called by any 
previous event, they “produce” events if the conditions are fulfilled. An 
example of the production rule at the CIM level could be: “If order value is 
greater than 2,000 and the type of customer is not Premium, then a 5% 
discount is granted”. 

• transformation rules describe constraints which must be fulfilled to change 
operational data format, e.g, “If you receive a full description of the book, then 
transform it to a short description containing the author name and book title 
only”. 

 
Realisation of particular types of rules is possible through the introduction of 

what is known as procedural attachments and built-in functions. A business rule 
must often recall queries and procedures stored externally and call external 
sources of data. Such procedures, called procedural attachments, can be used in 
business rules. 
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Table 2. Comparison of how particular languages support occurrences of subsequent rules 

Language 
Rule type 

Integrity rule Derivation rule Reaction rule Production rule Transformation rule 

R2ML X X X X  

RuleML X X X X X 

SQL X X X   

Jena Rules X X X  X 

OCL X X X(OCL) X(OCL)  

RIF X X    

SWRL X X    

PROVA  X X   

 
A procedural attachment is a function or a predicate which is implemented 

externally. There are two types of such attachments: 

• logical attachment, which returns true or false, 
• object, which gets certain objects and returns one or more objects. 

In addition to procedural attachments, the built-in function can be mentioned. 
They are functions built in rule description languages, or predicates which enable 
operations to be performed on, e.g., strings, numbers or logical values. 

SWRL and RuleML have the common library of built-in functions, which is 
based on the functions available in XQuery and XPath languages. Built-in 
functions are called in SWRL by a special atom swrlx:builtinAtom. 

SWRL does not support procedural attachments, but they might be called 
directly from ReactionRuleML. R2ML supports built-in functions by default, in 
the same way as SWRL does, but uses r2ml:DatatypePredicateAtom 
predicates and r2ml:DatatypeFunctionTerm functions. Besides the 
function, an r2ml:DatatypePredicateAtom element contains variable 
name and type. Thanks to this, in the next step, it can be projected on the 
respective operator with the respective data.  

R2ML enables the introduction of  procedural add-ins that, as depicted in the 
listing, allows access to any external function. 

To represent production rules, R2ML was enhanced with constructions which 
enable action-reaction rules to be described. 

Knowledge representation is here understood as a way of presenting knowledge 
about the world together with processing, especially inference, methods. From the 
business rules' point of view, the following knowledge representations can be 
distinguished [5]: 

• decision table – represents knowledge in a form of a table, which contains 
prerequisites and conclusions. This kind of knowledge description supports the 
creation of models containing numerous independent conditions, 
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• decision grid – supports the presentation of rules which are functions of two or 
more related conditions,  

• decision tree – presents rules as a tree-like graph which shows decision 
process. In the case of numerous tied rules, a decision tree clearly shows the 
history of decisions. The main deficiency of decision trees is that they do not 
support the application of advanced solutions, such as AND or XOR, for 
controlling processes, 

• scenarios – describe stereotypical sequences of process events using special 
scenes corresponding to possible decision situations.  

• workflows – represents rules as a set of actions that are executed when certain 
specified conditions are met. Workflows were adopted for presentation of 
knowledge using tools for description of system workflow, a timing of system 
events can be presented. 

All described standards enable rules to be combined in the form of a decision 
table. Subsequent rules are written one under another in the form of an XML 
structure. Rules cannot be written in the form of a workflow in any of the 
standards. Rules can be written in the form of a workflow using the token 
language BPEL, which supports combining decision rules. 

5 Conclusions 

The most important business rule description standards are presented in this study. 
Selected from the recent literature, the most common business rule modelling 
languages, such as SBVR, R2ML, SWRL, RuleML, RIF, JSR-94, Prova, PPR, 
have been characterised and compared. In the first step, they were grouped to 
account for different goals they realise and to make it possible to compare them. 
The MDA architecture and Semantic Web were selected as classification criteria 
to create groups of comparable languages. Based on the MDA classification, the 
following conclusions can be drawn: 

• First of all, it should be noticed that there are no useful business rule 
description standards at the CIM level, 

• At the PSM level there exist one standard only for communication with 
business rules engines - JSR-94. It should be emphasised that it is compatible 
with the Java language, 

• There are no languages supporting efficient business rule visualisation 
• There is a lot of languages at the PIM level; however, none of them can be 

translated to SVBR, 
• Most of the standards do not support writing all types of business rules - 

RuleML is an exception, 
• There are no languages based on SQL, 
• It is difficult to draw conclusions based on the XML rule notation. The SQL 

notation would be more accurate. 
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