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Chapter 8
Probability and Abstract Quantum
Theory

8.1 Probability and Experience

In memoriam Imre Lakatos

This and the following section are from my essay “Probability and Quantum Mechanics*
(1973).1 Imre Lakatos had read this work in the last years of his life, when he was a
member of the Scientific Council of the Max Planck-Institute in Starnberg. He viewed it as
an example of a ‘rational reconstruction’ and had it published in the British Journal for the
Philosophy of Science, 24, 321-337. I dedicate these sections to his memory.

The theory of probability had its origin in an empirical question: Chevalier de
Mere’s gambling problem. Equally, the present-day physicist finds no difficulty in
empirically testing probabilities which have been theoretically predicted, by
measuring the relative frequencies of the occurrence of certain events. On the other
hand, the epistemological discussion on the meaning of the application of the so-
called mathematical concept of probability is by no means settled. The battle is
still raging between ‘objectivist,” ‘subjectivist,” and even other interpretations of
probability. Probability is one of the outstanding examples of the “epistemological
paradox” that we can successfully use our basic concepts without actually
understanding them. In many apparent paradoxes associated with fundamental
philosophical problems, the first step toward their solution consists in accepting
the seemingly paradoxical situation as a phenomenon, and in this sense as a fact.
Thus we must understand that it is the very nature of basic concepts to be prac-
tically useful without, or at least before, being analytically clarified. This clarifi-
cation must use other concepts in an unanalysed manner. It may mean a step
forward in such an analysis to see whether a hierarchy exists in the practical use of
basic concepts, and which concepts then practically depend on the availability of
which other concepts, and also to see where concepts interlink in a non-hierar-
chical manner. I will try to show that one of the traditional difficulties in the

! This chapter was first published in: British Journal for the Philosophy of Science, 24 (1973):
321-337; it was republished in: The Structure of Physics (Heidelberg: Springer, 2006), which is a
translation of: Aufbau der Physik (Munich: Hanser, 1985): 100-111.
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empirical interpretation of probability stems from the idea that experience can be
treated as a given concept and probability as a concept to be applied to experience.
This is what I call a mistaken epistemological hierarchy. I will try to point out that,
on the contrary, experience and probability interlink in a manner that will preclude
understanding experience without already using some concept of probability. I will
offer a particular way to introduce probability in several steps.

We will interpret the concept of probability in a strictly empirical sense. We
consider probability to be a measurable quantity whose value can be empirically
tested, much like, for example, the value of an energy or temperature. What we need
for defining a probability is an experimental situation in which different “events”
E,, E,.. are the possible results of one experiment. We further need the possibility of
meaningfully saying that an equivalent experimental situation (in short “the same
situation”) prevails in different cases (in different “realizations,” “at different
times,” “for different individual objects” etc.) and that, given this situation, an
equivalent experiment (in short “the same experiment”) is carried out in each case.
Let there be N performances of the same experiment, and assume that event Ej
occurred n; times. In this series of cases we call the fraction

n
szﬁk

the relative frequency with which event E; occurred in the series. Now consider a
future series of performances of the same experiment. Let us assume that our
(theoretical and experimental) knowledge enables us to calculate a probability p,
of the event E; in this experiment. Then we will take the meaning of this number
Pr to be that it is a prediction of the relative frequency f; for the future series of
performances.” Finally, p; will be empirically tested by comparing it with the
values of f; found in this and subsequent series of the experiment under
consideration.

This is the simplistic view of the ordinary experimentalist. I think it is essen-
tially correct and it will only need to be defended against the objections of the
epistemologists. Of course we hope to understand it better by defending it.

Let us use a simple example in formulating the main objection. Our experiment
will consist in the single cast of a die. There are six possible events. Let us choose the
event that a “5” appears as the event of interest. Its probability ps will be 1/6 if the
die is “good.” Now let us cast the die N times. Even if N is divisible by 6, the fraction
fs will only rarely be exactly 1/6, and, what is more important, the theory of
probability does not expect f5 to be 1/6. The theory predicts a distribution of the
measured values of f5 in different series of casts around the theoretical probability ps.
The probability is only the expectation value of the relative frequency. But the
concept “expectation value” is generally defined by making use of the concept
“probability.” Hence it seems impossible to define probability by referring it to
measurable relative frequencies, since that definition itself, if rigorously formulated,

2 This formulation was proposed by Drieschner (1967).
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would necessarily contain the concept of probability. It would, so it seems, be a
circular definition.

We will not evade the problem by defining the probability as the limiting value
of the relative frequency for long series, since there is no strict meaning to a
limiting value in an empirical series which is essentially finite. These difficulties
have induced some authors to abandon the ‘objectivist’ interpretation altogether in
favour of a ‘subjectivist’ one which, e.g., reads the equation ps = 1/6 as meaning:
“I am ready to lay odds of 1-5 that a 5 will come up next time.” The theory of
probability is then a theory of the consistency of a betting system. But this is not
the problem of the physicist. He wishes to discover empirically who will become a
rich man by his betting system. I am not going to enter into the discussion of these
proposals,” but instead immediately offer my own.

The origin of the difficulty does not lie in the particular concept of probability
but more generally in the idea of an empirical test of any theoretical prediction.
Consider the measurement of a position coordinate x of a planet at a certain time;
let its value predicted by the theory be &. A single measurement will give a value
&, different from &. The single measurement may not suffice to convince us
whether this result is to be considered a confirmation or refutation of the predic-
tion. Thus we will repeat the measurement N times and apply the theory of errors.
Let € be the average of the measured values. Then, comparing the distance |é — E|
with the average scatter of the measured values, we can formally calculate a
‘probability’ with which the predicted value will differ from the ‘real’ value &, (“&
real”) by a quantity d = |& — &,|. This ‘probability’ is itself a prediction of the
relative frequency with which the measured distance |é — E| will assume the value
d, if we repeat the series of measurements many times. This structure of the
empirical test of a theoretical prediction is slightly complicated, but well known.
We can compress it into an abbreviated statement: “An empirical confirmation or
refutation of any theoretical prediction is never possible with certainty but only
with a greater or lesser degree of probability.” This is a fundamental feature of all
experience. Here I am satisfied to describe it and to accept it; its philosophical
relevance is to be discussed in another context.* Whoever works in an empirical
science has already tacitly accepted it by his practice. In this sense the concept of
scientific experience in practical use presupposes the applicability of some concept
of probability, even if this concept is not explicitly articulated. Hence the very
attempt to give a complete definition of probability by recurring on a given con-
cept of experience is likely to result in a circular definition. Of course it would be
equally impossible to define the concept of an empirical test by using a precon-
ceived concept of probability. These two concepts, experience and probability, are
not in a relationship of hierarchical subordination.

In practice every application of the theory of errors implies that we consider
relative frequencies of events to be predictable quantities. In this sense probability

3 Cf. Weizsicker (1992): 1 4.
* Cf. Weizsiicker (1992): I 3 and I 4.
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is a measured quantity. This implies that our “abbreviated statement” also applies
to probability itself: The empirical test of a theoretical probability is only possible
with some degree of probability. The appearance of the probabilistic concept of an
expectation value in the ‘definition’ of probability is therefore not a paradox but a
necessary consequence of the nature of the concept of probability; or it is a
‘paradox’ inherent in the concept of experience itself. Still, probability is not on
the same methodological level as all other empirical concepts. The precise mea-
surement of any other quantity refers us to the measurement of relative frequen-
cies, that is, to probabilities; the precise measurement of probability refers us to
probabilities again. Due to this higher level of abstraction the predictions of the
theory are better defined. The scatter of the measured values of any quantity about
its average value depends on the nature of the measurement device; the scatter of
relative frequencies about their expectation values is itself defined by the theory.

8.2 The Classical Concept of Probability

We have yet to achieve a definition of probability that can avoid the objection of
being circular. I will now sketch a systematic theory of probability as an empirical
concept, i.e., a concept of a quantity which can be empirically measured. This is
not a rigorously developed classical theory of probability, but a sketch for an
analysis of its concept of probability that emphasizes aspects of the theory where
epistemological difficulties usually arise. I hope that this analysis will suffice for
the construction of a consistent classical theory of probability, where for the
mathematical details we might use any good textbook. The word ‘classical’ means
here only “not yet quantum theoretical.”

This is done in three stages. We first formulate a “preliminary concept” of
probability. It does not aim for precision; it is meant to describe in comprehensible
terms how probability concepts are actually used in practice. Secondly we
formulate a system of axioms of the mathematical theory of probability. In this
section we can adopt Kolmogorov’s system. Thirdly we give empirical meaning,
physical semantics, so to speak, to the concepts of the mathematical theory by
identifying some of its concepts with some concepts associated with the pre-
liminary concept of probability. This three-step procedure can also be described as
a process of giving mathematical precision to the preliminary concept. The most
important part of the third stage is a study of the consistency of the whole process.
The interpreted theory of the third stage offers a mathematical model of those
structures which were imprecisely described in the preliminary concept. I propose
to call a theory semantically consistent if it permits one to use the preliminary
concepts without which it would not have been given meaning in such a manner
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that this use is correctly described by the mathematical model offered in the theory
itself.> The preliminary concept is described by three postulates:

A. A probability is a predicate of a formally possible future event or, more pre-
cisely, a modality of the proposition which asserts that this event will happen.

B. If an event, or the corresponding proposition, has a probability very near to
1 or 0, it can be treated as practically necessary or practically impossible.
A proposition (event) with a probability not very near to 0 is called possible.

C. If we assign a probability p (0 < p < 1) to a proposition or to the corre-
sponding event, we thereby express the following expectation: out of a large
number N of cases in which this probability is correctly assigned to this
proposition there will be approximately n = pN cases in which the proposition
will turn out to be true.

The language in which we formulated these postulates needs further explanation.
We first see that restrictive concepts like ‘practically,” ‘approximately,’
“expressing an expectation” are used. Their task is to indicate that our preliminary
concept is not precise but should be made more precise. We will see that in this
process these restrictive concepts will not be eliminated but be made more precise
themselves. The word “correctly” in C indicates that we consider ascribing a
probability to an event not an act of free subjective choice, but a scientific assertion
subject to test.

The language of the postulates refers to the logic of temporal propositions. For
propositions about the future this logic proposes not to use the traditional truth
values ‘true’ and ‘false,” but the “future modalities”: ‘possible,” ‘necessary,’
‘impossible.” The postulate proposes to use probabilities as a more precise form of
future modalities. With respect to the ordinary use of the word ‘probability’ this
can be considered a terminological convention; further on, we wish to restrict the
use of this word to statements about the future. But behind this convention lies the
view that this is the primary meaning of probability and that other uses of the word
can be reduced to it. For example, we apply it to the past in saying “it is probable
that it was raining yesterday” or “the day before yesterday it was probable that it
would rain the following day.” But in the second example probability is referred to
what was then the future; characteristically we say here “it was probable.” In the
first example we first of all admit lack of knowledge concerning the past; to make
the statement operative we must apply it to the future in the sense “It is probable
that, if I investigate, I will find out that it was raining yesterday.”

For the mathematical theory we can adopt Kolmogorov’s text literally,
changing only some notation:

Let M be a set of elements &, #, { ... which we call ELEMENTARY EVENTS,
and F a set of subsets of M; the elements of F will be called EVENTS.

5 Cf. v. Weizsiicker (2006), 9.2 and v. Weizsicker (1992), 5.2.7.
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L. F is a [Boolean®] lattice of sets.

II. F contains the set M.

III. To every set A of F we assign a non-negative number P(A). This number P(A) is
called the probability of the event A.

IV.p(M) = 1
V. If A; and A, are disjoint, then p(A; + Ay) = p(A1) + p(Ay).

We leave out axiom VI, which formulates a condition of continuity, since we will
not discuss its problems here. We need, however, the definition of the expectation
value:

Let there be a partition of the original set M
M=A| +As+ -+ Ag,

and let x be a real function of the elementary event ¢ which is equal to a constant A, on
every set A,. Then we call X a sToCHASTIC QUANTITY and consider the sum

E(x) = ZaqP(Aq)

the mathematical expectation of the quantity x.

We now turn to the physical semantics. In order to simplify the expression and
concentrate on the essentials, we assume the set M of elementary events to be
finite. We call the number of elementary events K; in the case of the die K = 6.
We further consider a finite ensemble of N equivalent cases, e.g., of casts in the
case of die. To every elementary event E; (we write E}, instead of Kolmogorov’s ¢;
1 < k < K) we assign a number (nk) which indicates how many times this event Ej
(say the “5” on the die) has actually happened in the particular series of
N experiments which forms our given ensemble. Correspondingly we assign a
n(A) to every event A. It is easy to see that the quantities

(8.1)

satisfy Kolmogorov’s axioms I to V if we insert them for p(A). This model of the
axioms is, however, not the one intended by the theory of probabilities, but we
reach our goal by adding a fourth postulate to the preliminary concept:

D. The probability of an event (of a proposition) is the expectation value of the
relative frequency of its happening (its coming true).

The expectation value used in D is not defined on the original lattice of events F. It
can be defined on a lattice G of ‘meta-events.” We call a meta-event an ensemble
of N events belonging to F which happen under equivalent conditions. We here use
the language that the ‘same’ events can happen several times (“it has been raining
and it will be raining again™). G is not a subset of M or F, but it is a set of elements

S Added by the ed.MD.
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of F with repetitions. Now we can assign a probability function p(A) to F (it may
express our expectation of the events A according to the preliminary concepts).
Then the rules of the mathematical theory of probability permit us to calculate a
probability function for the elements of G; it is only necessary to assume that the
N events which together form a meta-event can be treated as independent.
Assuming the validity of Kolmogorov’s axioms for F we can then prove their
validity for G and the validity of the formula

plA) = E(%) 82)

We can now forget our preliminary ideas of the meaning of the p(A) in F.
Instead we can apply the three postulates A, B, C to the lattice G of meta-events.
After having thus given an interpretation (in the preliminary sense) to the p in G,
we use (8.2) to deduce an interpretation of the p in F. It is exactly what postulate
D says: p(A) is the expectation value of the relative frequency of A. If we now
remember again how we would have interpreted the p in F without this con-
struction, we would only have used A, B, C This preliminary concept is now
justified as a weaker formulation of D. The concepts ‘practically,” ‘approxi-
mately,” ‘expectation’ can now be more precisely interpreted by estimating
probable errors. The mathematical “law of large numbers” proves that the
expectation values of these errors tend to zero as N increases.

What have we gained epistemologically? We have not gotten rid of the
imprecise preliminary concepts, we have merely transferred the lack of precision
from events to meta-events, i.e., to large ensembles of events. The physical
semantics for probabilities rest on the preliminary semantics for meta-probabili-
ties. This is a more precise expression of our earlier statement, that a probability
can only be empirically tested with some degree of probability. The solution of the
paradox lies in its acceptance as a phenomenon; no theory of empirical proba-
bilities can be meaningfully expected to yield more than this justification, which at
least makes its consistency more evident.

If we wish, we can iterate our process and call this ladder of meta-probabilities
a “recursive definition” of probability. While a typical recursive definition offers a
fixed starting point (n = 1) and a rule of recursion from n + 1 to n, the recursion
here can go as high as we like. At some step of the ladder we must halt and rely on
the preliminary concepts. Due to the “law of large numbers” it will suffice for this
highest step to postulate A and B. This will yield A, B, and C for the next lower
step, and D for the ones below that.
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8.3 Empirical Determination of Probabilities

We distinguish the probability of an event from the probability of a rule, but assume,
however, (in contrast to Carnap’s 19627) that the two quantities are of exactly the
same nature but at different levels of the application. The probability of an event x is
the prediction (the expectation value) of the relative frequency f{x) with which an
event of this type x will occur, upon frequent repetitions of the experiment in which
x can happen. The content of a rule (an “empirical law of nature”) is the specification
of probabilities of events. Rules always specify conditional probabilities: “If y then
x will occur with the probability p(x).” But in the same way, by the conditional
probability one also means the probability of an event. After all, the relative prob-
ability can only be measured if “the same” experiment is always performed, i.e., if
equivalent conditions are realized. One can say that empirically testable probabilities
are by nature conditional probabilities. The probability of a rule is now meant as the
probability that the rule is ‘true.” An empirical rule is true if it proves itself in
experience. Its probability is then the prediction of the relative frequency with which
just that rule R proves itself, upon frequent repetitions of the same empirical situation
for testing that rule. This initially formal definition we have only to elucidate in
detail, and we naturally arrive at an interpretation of Bayes’ rule. What we are
looking for can simply be called an iterated probability P(p(x)). In Zeit und Wissen
I1.4.4b® we will see that one does better to speak of a “higher-order probability”
P(f(x)). For the present discussion such finesse does not matter.

One can (and in general will) approach the empirical determination of a
probability from a starting point that expresses the prior knowledge. Methodo-
logically we remember that an objective, empirically testable probability is at the
same time related to the prior knowledge of a subject. As an example we choose
two dice, each successively thrown once. Observers A and B are to state the
probabilities for obtaining a 12, A before the double throw, B, however, after
the first die had been cast. A gives p(12) = 1/36, B on the average in one sixth of
the cases p(12) = 1/6, on the average in five sixths of the cases p(12) = 0.
Empirically both are correct as they refer to different statistical ensembles due to
different prior knowledge.

The starting point for the desired rule expresses what one already knows before
the test series. For simplicity let us first assume that one can describe the setup
conceptually, but has never experimented with precisely this realization of the
concepts. For example, one might be about to throw ‘heads’ or ‘tails’ with a coin
or a “l...6” with a die, or to draw a ball from an urn containing w white and
b black balls. Here is the legitimate application of Laplace’s concept of equal
possibilities, i.e., a symmetry argument. One knows which ‘cases’ are possible,

7 Cf. Weizsicker (1992): 11.4.3.
8 Cf. Weizsicker (1992): 11.4.4b.
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i.e., one knows the catalog of all possible events. One does not know what would
distinguish one of the elementary events (the atoms of the lattice of events) from
any other. In this sense they are all equally possible. Therefore one assesses them to
be all equally probable, i.e., one predicts an equal relative frequency for their
occurrence. The empirically motivated assumption of symmetry is at this phase of
the experiment essentially an expression of ignorance. This is the legitimate meaning
of Laplace’s approach, as subsequent investigation of the experiment will show.

At any rate, certain relative frequencies will be found in this experiment.
Roughly speaking, we can distinguish three cases:

(a) relative frequencies arise that are consistent with the starting point

(b) relative frequencies arise which correspond to a different starting point

(c) relative frequencies arise which do not correspond to any uniform statistical
distribution

The phrase “are consistent with” means “in agreement with the expected distri-
bution,” within the limits of error the observer has set himself, using the calculus of
probability. For the observer there is essentially no certainty, only a probability he
can assign to each of the available scenarios; how he does this we will discuss
shortly in more detail in connection with Bayes’ problem. That the frequencies
correspond at all to a unique starting point is by no means self-evident. This is
indicated by the listing of case c. In this case one suspects that the catalog of events
needs to be expanded to bring conditions into view which do not vary statistically
but systematically. In view of these possibilities, cases a and b are hardly self-
evident, and one could ask by what right they can be expected to occur at all. At the
present stage of our epistemological examination we can only recognize Hume’s
problem in this difficulty and reply that according to our present understanding the
occurrence of regular statistical distributions is a condition for the possibility of
experience. At a later stage we will recognize in Laplace’s symmetries basic
symmetries of the world, namely in the equal probabilities of the sides of a uniform
coin or a uniform die representations of the group of spatial rotations, realized in
objects with negligible interaction with their environment, and a representation of
the group of permutations of objects in the equal probabilities for picking any of the
balls in the urn. There we must justify, through a discussion of the interaction, why
the inclusion of new objects cannot remove the symmetry of the world under this
group, such that every deviation of individual objects from the symmetry only
stems from their individual interaction with other objects.

The classical model of Bayes’ problem involves several urns (say 11) with
different mixing ratios of black and white balls (say in the zeroth urn 0 white and
10 black balls, in the kth urn k£ white and 10 — k black ones). In drawing from each
urn we assume with Laplace equal probabilities; each of the urns is thus charac-
terized by the probability p,, of drawing a white ball and p,, of drawing a black ball.
According to our assumptions we have for the kth urn
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pw(k) =N (83)
and always

pw+ pp =1 (8.4)

Now one picks one of the urns, without knowing which, and proceeds to draw and
immediately return a single ball, n times in succession. If the outcome was ny,
white and ny, black balls (ny, + n, = n), how probable is it that this had been the
kth urn? In other words, one then determines a probability P,. One can interpret P,
as a prediction of a relative frequency in a twofold way. On the one hand, P; is,
according to Laplace’s assumption applied to the selection of one urn, the pre-
dicted relative frequency with which a particular urn turns out to be the k-th one if
just ny, white and n, black balls have been drawn from the urn. On the other hand,
Py enables one to predict new probabilities p,, and p,’ for subsequent drawing
from the urn, according to the formulas

Piv = ZPk - puw(k), (8.3)
k

Pw+ Dy = 1. (86)

Before the start of the experiment, according to Laplace’s assumption, one would
set each P, to 1/11 for the selection of one urn, and compute from it the ‘a priori
probabilities” p'? and p{”’, which in our case would both be . The test series of
drawing n balls is then the empirical determination of newer, i.e., ‘a posteriori
probabilities’. Bayes’ procedure thus assigns to each of the 11 possible rules (8.3)
a probability of the rule, P, and determines the probabilities p,,’ proposed for the
practical usage from the probabilities according to the rule (p,,(k)) and the prob-
ability of the rule P, according to (8.5).

Bayes’ procedure thus corrects an initially assumed equipartition by means of
insight into possible cases leading to different rules, for which again an equipar-
tition is assumed. Naturally this can also be modified. One can introduce unequal a
priori probabilities for picking one urn. This again can be reduced to an
equipartition by assuming different numbers of urns of each type. The practical
value of the procedure depends on the fact that for large values of n the influence
of the assumed a priori probabilities gradually disappears. With an ontological
assumption that all phenomena are built from equally possible elementary events
one can thus even further justify the empirical determination of probabilities.
Without such an assumption one can still describe the empirical determination
“as if” such an assumption were justified; we need the assumption to count cases,
and thereby are able to define in this way absolute, as well as relative, frequencies.
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8.4 Reconstruction of Abstract Quantum Theory,
Methodological Aspects

The title of this section initially suggests three questions:

1. What is meant by reconstruction?
2. What is meant by abstract quantum theory?
3. What ways are there for a reconstruction of abstract quantum theory?

8.4.1 The Concept of Reconstruction

I mean by reconstruction its retrospective derivation from the most plausible
postulates. I articulate, as I have done before, the difference between two kinds of
such postulates. They may either express conditions which make experience
possible, thus conditions of human knowledge; then we call them epistemic.
Or they formulate very simple principles which we hypothetically, inspired by
concrete experience, want to assume as universally valid for the particular area of
reality; we call these postulates realistic.

I emphasized in the first chapter of my ‘Structure of Physics’ that my method of
a Kreisgang® does not permit a completely sharp distinction between these two
kinds of postulates. I merge in the Kreisgang two traditions of thought which, in
the history of philosophy, were in hostile opposition most of the time. All our
knowledge of nature is subject to the conditions of human knowledge; that is the
epistemological question. Humans are children of nature and their knowledge
itself is a process in nature; that is the evolutionary question. Even our evolu-
tionary knowledge is, as human knowledge, subject to the conditions of such
knowledge, as studied in epistemology. The back of the mirror,'® we only see in
the mirror as well. But the mirror in which we see the back of the mirror is also just
the mirror with this rear surface; epistemology, like the cognition it investigates, is
also an event in nature. In this way every epistemological postulate is at the same
time a statement about a process of nature, and every realistic postulate is
formulated subject to the conditions of our knowledge.

The historical phenomenon that there are closed theories, however, permits us a
relative distinction of epistemic and realistic postulates, as regards a particular

 Weizsiicker chose the word ‘Kreisgang’ to characterize his overall philosophical method. The
term is difficult to translate (and is not a common German notion, either). It is used as a technical
term throughout Weizsidcker 2006. In its literal meaning it refers to a ‘circular movement’ of
knowledge and cognition. The largest circle possible is captured by Weizsicker’s often used
phrase: “Nature is older than humankind, humankind is older than natural science”, which should
indicate that there is no hierarchy of cognition, but that it is necessary to circle back to former
insights again and again, every time on a new level of knowledge. Eds. of v. Weizsdcker (2006)
and of this volume.

19 1 orenz (1978).
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theory. “Only theory decides what can be measured” (Einstein to Heisenberg'").
We will begin the reconstruction of quantum theory with one postulate which, for
quantum theory, is epistemic: the existence of separable, empirically decidable
alternatives. An alternative characterized in this way expresses the quantum the-
oretical concept of an observable, reduced to its logical foundation. The fact that
quantum theory is so successful, and that one is able to succeed with the concept of
the alternative in the totality of physical experience known to us, is an empirical
fact which a priori does not appear to be certain. In this sense the postulate of
alternatives is realistic, but it is also epistemic in another sense. First, as just noted,
it is epistemic in the context of quantum theory: it formulates a condition without
which the concepts of quantum theory are inapplicable. But second also as a matter
of principle: we scarcely can imagine how scientific knowledge might be possible
at all without separable, empirically decidable alternatives. The high degree of
generality of quantum theory thereby confers upon its basic postulate a position
reminiscent of Kant’s perception a priori: that experience is possible at all we
cannot know a priori; we can only know what circumstances must obtain in order
for experience to be possible.

However, the second central postulate for the actual quantum theory, which we
call the postulate of expansion or indeterminism, must also be considered realistic
in the context of quantum theory. We cannot imagine a theory of probability
predictions about decidable alternatives in which this postulate is not applicable.
This question, however, we can only discuss after the reconstruction is
accomplished.

8.4.2 Abstract Quantum Theory

Terminologically we distinguish abstract and concrete quantum theory. One can
characterize abstract quantum theory by means of four theses. We use the concept
of ‘thesis’ to distinguish it from the reconstructive concept of ‘postulate.” These
could be at the foundation of a formally axiomatic deduction of the theory. But
they cannot claim to be ‘evident’ as we require it of the postulates. Rather, their
explanation is the goal of our reconstruction.

A. Hilbert space. The states of every object are described by one-dimensional
subspaces of a Hilbert space.

B. Probability metric. The absolute square of the inner product of two normalized
Hilbert vectors x and y is the conditional probability p(x, y) of finding the state
belonging to y, if the state belonging to x is present.

cf. Heisenberg (1971).
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C. Composition rule. Two coexisting objects A and B can be considered to be a
composite object C = AB. The Hilbert space of C is the tensor product of the
Hilbert spaces of A and B.

D. Dynamics. Time is described by the real coordinate ¢. The states of an object
are functions of 7, described by a unitary mapping U(¢) of the Hilbert space onto
itself.

We call this theory abstract because it is universally valid for any object. One
example of an abstract theory is classical point mechanics. There is an equation
that characterizes the universally valid law of motion for arbitrary numbers n of
mass points with arbitrary masses m;, and arbitrary force laws fi(x;...x,). Von
Neumann’s quantum theory is even more abstract, as it does not presume the
concept of a point mass and the existence of a three-dimensional configuration
space. These concepts enter into quantum theory itself only via the special choices
of the dynamics and the selection of certain observables associated with the
dynamics. They belong to the concrete theory of specific objects.

8.5 Reconstruction via Probabilities and the Lattice
of Propositions

This reconstruction path was chosen by Drieschner (1967) and described later
(Drieschner 1979) in improved form. It follows most closely Jauch (1968) and the
usual axiomatic theories; it goes beyond these in the way of the justification and
the choice of postulates thereby implied. The reconstruction is sketched here to
facilitate the connection to existing axiomatic quantum theories. This offers the
opportunity to explain the abstract basic concepts within a familiar context.'?

8.5.1 Alternatives and Probabilities

Physics formulates probability predictions about the outcome of future decisions of
empirically decidable alternatives. The concept of probability is described in
sections 1-3. Here, however, we will replace axiom I of Kolmogorov by another
one; the catalogue of events is not the lattice of the subsets of a set.

We describe all possible observations as decision of n-fold alternatives. There
n means either a natural number >2 or the denumerable infinite. An n-fold
alternative represents a set of n formally possible events which satisfy the
following conditions:

2 We follow the layout and sometimes the wording of the presentation in Weizsicker (1980):
11.5.4. Addendum by the ed.MD: That presentation is reprinted in this volume as “Quantum
Theory”, part d, because it differs in many details from the present one.
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1. The alternative is decidable, i.e., a situation can be created in which one of the
possible events becomes an actual event and subsequently a fact. We then say
that this event has happened.

2. If an event e¢; (k = 1...n) has happened then none of the other events e;
(j # k) has occurred. The results of an alternative are mutually exclusive.

3. If the alternative has been decided and all events except one, thus all e; (j # k),
have not occurred, then the event ¢, has happened. The alternative is defined as
being complete.

Note about the nomenclature. Probabilities can be considered to be predicates
of possible events or of propositions. About the philosophical interpretation of the
difference between the two expressions see Zeit und Wissen' 11 4. Here in this
sketch we use both expressions indiscriminately; sometimes the one, sometimes
the other is more convenient. This leads to the following expressions:

An alternative is a set of either events or of propositions. Both we call its
elements. An event consists of the determination of a formally possible (condi-
tional) property of an object at one time. Instead of this we also say that the object
is at this time in a certain state. The word ‘state’ is in this context not restricted to
“pure cases.” The proposition which asserts the existence of a property or state is
formulated in the present tense. This means that one can often decide “the same”
alternative. An alternative can also be referred to as a question; the propositions
are then its possible answers.

8.5.2 Objects

The elements of an alternative consist of the determination of formally possible
properties of an object at one time.

We introduce the ‘ontological’ concept of an object in addition to the ‘logical’
concept of an alternative. The alternatives for an object are, speaking quantum
theoretically, its observables. We follow here the mode of thinking customary in
all of physics, in particular in quantum theory, which interprets all its catalogues of
propositions as propositions about, respectively, an ‘object’ or a ‘system.” These
two words are practically synonymous in contemporary physics. ‘Object’ is per-
haps the more general concept as it encompasses composite as well as the possibly
existing elementary objects, whereas the word ‘system’ is more indicative of
compositeness (systema, standing together). In this chapter we will therefore in
general choose the term ‘object.’

In the reconstruction we need the concept of the object to define the lattice of
propositions which in each case is determined as the lattice of propositions about a
fixed object (or the properties of a fixed object).

13 y. Weizsicker (1992).
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The concept of the object, however, contains a fundamental problem which we
will discuss in Sect. 8.5.5.

8.5.3 Ultimate Propositions About an Object

For every object there ought to be ultimate propositions as well as alternatives
whose elements are, logically speaking, ultimate propositions. As an ultimate
(contingent) proposition about an object we define a proposition which is not
implied by any other proposition about the same object.'* In the quantum theo-
retical language this means that there are pure cases. Lattice-theoretically these
ultimate propositions are ‘atoms,” i.e., the lowest elements of the lattice;
Drieschner (1979) therefore calls them atomic propositions. Drieschner argues for
the postulate of the existence of atomic propositions from the requirement that it
ought to be possible in principle to completely describe every object in terms of its
properties.

8.5.4 Finitism

Drieschner (1967) introduced the postulate of finitism, which one might perhaps
formulate thus: “The number of elements of an arbitrary alternative for a given
object does not exceed a fixed positive number K which is characteristic of that
object.” In contrast, we have also admitted denumerably infinite alternatives in
5.1. Furthermore, Drieschner (1979) no longer requires finitism. The technical
benefit of the finitism postulate is that it avoids mathematical complications of an
infinite-dimensional Hilbert space in the axiomatic reconstruction of quantum
theory. Philosophically, behind this is the observation that no alternative with more
than a finite number of elements can actually be decided by an experiment.

For convenience we will use here only finite alternatives. For physics, the
infinite dimensions of Hilbert space become indispensable if we wish to unitarily
represent in it the non-compact transformation groups of special relativity. In other
words, we need it for relativistic quantum theory. In that regard, the present
chapter is restricted to non-relativistic quantum theory. In Chap. 4 of my (2006)
I define the simplest objects, particles, as representations of relativistic transfor-
mation groups, following Wigner; thereby for every object K = oo. The ‘objects’
of finitism, however, retain an assignable meaning as representations of the
compact part of the group in finite-dimensional subspaces. We will then call them
“sub-objects.”

4 With the trivial exception of the “always false proposition” A, which, by definition, implies
any proposition—ex falso quodlibet.
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8.5.5 Composition of Alternatives and Objects

Several alternatives can be combined to a composite alternative. This is done by
“Cartesian multiplication.” Given N alternatives (N finite or perhaps denumerably
infinite): {ex} (k = 1... n*; a = 1... N), a combined event means that an event
from each alternative occurs (not necessarily simultaneously). This is an element
of the combined alternative which has n = Il, n* elements.

Now N objects also define a total object of which they are parts. The Cartesian
product of any alternatives of the parts is an alternative of the total object. In
particular, the product of ultimate alternatives of the parts is a ultimate alternative
of the total object.

The concept of an object, as we now see, contains some sort of
self-contradiction which one cannot eliminate without eliminating all of physics
known to us, which is built upon the concept of the object. Objects are known to us
only through their interaction with other objects, ultimately with our own body.
Completely isolated objects, free of any interaction, are no objects at all to us. The
Hilbert space of an object describes just the possible states of only this one object.
The introduction of dynamics, as we will perform it afterward, i.e., of a Hamil-
tonian operator, describes the influence of a fixed environment on the object and,
insofar as one considers the object to be composite, the interaction of its parts with
one another. To describe its influence on the environment one must combine it
with other objects, thereby forming an aggregate object. In the Hilbert space of the
aggregate object, however, the pure product states, in which the individual objects
are in a definite state, are a set of measure zero. But it is just these definite states in
terms of which quantum theory describes the individual objects. It appears that
quantum theory could be formulated only approximately, which, if the theory is
correct, would practically never be exactly valid. In short, the feasibility of the-
oretical physics rests upon its character as an approximation.

The philosophical problems herein I have discussed in detail in previous
essays.'” Let us accept here the concept of an object in its common usage.

8.5.6 The Probability Function

Between any two states a and b of the same object there is defined a probability
function p(a, b) which gives the probability of finding b if a is necessary. The
formulation and content of this postulate depended on the assumption that
everything which can be said about an object in an empirically decidable way must
be equivalent to the prediction of certain probabilities. The empirical verification
of a proposition lies in the future at the time to which this proposition refers. About
the future, however, only probabilities can be stated, which of course may

15 Weizsicker (1980): I1.3.5, IV.6.4; Weizsdcker (1988): I1.1.9.
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approach the values 1 and 0, certainty and impossibility. The formulation of the
condition in p(a, b) by means of “if a is necessary” includes the case “if a is
present,” as a is then, due to the reproducibility, necessary in the future, as well as
the case that one knows the necessity of a for other reasons.

The really strong assumption in this postulate remains inconspicuous in the
above formulation, namely that this probability function assigns to each pair of
states a and b the value p(a, b) independent of the state of the environment. This
means at the same time that the states of an object admit an “internal description,”
consisting only of its relative probabilities without reference to ‘external’ objects.
How one can identify the respective states through observation, however, is then
only determined in terms of the interaction of the object with its environment.

This strong assumption of independence is the form in which the identity of an
object with itself expresses itself in this reconstruction, which ought to hold
independently of its changing environment. Here is a specification of the concept
of an object which we need for the reconstruction but which here we do not justify
any further.

8.5.7 Objectivity

If a certain object actually exists, then an ultimate proposition about it is always
necessary. This, too, is a strong statement. For its justification we refer to
Drieschner (1979: 115-117). There it is described as being equivalent to the
statement: “Every object has at any time as property a probability distribution of
all its properties.” The premise “If a certain object actually exists” is necessary,
because in states of composite objects which are not product states of the partial
objects no ultimate statement about such a partial object is necessary. We then say
that this partial object does not actually exist in such a state.

We call this postulated fact the objectivity of the properties of actually existing
objects. For an actually existing object there is always an ultimate proposition,
independently of whether we know it, i.e., it must inevitably be found if one looks
for it. In other words, when one says that an object actually exists, one means that
in principle one can know with certainty something about the object. Knowledge is
not “merely a subjective state of the mind.” To know means, putting it tauto-
logically, knowing that the known is as we know it. Here as well we refrain from
following up on the philosophical implications of our assertion.

8.5.8 Indeterminism

To any two mutually exclusive ultimate propositions a; and a, about an object,
there is an ultimate proposition b about the same object which does not exclude
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either of the two. Two propositions x and y exclude one another if p(x, y) =
p(y, x) =0.

This is the central postulate of quantum theory. Following Drieschner it is
called here the postulate of indeterminism. Within the context of the reconstruction
it turns out to be equivalent to, e.g., the principle of superposition formulated by
Jauch (1968: 106). It is the ‘realistic’ fundamental postulate; for it is at least not
immediately obvious that experience without this postulate is not possible.

We can denote this postulate equivalently by the more abstract term postulate of
expansion. The connection between the two names is as follows. Every alternative
of ultimate propositions is expanded through this postulate by ultimate proposi-
tions about the same object which are not elements of the lattice of propositions
which form the original alternative. The expansion is here formulated as a
requirement on the probability function, i.e., on predictions: there are always
predictions which have neither the value of certainty nor impossibility. This is
juxtaposed with the postulate of objectivity according to which there are always
necessary predictions. Both always exist. The requirement is at the same time
formulated universally: it holds for any pair of mutually exclusive ultimate
propositions. It implies that there can be no probability assignment of the cata-
logue of propositions about any object whatsoever for which every proposition is
either true (p = 1) or false (p = 0). It thus implies the openness of the future as a
matter of principle.

8.5.9 Sketch of a Reconstruction of Quantum Theory

For the implementation of the reconstruction we refer to Drieschner (1979). Here
we merely mention the most important steps.

The catalogue of propositions is constructed about an object. Negation, dis-
junction, and implication are defined in terms of obvious requirements on the
probability functions, such that the catalogue proves to be a lattice, and, in fact, for
the case of finitism, a modular lattice. It can be shown that, with the imposed
requirements, it is even a projective geometry. This can be represented as the
lattice of the linear subspaces of a vector space. There remains the question of the
field of numbers in which the vector space is erected. As a real metric is defined in
it by means of the probability function, the field of numbers must contain the real
numbers. Following Stiickelberg (1960) Drieschner concludes from the uncer-
tainty relations that it specifically must be the field of complex numbers. The
dynamics is to be described in it, i.e., the time-dependence of the state, in terms of
transformations under which the probability function remains invariant. These
must be unitary transformations. In this fashion, abstract quantum theory is
reconstructed.

For the time being, we forgo any attempt to examine how close the individual
postulates have come to the ideal of an epistemic justification.
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8.5.10 Historical Remark

The first formulation of the ideas utilized here, in my version, is given in the work
Komplementaritat und Logik (Weizsiacker 1955). To Drieschner’s indeterminism
axiom, there corresponds, for example, the “theorem of complementarity”
(Sect. 6): “To every elementary proposition there are complementary elementary
propositions.” But only the work of Drieschner transformed this “complementary-
logical” way of thinking, together with the axiomatic quantum theory of Jauch
(1968), into a reconstruction of quantum theory. The goal of the present historical
note is to point out the reconstruction of quantum theory previously begun by F.
Bopp. Bopp’s work of 1954 I quoted in 1955 (Sect. 5). It provided me with
essential suggestions for the elaboration of my arguments at that time; see also his
more recent work (Bopp 1983). Bopp begins, as we do in Sect. 4.1, with a simple
alternative (“Sein oder Nichtsein als Grundlage der Quantenmechanik”). He
postulates, as in Drieschner’s uncertainty postulate, the existence of additional
states defined in terms of relative probabilities and the continuity of this state space
to make a continuous kinematics of the states possible. He, however, takes the
spacetime continuum for granted and considers the alternative to depend on
position (“ur fermion”).
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