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Message from the General Chair

The Software Quality Days (SWQD) conference and tools fair started in 2009
and has grown to one of the biggest conferences on software quality in Europe
with a strong community. The program of the SWQD conference is designed
to encompass a stimulating mixture of practical presentations and new research
topics in scientific presentations as well as tutorials and an exhibition area for
tool vendors and other organizations in the area of software quality.

This professional symposium and conference offers a range of comprehensive
and valuable opportunities for advanced professional training, new ideas, and
networking with a series of keynote speeches, professional lectures, exhibits, and
tutorials.

The SWQD conference is suitable for anyone with an interest in software
quality, such as test managers, software testers, software process and quality
managers, product managers, project managers, software architects, software
designers, user interface designers, software developers, IT managers, develop-
ment managers, application managers, and those in similar roles.

January 2014 Johannes Bergsmann



Message from the Scientific Program Chair

The 6th Software Quality Days (SWQD) conference and tools fair brought to-
gether researchers and practitioners from business, industry, and academia work-
ing on quality assurance and quality management for software engineering and
information technology. The SWQD conference is one of the largest software
quality conferences in Europe.

Over the past years, a growing number of scientific contributions were submit-
ted to the SWQD symposium. Starting in 2012 the SWQD symposium included
a dedicated scientific track published in scientific proceedings. For the third year
we received an overall number of 24 high-quality submissions from researchers
across Europe, which were each peer-reviewed by three or more reviewers. Out
of these submissions, the editors selected four contributions as full papers, an
acceptance rate of 17%. Further, ten short papers, which represent promising
research directions, were accepted to spark discussions between researchers and
practitioners at the conference.

The main topics from academia and industry focused on systems and software
quality management methods, improvements of software development methods
and processes, latest trends in software quality, and testing and software quality
assurance.

This book is structured according to the sessions of the scientific track fol-
lowing the guiding conference topic “Model-Based Approaches for Advanced
Software and Systems Engineering”:

• Software Process Improvement and Measurement
• Requirements Management
• Value-Based Software Engineering
• Software and Systems Testing
• Automation-Supported Testing
• Quality Assurance and Collaboration

January 2014 Stefan Biffl
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Software Quality Assurance by Static Program

Analysis

Reinhard Wilhelm

Fachrichtung Informatik
Universität des Saarlandes
Saarbrücken, Germany

wilhelm@cs.uni-saarland.de

http://rw4.cs.uni-saarland.de/people/wilhelm.shtml

Abstract. Static program analysis is a viable, sound and automatic
technique to prove correctness properties about programs, both func-
tional properties as well as non-functional properties. It is one of the
techniques, highly recommended for high criticality levels by several in-
ternational software-quality standards for the domains of transportation,
healthcare, factory automation, and electric/electronic systems. The pre-
cision of static analysis increases the more information is made available
to it. This additional information can be given by programmer anno-
tations, or it can be transferred from the model level in model-based
software design. We give an introduction to static program analysis as
a verification technology, describe several applications to the develop-
ment of safety-critical systems, and show how it can be integrated into
a model-based design flow.

Keywords: static program analysis, functional verification, non-functional
properties, model-based design.

1 Introduction

Static program analysis is a viable, sound and automatic technique to prove
correctness properties about programs, both functional properties as well as
non-functional properties. Its origins lie in the area of compiler construction
where it is used to prove the applicability of efficiency-improving program trans-
formations. Such transformation must not change the semantics of programs. To
prove that they preserve the semantics often requires a global static analysis of
the program.

Many of the considered properties are undecidable. So, there is no hope that
an automatic method could be sound and complete at the same time. Soundness
means that the method never gives an incorrect answer. Completeness means
that it will detect all properties that actually hold. No compromise is made
on the side of correctness : a statement derived by static analysis will always
hold. This is in contrast to bug-chasing tools, which are often also called static
analyzers. In (sound) static-analysis tools, the compromise is made on the side

D. Winkler, S. Biffl, and J. Bergsmann (Eds.): SWQD 2014, LNBIP 166, pp. 1–11, 2014.
c© Springer International Publishing Switzerland 2014



2 R. Wilhelm

of completeness : the static analysis may fail to derive all correctness statements
that actually hold and thus issue warnings that are, in fact, false alarms. Bug-
chasing tools, in general, are both unsound and incomplete; they produce false
alarms and they fail to detect all bugs.

The precision of static analysis, i.e., the set of valid correctness statements
proved by the analysis, increases with more information made available to it.
This additional information can be given by programmer annotations, or it can
be transferred from the model level in model-based software design.

Static analysis has emancipated itself from its origins as a compiler technology
and has become an important verification method [12]. Static analyses prove
safety properties of programs, such as the absence of run-time errors [3,15],
and they prove partial correctness of programs [14]. They determine execution-
time bounds for embedded real-time systems [5,19] and check synchronization
properties of concurrent programs [20]. Static analysis has become indispensable
for the development of reliable software. It is one of several candidate formal
methods for the analysis and verification of software.

The acceptance of these formal methods in industry has been slow. This is
partly caused by the competences required from the users of the methods.

property  P

abstr. domain

abstract semantics

abstr. transfer functions

abstr. 
interpreter

for  P

System

verification
of the system

wrt. P

Tool time
tool developer

Verification time
system developer

Fig. 1. Work distribution in static program analysis

Static program analysis has the best distribution of required competences of
all formal methods, cf. Fig. 1. It splits the necessary competences between tool
developers and system developers. The tool developers, highly qualified special-
ists in the underlying theory, design and implement a static analysis tool aimed
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MC

System  P

specification S as
temporal logical 

formula

P is a model for S + certificate

P is not a model for S + counterexample

Verification time
developer

Fig. 2. Work distribution in model checking

at proving one or a set of correctness properties. The systems developer applies
this tool. He does not need to know the intricacies of the underlying theory.

Other formal methods require competences not available with the systems
developer. Deductive methods are not automatic, and therefore require interac-
tion by highly skilled users. The verification of a C compiler [13], one of the
landmarks in software verification, required strong research qualification. Model
checking requires the user to specify the correctness properties in some temporal
logic and to supply an abstract model of the system, both non-trivial tasks, cf.
Fig. 2.

1.1 A Short History of Static Program Analysis

Compilers for programming languages are expected to translate source-language
programs correctly into efficient machine-language programs. Even the first For-
tran compiler transformed programs to efficiently exploit the very modest ma-
chine resources of that time. This was the birth date of “optimizing compilers”.
In Fortran these transformations mainly concerned the efficient access to ar-
rays, a data structure of high relevance to the numerical analyst.

Even the first Fortran compiler mentioned above implemented several
efficiency-improving program transformations, called optimizing transforma-
tions. They should, however, be carefully applied. Otherwise, they would change
the semantics of the program. Most such transformations have applicability con-
ditions, which when satisfied guarantee the preservation of the semantics. These
conditions, in general, depend on non-local properties of the program, which
have to be determined by a static analysis of the program performed by the
compiler [17].

This led to the development of data flow analysis . This name was probably
to express that it determines the flow of properties of program variables through
programs. The underlying theory was only developed in the 70s when the seman-
tics of programming languages had been put on a solid mathematical basis. Two
doctoral dissertations had the greatest impact on this field. They were written
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by Gary A. Killdall (1972) [11] and by Patrick Cousot (1978) [4]. Gary Kildall
clarified the lattice-theoretic foundations of data-flow analysis. Patrick Cousot
established the relation between the semantics of a programming language and
static analyses of programs written in this language. He therefore called such
a semantics-based program analysis abstract interpretation. This relation to the
language semantics allowed for a correctness proof of static analyses and even
the design of analyses that were correct by construction.

1.2 The Essence

The task of the designer of a semantics-based static program analysis is to find
an abstraction of the programming-language semantics that is strong enough to
prove the envisioned correctness property. Let us consider a very simple example
to show the essential ingredients. The correctness properties we want to prove
are that the program never divides by 0 and never takes the square root of a
negative number. Sufficient for this proof would be that

– for every occurrence of an expression sqrt(e) in the program we know that
the value of e is always nonnegative when execution reaches this occurrence,
and

– for every occurrence of an expression a/e in the program we know that the
value of e is never 0 when execution reaches this occurrence.

The abstraction we use to derive such proofs is quite simple: The semantics
of the programming language, for instance an interpreter for programs in the
language, records the actual value of each program variable in a data structure,
which we may call a value environment. Our static analysis, an abstraction of the
semantics, records the signs of variables of numeric type, i.e., + for positive, − for
negative, and 0 for 0, in a data structure, called a sign environment. Sometimes
the analysis knows only that the value is non-negative and will associate the
variable therefore with {+, 0}, read as ”the value is positive or 0”. The fact that
the analysis doesn’t know anything about the sign is expressed by associating
{+, 0,−} with the variable.

We arrange the sets of signs in an algebraic structure, a lattice, see Fig. 3.
Going up in the lattice, i.e., following one of the edges upwards, means loosing
information; the node in the lattice at which we arrive admits more signs than
the node we started from. So, we lost precision. The lattice represents a partial
order ; elements lower in the lattice are less precise than elements above them
in the lattice, i.e. connected with them by a path going up. The analysis may
sometimes arrive at a program point from two or more different predecessor
points with different information, i.e., lattice elements. This is the case at the end
of conditionals and at the beginning of loops, where two different control flows
merge. The information that the analysis can safely guarantee is represented by
the least common ancestor in the lattice of the incoming information. Going up
to the least common ancestor means applying the least upper bound operator of
the lattice.
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{ }

{+}

{0,+}{-,0}

{-}

{-,0,+}

{-,+}

{0}

+# {0} {+} {−}
{0} {0} {+} {−}
{+} {+} {+} {−, 0, +}
{−} {−} {−, 0, +} {−}

{−, 0} {−, 0} {−, 0, +} {−, 0}
{−, +} {−, +} {−, 0, +} {−, 0, +}
{0, +} {0, +} {0, +} {−, 0, +}

{−, 0, +} {−, 0, +} {−, 0, +} {−, 0, +}

Fig. 3. The lattice for rules-of-signs and the table for the abstract addition. Missing
columns can be added by symmetry.

The association of sets of signs with program variables is called sign envi-
ronment, as said above. In order for the program analysis to determine (new)
signs of variables it needs to execute statements in sign environments instead of
in value environments. These abstract versions of the semantics of statements
are called abstract transfer functions. For an assignment statement x = e; its
abstract transfer function looks up the sign information for the variables in e,
attempts to determine the possible signs of e, and associates these signs with x

in the sign environment. As part of that it must be able to evaluate expressions
in sign environments to obtain signs of the value of the expression.

The rules for this evaluation we know from our school days; − × − gives +,
−×+ gives − and so on. We can easily extend this to sets of signs by computing
the resulting signs for all combinations and collecting all results in a set. The
rules for addition are given in the table in Fig. 3. The table defines an abstract
addition operator ×#.

We have met now the essential ingredients of a static program analysis, an
abstract domain, a lattice, and a set of abstract transfer functions, one for each
statement type. Following this principle we could design more complex static
analyses. A very helpful static analysis, called interval analysis, would compute
at each program point an enclosing interval for all possible values a numerical
variable may take on. The results of this analysis allows one to exclude index-
out-of-bounds errors for arrays; any expression used as an index into an array
whose interval of possible values is completely contained in the corresponding
index range of the array will never cause such an error. A run-time check for
this error can thus be eliminated to gain efficiency.

Fig. 4 shows a simple program and an associated control-flow graph. We will
demonstrate the working of the rules-of-sign analysis at this program. As a result
we will obtain sets of possible signs for the values of program variables x and y
at all program points.

The analysis goes iteratively through the program as shown in Fig. 5. It starts
with initial assumptions at node 0 about the signs of variables, e.g. that these
are unknown and could thus be any sign. It then evaluates the expressions it
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1: x = 0;

2: y = 1;

3: while (y > 0) do

4: y = y + x;

5: x = x + (-1);

1

2

4 3

y = 1

0

x = 0

y = y+x

5

x = x+(-1)

true(y>0) false(y>0)

Fig. 4. A program and its control-flow graph

0 1 2 3 4 5

x y x y x y x y x y x y

{−,0,+} {−,0,+} {0} {−,0,+} {0} {+} {} {} {0} {+} {0} {+}
{−,0,+} {−,0,+} {0} {−,0,+} {−,0} {+} {} {} {−,0} {+} {−,0} {−,0,+}
{−,0,+} {−,0,+} {0} {−,0,+} {−,0} {+} {−,0} {−,0,+} {−,0} {+} {−,0} {−,0,+}
{−,0,+} {−,0,+} {0} {−,0,+} {−,0} {+} {−,0} {−,0,+} {−,0} {+} {−,0} {−,0,+}

Fig. 5. (Cleverly) iterating through the program. Column numbers denote program
points, rows describe iterations.

finds in the actual sign environment, executes the assignments by associating
the left-hand side variable with the set of signs computed for the right side. It
stops when no set of signs for any variable changes any more. This can be seen
in the last two rows of the table in Fig. 5.

You may be surprised to see that the set of signs {−,0,+} is associated with
y at node 3. This results from the fact that our, not really precisely described
analysis does not exploit conditions. It just checks whether the transitions along
them are possible for a given a sign-environment. A different analysis would
exploit the condition false(y > 0) and compute the set {−,0} for y at node 3.

By some nice mathematical properties, e.g. monotonicity of the abstract se-
mantics and finite height of the lattice, this process is guaranteed to terminate.
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One could be tempted to say that everything is fine, and on the correctness
side, it actually is. If the analysis evaluates e to {+, 0} we are assured that
executing sqrt(e) does never take the square root of a negative value. And if
the analysis associates e with {+,−} we know that a/e never will attempt to
divide by 0. On the precision side, the world may look different: A set of signs
{+, 0,−} computed for an expression e in a/e will force the analysis to issue a
warning ”Possible division by 0”, where this actually might be impossible.

2 Applications

Static program analysis is one of the verification techniques required by the
transition from process-based assurance to product-based assurance. It is strongly
recommended for high criticality levels by several international standards such
as ISO 26262, DO178C, CENELEC EN-50128, and IEC 61508, see Fig. 6 and
[8,9].

Fig. 6. ISO 26262 highly recommends static code analysis for ASIL level B -D

2.1 Proving the Absence of Run-Time Errors

Run-time errors will typically lead to systems crash. They should be avoided
under all circumstances. In disciplined programming languages, the compiler
needs to insert run-time checks to catch them and treat them properly if that is
at all possible.

Several systems exist that attempt to prove the absence of run-time errors.
Astrée [3] tackles many of these run-time errors. It was designed to produce
only very few false alarms for control/command programs written in C accord-
ing to ISO/IEC 9899:1999 (E) (C99 standard). This is achieved by providing
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many abstract domains for particular program features such as feedback con-
trol loops, digital filters and clocks. The Astrée user is provided with options
and directives to reduce the number of false alarms significantly. Besides the
usual run-time errors such as index-out-of-bounds, division by 0, dereference of
null pointers, it has strong analyses for the rounding errors of floating-point
computations. These are particularly important for embedded control systems.
The designers of these systems in general assume that the programs work with
reals and base their stability considerations on this assumption. In fact, round-
ing errors may lead to divergence of a control loop with potentially disastrous
consequences.

The PolySpace Verifier[15] aims at similar errors. However, Astrée and
the PolySpace Verifier have different philosophies with regard to the contin-
uation of the analysis after an identified run-time error. Verifier’s philosophy
is ”grey follows red”, meaning that code following an identified run-time error
is considered as non-reachable and will be disregarded by the analysis. Astrée

continues the analysis with whatever information it may safely assume. Veri-

fier’s philosophy would make sense if the programmer would not remove the
found run-time error. In practice, he will remove it. The code previously found
to be unreachable thereby becomes reachable—assuming that the modification
removed the error—and will be subject to analysis with possibly newly discov-
ered errors and warnings. So, Verifier may need more iterations than Astrée

until all errors and warnings are found and removed. Given that analysis time
is in the order of hours or even days for industrial size programs this increased
number of iterations may be annoying.

PolySpace Verifier is able to check for the compatibility with several cod-
ing standards, such as MISRA C.

2.2 Determining Execution-Time Bounds for Real-Time Systems

The determination of reliable and precise execution-time bounds for real-time
systems was a long open problem. Its difficulty came from the fact that modern
high-performance processors achieve much of their performance from architec-
tural components such as caches, deep pipelines, and branch speculation. These
components introduce high variability of instruction execution-times. The exe-
cution times of instructions strongly depend on the execution state of the archi-
tecture, which results from the execution history. Static program analysis proved
to be instrumental in solving this problem [5]. Dedicated analyses were able to
derive strong invariants about all execution states at a program’s points [7].
These are used to bound the instructions’ execution times in a safe way.

aiT [1] of AbsInt is the leading tool for this task. It has been admitted for
certification of several time-critical avionics systems by the European Aviation
Safety Agency (EASA) and has been used in the certification of the Airbus A380,
A350, and M400 airplanes [18]. Although the variability of execution times of
machine instructions is high due to the influence of caches and pipelines, aiT
was able to produce rather tight bounds, i.e., show small over-estimation [18].
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Timing analysis is strongly dependent on the execution platform. So, the
technology has to be instantiated for each newly employed execution platform
by deriving an abstract model of this execution platform. This has been done
for many different processor architectures that are used in embedded control
systems.

2.3 Determining Upper Bounds on Space Usage

Exceeding the reserved stack space causes overwriting of other memory areas
and will in most cases lead to unrecoverable crashes. It is therefore absolutely
required to verify before run time that the reserved stack space is sufficient under
all circumstances. Having reliable information about the maximal extension of
stacks not only lets the developer sleep better; it has an economic side-effect.
The space reserved for the stacks can be tightly bounded; no safety margin needs
to be added. StackAnalyzer [2] computes upper bounds on the space required
by all system and user stacks.

3 Integration into a Model-Based Design Flow

As stated above, additional information about the program to be analyzed may
help the static analyzer to improve precision. This additional information can
be given by the programmer, but it can also be transferred from the model level
if the program is automatically generated by the code generator of some model-
based design tool. One such example is information about ranges of input values.
Sensor input often is constrained to ranges. These can be imported into a tool for
the analysis of run-time errors and then exploited to improve precision. For real-
life industrial projects, the number of automatically generated constraints for
inputs and calibration variables can easily reach 1000, which shows how relevant
automatic support is [10].

Astrée is integrated with the TargetLink code generator, importing input
ranges, output ranges and the top-level functions of the model. Traceability
is ensured for Astrée alarms for TargetLink and Real Time Workshop

Embedded Coder; the tool guides the developer automatically from the code
causing the alarm to the corresponding position in the model.

The PolySpace Verifier [15] is integrated with Simulink and the Real Time

Workshop Embedded Coder in similar ways, e.g. in importing ranges for
global variables from the model level.

Timing analysis for real-time systems need to know the maximal iteration
counts for all loops in the program under analysis. These can be often determined
by the value analysis, which is one phase in the timing analysis. However, they
cannot be automatically determined for functions generated for look-up blocks.
Fortunately, information about the maximal iteration counts is present in the
data dictionary of the TargetLink code generator. Program annotations for
loops can be automatically generated from this information [10].

The precision of execution-time bounds can often be improved by the elim-
ination of infeasible paths since it could be that these paths contribute to the
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determination of the bounds. [16] uses model-level information available in syn-
chronous specifications to eliminate infeasible paths.

A smooth integration of the analysis and verification tools into the design
flow is essential for the acceptance. One aspect is that analysis results should
be exported back to the model level. Model-level objects are back-annotated
with analysis information such as execution-time estimates. For traceability, the
code generator needs to maintain the correspondence between the model-level
input and the generated code. The integration of the model-based design tool
SCADE with AbsInt’s timing-analysis tool, aiT realizes such a coupling [6]. The
developer immediately obtains an estimate of the time bound of the SCADE

”symbols” he has entered into his specification.

4 Conclusion

Static program analysis is an automatic verification technique with a high po-
tential for the development of correct safety-critical software. The method was
explained on an intuitive level, and several applications and associated tools were
presented, which are in routine use in industry, in particular in the embedded-
systems industry. They have proved to be useful, usable, efficient, and precise
enough. Several of the mentioned tools have been admitted to the certification
of safety- and time-critical avionics subsystems. The last section has indicated
how the integration with model-based design tools can improve precision and
alleviate the user from manual and error-prone interaction with tools.
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D., Riva, X.: A static analyzer for large safety-critical software. In: Proceedings
of the ACM SIGPLAN 2003 Conference on Programming Language Design and
Implementation, PLDI 2003, pp. 196–207. ACM, New York (2003)

4. Cousot, P., Cousot, R.: Abstract interpretation: A unified lattice model for static
analysis of programs by construction or approximation of fixpoints. In: POPL
1977: Proceedings of the 4th ACM SIGACT-SIGPLAN Symposium on Principles
of Programming Languages, pp. 238–252. ACM, New York (1977)

5. Ferdinand, C., Heckmann, R., Langenbach, M., Martin, F., Schmidt, M., Theiling,
H., Thesing, S., Wilhelm, R.: Reliable and precise WCET determination for a
real-life processor. In: Henzinger, T.A., Kirsch, C.M. (eds.) EMSOFT 2001. LNCS,
vol. 2211, pp. 469–485. Springer, Heidelberg (2001)

6. Ferdinand, C., Heckmann, R., Sergent, T.L., Lopes, D., Martin, B., Fornari, X.,
Martin, F.: Combining a high-level design tool for safety-critical systems with a
tool for WCET analysis on executables. In: ERTS2 (2008)

7. Ferdinand, C., Wilhelm, R.: Efficient and precise cache behavior prediction for
real-time systems. Real-Time Systems 17(2-3), 131–181 (1999)

http://www.absint.com/ait
http://www.absint.com/stackanalyzer/index.htm


Software Quality Assurance by Static Program Analysis 11
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Abstract. Defect causal analysis (DCA) has shown itself an efficient means to 
improve the quality of software processes and products. A DCA approach 
exploring Bayesian networks, called DPPI (Defect Prevention-Based Process 
Improvement), resulted from research following an experimental strategy. Its 
conceptual phase considered evidence-based guidelines acquired through 
systematic reviews and feedback from experts in the field. Afterwards, in order 
to move towards industry readiness the approach evolved based on results of an 
initial proof of concept and a set of primary studies. This paper describes the 
experimental strategy followed and provides an overview of the resulting DPPI 
approach. Moreover, it presents results from applying DPPI in industry in the 
context of a real software development lifecycle, which allowed further 
comprehension and insights into using the approach from an industrial 
perspective.  

Keywords: Bayesian Networks, Defect Causal Analysis, Defect Prevention, 
Software Process Improvement, Software Quality, Experimental Software 
Engineering. 

1 Introduction 

Regardless of the notion of software quality that a project or organization adopts, 
most practitioners would agree that the presence of defects indicates lack of quality, 
as it had been said by Card [1]. Consequently, learning from defects is profoundly 
important to quality focused software practitioners.  

Defect Causal Analysis (DCA) [2] allows learning from defects in order to 
improve software processes and products. It encompasses the identification of causes 
of defects, and ways to prevent them from recurring in the future. Many popular 
process improvement approaches (e.g., Six Sigma, CMMI, and Lean) incorporate 
causal analysis activities. In industrial settings, effective DCA has helped to reduce 
defect rates by over 50 percent in organizations. For instance, companies such as IBM 
[3], Computer Science Corporation [4], and InfoSys [5] reported such achievements.  
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Therefore, since software projects usually spend about 40 to 50 percent of their 
effort on avoidable rework [6], DCA has the potential of, besides improving quality, 
also improving productivity by reducing rework significantly and thus reducing the 
total project effort. 

In order to produce evidence-based DCA guidelines to facilitate its efficient 
adoption by software organizations, a systematic literature review (SLR) was 
conducted in 2006 and replicated (new trials) in 2007, 2009, and 2010 [7]. Besides 
enabling to collect evidence, the SLR trials also allowed the identification of 
opportunities for further investigation [8]. For instance, “the DCA state of the art did 
not seem to include any approach integrating learning mechanisms regarding cause-
effect relations into DCA meetings”. This means that, in the approaches found, the 
knowledge on cause-effect relationships gathered during each DCA meeting was only 
used to initiate actions addressing the identified causes and discarded afterwards.  

This scenario encouraged us to initiate research in order to propose an innovative 
DCA approach, carefully considering the guidelines and this particular research 
opportunity to integrate cause-effect learning mechanisms into DCA meetings. An 
experimental strategy was adopted in order to mitigate risks relating to the uptake of 
our proposed approach by industry.  

This paper details the steps initially employed to build and evaluate the resulting 
DCA approach, called DPPI (Defect Prevention-Based Process Improvement), and 
extends our research by providing new results from applying it in industry. Therefore, 
we describe (i) the underlying experimental strategy applied aiming at moving the 
approach from conception towards industry readiness, (ii) the resulting DPPI 
approach, and (iii) the new results obtained from applying DPPI in industry in a real 
software development project lifecycle, which allow further comprehension into using 
the approach from an industrial perspective. 

The remainder of this paper is organized as follows. In Section 2, the underlying 
experimental strategy used to tailor DPPI is described. In Section 3, an overview of 
the resulting DPPI approach is provided. In Section 4, the use of DPPI in industry and 
the corresponding results are presented. Final considerations are given in Section 5. 

2 The Experimental Strategy 

The experimental strategy adopted considered an evidence-based methodology for 
defining new software technologies, combining secondary and primary studies [9]. 
The objective of the secondary studies (systematic reviews) was grounding the initial 
concept of the approach with evidence. The primary studies, on the other hand, were 
used to tailor the approach and to allow further understanding on its usage feasibility 
and on hypotheses associated to possible benefits of using it.  

An overview of the strategy is shown in Figure 1. It is possible to see that the 
strategy included four major activities: (i) conducting systematic reviews to gather 
and update DCA evidence [7]; (ii) building the initial concept of the approach based 
on such evidence and addressing the innovation of integrating cause-effect learning 
mechanisms into DCA meetings [10]; (iii) undertaking a proof of concept to evaluate 
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the feasibility of using the approach [11]; and (iv) conducting experimental studies to 
evaluate possible benefits of using it [12]. A summary on how each of those activities 
was accomplished is provided in the subsections hereafter. The new results obtained 
from applying DPPI in industry in a real software development project lifecycle will 
be provided in Section 4. 

 

Fig. 1. Overview of the adopted experimental strategy 

2.1 Systematic Reviews: Gathering DCA Evidence 

The goal of our SLR was to conduct a broad review regarding the state of the art of 
DCA, more specifically aiming at: (i) summarizing the processes, approaches, and 
guidance described in the technical literature, and (ii) summarizing and analyzing the 
defect and cause classification schemes focused on those from sources concerned with 
DCA. 

Based on this goal a research protocol was formulated following the PICO strategy 
[13] and reviewed by other researchers, as suggested by Kitchenham and Charters 
[14]. The details of the protocol can be found in the web extra of [7]. The protocol 
was planned so that its results could be updated by periodically conducting new SLR 
trials. Those trials were accomplished in August 2006, September 2007, January 2009 
and July 2010. At all, 427 different papers were retrieved and 72 matched the 
protocol’s inclusion criteria. As a result, information concerning the SLR goal could 
be grouped into summary tables and evidence-based DCA guidelines could be 
produced [7][8].  

Moreover, as can be seen in Figure 1, the SLRs played a key role in building the 
approach, the evidence obtained from the first two trials (2006 and 2007) was used as 
the basis to propose the initial concept [10], while the remaining two (2009 and 2010) 
were used throughout the research period to allow further adjustments [11].  

2.2 Initial Concept: Addressing the Identified Gap 

The initial concept of the DCA approach was proposed after the first two SLRs (2006 
and 2007) and is described in [10]. Its main innovation was addressing an opportunity 
for further investigation: the absence of learning mechanisms regarding cause-effect  
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relations identified in DCA meetings. Therefore, this initial concept suggested the use 
of Bayesian networks. Using such networks would allow the diagnostic inference to 
support defect cause identification in subsequent DCA meetings. The hypotheses 
were that this kind of inference could help answering questions during DCA 
meetings, such as: “Given the past projects within my organizational context, with 
which probability does a certain cause lead to a specific defect type?”. Additionally, 
in order to allow the usage of the Bayesian diagnostic inferences during DCA 
meetings, the traditional cause-effect diagram [15] was extended into a probabilistic 
cause effect diagram [10]. 

Figure 2 illustrates the approach’s proposed feedback and inference cycle, 
representing the cause-effect learning mechanism to support the identification of 
defect causes. 

 
Fig. 2. The proposed feedback cycle. Building the Bayesian networks for each development 
activity upon results of the DCA meetings. 

Later, after an additional SLR trial (conducted in 2009) and feedback gathered 
from experts in the field, this initial concept was evolved and tailored into the DPPI 
(Defect Prevention-Based Process Improvement) approach [11]. Besides using and 
feeding Bayesian networks to support DCA meetings with probabilistic cause-effect 
diagrams, DPPI also addresses the specific practices of the CMMI CAR (Causal 
Analysis and Resolution) process area, described in [16]. 

Once proposed there was a need to evaluate the feasibility of using the approach in 
the context of real development projects. Moreover, if the approach shows itself 
feasible there would be a need to evaluate the hypotheses related to benefits of using 
the approach’s main innovation: that the Bayesian inference could help in identifying 
causes in subsequent DCA meetings. The feasibility was addressed through a proof of 
concept (Section 2.3), while the hypotheses were evaluated through a set of 
experimental studies (Section 2.4).  
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2.3 Proof of Concept: Evaluating Feasibility  

As a proof of concept, DPPI was applied retroactively to perform defect causal 
analysis on the functional specification activity of a real Web-based software project. 
The scope of this project was to develop a new information system to manage the 
activities of the COPPETEC Foundation. The system was modularized and developed 
following in an iterative and incremental lifecycle. Software inspections were 
performed on each of the modules’ functional specifications [17], using a 
computational inspection framework [18]. In total, more than 10 iterations were 
performed and more than 200 use cases were specified, implemented and delivered to 
the customer over a three years development period. By the end of the project, all 
inspection data was available, including details on about 1000 defects found and 
removed from the functional specifications before the actual implementation.  

In this context, the researchers applied DPPI retroactively to the functional 
specification activity of the fourth developed module. The details of performing each 
DPPI activity are described in [11]. However, since the application was retroactive, as 
a simple proof of concept, the identified causes could not be addressed in order to 
improve the development process (the product was already developed). 

The experience of applying DPPI manually and retroactively to a real Web-based 
software project indicated its usage feasibility, minor adjustments to be done and 
insights into the required tool support [11]. Consequently, a prototype for providing 
such support was built [12]. Moreover, during this experience DPPI's Bayesian 
diagnostic inference predicted the main defect causes efficiently (according to the 
development team), motivating further investigation into the underlying hypotheses 
associated to benefits of the approach’s innovation. 

2.4 Experimental Studies: Evaluating the Innovation  

Three hypotheses where stated in the experimental study plan to evaluate benefits 
(regarding effectiveness, effort and usability) of using probabilistic cause-effect 
diagrams obtained from automated Bayesian diagnostic inferences (DPPI’s approach) 
to support the identification of causes of defects: 

• H1: The use of DPPI’s approach to identify causes of defects results in more 
effective cause identification, when compared to ad-hoc cause identification. 

• H2: The use of DPPI’s approach to identify causes of defects reduces the effort 
of cause identification, when compared to ad-hoc cause identification. 

• H3: The use of DPPI’s approach to identify causes of defects improves user 
satisfaction in identifying causes, when compared to ad-hoc cause identification. 

The experimental study design had to handle several constraints, since it was planned 
to happen in the context of a real software project (the same used for the proof of 
concept) and its real development team. The decision to conduct the experimental 
study in a real context was to eliminate confounding factors and bias regarding defect 
causes that could easily happen in the context of toy problems with students. 



 An Industry Ready DCA Approach Exploring Bayesian Networks 17 

To handle these constraints, the study design comprised a set of arrangements 
considering two treatments (applying DPPI and not applying it), two objects (defects 
from two different project modules) and four subjects, participating in three separate 
trials each. These trials allowed analyzing the hypotheses based on three different 
observation scenarios. More details on the experimental study design and its results 
can be found in [12]. 

The results indicated a significant improvement for the DPPI treatment regarding 
both the effectiveness in identifying the main defect causes (H1) and the cause 
identification effort (H2). In the last observation scenario, for instance, which 
involved comparing each participant applying both treatments on the same object, all 
participants where more effective (at least 40% higher) and spent less time (at last 
20% less) when using the DPPI treatment. Regarding user satisfaction (H3), nothing 
could be observed based on the collected qualitative data. 

In general, the study design and arrangements allowed providing consistent arguments 
with preliminary indications on concrete benefits associated to using DPPI’s probabilistic 
cause-effect diagrams to improve the identification of causes in DCA meetings. 

Having provided this overview of the adopted experimental strategy for building and 
evaluating the DPPI approach, the next section focuses on the resulting approach itself. 

3 DPPI: Defect Prevention-Based Process Improvement 

DPPI represents a practical approach for defect prevention. As mentioned before, its 
main innovation is the integration of knowledge gathered in successive causal 
analysis events in order to provide a deeper understanding of the organization’s defect 
cause-effect relations. Such integration allows establishing and maintaining common 
causal models (Bayesian networks) to support the identification of causes in each 
causal analysis event. Those causal models support diagnostic reasoning, helping to 
understand, for similar projects of the organization, which causes usually lead to 
which defect types. 

Additionally, DPPI follows the evidence-based DCA guidelines [7] in order to tailor 
the defect prevention activities into specific tasks, providing further details on the 
techniques to accomplish these tasks efficiently. Moreover, it integrates defect prevention 
into the measurement and control strategy of the development activity for which defect 
prevention is being applied, allowing one to observe whether the implemented 
improvements to the development activity brought real benefits. This is done by defining 
defect-related metrics to be used to measure and control the development activity.  

Given that DPPI aims at continuous improvement, it was designed to take place 
right after the inspection of each main development activity artifacts. Note that the 
inspection process expects the correction of defects by the author [19]. Thus, when 
the DPPI is launched the defects corresponding to the development activity have 
already been corrected.  

DPPI includes four activities: (i) Development Activity Result Analysis; (ii) DCA 
Preparation; (iii) DCA Meeting; and (iv) Development Activity Improvement. The 
main tasks for each of these activities, as well as the roles involved in their execution, 
are depicted in Figure 3. Note that the software development activity itself and its 
inspection are out of DPPI’s scope. 
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Figure 3 also shows the development activity’s causal model. DPPI considers those 
causal models to be dynamically established and maintained by feeding Bayesian 
networks. Pearl [20] suggests that probabilistic causal models can be built using 
Bayesian networks, if concrete examples of cause-effect relations can be gathered in 
order to feed the network. In the case of DPPI the examples to feed the Bayesian 
network can be directly taken from each DCA meeting results. 

 

Fig. 3. DPPI approach overview, adapted from [12] 

A brief description of the four DPPI activities and their tasks, with examples of 
how they can be applied considering real software project data taken from the proof 
of concept described in [11], is provided in the following subsections. 

3.1 Development Activity Result Analysis 

The Development Activity Result Analysis aims at quantitative measurement and 
control of the development activity. It comprises two tasks to be performed by the 
DCA moderator. Further details on these tasks follow. 

Analyze Development Activity Results. This task aims at analyzing the development 
activity’s defect-related results by comparing them against historical defect-related 
results for the same development activity in similar projects (or previous iterations of 
the same project). Therefore, the number of defects per unit of size and per inspection 
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hour should be analyzed against historical data using a statistical process control 
chart. As suggested by [21], the type of the statistical process control chart for those 
metrics should be a U-chart, given that defects follow a Poisson distribution. Those 
charts can indicate if the defect metrics of the development activity are under control 
by applying basic statistical tests. An example U-chart based on real project data for 
defects per inspection hour is shown in Figure 4. 

 

Fig. 4. Defects per inspection hour U-Chart [11] 

Establish Quantitative Improvement Goals. This task involves establishing 
improvement goals for the development activity. A typical example of quantitative 
improvement goal is “reducing the defect rate per inspection hour (or per unit of size) by 
X percent”.  

If the development activity is out of control, the focus of the causal analysis 
meeting becomes revealing assignable causes and the improvement goal should be 
stabilizing its behavior. If it is under control, the focus is on finding the common 
causes and the improvement goal should be improving its performance and capability. 

3.2 DCA Preparation 

This activity comprises the preparation for the DCA meeting by selecting the sample 
of defects and identifying the systematic errors leading to several of those defects. 

Apply Pareto Chart and Select Samples. This task refers to finding the clusters of 
defects where systematic errors are more likely present. Systematic errors lead to 
several defects of the same type. Thus, Pareto charts can help to identify those 
clusters, by using the defect categories as the discriminating parameter. In DPPI, the 
samples should be related to the defect categories that contain most of the defects. An 
example of a real project module (identified by the acronym MPTV) Pareto chart is 
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shown in Figure 5. It shows that most defects were of type incorrect fact, and that the 
sum of incorrect facts and omissions represents about 60% of all defects found. 

Find Systematic Errors. This task comprises analyzing the defect sample (reading 
the description of the sampled defects) in order to find its systematic errors. Only the 
defects related to those systematic errors should be considered in the DCA meeting. 
At this point the moderator could receive support from representatives of the 
document authors and the inspectors involved in finding the defects.  

 

Fig. 5. Software defect Pareto chart [11] 

3.3 DCA Meeting 

In this activity, mandatory representatives of the authors and of the software 
engineering process group (SEPG) support the moderator. A description of the two 
tasks involved in this activity follows. 

Identifying Main Causes. This task represents the core of the DPPI approach. Given 
the causal model elaborated based on prior DCA meeting results for the same 
development activity considering similar projects (by feeding the Bayesian network 
with the identified causes for the defect types), the probabilities for causes to lead to 
the defect types related to the systematic errors being analyzed can be calculated 
(using the Bayesian diagnostic inference).  

Afterwards, those probabilities support the DCA meeting team in identifying the main 
causes. Therefore, probabilistic cause-effect diagrams for the defect types related to the 
analyzed systematic errors can be used. The probabilistic cause-effect diagram was 
proposed in [10]. It extends the traditional cause-effect diagram [15] by (i) showing the 
probabilities for each possible cause to lead to the analyzed defect type, and (ii) 
representing the causes using grey tones, where the darker tones represent causes with 
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higher probability. This representation can be easily interpreted by causal analysis teams 
and highlights the causes with greater probabilities of causing the analyzed defect type. 

Figure 6 shows the probabilistic cause-effect diagram for defects of type “incorrect 
fact” in a real project. In this diagram it can be seen that, for this project (based on its 
prior iterations), typically the causes for incorrect facts are “lack of domain 
knowledge” (25%), “size and complexity of the problem” (18.7%), and “oversight” 
(15.6%). Figure 7 shows the underlying Bayesian network and its diagnostic inference 
for defects of type “incorrect fact” (built using the Netica Application software [22]).   

 

Fig. 6. DPPI’s probabilistic cause-effect diagram, adapted from [11] 

The main hypotheses were related to the fact that showing such probabilistic cause-
effect diagrams could help to effectively use the cause-effect knowledge stored in the 
Bayesian network to improve the identification of causes during DCA meetings. In 
fact, in the particular experience described in [11], the identified causes for the 
analyzed systematic errors were “lack of domain knowledge”, “size and complexity 
of the problem”, and “oversight”. Those causes correspond to the three main causes of 
the probabilistic cause-effect diagram and were identified by the author, inspectors, 
and SEPG members reading the defect descriptions.  

Thus, the probabilistic cause-effect diagram showed itself helpful in this case. 
Afterwards, experimental investigations indicated that those probabilistic cause-effect 
diagrams may in fact increase the effectiveness and reduce the effort of identifying 
defect causes during DCA meetings [12]. 
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According to DPPI, one of the outcomes of a meeting are resulting causes for the 
analyzed defect type that can be used to feed the Bayesian network, so that the 
probabilities of the causes can be dynamically updated, closing the feedback cycle for 
the next DCA event based on a consensus result of the team on the current DCA 
event. A prototype of tool support automating this dynamic feedback cycle was also 
built [12].  

 

Fig. 7. DPPI’s probabilistic cause-effect diagram underlying Bayesian network inference for 
incorrect facts, adapted from [11] 

Propose Actions to Prevent Causes. In this task, actions should be identified to 
improve the process assets in order to prevent the identified causes. Examples of 
actions proposed during the proof of concept, in which the DCA meeting was 
simulated retroactively based on real project data, addressing the causes “lack of 
domain knowledge” and “size and complexity of the problem”, were: (i) studying the 
domain and the pre-existing system; and (ii) modifying the functional specification 
template by creating a separate section for the business rules, listing them all together.  

3.4 Development Activity Improvement 

Finally, the action proposals should be implemented by a dedicated team and 
managed until their conclusion. After implementation, the changes to the process 
should be communicated to the development team. The conclusion of the actions and  
 



 An Industry Ready DCA Approach Exploring Bayesian Networks 23 

the effort of implementing them should be recorded. The effect of such actions on 
improving the development activity will be objectively seen in DPPI’s Development 
Activity Result Analysis activity (Section 3.1), once data on the defects for the same 
activity is collected in the next similar project (or in the next iteration of the same 
project) and DPPI is launched again. 

4 Applying DPPI in Industry 

The results of the proof of concept and of the set of experimental studies indicated 
that DPPI could bring possible benefits to industrial software development practice. 
However, at this point there was no real industrial usage data (in the context of a real 
software development lifecycle) supporting such claims and allowing further 
understanding on the approach’s industry readiness. According to Shull et al [23], 
applying a new proposed technology to an industrial setting of a real software 
development lifecycle is important to allow investigating any unforeseen 
negative/positive interactions with industrial settings. 

Given the potential benefits, Kali Software decided to adopt the DPPI in May 2012 
in the context of one if its biggest development projects. Kali Software is a small 
sized (~25 employees) Brazilian company that worked with software development 
projects for nearly a decade (November 2004 to March 2013), providing services to 
customers in different business areas in Brazil and abroad. The following subsections 
provide more information on the development project context, the preparation of the 
causal models, and the use of DPPI and its obtained results.   

4.1 Project Context 

The development project was building a customized Web-based ERP system, 
designed to meet the specific business needs of Tranship, a medium size (~400 
employees) naval company that provides marine support services. That system 
included several modules (e.g. user management, administration, operations and 
services, crew allocation, billing, and financial), and to date more than 80 use cases 
were implemented resulting in an ERP system with 82.931 lines of 434 Java classes 
manipulating 167 tables. 

In May 2012, four modules were already delivered to the customer (user 
management, administration, operations and services, and crew allocation). Defects 
from the inspections performed on the functional specification (containing 
requirements, use case descriptions and prototypes) and technical specifications 
(containing UML package and domain class diagrams) of these modules where 
analyzed retrospectively by three representatives of the development team in order to 
feed the Bayesian network with causes for the different defect types. Later (from May 
to December 2012) the DPPI was applied to the functional and technical specification  
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documents of the fifth (billing) and sixth (financial) modules. Up to this point DPPI 
had only been applied to functional specifications; therefore the focus herein is on the 
technical specifications, although some quantitative results from applying it to the 
functional specifications are also provided. Details on these modules, including  
the number of use cases (#UC), the size in use case points (#UCP), the number of 
domain model classes (#DC), the total development effort in hours (Effort), the effort 
spent on inspecting the technical specification (Insp. Effort), and the number of 
defects found in the technical specification (#Defects) are shown in Table 1. 

Table 1. Details on the project’s modules 

 User Mgt. Adm. Op. & Serv. Allocation Billing Financial 
#UCs 3 12 15 10 15 22 
#UCP 25.2 124.9 154 102.7 165.6 242.2 
#DC 4 26 29 24 21 52 
Effort 176 980 1240 820 1340 1980 
Insp. Effort 6 10 12 10.5 13.5 15 
#Defects 4 12 16 13 23 17 

As highlighted in [11], in order to apply DPPI, a defect type taxonomy should be in 
place. The defect type taxonomy used contained the following categories: ambiguity, 
extraneous information, GRASP design principle violation, inconsistency, incorrect 
fact, and omission. GRASP stands for General Responsibility Assignment Software 
Patterns, and the patterns describe basic design principles [25]. The idea of adding the 
GRASP related category to the taxonomy proposed by Shull [24] was to assure the 
use of good design practices (such as low coupling and high cohesion, among others) 
in the technical specifications.  

4.2 Preparing the Causal Models 

As mentioned before, functional and technical specification defects of the first four 
modules where analyzed retroactively with representatives of the development team 
in order to feed the Bayesian network with causes for the different defect types. 
Hereafter, our discussion will be scoped to the technical specifications. Table 2 shows 
the ten identified systematic errors for the most frequent technical specification defect 
types. 

The causes identified for those systematic errors in the retroactive DCA meetings 
are shown in Table 3. This data was used to feed the Bayesian network so that it 
would be possible to use its inference when applying DPPI to the project (in the fifth 
module). Performing such retroactive analyses is not mandatory in order to use DPPI, 
but, otherwise, in the first sessions, DPPI’s Bayesian network would only be able to 
learn from the DCA meeting results, not supporting the team in obtaining them. 
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Table 2. Systematic errors identified for the most frequent defect types 

Module Defect Type Systematic Error 

Module 1  
(User Mgt.) 

1.1: Inconsistency. 1.1.1: Inconsistency of standards (for instance, 
different conventions for the same type of 
elements). 

1.2: Incorrect fact. 1.2.1: Basic UML representation problems (for 
instance, using aggregation where a simple 
association is expected). 

Module 2  
(Adm.) 

2.1: GRASP violation. 2.1.1: High coupling and low cohesion. 
2.2: Incorrect fact. 2.2.1: Incorrect facts in associations between 

classes. 
2.3: Omission. 2.3.1: Omitting classes and attributes. 

Module 3  
(Op. & Serv.) 

3.1: GRASP violation. 
3.1.1: high coupling and low cohesion. 
3.1.2: not using inheritance where expected. 

3.2: Inconsistency. 3.2.1: Technical specification not matching 
current version of the requirements. 

Module 4  
(Allocation) 

4.1: GRASP violation. 4.1.1: low cohesion. 
4.2: Omission. 4.2.1: Omitting classes and attributes. 

Table 3. Causes identified for the systematic errors of the first four modules 

Category Cause Systematic Errors 

Input 

Requirements ambiguity 2.2.1. 
Requirements inconsistency 3.2.1. 
Requirements incorrect fact  2.2.1. 
Requirements omission 2.3.1, 4.2.1. 
Requirements volatility 3.2.1, 4.2.1. 
Size and Complexity of the Problem  2.1.1, 3.1.1, 4.1.1. 

Method 
 

Absence of a Standard for Models 1.1.1.  
Inefficient Req. Management 3.2.1, 4.2.1. 
Little time for Modelling 2.3.1. 
Starting Modelling to Soon 3.2.1. 

Organization 
Focus on Customer Deliveries 1.2.1. 
Unsustainable Pace 3.1.2. 

People 

Lack of Domain Knowledge 2.1.1, 2.2.1, 2.3.1, 4.1.1, 4.2.1. 
Lack of Good Design Practices 2.1.1, 3.1.1, 3.1.2, 4.1.1. 
Lack of UML Knowledge 1.2.1. 
Oversight 1.1.1, 2.2.1, 2.3.1. 

Tools 
Reverse Engineering Bias 2.1.1. 
Traceability Not Properly Explored 2.3.1, 4.2.1. 

4.3 Use in Industry 

Hereafter we describe the application of each DPPI activity to conduct DCA on 
technical specifications in an industrial setting and in the context of a real 
development lifecycle (the context described in Section 4.1). 
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Development Activity Result Analysis. Figures 8 and 9 present respectively the U-
charts  showing defects per inspection hour and defects per size for the data gathered 
for the first five modules. These Figures show a trend of an almost stable behavior. 
Based on this information, the quantitative improvement goal was set to reduce defect 
rates by 50 percent (from 0.14 defects per function point to 0.07 defects per function 
point), since this result had already been achieved in other organizational contexts 
[3][4][5]. 

 

Fig. 8. Defects per inspection hour of the first five project modules 

 

Fig. 9. Defects per use case point of the first five project modules 

DCA Preparation. This activity relates to preparing for the DCA meeting by 
sampling defects (plotting a Pareto chart) and identifying the systematic errors leading 
to several defects of the same type by reading the sampled defects. Figure 10 shows 
the Pareto chart. In this chart, it is possible to observe that more than 60% of the 
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technical specification defects are related to violating GRASP design principles and to 
omission. Therefore, defects from these two categories were sampled in order to 
identify systematic errors; this was carried out by the moderator during a one-hour 
meeting with the first author and one of the two inspectors who found the defects.  

 

Fig. 10. Pareto chart of the defect categories 

The systematic errors related to the GRASP category were high coupling (3 
defects) and using inheritance improperly (2 defects). The systematic error related to 
the Omission category was omitting classes and attributes (5 defects). Since the total 
amount of defects was low during the meeting the team also read the incorrect facts, 
in which another systematic error could be identified: misunderstanding several parts 
of the functional specification. 

DCA Meeting. In this meeting, the moderator, the first author and a software 
engineering process group member identified the main causes for each of the 
systematic errors. The probabilistic cause-effect diagram for each defect type was 
used to support this task. The Bayesian network built (using the Netica tool) based on 
the data provided in Table 3 is shown in Figure 11. 

The diagnostic inferences of this network based on the defect types (GRASP violation 
and Omission) of the systematic errors to be analyzed are shown in Figure 12. Based on 
these inferences it was possible to obtain the probabilistic cause-effect diagrams. For 
instance, the diagram to support analyzing the systematic errors associated to the GRASP 
violation defects is shown in Figure 13. Hence, the probabilistic cause-effect diagrams 
were used to support the DCA meeting team in identifying the causes.  

Of course the data obtained from only four modules is still initial, to be completed 
with the results of each new DCA meeting. In this particular case, the diagram of 
Figure 13 shows that, in prior projects, Lack of Good Design Practices (36.4%), the 
Size and Complexity of the Problem Domain (27.3%), and the Lack of Domain 
Knowledge (18.2%) usually caused the GRASP violation defects. 
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In fact, the identified causes where Lack of Good Design Practices and the Size and 
Complexity of the Problem Domain, the latter led to high coupling and inheritance 
problems due to difficulties in understanding the entities and their responsibilities.  

 

Fig. 11. The Bayesian network built based on the DCA meetings of the four prior modules 

    

(a)                                                                          (b)         

Fig. 12. Bayesian diagnostic inference for defect types GRASP (a) and Omission (b) 



 An Industry Ready DCA Approach Exploring Bayesian Networks 29 

 

Fig. 13. Probabilistic cause-effect diagram for GRASP violation defects 

Regarding the systematic error of omitting classes and attributes, the causes were 
Requirements Omissions, in the initial versions of the functional specification, and 
Inefficient Requirements Management, not communicating changes in the 
requirements properly to the designer.  

Once the causes were identified, the meeting continued with action proposals 
addressing them. Five actions were proposed to treat the four identified causes: (i) 
providing training on GRASP design principles, (ii) publishing a list with common 
design defects (iii) providing training on the problem domain, with an overview of the 
whole system and the relation between its concepts, (iv) reinforcing the importance of 
avoiding omissions in the functional specifications, and (v) adjusting the requirements 
management process to make sure that changes to the requirements are always 
communicated to the designer.   

After the meeting was finished, identified causes for the defect types were fed into 
the Bayesian network, updating the causal model for the development activity and 
closing the knowledge learning feedback cycle. 

Development Activity Improvement. Finally, DPPI’s last activity comprises 
implementing the proposed actions and communicating the changes to the development 
team. All five proposals were implemented. The effect of implementing them could be 
seen when DPPI was launched in order to analyze the defects of the sixth module’s 
technical specification.  

The U-charts plotted during DPPI’s Development Activity Result Analysis (the 
first activity) of the sixth module are shown in Figure 14 and Figure 15.  
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Fig. 14. Defects per inspection hour, including the sixth module 

 

Fig. 15. Defects per use case point, including the sixth module 

Those charts can be compared to the quantitative goal established in the prior DPPI 
enactment. As expected [7], defect rates reduced in about 50 percent (from 0.14 to 
0.07). This expected defect rate reduction behavior of about 50 percent (in fact, 46%) 
also happened to the functional specification activity. Moreover, for the functional 
specifications, analyzing the defects allowed producing a set of nine “improvement 
factors” that can be used by the employees for writing better use cases. 

The fifth module of this project represented the first time that DPPI was applied 
end-to-end to a real project, by the project team and allowing to present defect rate 
reductions observed in a subsequent iteration.   
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The total effort of applying DPPI was about 15.5 hours, 1 hour spent by the 
moderator in the Development Result Analysis activity, 2 hours spent by each team 
member in the DCA Preparation activity (6 hours at all), and 2.5 hours spent by each 
team member in the DCA Meeting (7.5 hours at all). Of course this effort does not 
consider the time spent in implementing the action proposals, otherwise the GRASP 
training (8 hours), publishing the list of design problems (2 hour), the domain training 
(4 hours) and the adjustments to the requirements management process (1 hour) 
would have to be accounted. Nevertheless, comparing such effort to defect rate 
reductions of 50 percent the trade-off is clearly favorable.  

5 Conclusions 

The DPPI approach resulted from research following an experimental strategy. Its 
conceptual phase considered evidence-based guidelines acquired through systematic 
reviews and feedback from experts in the field. Afterwards the approach was evolved 
based on results of an initial proof of concept and a set of experimental studies.  

The results of the proof of concept and of the set of experimental studies indicated 
that DPPI could bring possible benefits to industrial software development practice. 
However, even though the proof of concept showed the feasibility of using the 
approach, it was applied retroactively by the researcher. Hence, not allowing 
observing some interesting aspects, such as application effort and results on defect 
rate reductions. The set of experimental studies, on the other hand, allowed evaluating 
the usefulness of the probabilistic cause-effect diagrams in identifying causes. 
Nevertheless, by not being applied as part of a real development life cycle they were 
not able of providing further information on the results of addressing those causes.  

In this paper, we extended our research by outlining the complete adopted 
experimental strategy, providing an overview of DPPI and presenting additional 
results from applying it to a real industrial software development lifecycle. In this 
experience, DPPI was successfully applied to different development activities 
(functional specification and technical specification), allowing further comprehension 
on its industry readiness and objectively measuring the effort and the obtained 
benefits. The total application effort was reasonably low (on average 15.5 hours) 
when compared to the obtained benefits (reducing defect rates in 46 percent in 
functional specifications and in 50 percent for technical specifications).  

Although these results were obtained in a specific context, not allowing any 
external validity inferences on other types of projects or other industrial contexts, we 
believe that applying DPPI to a real software project lifecycle helped to understand 
possible benefits and constraints of using the approach from an industrial perspective. 
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Abstract. In this industrial experience article we briefly motivate con-
tinuous, tool-supported monitoring of quality indicators to facilitate de-
cision making across the software life cycle. We carried out an industrial
case study making use of a web-enabled, OLAP-based dashboard to mea-
sure and analyse quality indicators across various dimensions. We report
on lessons learnt and present empirical results on execution times regard-
ing different groups of queries implementing the desired quality metrics.
We conclude that today’s business intelligence (BI) solutions can be em-
ployed for continuous monitoring of software quality in practice. Further-
more, BI solutions can act as an enabler for any kind of data-driven
research activities within companies. Finally we point out some issues,
that need to be addressed by future data-driven research in the area of
software measurement.

Keywords: business intelligence, lessons learned, industrial case study,
web-enabled software dashboard.

1 Motivation

The new generation of interconnected and open IT systems in areas like health-
care, telematics services for traffic monitoring, or energy management are evolv-
ing dynamically, for example, software updates are carried out in rather short
cycles under presence of a complex technology stack. Tomorrow’s IT systems
are liable to stringent quality requirements (e.g. safety-, security or compliance
issues) and evolve continuously, that is, the software habitually is subject of
change. Given this context, monitoring of quality attributes becomes a neces-
sity. Efficient and effective management of a software product or service thus
requires continous, tool-supported monitoring of well-defined quality attributes.

The role of software as a driver of innovation in business and society leads to
an increasing industrialization of the entire software life cycle. Thus, the devel-
opment and operation of software nowadays is perceived as mature engineering
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discipline (even in the secondary sector) and the division of labor is driven by
coordinated tools (in the sense of an integrated tool chain). As a consequence,
monitoring of quality attributes has to be carried out holistically, i.e. taking into
account various quality dimensions. This includes the continuous monitoring of
process- (e.g. processing time of for bugs or change requests), resource- (e.g.
alignment of bugs to software engineers) and product-metrics (e.g. code metrics
like test coverage as well as metrics regarding abstract models of the software,
if in place). However, to establish a holistic view on software quality we lack
methods and tools that allow one for an integration of the relevant dimensions
and (key) quality indicators.

To address these issues, as part of the research programme Softnet Austria II,
a web-enabled software dashboard making use of powerful OLAP technology has
been developed. This cockpit strives to provide the technological underpinning
to enable the integration of the various dimensions. In this article we briefly
describe the software architecture of our dashboard and point out experiences
and lessons learnt in the course of a pilot project. We considered issue manage-
ment, that is the treatment of defects and change requests (CRQs) alongside
with related parts regarding project management. In this industrial experience
paper we present exhaustive empirical results regarding the running time of the
queries implementing the various quality indicators. We contribute to the state
of the art in the field of quality monitoring in terms of (1) providing experiences
on setting up a software dashboard relying on an open-source BI solution and
(2) a performance analysis regarding the execution times.

In Section 2 we discuss the importance of metrics and quality models and
point out the need for integration of the different views on software quality. In
Section 3 we subsume the main ideas behind OLAP, typical usage scenarios and
operations and the overall architecture of our web-enabled dashboard solution.
In Section 4 we present our industrial case study conducted with a company from
the secondary sector1. In the context of the prevailing processes around CRQs
we outline (1) examples of quality metrics, (2) show how to use the OLAP tech-
nology for ad-hoc analysis of an industrial software repository, and (3) provide
empirical insights on the execution time of the various mulit-dimensional queries.
In Section 5 we report on lessons learned from our industrial case study, Section
6 discusses related work and Section 7 points out open issues and concludes our
industrial experience paper.

2 Measuring Software Quality

In general software quality is nowadays perceived as the degree of fulfilment
of either explicitly specified or tacit requirements of the stakeholder (e.g. the
ISO/IEC 25010:2011 standard [1] follows this notion). A specific quality model
makes this abstract definition applicable. Usually a quality model defines cer-
tain quality attributes (e.g. test coverage on the level of code, test coverage on

1 Due to a non-disclosure and confidentality agreements we do not mention our coop-
eration partner and made relevant data anonymous.
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the level of requirements, processing time of defects or CRQs, testability of the
product, ...) and allows one for refining these attributes in terms of specific, mea-
surable characteristics of the resources, the product or the underlying processes.
The quality model thereby specifies a hierarchy of measurable characteristics and
ideally allows one for definition, assessment and prediction of software quality
[7]. Although definition, assessment and prediction of quality are different pur-
poses, the underlying tasks are not independent of each other. Obviously, it is
hard to assess quality without knowing what it actually constitutes. Likewise one
cannot predict quality without knowing how to assess it [7]. Quality models may
serve as a central repository of information regarding software quality. Ideally
the different tasks in software quality engineering, e.g. definition, assessment,
and prediction of quality attributes should rely on the same model. However,
in practice different (often implicit and incomplete) models are used for these
tasks. Therefore a common infrastructure that supports definition, assessment
and prediction of software quality using a common representation of the under-
lying quality-relevant data and metrics is highly desireable. As mentioned previ-
ously, our dashboard solution focuses on continuous monitoring of the software
life cycle particularly addressing the need for a smooth integration of various
quality dimensions. This allows one for analysing the relevant aspects regarding
quality attributes, including the early detection of erroneous trends. The early
detection of trends in turn is the foundation of setting remedial countermeasure
in motion.

3 Exploiting Business Intelligence in Software Engineering

The main idea behind BI is to transform simple data into useful information
which enhances the decision making process by basing it on a wide knowledge
about itself and the environment. That minimizes risks and uncertainties derived
from any decision that a company has to take [17].

Moreover, business intelligence contributes to translate the defined objectives
of a company into indicators with the possibility of analysing them from different
points of view. That transforms the data into information that, not only is able
to answer questions about current or past events but it also makes possible
building models to predict future events [6].

3.1 Architecture of the Web-Enabled Dashboard

The concepts outline in the previous sections are typically used in various busi-
ness areas for measurement, analysis and mining of specific data pools. Our
dashboard primary serves the purpose of carrying out data-driven research par-
ticularly addressing the integration of various views on software quality (process-,
product- and resources view). Figure 1 outlines the architecture of the web-
enabled dashboard making use of BI technology. The dashboard uses the open
source tool JPivot [10] as front end. It operates on the open source OLAP
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server Mondrian [4]. JPivot allows the interactive composition of MDX (Muli-
Dimensional eXpressions) queries via a Web interface that also displays the re-
sults in tabular and graphical form. Predefined queries are stored on the server
and accessible from the web interface. JPivot loads these queries from the query
files or takes them from the MDX editor provided through the web interface,
than OLAP parses those queries through the multidimensional cubes and con-
verts them to SQL queries which are sent to a MySQL database.

Fig. 1. Software architecture of the BI-based dashboard [11]

4 Industrial Case Study: Quality Indicators for Managing
Defects and Change Requests

Our cooperation partner is developing a software product and has well-defined
work flows for development and maintenance in place. For our pilot project
we addressed the work flows around CRQs. Our cooperation partner classifies
issues according to three types: Defects, Enhancements (CRQs) and Tickets. In
general issues pass through various phases: The decision phase (Decide), the
implementation phase (Implement), the assessment phase (Review) and the test
phase (Test). According to these categorization, the work flow around CRQs is
partitioned into these four areas as illustrated in Figure 2.
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Fig. 2. Simplified workflow, states and state transitions

4.1 Measuring the Management of Defects and Change Requests

Regarding the monitoring of quality indicators we distinguish between metrics
with a target state from the set of inflow states {A, C, C!, D, E, N, J, P} and
metrics with target state from the set of outflow states {O, Q, R, V}. Relying
on this categorization, metrics have been grouped into 6 groups:

– Group 1: Metrics regarding the inflow states and the elapsed time from
submission of an issue to a particular state. The around 20 performance
indicators from this group affect the decision phase and the implementation
phase. Depending on the concrete metric, drill-down and slicing into 15 to
20 different dimensions (version, milestone, product, status, priority, error
severity, person, role, age etc.) is required.

– Group 2: Metrics regarding the outflow state and the elapsed time from
submission to a particular state. The around 15 performance indicators con-
cern the review- and testing phase and have similar requirements wrt. ad
hoc analysis as group 1.

– Group 3: Metrics regarding the inflow states and the elapsed time on that
state. The 11 performance indicators are dealing with the elapsed time of a
CRQ in the decision- and implementation phase. Some of the performance
indicators are drilled-down to around 15 dimensions, often standard aggre-
gates (maximum, minimum, average) are used.
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– Group 4: Metrics regarding outflow states and the elapsed time on that
state. The 14 performance indicators require ad-hoc analysis in up to 20
dimensions.

– Group 5 and Group 6: These metrics have high level of complexity as these
metrics relate states that are not consecutive. The complexity is caused due
to the fact, that it is necessary to keep track of an issue from its submission
through all its changes in order to compute the desired metrics. Nevertheless,
these performance indicators need to be drilled down to a couple of dimen-
sions. However, these metrics are less time critical as the Group 1-4 as the
quality indicators regarding group 5 and 6 are used occasionally only.

4.2 Queries for Ad-Hoc Analysis

The MDX language has become the standard defined by Microsoft to query
OLAP systems and provide a specialized syntax for querying and manipulating
the multidimensional data stored in OLAP cubes.

Table 1 shows the example of a query and the explanation of every state-
ment following by its graphical representation. As one can see in the query four
dimensions are selected:

– Time and measures on the columns.
– Products and severities on the rows.

Figure 3 and 4 illustrates the basic idea.

Fig. 3. The three queried dimensions form a cube

Using the where clause, one has the possibility to slice the represented cube.
That means that not all the data of the four dimensions will be shown, but only
those specified through the slicer defined in the where clause. In this case, these
issues which go to the state Resolved (R) and were successfully tested in the
previous step (Verified (V)).
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Table 1. Query Example

Functions Handled data Description

1
Select
NON EMPTY
Crossjoin

([LastChangedDate].[All date].children,
[Measures].[IssuesStatesCount],
[Measures].[MinAgeInDays],
[Measures].[MaxAgeInDays],
[Measures].[AvgAgeInDays])

The crossjoin function
returns the cross
product of two sets. It is
necessary because
LastChangedDate and
Measures are two
different dimensions.
Since the type given to
crossjoin has to be a set,
one converts the
members to a set by
enclosing them in curly
brackets.

2 ON COLUMNS,

All the information
selected before will be
shown through the x
axis.

3
NON EMPTY
Crossjoin

([Product].[All product].Children, [Severity].[All
severity])

4 ON ROWS

All the information
selected before will be
shown through the y
axis.

5
From
[SoftCockpit]

Cube from where one
wants to extract the
data

6 where
([PrevStatus].[All status].[Verified],
[Activity].[All activities].[resolved])

Slicer: Tuple which
contains the members
that specify the
conditions that the data
has to fit to be shown.

The output given by the application is a table showing the required informa-
tion on the desired rows (Figure 5). Products and Milestone can be drilled down,
since they compose a hierarchy with several levels.

4.3 Performance Analysis

During the implementation of the different sets of quality indicators, differences
in the performance regarding the amount of data have been observed. To anal-
yse this, different sets of data of the fact table have been taken into account.
The following graphs and explanations show the conclusions obtained from this
performance analysis. Table 2 summarizes the ressources of the server on which
we conducted our experiments. The test has been executed as follows: Every de-
veloped query has been tested for a different amount of years and consequently
for a different amount of data.

Moreover, a relation between some queries has been noticed during the ex-
periment as queries belonging to the same group have similar execution time



BI in Software Engineering: Experiences and Lessons Learnt 41

Fig. 4. The three previous dimensions are queried along the years which is the fourth
dimension

Fig. 5. Results produced by the query of Table 1

Table 2. Used resources

Physical Memory: 32GB
JVM Memory: 2GB

Processor: Intel Xeon CPU ES606@ 2.13 GHz, 2.13GHz (2 Processors)
OS: Windows Server 2008 R2 Standard

characteristics. The reason why this happens can be found in the complexity of
the queries which is caused by the where clause (slicer) of the query.

For the different groups of queries the following execution times have been
collected:

Figure 6 shows the execution times for the queries of Group 1 with different
sets of data. The average response time of all the considered metrics of Group 1
is shown in Figure 7.

Figure 8 shows the execution times for the queries of Group 2 with different
sets of data. Queries 2.7 and 2.8 are excluded since they proof the correct use
of the open state and have been implemented for the purpose of verification.
These queries are not used for continuous monitoring of the process. To ease the
illustration, queries 2.10 and 2.13 are also excluded as they can be computed
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Fig. 6. Response time regarding the amount of the data for Group 1

Fig. 7. Average over the response time of Group 1

within a second even for a big amount of data.The average of all the quality
indicators of Group 2 is shown in Figure 9.

Execution times for the queries of Group 3 and 4 look very similar. For Group
5 and Group 6 queries we did not evaluate the response times, because of the
complexity of these queries. However, as mentioned before, these queries are not
used for continuous quality monitoring and are executed only occasionally.
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Fig. 8. Response time regarding the amount of the data for Group 2

Fig. 9. Average over the response time of Group 2

However, inside these two groups one can also differentiate between the met-
rics which start in state New (’N’, creation of an issue) and go to a non-
terminating state (we refer to a middle state in the following, see Figure 2) and
the metrics which start in a middle state and end in another middle state. Since
the way through the hierarchy is longer for those metrics starting in state New
(’N’), the complexity of these metrics is higher. Furthermore the number of OR
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operations in their definition is higher, which increases the execution times fur-
ther. Therefore a comparison between metrics from state new (’N’) to a middle
state and the metrics which goes from a middle state to another middle state
can be of interest.

Figure 10 shows the differences in performance between those metrics.

Fig. 10. Performance comparison between initial and middle states queries

5 Discussion and Lessons Learned

As one can observe, in all the metrics groups (although the execution times are
different) the shape of the graph is the same. The execution time increases in
a mostly linear way up to approx. 55000 rows in the fact table. For bigger fact
tables, there is a dramatic increase in the running time which is shown by the
almost vertical line. From this point, the execution time is increasing following
an almost linear shape. This fact shows that, with the current resources, if the
amount of data to be queried is above 55000 rows for the fact table, a generalized
tuning process should be carried out.

For very large cubes, the performance issues are driven mostly by the hard-
ware, operating system and database tuning, than anything Mondrian can do.

It has been observed that for this amount of data, increasing memory resources
means no change, since the execution times keep on being the same. 2GB are
enough to carry out any operation with this data. Therefore a tuning for the
database and Mondrian is suggested in [19].
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6 Related Work

Software cockpits for interpretation and visualization of data were already con-
ceptually prepared ten years ago. A reference model for concepts and definitions
around software cockpits is presented in [15]. Concepts and research prototypes
have been developed in research projects like Soft-pit [14] and Q-Bench [9].
Whereas Soft-pit has the goal of monitoring process metrics [14], the Q-Bench
project is aimed at developing and using an approach to assure the internal
quality of object oriented software systems by detecting quality defects in the
code and adjusting them automatically.

The authors of [2] report that the integration of data from different analysis
tools gives a comprehensive view of the quality of a project. As one of the
few publications in this field, the authors also deal with the possible impact of
introducing a software dashboard. The authors of [3], [5], [13], [12] report on
experiences and lessons learnt regarding software dashboards .

According to [8], in the context of explicit quality models, a viable qual-
ity model has to be adaptable and the handling of the obtained values (i.e.
a table result) should be easily understandable. Business intelligence systems
with OLAP functionalities support these requirements and are used nowadays
in several fields [20]. Thefore using BI technology for qualiy monitoring offers
an excellent foundation for data-driven research in collaboration with companies
[16].

Related to the work presented herein are industrial-strength tools, e.g. Bugzilla
(http://www.bugzilla.org), JIRA (http://www.atlassian.com/software/jira), Po-
larion (http://www.polarion.com) and Codebeamer (http://www.intland.com),
Swat4j (http://www.codeswat.com), Rational Logiscope
(http://www-01.ibm.com/software/awdtools/logiscope/) or
Sonar (http://www.sonarsource.org) strive to integrate quality metrics in an en-
vironment of heterogeneous data sources [18]. Some tools (Swat4j or Rational
Logiscope) support the evaluation of quality metrics explicitly taking account a
quality model. Whereas these tools are very flexible in data storing and repre-
sentation, they offer few possibilities for the integration and analysis of different
quality dimensions.

7 Conclusion

In this article we motivate that continuous, tool-supported quality monitoring
is gaining more and more importance due to a new generation of interconnected
and open IT systems that evolve dynamically under presence of a complex tech-
nology stack. We briefly summarize the challenges in operationalising quality
indicators and point out the necessity to integrate the different quality per-
spectives (e.g. process-entered view, product-centred view and resource-centred
view). Having a multi-dimensional view in mind, we argue that OLAP tech-
nology, as it is successfully applied in various business areas - provides a solid
foundation for data-driven research in the field of software quality. We provide
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an overview of the software architecture of our software dashboard which makes
use of open-source OLAP technology. Afterwards we present an industrial case
study carried out with a company developing a software product. The case study
particularly deals with quality indicators for managing issues (change requests
and defects) and comprises over 43.000 issues over a time period of 13 years.
We implemented over 100 metrics that are dissolved in up to 20 different di-
mensions. Our exhaustive analysis of the running time for the most important
quality indicators shows that today’s BI technology is good enough to support
ad-hoc analysis for most of the relevant quality indicators. Further we report on
challenges and lessons learnt. The work presented in this industrial experience
paper shows that - by relying on today’s BI technology - measurements and
ad-hoc analysis of relevant data is feasible, however, there is an increased need
for further research dealing with the impact of measurement tools in industrial
practice. Yet it is an open issue, how continuous monitoring of quality indicators
effects the overall software quality. Further research should take advantage of
past experiences and lessons learnt but specifically address the impact of con-
tinuous quality monitoring on software quality.
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Abstract. Technical Debt is a term coined by Ward Cunningham to denote the 
amount of rework required to put a piece of software into that state which it 
should have had from the beginning. The term outdates the agile revolution. 
Technical debt can occur using any development approach, but since agile 
development has become wide spread the notion of “technical debt” has gained 
much more attention. That is because if agile development is not done properly, 
technical debt accrues very fast and threatens to strangle the project. In this 
paper the author describes how technical debt comes to being, how it can be 
measured and what can be done to prevent it in agile development. The 
emphasis of the paper is on how to prevent it. What measures are necessary in 
an agile development project to keep technical debt from accruing over time? 
The paper lists out a number of measures which can be taken – organizational, 
procedural and technical. Automated tools play an important role in the struggle 
against technical debt. Samples are given how a tool can be helpful in 
identifying and removing problems before they get out of hand. Also important 
is an external auditing agency which monitors projects in progress with the aide 
of automated tools. In the end a case study is presented which illustrates the 
monitoring of technical debt within an agile development and what counter 
measures are required to stop it.  

Keywords: Technical debt, code quality, product documentation, software 
defects, refactoring, software metrics, agile team organization, agile testing.  

1 Technical Debt 

”Technical Debt“, is a term for the work required to put a piece of software in the 
state that it should be in. It may be that this is never done and the software remains in 
the substandard state forever, but still the debt remains. In other words, technical debt 
is a term for substandard software. It was coined to describe poor quality software in 
terms that business managers can relate to, namely in terms of money, money 
required to fix a problem [1]. Managers should become aware of the fact the neglect 
of software quality costs them money and that these costs can be calculated. The 
notion of “debt” should remind them that someday they have to pay it back or at least 
try to reduce it, just like a country should reduce the national debt. The size of the 
national debt is an indicator that a national economy is spending more than what it is 
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producing. It has a negative balance. The size of the technical debt is an indicator that 
an organization is producing more software than it can make correctly as it should be. 
The amount of the national debt can be measured absolutely in terms of Dollars or 
Euros and relatively in relation to the gross national product. The same applies to the 
technical debt. It too can be measured absolutely in terms of money required to 
renovate the software and relatively in terms of the costs of renovation relative to the 
development costs. Just as a country whose national debt exceeds its annual gross 
national product is in danger of bankruptcy, a software producer whose technical debt 
exceeds its annual development budget is in danger of collapsing. Something must be 
done to eliminate or at least to reduce the size of the debt. 

The notion of “technical debt” was coined by Ward Cunningham at the OOPSLA 
conference in 1992.  The original meaning as used by Cunningham was ”all the not 
quite right code which we postpone making it right.“ [2]. With this statement he was 
referring to the inner quality of the code. Later the term was extended to imply all that 
should belong to a properly developed software system, but which was purposely left 
out to remain in time or in budget, system features such as error handling routines, 
exception conditions, security checks and backup and recovery procedures and 
essential documents such as the architecture design, the user guide, the data model 
and the updated requirement specification.  All of the many security and emergency 
features can be left out by the developer and the users will never notice it until a 
problem comes up. Should someone inquire about them, the developers can always 
say that these features were postponed to a later release. In an agile development they 
would say that they were put in the backlog. In his book on “Managing Software Debt 
- Building for Inevitable Change“, Sterling describes how this debt accumulates – one 
postponement at a time, one compromise after another [3].  

There are many compromises made in the course of a software development. Each one 
is in itself not such a problem, but in sum the compromises add up to a tremendous burden 
on the product. The longer the missing or poorly implemented features are pushed off, the 
less likely it is that they will ever be added or corrected. Someone has to be responsible for 
the quality of the product under construction. It would be the job of the testers in the team 
to insist that these problems be tended to before they get out of hand. That means that the 
testers not only test but also inspect the code and review the documents. Missing security 
checks and exception handling are just as important as incorrect results. For that the testers 
must be in a position to recognize what is missing in the code and what has been coded 
poorly. This will not come out of the test. The test will only show what has been 
implemented but not what should have been implemented. What is not there cannot be 
tested. Nor will it show how the code has been implemented. Testers must have the 
possibility and also the ability to look into the code and see what is missing. Otherwise 
they would have to test each and every exception condition, security threat and incorrect 
data state. That would require much too much testing effort. For this reason testers should 
also have good knowledge of the programming language and be able to recognize what  
is missing in the code. Missing technical features make up a good part of the technical 
debt [4]. 

The other part of the technical debt is the poor quality of the code. This is what 
Ward Cunningham meant when he coined the term. In the heat of development 
developers make compromises in regard to the architecture and the implementation of 
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the code in order to get on with the job or simply because they don’t know better. 
Instead of adding new classes they embed additional code into existing classes 
because that is simpler. Instead of calling new methods they nest the code deeper with 
more if statements, instead of using polymorphic methods, they use switch statements 
to distinguish between variations of the same functions, instead of thinking though the 
class hierarchy, they tend to clone classes thus creating redundant code. There is no 
end to the possibilities that developers have to ruin the code and they all too often 
leave none out, when they are under pressure as is the case with sprints in Scrum. In 
their book on “Improving the Design of existing Code”, Fowler and Beck identify 22 
code deficiencies, which they term as bad smells, or candidates for refactoring [5]. 
These smells such bad practices as duplicated code, long methods, large classes, long 
parameter lists, divergent change, shotgun surgery and feature envy. In a contribution 
to the journal of software maintenance and evolution with the title “Code Bad Smells 
– a Review of Current Knowledge”, Zhang, Hall and Baddoo review the literature on 
bad smells and their effects on maintenance costs [6]. The effects of bad smells range 
from decreasing readability to causing an entire system to be rewritten. In any case 
they cause additional costs and are often the source of runtime errors which cost even 
more. The fact is undisputed that certain bad coding habits drive up maintenance 
costs. Unfortunately these costs are not obvious to the user. They do not immediately 
affect runtime behavior. The naïve product owner in an agile development project will 
not recognize what is taking place in the code. However, if nothing is done to clean 
up the code, the technical debt is growing from release to release (see Figure 1: 
accumulating technical debt)  

 

Fig. 1.  

It has always been known that poor coding practices and missing features cause higher 
maintenance costs but no one has ever calculated the exact costs. This has now been done 
by Bill Curtis and his colleagues from CAST Software Limited in Texas. Their suggestion 
or computing the costs of bad quality joins each deficiency type with the effort required to 
remove that deficiency. The basis for their calculation is an experience database from 
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which the average cost of removing each deficiency type is calculated. The data from 
scores of refactoring projects has been accumulated in this database [7]. The refactoring 
and retesting of a single overly complex method can cost a half day. Considering an 
hourly rate of US $70, that leads to a total cost of $280. The cost of a missing exception 
handling may cost only an hour but if five hundred such handlings are missing the cost 
will amount to some $35,000. The cost of adding a missing security can cost up to three 
person days or $1600. The main contribution of Curtis and his colleagues is that they have 
identified and classified more than a hundred software problem types and put a price tag 
on them. Samples of their problem types are: 

• Builtin SQL queries (subject to hacking) 
• Empty Catch Blocks (no exception handling) 
• Overly complex conditions (error prone) 
• Missing comments (detracts from comprehension) 
• Redundant Code (swells the code amount and leads to maintenance errors) 
• Non-uniform variable naming (making the code hard to understand) 
• Loops without an emergency brake (can cause system crash) 
• Too deeply nested statements (are difficult to change). 

The costs of such deficiencies are the sum of the costs for each deficiency type. 
The cost of each deficiency type is the number of occurrences of that deficiency times 
the average effort required to remove and retest that deficiency as taken from the 
experience database. (see Figure 2: Code Deficiencies) 

 

Fig. 2.  

To the costs of these statically recognizable deficiencies must be added the costs of 
removing errors which come up during operations. Due to time constraints not all 
errors will be fixed before release. These errors may lead later to interruptions in 
production if they are not corrected. Other errors may lead to false results which must 
be manually corrected. Bad code can lead to bad performance and that too will 
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become annoying to the users. The users may accept living with these inconveniences 
for a while but eventually they will insist that they be fixed. The cost of fixing them is 
not trivial. Together with the code smells and the missing features this adds up to a 
significant debt. Bill Curtis estimates that the median debt of an agile project is $ 3.61 
per statement [8].  

That is the absolute measure for debt. It is also possible to compute the relative 
debt. That is the cost of renovating the software relative to the cost of development.  

Relative Debt = Renovation Cost / Development Cost 

It could be that the cost of renovation is almost as high as the development cost. In 
that case the software should be abandoned and rewritten.   

2 Accumulating Technical Debt 

In their endeavor to give the user a functioning software product in the shortest 
possible time, developers are inclined to take short cuts. They leave the one or the 
other feature out with the good intention of adding it later. A typical example is error 
handling. If a foreign function is called on another server, the developer should  
know that he will not always get an answer. It can be that the remote server is 
overloaded or that it is out of operation. This applies particularly to web services. For 
this reason, he should always include an exception handler to check the time and hen 
a given time is exceeded to invoke an error handling routine. The same applies to 
accessing files and databases as well as to all external devices like printers and 
displays. In addition, a cautious developer will always check the returned results to 
make sure that they are at least plausible. The result of this defensive programming is 
a mass of additional code. Experts estimate that at least 50% of the code should be for 
handling exception conditions and erroneous states if the developer is really 
concerned about reliability [9].  

By disregarding reliability problems the developer can save half of his effort for 
coding and testing, since the error handling he does not code will also not have to be 
tested. The temptation is very great to do this. The agile developer knows that the user 
representative will not notice what goes on behind the user interface. The code does 
not interest him. Often it will have to come to a tremendous load or to extreme 
situations before an exception condition is triggered. Other exceptions come up only 
in certain cases. Even those exceptions which do come up in test, leading to short 
interruptions, will not be immediately registered by the user. He is too busy dealing 
with other things.  Therefore, if a punctual release is the overriding goal, it is all too 
tempting to leave the exception handling out. As John Shore, the manager of software 
development at the Naval Research Lab once pointed out, programmers are only poor 
sinners, who, under pressure, cannot withstand the temptation to cheat, especially if 
they know they will probably not be caught [10]. The developer has the good 
intention of building in the missing code later when he has more time. Unfortunately, 
this “later” never comes. In the end it is forgotten until one day a big crash takes place 
in production. The system goes down because an exception occurs and is not handled 
properly. The path to hell is paved with good intentions.  
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Tilo Linz and his coauthors also comment on this phenomena in their book on 
testing in Scrum projects [11]. There they note that the goal of finishing a release in a 
fully transparent environment with an unmovable deadline in a prescribed time box 
can lead to tremendous mental burden on the developers. Theoretically, according to 
the Scrum philosophy they should be able to adjust the scope of the functionality to 
their time and their abilities. In practice, this is most often not possible. Instead of 
cutting back on functionality, the team cuts back on quality. Discipline is sacrificed to 
the benefit of velocity. The functionality is not properly specified, test cases that 
should be automated are executed manually, necessary refactoring measures are 
pushed off. The software degrades to a point where it can no longer be evolved. The 
team is sucked under by a downwards spiral and in the end the project is discarded.  

The situation with security is similar. Secure code is code that protects itself 
against all potential intrusions. But to achieve that means more code. A secure method 
or function controls all incoming calls before it accepts them. Every parameter value 
should be checked to make sure it is not corrupt.  The developer should also confirm 
that the numbers and types of arguments matches that what is expected, so that no 
additional parameters are added to the list. These could be hooks to get access to 
internal data. The values of the incoming parameters should be checked against 
predefined value ranges. This is to prevent corrupted data from getting into the 
software component.  To make sure that only authorized clients are calling, the 
function called can require an identification key to each call. In Java the incoming 
objects should be cloned, otherwise it can be mutated by the caller to exploit race 
conditions in the method. Methods which are declared public for testing purposes 
should later be changed to private or protected to restrict access rights, and classes 
should be finalized when they are finished to protect their byte code from being 
overwritten [12]. Embedded SQL statements are particularly vulnerable to attack 
since they can be easily manipulated at runtime. They should be outsourced into a 
separate access shell, but that entails having extra classes which also have to be tested 
[13]. Thus, there are many things a developer can do to make his code more secure, if 
he takes the time to do it. But here too, the developer can rest assure that nobody will 
notice the missing security checks unless they make an explicit security test. So 
security is something that the developer can easily postpone. The users will only 
become aware of the problem when one day their customer data is stolen. Then it will 
be too late. 

That is the problem with software. Users cannot easily distinguish between 
prototypes and products. A piece of software appears to be complete and functioning, 
even when it is not. As long as the user avoids the pitfalls everything seems to be ok. 
They have no way of perceiving what is missing. For that they would either have to 
test every possible usage or they have to dig into the code. The question of whether a 
piece of software is done or not, cannot be answered by the user, since he has no clue 
of what “done” really means. The many potential dangers lurking in the code cannot 
be recognized by a naive user, therefore it is absurd to expect that from him. He needs 
an agent to act in his behalf who can tell him if the software is really done or not. This 
agent is the tester, or testers, in the development team [14]. 
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3 Role of Automated Static Analysis in Detecting Technical Debt 

Static analysis is one of many approaches aimed at detecting defects in software. It is 
a process of evaluating a system or component based on its form, structure, content or 
documentation [15] which does not require program execution. Code inspections are 
one example of a classic static analysis technique relying on manual examination of 
the code to detect errors, violations of coding conventions and other potential 
problems. Another type of static analysis is the use of automated tools to identify 
anomalies in the code such as non-compliance with coding standards, uncaught 
runtime exceptions, redundant code, incorrect use of variables, division by zero and 
potential memory leaks. This is referred to as automated static analysis. 

There are now many tools available to support automated static analysis – tools 
like Software Sonar, Conformity and SoftAudit. In selecting a proper tool, the main 
question is what types of deficiencies are reported by the tool.  Another question has 
to do with the number of false positives the tool produces that is how many defects or 
deficiencies are by closer examination not really true. When tools produce a great 
number of false positives, this only distracts from locating the real problems. As to 
the types of true problems reported, it is important to have a problem classification 
schema. From the viewpoint of technical debt there are three major classes of code 
problems: 

• missing code = statements that should be there and or not 

• redundant code = statements that are there and should not be 

• erroneous code = statements that may cause an error when the code is 
executed 

• non-conform code = statements which violate a local standard or coding 
convention 

• deficient code = statements that reduce the overall quality of the code, 
maintainability, portability, testability, etc. 

     Samples of missing code are: 
• a missing break in a switch statement 
• a missing try clause in the call of a foreign method 
• a missing check of return value after a function call 

      
 Samples of redundant code are: 
 

• cloned codes, i.e. code sections which are almost the same except for minor 
variances 

• variables declared but not used 
• methods implemented but never called 
• dead code or statements which can never be reached 
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Samples of erroneous code are: 
• missing loop termination conditions 
• pointers or object references that are used before they are set, i.e. null-

pointers 
• variables that are used before they are initialized 
• casting of variables, i.e. changing the data type at run time. 

      
Samples of non-conform code are: 
 
• missing prescribed comments 
• data names which do not adhere to the naming convention 
• procedures which are too long or too complex, i.e. they exceed the maximum 

number of statements or the maximum nesting level 
• statements which exceed the maximum line length 

 
Samples of deficient code: 
 
• nested statements which are not intended 
• conditions which are too complex 
• non portable statements, i.e. statements which may work in one environment 

but not in another 
• statements which deduct from the readability such as expressions in 

conditions 
 
Also many of the security threats in the code can be detected through automated 

static analysis. Jslint from Citital is representative of tools which perform such a 
security analysis. It enforces 12 rules for secure Java code. These rules are: 

1) Guard against the allocation of uninitialized objects 
2) Limit access to classes and their members 
3) Declare all classes and methods as final 
4) Prevent new classes from being added to finished packages 
5) Forbid the nesting of classes 
6) Avoid the signing of code 
7) Put all of the code in one jar or archive file 
8) Define the classes as uncloneable 
9) Make the classes unserializeable 
10) Make the classes undeserializeable 
11) Forbid company classes by name 
12) Avoid the hardwiring of sensitive data in the code 

 
Jslint scans the code for infringement of these rules. All of the rule violations can 

be recognized except for the last one. Here it is not possible to distinguish between 
sensitive and non-sensitive data. Therefore it is better not to use hard-wired text in the 
code at all. If it is, then it can be easily recognized. In some cases Jslint can even 
correct the code, for instance by overwriting the access class, by adding the final 
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clause and removing code signatures. The automated correction of code can however 
be dangerous and cause undesired side effects. Therefore, it is better to use automated 
tools to detect the potential problems and to manually eliminate them [16]. 

A study was performed at the North Carolina State University on over 3 million 
lines of C++ Code from the Nortel Networks Corporation to demonstrate how 
effective automated static analysis can be. Using the tool “FlexLint” the researchers 
there were able to detect more than 136.000 problems or one problem for every 22 
code statements. Even though this code had been in operation for over three years 
there remained a significant technical debt. The problems uncovered by the automated 
static analysis also correlated well to the defects discovered during the prerelease 
testing with an accuracy of 83%. That implies that 83% of the erroneous modules 
could have been identified already through static analysis. 

Of the defects uncovered in the static analysis, 20% were critical, 39% were major 
and 41% were minor. The coding standard violations were not included in this count. 
Based on their findings, the authors of this study came to the following conclusions: 

• the defect detection rate of automated static analysis is not significantly 
different than that of manual inspections 

• the defect density recorded by automatic static analysis has a high correlation 
to the defect density recorded in prerelease testing 

• the costs of automated static analysis is a magnitude less – under 10% - of 
the costs occurred by manual inspection and prerelease testing 

Thus, automated static analysis can be considered an effective and economic 
means of detecting problematic code modules [17]. 

One of the areas addressed by the static analysis study at North Carolina State was 
that of security vulnerabilities. The authors of the study paid particular attention to 
code constructs that have the potential to cause security vulnerabilities if proper 
protection mechanisms are not in place. Altogether 10 security vulnerabilities were 
identified by the automated analysis tool: 

• Use of Null pointers 
• Access out of bound references, i.e. potential buffer overflow 
• Suspicious use of malformed data 
• Type mismatch in which statements 
• Passing a null pointer to another function 
• Failure to check return results 
• Division by zero 
• Null pointer dereference 
• Unrecognizable formats due to malformed data 
• Wrong output messages 

The number of false positives in the check of these potential security violations 
was higher than average, however the results indicate that automated static analysis 
can also be used to find coding deficiencies that have the potential to cause security 
vulnerabilities. The conclusion of this research is that static analysis is the best 
instrument for detecting and measuring technical debt [18]. 
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4 Early Recognition of Mounting Technical Debt 

The main contribution of agile testing is to establish a rapid feedback test to development. 
This is the rational for having the testers in the team. When it comes to preventing quality 
degradation and increasing debt, the testers in an agile project have more to do than just 
test. They are there to assure the quality of the product at all levels during construction. 
This should be accomplished through a number of control measures, measures such as 
reviewing the stories, transforming the stories into testable specifications, reviewing the 
architectural design, inspecting the code, validating the unit tests, performing continuous 
integration testing and running an acceptance test with the user. On top of that, there still 
have to be special performance, load and security tests, as well as the usability and 
reliability tests. If the product under construction is not just a trivial temporary solution, 
then those special tests should be made by a professional testing team, which works 
independently of the agile developing teams. This solution is referred to by Linz and his 
coauthors as “System Test Team” whose job it is to shake down the systems delivered by 
the Scrum teams independently of the schedule imposed on the project.  That means that 
the releases of the agile development team are really only prototypes and should be treated 
as such. The final product comes only after the prototypes have gone through all of the 
special tests. To these special tests belongs also the final auditing of the code [19]. (see 
Figure 3:The role of the Tester) 

 

Fig. 3.  

The review of the stories is concerned with discussing and analyzing the stories 
with the view of enhancing and improving them. They should also be checked for 
testability. The user representative might overlook something or fail to cover all 
describe a function adequately. It is up to the testers in the team to point this out and 
to clear the missing and unclear issues with him. Special attention should be paid by 
the testers to the non-functional aspects of the stories like security and usability. In 
any case the stories need to be purified before the developers start to implement them. 
The testers need stories they can interpret and test. 

In order to establish a testing baseline, the testers should convert the informally 
defined user stories into an at least semi-formal requirement specification. As noted 
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above a significant portion of the technical debt is caused by missing functions, but 
who is to know that they are missing when they are not specified anywhere. All of the 
exception conditions, security checks and other quality assuring functions of a system 
should be noted down as non-functional requirements or as business rules. They 
should be specified in such a way as to be recognizable, for instance with key words 
and to be convertible into test cases. For every business rule and non-functional 
requirement at least one test case should be generated to ensure that the possible 
exceptions and security threats are tested. In this way the requirements can be used as 
an oracle for measuring test coverage [20].    

In checking the code for conformity with the coding rules testers should also check 
the format and the readability. Most all of the missing exception handling, security 
measures and data validation checks can be recognized in the code. This is the 
purpose of an automated code audit. It only takes a few minutes of the tester’s time to 
set up and run such an audit. More time is needed to explain the reported deficiencies 
to the developers and to convince them that they should clean them up. Of course the 
tester cannot force the developers to do anything, but he can post the deficiencies on 
the project white board and try to convince the team members that it is to their benefit 
to have these coding issues settled, if not in the next release then sometime in a future 
release. In no case should he let the team forget them. A good way of reminding the 
team is to post a chart on the amount of technical debt accrued in the project room for 
everyone to see, similar to the clock in Times Square which reminds Americans 
constantly of the current state of their national debt. Just as in New York where many 
American citizens simply shrug their shoulders and say “so what”, project members 
who could care less about the final quality of their product will ignore the issue of 
technical debt, but at least it will remind them of their sins.   .  

By controlling the results of the unit tests, the testers can point out to the 
developers what they have missed and what they can do to improve their test. In 
checking through the trace and coverage reports, the tester can identify what functions 
have not been adequately tested and can suggest to the developer additional test cases 
required to traverse those hidden corners of the code. Here too, he must convince the 
developer that it is to his benefit to filter out the defects as early as possible. Pushing 
them off to the acceptance test only increases the cost of correcting them. Every 
defect removed in unit testing is one defect less to deal with in integration and 
acceptance testing [21]. 

The testers in an agile development team must strive to be only one or maximal 
two days behind the developers [22]. No later than two days after turning over a 
component or class, the developer should know what he has done wrong. ”Continuous 
Integration“ makes this possible [23]. The tester should maintain an automated 
integration test frame into which he can insert the new components. The existing 
components will already be there. Every day new or corrected components are taken 
over into the build. In the case of new functions, the test scripts and test data have to 
be extended. Not only will the new functions be tested, but the test of the old 
functions will be repeated. The setting up of such an automated regression test may 
take days, but after that the execution of each additional test should take only few 
hours. The goal is to keep a steady flow of testing. The actual data results should be 
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constantly compared with the specified results by means of an automated data 
comparator. Should new input data be required, it should be generated by an 
automated test data generator. The two tools should be joined by a common test 
language which ensures that the test outputs match with the test inputs. It is 
imperative that all deviations from the expected behavior of the software be 
automatically registered and documented. It should go so far that the defect reports 
are also automatically generated. The tester should only have to enhance them. In 
agile development time is of essence and anything which can save time should be 
introduced (see Figure 4: Testing in an agile Development Project).  

 

Fig. 4.  

The main goal of agile development is rapid feedback. Problems should be 
reported back immediately to the developer to be resolved before they become acute. 
This is also the great advantage of agile development visa via classical phase-oriented 
software development where it often took weeks if not months before the problems 
were detected. In the meantime, the developers assumed that all was honky dory and 
went on developing new erroneous components or, in the worst case, they did nothing 
and just waited on the feedback from the testers. In this way many valuable hours of 
tester time were lost. Thus, it is truly beneficial to have component integration testing 
running parallel to component development [24]. 

The early recognition of defects and the quick non bureaucratic handling of defect 
reports is one the main advantages of the agile development process over the classic 
waterfall process [25]. To function well the testers should be in constant contact with 
the developers. Whether this contact must be physical is disputed. The authors of the 
agile manifesto put great emphasis on “face to face” communication. Many 
proponents of agile development agree with that and insist that the testers be 
physically together with the developers. Others argue that it is enough for the testers 
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to be in virtual contact with the developers. Physically they might be in another 
continent. The proponents of the virtual team claim that it suffices to communicate 
daily with a social networking system and video conferences via the internet.   
Whether this really is feasible or not remains to be seen. For the moment there 
remains two schools of thought [26]. 

5 What Is “Done”? 

At the Belgian ”Testing Days“ conference in 2012 Johanna Rothman und Lisa 
Crispin, two recognized experts on agile testing, discussed what is meant by “done” 
[27]. In the opinion of Rothman this is something that must be decided upon by the 
team as a whole. It is, however, up to the testers to trigger the discussion and to lead it 
a conclusion. The testers should feed the discussion with their experience from 
previous projects and to steer it in a positive direction. Rothman proclaims ”you have 
to get the team thinking about what is done. Does it mean partially done, as in it is 
ready for testing or fully done, as in it is ready for release?” A minimum quality line 
is required in order to make an intermediate release. If the users know they are 
working with a prototype they are more likely to be error tolerant. If they know, this 
release will be the final product they will be stricter. In the end the users must decide 
what is done. But, since users only have a restricted view of the system, they need 
others to help them in passing final judgment on the state of the software. Those 
others are the testers who are prepared to assess the system on behalf of the potential 
users. It is all too easy, just to declare a product as being “done”. The lead tester 
should, in any case, be involved I the discussion. The decision as to whether 
something is “done” or not is, in the end, a political decision, which must be 
considered from several points of view.  

Developers tend to become impatient and to push the product thru in any case, 
even if it is falling apart. They will always argue that the quality is sufficient. Testers 
will, on the other hand, claim that the quality level is not high enough. They will 
argue for more time to test. Otherwise the quality problems will only be pushed off on 
the maintenance team. Rothman suggests using the KANBAN progress charts to 
show the current quality state of each and every component as well as the product 
under development. This way everyone in the project can see where they are, relative 
to the goals they have set for themselves. In effect, the project should produce two 
quality reports, one on the functionality and one on the quality. (see Figure 5: 
Measuring Technical Debt). 

The functional state of a project is easier to assess than the qualitative state. It is 
visible whether a function is performing or not.  The quality state is not so visible. To 
see what security and data checks are missing, the tester has to dig into the code. To 
see how many rules are violated he has to have the code audited. There is no easy way 
to determine how many defects remain. This can only be known after every last 
function has been tested for all variations. That is why, one must often guess when 
deciding on the state of product quality. Perhaps the best indicators of product quality 
are the number of code deficiencies relative to the number of code statements and the 
number of defects detected so far relative to the test coverage. For both metrics there 
are benchmark levels which the testers can discuss with the user and the other team 
members [28].  
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Fig. 5.  

Johanna Rothman argues that testers must be involved in the discussion as to what is 
“done“ from the beginning of the project on. ”To be done also means that the quality 
criteria set by the team are met“. For that this criteria has to be accepted and practiced by 
all team members. Everyone in the team must be fully aware of his or her responsibility 
for quality and must be dedicated to improving it. Rothman summarizes “Everybody in 
the team needs to take responsibility for quality and for keeping technical debt at a 
manageable level. The whole team has to make a meaningful commitment to quality“. It is 
true that quality is a team responsibility but the testers have a particular role to play. They 
should keep track of the technical debt and keep it visible to the other team members [29].  

Lisa Crispin points out that software quality is the ultimate measure of the success 
of agile development [30]. Functional progress should not be made by sacrificing 
quality. After each release, i.e. every 2 to 4 weeks, the quality should be assessed. If it 
falls below the quality line, then there has to be a special release devoted strictly to 
the improvement of quality, even if it means putting important functions on ice. In 
this release the code is refactored and the defects and deficiencies removed. Crispin 
even suggests having a separate quality assurance team working parallel to the 
development team to monitor the quality of the software and to report to the 
developers. This would mean going back to the old division of labor between 
development and test, and to the problems associated with that. The fact is that there 
is no one way of ensuring quality and preventing the accumulation of technical debt. 
Those responsible for software development projects must decide on a case by case 
basis which way to go. The right solution is as always context dependent.   
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Abstract. Transition from an existing IT system to modern Web technologies 
provides multiple benefits to an organization and its customers. Such a 
transition in a large organization involves various groups of stakeholders who 
may prioritize differently the requirements of the software under development. 
In our case study, the organization is a leading domestic company in the field of 
electricity power. The existing online system supports the customer service 
along with the technical activities and has more than 1,500 registered users, 
while simultaneous access can be reached by 300 users. The paper presents an 
empirical study where 51 employees in different roles prioritize 18 software 
requirements using hierarchical cumulative voting. The goal of this study is to 
test significant differences in prioritization between groups of stakeholders. 
Statistical methods involving data transformation, ANOVA and Discriminant 
Analysis were applied to data. The results showed significant differences 
between roles of the stakeholders in certain requirements. 

Keywords: Requirement prioritization, Software quality, Hierarchical 
Cumulative Voting, Statistical Analysis. 

1 Introduction 

The paper presents a quantitative case study related to requirements prioritization by 
various stakeholders in different roles. Although the study concerns a specific 
organization, the problem of transition of an existing critical system to modern Web 
technologies is general and quite common, while the research questions and the 
methodologies applied in the paper can be used to address a wide range of similar 
problems in other domains. In the following subsections we provide a detailed 
introduction to the background and the objectives of the paper, we state the research 
questions and we briefly mention the methods followed (these are detailed in later 
sections). 

1.1 Background 

Nowadays, the energy environment is rapidly changing. Even for monopoly activities, 
like transmission and distribution of electric power, an Information Technology (IT) 



64 P. Chatzipetrou et al. 

infrastructure is a competitive advantage in order to improve the organization 
efficiency. Because of the financial crisis, it is the right time to reduce costs and 
improve the official operational processes through the exploitation of the benefits that 
technology has to offer. The authors in [1] refer to the role of technology and in 
particular, to the several problems associated with the use of technological 
achievements. These problems are well known, however they continue to handicap the 
accomplishments of expected returns from technology investments in organizations. 

IT projects which involve modernization of existing systems, aim to optimize the 
functions of organizations and the quality of services provided to customers. Of course, 
transition to new Web technologies has several problems which may have various 
sources like financial, technical, operational etc. Since the final result of such projects 
concerns a large number of people, and in a way affects their everyday professional life 
and performance inside the organization, several problems are related to the different 
and often conflicting opinions regarding the requirements of the final product. 
Transition to new technologies has various peculiarities, since the project essentially 
aims to substitute an existing system which has been used for years by a large number 
of employees. In general, employees are too familiar with certain functionalities and 
options offered by the old system and they are often reluctant to accept changes that 
may affect their everyday way of work and can cause delays and mistakes.  

1.2 Objectives of the Case Study 

Considering all the aforementioned issues, it appears necessary to take into account the 
opinions of stakeholders and to understand how they perceive the requirements of a 
project leading to an upgrade of the current system through transition to Web 
technologies. Since opinions on requirements are hardly analyzed when expressed in 
natural language, it is imperative to have them coded explicitly, and moreover, to study 
them systematically with sound scientific methodologies. In this regard, the research 
area of requirements prioritization has recently offered tools and methodologies 
towards the systematic recording and study of how different people in different roles 
perceive and prioritize various requirements.  

This paper is the result of our involvement in such a project, where the existing system 
of a large organization is going to be replaced by a new one, based on Web technologies. 
The idea of the paper started from discussions with various employees in the organization, 
who have stated different opinions on certain functions and qualities the new system 
should have. These discussions led us to consider the possibility of recording a number of 
key requirements and then to use statistical analysis in order to study in depth the 
prioritization attitudes of individuals in different roles inside the organization. The 
statistical analysis can give numerous interesting results. In this paper we specifically 
investigate how different roles affect the prioritization perspective of stakeholders.  

The case study of this paper concerns a domestic organization, leading in the field 
of electricity power. The company currently uses an online system covering the 
customer service and the technical support of the electric power network. The IT 
system has more than 1,500 registered users, with requirement for simultaneous access 
(concurrency) of 300 users on average. The current system is critical for the 
functionalities of the organization related to response rates and quality of services in 
order to address customers’ needs.  
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The new ongoing project, aims to convert the front end application to modern Web 
technologies for the parts of the application related to customer service and network 
operation. The modernization of application architecture to advanced Web 
technologies facilitates system’s integration with other available systems. Such a 
transition was decided on the basis of a benefit-cost analysis as especially 
advantageous for the organization and the customers, due to the reasonable cost, the 
low risk of implementation and also the easiness of training.  

This improvement in IT processes optimizes the planning of the work effort and 
improves the system quality, the quality of services and the user satisfaction. The 
ultimate goal of the company is to proceed in enterprise system integration as soon as 
possible. Another advantage of this project is the fact that it is of medium scale and a 
small, skillful and flexible team is capable to complete it in scheduled time. 
Furthermore, the generated knowledge remains in house and the company retains its 
independence from external partners specialized in IT systems.  

The main goals for the new deployment are: 
• High quality services; 
• reduction of process complexity; 
• improvement of the communication between departments; 
• reduction of human effort; 
• improvement of data storage and management; 
• minimization of failure rates due to overtime; 
• interoperability; 
• scalability. 

To reach these goals, the deployment is based on the existing IT infrastructure, 
using a carefully designed enterprise system integration plan. As we already 
mentioned, such a transition involves various groups of employees with different 
relations with the company. Discussions with these stakeholders indicated that 
prioritizations of requirements regarding the software under development and the 
services supported are different. However, the origins of different views are not always 
clear. Divergences may originate from their different responsibilities and authorities, 
the working environment, even from individual cultural, educational and personality 
characteristics. On the other hand, decision makers have to make strategic decisions 
based not only on technical specifications, but also on the need to achieve the 
maximum possible stakeholders’ satisfaction.  

1.3 Research Questions and Methods 

The above objectives, apart from their practical importance, raised a number of 
research questions which led us to conduct the current study. The basic motivation of 
the current research was the need to provide to ΙΤ decision makers a sound 
methodology which can facilitate them to explore the various opinions about 
prioritization of requirements and understand the origins of divergent prioritizations. In 
our previous research work on similar problems, we employed systematic ways for 
recording the various prioritization views and to discover agreements or trends that can 
provide useful information for decision making. In this paper we apply and extend 
these methodologies to the current situation.  
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The specific research questions posed in this paper were related to the study of 
prioritizations of stakeholders in different roles. Hence, the first question was: 

 
RQ1: How can we capture in a quantitative form, appropriate for statistical 

analysis the requirements prioritization of stakeholders? 
 

For this purpose, we used the methodology of Hierarchical Cumulative Voting 
(HCV) in order to elicit the priorities recorded by four different categories of 
employees: senior executives, executives (local managers), software developer and 
users (company employees with continuous interaction with the system). HCV 
essentially quantifies the opinions of stakeholders in a meaningful and easy-to-analyze 
manner. Prioritization data were collected from 51 stakeholders and were statistically 
analyzed by univariate and multivariate statistical methodologies (like ANOVA and 
Discriminant Analysis) in order to address the following research questions:  

 
RQ2: Are there significant differences in the prioritization of requirements between 

the different groups of stakeholders? 
RQ3: Is there a combination of requirements which are able to discriminate the 

various groups of stakeholders according to their prioritization attitude?  
 

The findings are interesting since they revealed that prioritization attitudes are able 
to discriminate major groups of stakeholders. Furthermore, the overall approach 
followed in the specific case study can be applied as methodology to similar situations. 

The rest of the paper is structured as follows: Section 2 provides an outline of the 
related work. Section 3 describes the survey procedure and the resulted dataset. 
Section 4 presents the basic principles of the statistical tools used in the analysis. 
Section 5 presents the results of statistical analysis. In Section 6 we conclude by 
discussing the findings of the paper, the threats to the validity of the study and we 
provide directions for future work. 

2 Related Work and Contribution 

Requirement prioritization is a crucial field in the development of information systems. 
It is also an emerging field of research since there are various ways to record the 
opinions of individuals involved in the development process and the use of the system. 
Since our study is empirical, i.e. is based on data, we focus on methods for collecting 
data from surveys and analyzing them with statistical techniques. 

In [2] the results of a user survey were used to identify key quality characteristics 
and sub-characteristics of intranet applications. Another survey [3] was used for the 
prioritization of quality requirements that commonly affect software architecture with 
respect to cost and lead-time impact. The analysis concerned differences between the 
importance of requirements and between the views of different stakeholders. J. Offut 
[4] discusses various aspects of quality requirements for Web applications.  

The value of data collected through surveys is clearly portrayed in recent studies. In 
[5] an interview study regarding quality requirements in industrial practice was 
performed. Data were collected through interviews with product managers and project 
leaders from different software companies. Quality requirements were analyzed with 
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respect to the type of companies, the roles of managers and their interdependencies. In 
[6] an online survey was used for collecting quantitative and qualitative data regarding 
quality requirements in Australian organizations.  

The data of the present paper were obtained by the Hierarchical Cumulative Voting 
(HCV) method [7], [8]. HCV is a very effective way to elicit the priorities given to the 
various requirements of software quality. The methodology is essentially an extension 
of the Cumulative Voting (CV) procedure on two levels. Each stakeholder first uses 
CV to prioritize issues of the upper level and then uses the same technique in the lower 
level. The original CV method (also known as hundred-dollar test) is described in [9]. 
CV is a simple, straightforward and intuitively appealing voting scheme where each 
stakeholder is given a fixed amount (e.g. 100, 1000 or 10000) of imaginary units (for 
example monetary) that can be used for voting in favor of the most important items 
(issues, aspects, requirements etc). In this way, the amount of money assigned to an 
item represents the respondent’s relative preference (and therefore prioritization) in 
relation to the other items. The imaginary money can be distributed according to the 
stakeholder’s opinion without restrictions. Each stakeholder is free to put the whole 
amount on only one item of dominating importance or to distribute equally the amount 
to several or even to all of the issues.  

In software engineering, CV and HCV have been used as prioritization tools in 
various areas such as requirements engineering, impact analysis or process 
improvement ([10], [11], [12], [13]). Prioritization is performed by stakeholders (users, 
developers, consultants, marketing representatives or customers), under different 
perspectives or positions, who respond in questionnaires appropriately designed. 

Recently, HCV was used in an empirical study [14] undertaken in a global software 
development (GSD) of a software product. The 65 stakeholders, in different roles with 
the company, prioritized 24 software quality aspects using HCV in two levels.  

The multivariate data obtained from CV or HCV are of a special type, since the 
values of all variables have a constant sum. An exploratory methodology for studying 
data obtained from CV-based methods is Compositional Data Analysis (CoDA). 
CoDA has been widely used in the methodological analysis of materials composition 
in various scientific fields like chemistry, geology and archaeology [15].  

Authors of the present paper in a former study [16] derived data concerning 
prioritization of requirements and issues from questionnaires using the Cumulative 
Voting (CV) method and used CoDA to analyze them. Compositional Data Analysis 
(CoDA) has been used also for studying different types of data. For example, in [17] 
the authors used CoDA for obtaining useful information on allocated software effort 
within project phases and in relation to external or internal project characteristics. 
CoDA apart from being a method of analysis provides useful tools for transformation 
of the original data and further analysis by other methods such as cluster analysis [14].  

Finally, a recent paper [18], provides a systematic review of issues related to CV 
and a method for detecting prioritization items with equal priority.  

In the present paper we used the experience from our former studies on requirements 
prioritization in order to collect data from the organization under study and then to apply 
statistical techniques in order to study divergences between different types of stakeholders 
in prioritization. The data were collected using a 2-level HCV procedure and then we 
applied specific CoDA techniques for transforming the data. The transformed data were 
subsequently analyzed with univariate and multivariate statistical methodologies in order 
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to test the significance of differences in prioritization between the groups of stakeholders. 
Therefore the contribution of the paper is twofold: the type of analysis we use here is 
novel regarding the methods applied to the specific type of data while the case study, 
which refers to a real situation of a large electricity power organization which modernizes 
its IT system can be considered as a novel application domain. 

3 Description of the Data Set 

The case study presented in this paper is based on data obtained from a group of 
employees of a leading company in the field of electric power. The employees who 
belong to different roles within the company were asked to prioritize different issues of 
the new system. All issues concern the transition from an existing IT system to a new 
one. All the employees have been working for long time in the organization and they 
know very well the functionalities of the system since their interaction with the system 
is everyday and continuous.  

The method of selecting these individuals was not random; it can be described as 
“convenience sampling” [19], [20]. That means that due to confidentiality issues and 
the sensitivity of the data, only employees that were accessible by the interviewer were 
approached. The respondents filled a spreadsheet that was developed for that reason, 
preventing the respondent to fill invalid numbers or numbers that were not summed up 
to 100. The spreadsheet was given to respondents during person-to-person interviews 
where the interviewer could provide explanations and answer clarifying questions 
regarding the procedure and the requirements that should be prioritized. The whole 
study was performed and completed during December of 2012 and January of 2013.  

There are two different perspectives that can describe the term “stakeholder”. From 
the strategic management point of view “a stakeholder in an organization is (by 
definition) any group or individual who can affect or is affected by the achievement of 
the organization’s objectives.” [21]. On the other hand, from the software engineering 
point of view “system stakeholders are people or organizations who will be affected by 
the system and who have a direct or indirect influence on the system requirements” 
[22]. There are several paradigms for approaching stakeholder's identification process 
[23] [24]. Our approach based on Eason [25] which categorized the system users to 
primary, secondary and tertiary. Moreover, Sharp et al. [26] identified four different 
stakeholders’ categories: users, developers, legislators and decision makers. 

The stakeholders’ groups who responded and filled the requirement prioritization 
questionnaire are classified in 4 categories: 

Senior Executives: Their opinion reflects the standpoint of administration (the Board). 

Executives: These are local frontline managers and their experience of the system is 
significant. 

Software Developers: Employees who have the responsibility to develop the software 
of the new application 

Users: Employees who have daily working contact with the present system and their 
opinion is of high importance. 

The distribution of the stakeholders within the inherent identified grouping is shown 
in Table 1. 
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Each stakeholder was asked to prioritize 18 requirements which were decided after 
long interaction with members of the organization. It is important to emphasize that the 
authors of this paper are actively involved in the procedures of this project so the 
defined requirements are realistic demands expressed by the personnel. Furthermore, it 
is necessary to highlight that the requirements examined here are not all quality 
requirements. Some of them can be considered as functional requirements while others 
are simply requirements for properties that were considered practically important for 
the transition to Web technologies of the specific organization.  

Table 1. Groups of Stakeholders 

Role Total Percent (%) 
Senior Executives 3 5,9% 
Executives 9 17,6% 
Software Developers 11 21,6% 
Users 28 54,9% 
TOTAL 51 100% 

The requirements were prioritized using Hierarchical Cumulative Voting (HCV) in 
two levels. The higher level consists of four requirements while each one of them 
contains a number of requirements in the lower level. Specifically, the four higher level 
requirements are: 

A. Features, which are related to the general profile of the system (contains 5 
requirements of the lower level), 

B. System Properties, which reflect the desired practical extensions of the new 
developed system (contains 5 requirements of the lower level), 

C. Project Management, which is related to the software development process of 
the new system (contains 4 requirements of the lower level), 

D. New Technology Adaptation, which is related to the application of the new 
technologies (contains 4 requirements of the lower level). 

As already mentioned, the lower level consists of 18 requirements. Specifically, 
their description is: 

A1. Usability , which is related to the effort needed for use and learning the new 
system, 

A2.  (uninterrupted) Operability, is related to the degree the system can be used 
(without interruptions due to technical reasons), 

A3. System Response Time, is related to the response time of the new system and to 
the avoidance of delays due to cumbersome procedures or to network delays, 

A4. Data Security, which is referred to the protection of sensitive data from 
malicious attacks, 

A5. Adaptability, which is related to the system’s ability of adjusting to the new 
business processes. 

B1. Ability of Statistical Services, which is related with the ability of the system to 
automatically issue statistics (statistics reports, KPIs), 

B2. Configurability, which refers to the potential configuration of some features of 
the system by the user (e.g. customization of the main menu), 

B3. Publishing-printing Forms/Limiting Bureaucracy, which is related to 
publishing documents and official forms, 
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B4. Procedures Implementation, which refers to the full integration of all business 
processes within the system, 

B5. Prevention of duplicate data entries (systems’ interoperability), which refers 
to the reduction of the primary data entry due to the interoperability with 
other IT systems. 

C1. Time, which refers to the time that will be needed to develop the system 
software, 

C2. Costs, which refers to the total cost of the development and the transition, but 
also other costs too. 

C3. Insource Development, which refers to the work which is undertaken by 
employees internal to the organization, 

C4. Outsource Development, which refers to the work which is undertaken by 
employees from a consultancy company or any other subcontractor working 
for the organization. 

D1. Mobile Technologies, which stands out for the ability of storing data via 
mobile devices or tablet PCs , 

D2. Internet Publications, which refer to the possibility of publishing online 
information 

D3. Barcode/RFID Implementation, which is related to managing and monitoring 
materials via barcodes or RFID technology, 

D4. GIS Interconnection of Distribution Network, which refers to Geographical 
mapping of the distribution network through GIS technology 

A summary description of the requirements in both levels (Higher and Lower) is 
shown in Table 2.  

Table 2. Requirements in Two Levels 

Higher Level A: Features B: System Properties 
Lower Level A1 Usability B1 Ability of Statistic Services 
 A2 Operability B2 Configurability 

 A3 
System 
Response Time 

B3 
Publishing-printing Forms/ 
Limiting Bureaucracy 

 A4 Data Security B4 Procedures Implementation 

 A5 Adaptability B5 
Prevention of duplicate data 
entries 

Higher Level C: Project Management D: New Technology Adaptation 
Lower Level C1 Time D1 Mobile Technologies 
 C2 Cost D2 Internet Publications 

 C3 
Insource 
Development 

D3 Barcode/RFID Implementation 

 C4 
Outsource 
Development 

D4
GIS Interconnection of 
Distribution Network 

In order to apply specific statistical techniques to the data regarding the 18 lower-
level requirements considering all of them together, we applied a weighting conversion 
schema. The data obtained by Hierarchical Cumulative Voting (HCV) were 
transformed to simple Cumulative Voting (CV) results by a procedure described by 
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Berander et Jönsson in [7]. The basic idea of this procedure is to convert the amount 
assigned to each one of the requirements of the lower level by taking into account the 
amount assigned to the high-level requirement where they belong and also the number 
of the low-level requirements belonging in the requirement of the higher level. The 
data obtained after this transformation are weighted on a common base and they are of 
a specific kind since they are summed up to 1 (actually their sum is 100, but by a 
simple division with 100, we can consider that they sum up to 1). This methodology 
essentially addresses RQ1. 

4 The Statistical Methodology 

In this section we briefly discuss the statistical methods that were used in our analysis. 
As already mentioned the data collected through the questionnaires are of a specific 
form with a certain dependence structure known in bibliography as Compositional 
Data [15]. 

4.1 Descriptive Statistics 

Descriptive statistics involve the computation of simple summary statistics like 
minimum and maximum values, the mean, standard deviation and the median of the 
data. Descriptive statistics are computed separately for higher and lower level and 
also for different roles of stakeholders. The statistics are accompanied by graphical 
representations like bar charts and box plots. 

4.2 Compositional Data Techniques 

Regarding the general theory, the term compositional data refers to vectors of variables 
having a certain dependence structure. The values of the variables in each vector are 
nonnegative and their sum is equal to one. Thus, our dataset consists of vectors of 
proportions or percentages ሺ࢖૚, … ,  :࢑ሻ in the following form࢖

          
1

1
=

=

k

i
ip                 0≥ip  (1) 

Since the sum is fixed, there is a problem of interdependence of the proportions and 
therefore they cannot be treated as independent variables. Moreover, normality 
assumptions are invalid since the values are restricted in the [0,1] interval and finally 
the relative values of proportions are of particular interest instead of their absolute 
values. So, our dataset needs to be transformed in order to address a problem of 
analysis and interpretation of ratios of proportions. Therefore, in order to apply 
various classical univariate and multivariate statistical methods like ANOVA and 
Disccriminant Analysis, the proportions are transformed to ratios by appropriate 
formulas like the clr transformation we describe below. 

Since we are interested in ratios, the problem of zeros in these data is of principal 
importance since division by zero is prohibited. According to the general theory, the  
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zeros can be essential (i.e. complete absence of a component) or rounded (i.e. the 
instrument used for the measurements cannot detect the component). However, in our 
context, the importance of a requirement is expressed as a measurement according to 
the human judgment. So we can assume that a low prioritization is actually measured 
by a very low value in the 100$ scale which is rounded to zero. Of course, when all 
respondents allocate zero to an issue, this can be excluded from the entire analysis and 
considered as essential zero. 

Due to the problems of zeros, the various ratios needed for the analysis are 
impossible to be computed. It is therefore necessary to find first a way of dealing with 
the zeros. In our case we used a simple method proposed by [27], known as 
multiplicative zero replacement strategy. According to this method, every vector ݌ ൌ ሺ݌ଵ, … ,  ௞ሻ consisting of proportions or percentages as described in (1) and having݌
c number of zeros can be replaced by a vector ݎ ൌ ሺݎଵ, … ,  ௞ሻ  whereݎ
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and where ߜ௝s a very small imputed value for ݌௝.  
As already mentioned, the transformation of the proportions is essential so as to 

convert them to functions of relative proportions. Aitchison [15] proposed the centered 
log-ratio (clr) transformation for transforming the compositional data to a form that can 
be analyzed by traditional statistical methods. The clr transformation requires the 
division of each component of a vector of proportions by their corresponding 
geometric mean. Since in our context the data contain zeros, the clr transformation can 
be applied after the replacement of zeros. The formula for the clr transformation 
performed in the compositional vector r is as follows: 
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where the geometric mean is given by 
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The zero replacements as well as CLR transformations were carried out with the 
CoDAPack 3D [28]. 

4.3 Analysis of Variance (ANOVA)  

In general, the purpose of analysis of variance (ANOVA) is to test for significant 
differences between means of different groups. In our study we used one-way 
ANOVA and post hoc tests in order to examine if there are any requirements which 
receive significantly different prioritization with respect to a categorical grouping 
variable. In our case, this grouping variable contains the different roles of the 
stakeholders. The analysis of the differences between groups is graphically depicted  
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by box-plots. In total, we performed 18 one-way ANOVA tests, one for each of the 
transformed lower level requirements. It should be emphasized that the initial 
transformation described in [7] essentially weights the lower-level requirements using 
the values and the structure of the higher-level requirements, i.e. the new transformed 
values contain information of both levels. That is why we do not perform ANOVA for 
the higher level (A-D). With this method we address RQ2. 

4.4 Discriminant Analysis (DA)  

Discriminant Analysis (DA) is a multivariate statistical method used to explain the 
relationship between a dependent categorical variable and a set of quantitative 
independent variables. In our case, DA builds a linear model with the role grouping as 
the dependent variable, and the 18 software requirements as the independent variables. 
Due to the fact that not all of the independent variables are necessary for an efficient 
model, we used a stepwise procedure which selects the best variables for the model.  

Our aim with stepwise DA is to discover which of the requirement prioritizations 
are most significant for discriminating the groups of stakeholders, i.e. to address RQ3. 
DA was first applied to the initial 4 inherent groups, but since the model was not 
satisfactory (due to high misclassification), we applied it to a new grouping with only 
two categories.  

Discriminant Analysis (DA) is more informative than the simple one-way ANOVA, 
since it considers all the requirements together as a set and not each one separately. 
Although multiple ANOVA tests can provide indications of significant differences for 
each individual variable, there is a problem with the statistical inference from all of 
them since there is an inflation of the Type I error. A solution in this regard is the use 
of DA which considers all variables together and takes into account their correlations 
[29].  

Furthermore, the stepwise approach accounts for the possible correlations between 
the independent variables.  

The accuracy of DA can be evaluated by the Receiver Operating Characteristic 
(ROC) curve [30] and the related Area Under the Curve (AUC) statistic. ROC is a 
graphical tool which represents the performance of a binary classifier regarding the 
true positives rate, called sensitivity, versus the false positive rate of the prediction, 
known as one minus specificity. Values of AUC very close to 1 show high accuracy. 

ANOVA, box plots and DA results were carried out with the PASW/SPSS 
statistical software [29]. 

5 Results 

The results from an initial descriptive analysis (Table 3 & Fig 1) revealed that 
regarding the higher level, all the stakeholders prioritize Features (A) first, assigning in 
general higher values (mean value 34.5, median 35). On the other hand, the 
requirements related to Project Management (C) seem to receive the lowest values 
(mean value 17.5, median 20).  
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Table 3. Results of Descriptive Statistics of Higher Level requirements 

 Features  
(A) 

System  
Properties  
(B) 

Project  
Management  
(C) 

New Technology  
Adaptation 
(D) 

Mean 34.5 24.9 17.5 23 
Median 35 25 20 20 
Minimun 10 10 5 8 
Maximun 60 45 40 60 
Std Deviation 10.85 7.72 7.42 9.86 

 

Fig. 1. Box Plot for the requirements prioritizations at the Higher Level (original values) 

Taking into consideration the prioritization according to the different groups of 
stakeholders, the results from the descriptive analysis regarding the higher level 
revealed that all groups assign at the average the highest values to Features (A). The 
largest value of all is assigned by Senior Executives stakeholders (Table 4 and Fig 2). 
On the other hand, the requirements related to System Properties (B) seem to receive 
the lowest values from this group of stakeholders. Seniors seem to emphasize more on 
a powerful IT system, with strong feature characteristics, and less on practical issues 
like the ability of statistic services or the implementation procedures. Other interesting 
findings are: requirements related to New Technology Adaptation issues seem to be 
more important for the Software Developers than the other groups of stakeholders, 
Systems Properties are more important to simple Users and Project Management 
requirements seem to be more important for Executives. 
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Table 4. Mean values of high-level requirements in the different groups of stakeholders 

 Features  
(A) 

System 
Properties 
(B) 

Project 
Management  
(C) 

New Technology 
Adaptation 
(D) 

Senior Executives 43.33 15.00 18.33 23.33 
Executives 37.22 25.00 19.44 18.33 
Software Developers 32.36 22.36 16.55 28.73 
Users 33.50 26.93 17.21 22.36 

 
Fig. 2. Bar chart of means of all high-level requirements in the groups of stakeholders 

The results obtained at the lower level are presented in Table 5. Here we report the 
statistics of the weighted percentages taking into account the number of lower level 
issues within each issue of the higher level [7]. Again, requirements related to 
Features, are prioritized with the highest values (Usability (A1), Operability (A2) and 
System Response Time (A3)). The requirement with the lowest values is Outsource 
Development (C3). It is also remarkable that Prevention of duplicate data entries (B5) 
receives in general high values of prioritization.  

Similar results are obtained regarding the different groups of stakeholders (Table 6). 
It is clear (Table 6) that requirements Usability (A1) and Operability (A2) are 
prioritized high and especially by senior stakeholders. On the contrary, it is noticeable 
that Users seem to assign low amounts on Data security (A4) and Adaptability (A5), 
which deserves further investigation. Hence Users seem to attribute high values to the 
Ability of Statistical Services (B1), Bureaucracy issues (B3) as well as to the Prevention 
of Duplicate Data (B5).  

Taking into consideration the Project Management requirements, the results were 
more or less expected . Senior stakeholders prioritize higher issues related with Cost 
(C2), where on the other hand Software Developers assign higher values to Time (C1). 
Finally, Software Developers prioritize with high values all the requirements related to 
New Technology Adaptation (D) issues . 
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Table 5. Results of Descriptive Statistics of Lower Level requirements 

 Mean Median Min Max 
Std 
Deviation 

Α1: Usability 9.80 9.51 1.14 31.91 6.01 
Α2: Operability 8.09 6.67 1.14 17.39 4.17 
Α3: System Response Time 9.13 8.51 1.11 26.6 4.35 
Α4: Data Security 4.89 4.79 0 9.78 2.37 
Α5: Adaptability 5.44 4.89 0 21.28 3.56 
Β1: Ability of Statistic Services 6.79 6.62 0 16.48 3.78 
Β2: Configurability 3.57 3.30 0 15.63 2.74 
Β3: Publishing-printing Forms/ Limiting 
Bureaucracy 

5.74 5.62 0.31 21.54 3.40 

Β4: Procedures Implementation 3.86 3.33 0 10.77 2.36 
B5: Prevention of duplicate data entries 7.09 6.59 2.13 13.64 3.27 
C1: Time 4.88 4.44 0.64 10.67 2.57 
C2: Cost 4.07 3.52 0.08 10.55 2.45 
C3: Insource Development 4.09 3.64 0.08 8.89 2.07 
C4: Outsource Development 2.30 1.98 0 8.89 1.69 
D1: Mobile Technologies 6.10 6.02 1.70 16.74 3.21 
D2: Internet Publications 4.87 4.35 0 18.18 3.37 
D3: Barcode/RFID Implementation 3.82 3.40 0 10.21 2.21 
D4: GIS Interconnection of Distribution 
Network 

5.47 5.22 0.42 16.74 2.99 

Table 6. Results of Descriptive Statistics regarding the different groups of stakeholders: Lower 
Level  

 
Senior 
Executives Executives Software 

Developers Users 

Α1: Usability 13.95 9.86 7.84 10.12 
Α2: Operability 11.98 8.19 7.65 7.81 
Α3: System Response Time 7.10 9.14 6.67 10.31 
Α4: Data Security 7.84 6.85 5.92 3.54 
Α5: Adaptability 6.17 6.15 7.32 4.39 
Β1: Ability of Statistic Services 4.21 7.69 5.04 7.46 
Β2: Configurability 2.02 3.09 3.96 3.74 
Β3: Publishing-printing Forms/ 
Limiting Bureaucracy 

2.29 4.95 4.55 6.82 

Β4: Procedures Implementation 3.72 4.86 4.35 3.37 
B5: Prevention of duplicate data 
entries 

4.21 6.39 6.54 7.85 

C1: Time 4.85 5.10 5.21 4.68 
C2: Cost 4.99 4.70 4.10 3.77 
C3: Insource Development 4.26 4.41 3.10 4.37 
C4: Outsource Development 1.99 2.68 2.22 2.24 
D1: Mobile Technologies 5.29 5.07 7.33 6.02 
D2: Internet Publications 3.52 3.54 6.49 4.80 
D3: Barcode/RFID 
Implementation 

4.36 3.66 4.38 3.59 

D4: GIS Interconnection of 
Distribution Network 

7.26 3.68 7.34 5.13 
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The prioritized data of the lower level were transformed and analyzed separately 
with the methods of CoDa described in the previous section (replacement of zeros and 
clr transformation). One-way ANOVA and DA were applied to the obtained data. 

The results from one-way ANOVA revealed that there is a statistically significant 
difference between the way the different groups of stakeholders prioritize some of the 
18 requirements of the lower level. Specifically, the requirements with significant 
differences between the different roles of the stakeholders (p<0.05) are the following 
five: Data Security (A4), Adaptability (A5), Publishing-printing Forms/Limiting 
Bureaucracy (B3), Insource Development (C3) and GIS Interconnection of 
Distribution Network (D4).  

Furthermore, for those requirements that ANOVA showed significant difference, we 
used the Tukey’s post-hoc test (for equal variances) and the Games-Howell (for 
unequal variances) in order to see which of the groups are different. For each of these 
five requirements the appropriate post-hoc test gave the following results: 

Data security (A4): There is statistically significant difference only between Users and 
all the other roles. The important finding here is that Users prioritize this requirement 
with significantly lower values than all the other groups (Fig. 3). It is also notable that 
A4 is very important issue for the Senior Executive stakeholders. 

Adaptability (A5): The only statistically significant difference here is between Users 
and Software Developers. Again it is remarkable that Users prioritize low adaptability 
issues (Fig. 4). This is not so unexpected result since system’s ability of adjusting to 
the new processes or changes of the existing framework is not of the main concern of a 
simple user. 

Publishing-printing Forms/Limiting Bureaucracy (B3): (Fig. 5 ). The significant 
differences are between Users and Senior Executives, and between Users and Software 
Developers. Here, it seems that simple users are more concerned about issues related to 
the workload due to the bureaucracy that can be limited by the new system. 

 
Fig. 3. A4: Data Security (clr transformed values) 
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Fig. 4. A5: Adaptability (clr transformed values) 

 
Fig. 5. B3: Publishing-printing Forms/Limiting Bureaucracy  (clr transformed values) 



 Statistical Analysis of Requirements Prioritization for Transition to Web Technologies 79 

 
Fig. 6. C3: Insource Development (clr transformed values)  

 

Fig. 7. D4: GIS Interconnection of Distribution Network (clr transformed values) 
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Insource Development (C3): The only significant difference here is between Software 
Developers and Users. The unexpected finding is that Users are more concerned about 
the insource development than the developers themselves (Fig. 6). It is true that users 
count on the company’s development team. The developers are able to understand 
user's daily routine and can deliver a better application.  

GIS Interconnection of Distribution Network (D4): There was only one significant 
difference, between Executives and Software Developers. It seems here that the group 
of executives prioritizes low the issue of geographical mapping of the distribution 
network through GIS technology (Fig. 7). 

At the next step in our analysis we perform stepwise Discriminant Analysis (DA). 
DA is used to address the following research question: Is there a combination of 
requirements which are able to discriminate the various groups of stakeholders 
according to their prioritization attitude? As already mentioned, DA was first applied 
to the initial 4 inherent groups, but  the model was not satisfactory since only the 
58,8% of the cross validated groups of stakeholders were classified correctly. Hence 
we applied it to a new grouping with only two categories. Specifically, we congregated 
our stakeholders into 2 groups.  

The first group contains the first 3 role categories (Senior Executives, Executives 
and Software Developers) while the Users consist the second group. This division was 
decided so as to have in the first group employees with high expertise and high access 
in internal company information in technical or managerial and administrative issues 
(Experts) and in the second group Regular Users. Of course, it can be argued that users 
are experts too, especially regarding specific operations within the organization. 
However, their perspective of the system as a whole is quite different since they do not 
actually have to take managerial decisions. The distribution of the stakeholders within 
the second grouping is shown in Table 7. 

According to the stepwise DA results, the statistically significant requirements for 
the discrimination of the stakeholders groups are the following four: Data Security 
(A4), System Response Time (A3), Configurability (B2) and Insource Development 
(C3). Moreover, according to the Wilk’s Lambda criterion, the most important 
requirement for the discrimination of the groups is Data Security (A4).  

The classification accuracy is satisfactory since the overall cross validation accuracy 
rate is 84.3%. More specifically, DA classifies correctly 91.3% of the Experts, while 
the Regular Users are correctly classified at a 78.6% rate. The ROC curve of DA 
discriminant scores is presented in Fig. 8. The AUC statistic is 0.936 (p<0.001) 
showing that the classification of groups of stakeholders is achieved with high 
accuracy based on their prioritization of the four aforementioned requirements. 

The coefficients of the discriminant function resulted from DA show that Experts 
prioritize higher than Regular Users the requirement for Data Security. On the other 
hand, Regular Users prioritize higher all the other three requirements, i.e. System 
Response Time, Configurability and Insource Development.  

Table 7. Groups of Stakeholders  

Role TOTAL Percent (%) 
Experts  23 45,1% 
Regular Users 28 54,9% 
TOTAL 51 100% 
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Fig. 8. ROC curve for the Discriminant Analysis for Experts and Regular Users prioritization 

6 Discussion of Results and Threats to Validity 

The statistical methods analyzed the different views, priorities and expectations for the 
new IT system. The results show that the four different groups of stakeholders and the 
merged two groups of users have only few differences in prioritization of requirements. 
Both analyses (ANOVA and DA) revealed the significant differences regarding the 
issues Data Security and Insource Development. Experts are very concerned for the 
security of data due to their sensitive position in the company. On the other hand, 
regular users pay more attention to the confidence they have for the company 
personnel developing the new system. In general, the results show that there are no 
strong disagreements that would threaten the success of the project.  

Software development projects usually start with high expectations and promises to 
improve and support everyday business activities but sometimes end in failure (see for 
example [31]). Among the common factors of failure is the poor communication 
between the stakeholders [31], [32], [33]. In our case study the IT executives face the 
challenge of success in an urgent way, since the employees of the company already use 
the current system and therefore the comparison with the new one is inevitable. On the 
other hand, internal regular users have to use the system on an everyday basis since it 
is the only available for their work. Therefore user satisfaction is an important success 
indicator for the project. The results of the case study help the company's IT decision 
makers in consecutive phases. First, they can easily review the current situation and 
identify weaknesses and plans for improvements on the new system. Then, they need 
to develop an implementation plan considering the research results in order to deploy a 
new software that meets the users’ expectations. Finally, during the testing period, they 
can choose beta testers from the interviewed employees and compare their experience 
obtained from the new system with their answers in the present study.  
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The fact that the differences found in prioritizations of stakeholders are only few 
and in general anticipated and interpretable is positive in the sense that they can be 
taken into account easily and implemented in the developed software. The lack of 
strong and conflicting disagreements is an indication that the transition to the new 
modernized Web technologies will be achieved smoothly and with limited criticism.  

Regarding the validity threats, the study is clearly exploratory and by no means can 
the findings be generalized to other companies or situations. The stakeholders do not 
constitute a random sample; however they were approached for their experience and 
expertise so their responses are considered especially valid.   

As a future work we plan to repeat the study with the same respondents after their 
interaction with the new system. This replication of the survey will concern issues of 
the new systems’ functionality, corresponding to the requirements studied here. This 
will essentially provide feedback for quality evaluation of the new system.  
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Abstract. Requirements engineering is a core part of the software engineering 
lifecycle with tremendous leverage on software development success. It 
becomes particularly difficult in the context of global software engineering due 
to the need to coordinate many different stakeholders in a distributed setting. In 
this paper we survey some main results in global requirements engineering. We 
will address both the development of systems with internationally distributed 
customers as well as the situation of globally distributed development.  

Keywords: requirements engineering, global software engineering, distributed 
development, internationalization, communication, coordination. 

1 Introduction 

Today, software development happens increasingly in a globally distributed context. 
This is due to a number of factors. In particular, markets themselves are increasingly 
globalized, which means that sometimes even small companies build software for a 
customer on another continent. But also the competition for competent software 
engineers is strong in many parts of the world, leading to the creation of development 
centers around the world by many large corporations. Whatever the reason is, the 
consequence is that it is important to perform requirements engineering in a way that 
deals with the aspects of distribution and internationalization. In this study, we aim to 
summarize results from an analysis of results from global requirements engineering.  

The recognition that global requirements engineering poses particular and 
challenging problems is not new. Cheng and Atlee described this as an important 
requirements engineering problem [1]. Herbsleb also described requirements 
engineering as an important problem in global software engineering [2].  

When discussing the problem of global requirements engineering, we found it 
important to distinguish: 

1. Internationalization: the development for a set of international (globally 
distributed) customers (perhaps with a single, localized development team) and 

2. Distribution: the development in a globally distributed environment, where many 
developers are in a different location from the customer(s).  



86 K. Schmid 

While both problems often co-occur, they are different and may require slightly 
different strategies for handling them. This is particularly true as key parameters like 
the possibility to influence the organizations differ. For example, a development 
organization may decide to change its processes for all development personnel, but it 
is not able to influence processes in the customer organization. However, also 
common strategies exist as some problems are crosscutting such as handling cultural 
differences.  

The first of these problems also entails that systems must be customized to the 
demands of a particular customer, especially if the same or similar systems must be 
provided to multiple customers. The adaptation of software to an international 
customer base is often described as Internationalization [3][4][5]. Hence, we refer to 
this form of Requirements Engineering as International Requirements Engineering 
(IRE). While internationalization addresses the customization to regional differences 
such as language, time zones, etc., often also functional customizations are required to 
adapt software to different customer needs [6]. This need for diversity also makes 
product line engineering relevant to this situation [7]. 

On the other hand requirements engineering may need to interact with a globally 
distributed development team. This might even mean that people within the company, 
who are involved in requirements engineering, are globally distributed. We will refer 
to this company-internal aspect as (Globally) Distributed Requirements Engineering 
(DRE), as the main characteristic of this is the distribution of requirements 
engineering and the consequences this leads to, like company-internal culture clashes. 
We will use the term Global Requirements Engineering (GRE) to refer to the 
combination of both. In global software engineering the main focus is usually on 
those aspects that are related to distribution. It should be noted that our use of the term 
global is intentionally broader than this and also includes the identification of 
international differences in requirements and providing the basis for the 
corresponding adaptation, as this is part of the globalization problem as a whole.  

While in practice DRE and IRE may occur together, they are conceptually different 
and each may appear alone as well. In particular, a situation where IRE will occur 
without (relevant) DRE is when the customer itself is distributed or there are a 
number of different international customers, but the development is collocated at a 
single site. On the other hand, the customer might be next door to the requirements 
engineer, while the development team is globally distributed.  

In Section 2 we will survey results on IRE, while in Section 3 we will discuss 
DRE. Finally, in Section 4 we will conclude. 

2 International Requirements Engineering 

In this section, we focus on the issue of internationalization of software engineering 
and what this implies for requirements engineering. Thus, while we do not necessarily 
assume that software development itself is distributed (actually the whole software 
development might be collocated in a single office), we assume that at least some 
customers will be in a different country. This entails, in particular, that there is a 
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difference in location and often in culture and language between the customer and the 
development organization. Moreover, often an additional dimension of complexity is 
introduced, if multiple customers in different countries must be supported at the same 
time and their demands must be combined into a single system or product line. While 
this seems a rather common situation in software engineering, we could only identify 
few sources in the globalization and requirements engineering literature that 
addressed the requirements engineering problems in internationalization explicitly.  

2.1 Research Questions 

Internationalization and interfacing with an internationally diverse set of customers 
leads to a number of problems. The questions we tried to answer as part of our survey 
were mostly developed based on trying to identify those issues were we expected that 
differences in internationalization would make the largest impact (i.e., context issues, 
language issues, interacting with a set of distributed customers). Our list of questions 
was also influenced by an initial analysis of the relevant literature on 
internationalization and global requirements engineering [7], thus, we do not list here 
research questions, for which we did not find a substantial amount of information. 
This led us to the following research questions: 

1. Which models exist for organizing customer interaction?  
2. How to address issues of cultural diversity? More precisely how to bridge a 

cultural gap between a client and the development organization? 
3. How to address context issues (e.g., different legal, climate, educational 

environments)? 
4. How to deal with requirements negotiation and integration? 

We are fully aware that internationalization may impact many more aspects of 
requirements engineering. However, we restricted ourselves to this list to ensure that 
the problem would remain manageable. We will now discuss our core findings with 
respect to each of the questions given above in individual subsections. 

2.2 Organizational and Communication Issues in Customer Interaction in 
Requirements Elicitation 

Customer interaction is a core part of requirements engineering as it is central to 
requirements acquisition. If it is difficult to interact with all relevant stakeholders, 
often problems with inadequate requirements occur, which may significantly hinder 
development. This problem is particularly strong if due to distance the relevant 
stakeholders cannot be identified and included in the communication [10]. 
Prikladnicki et al. discuss a number of case studies from a range of different situations 
(internal and external development in offshore and near-shoring) and conclude that 
especially requirements elicitation is very problematic in offshoring models [11].  

While we could not find a definite categorization of customer interaction models in 
literature, we believe that most situations can be categorized based on the following 
scheme. At least all cases we found in studies belong to the following categories:  
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1. Own sales office: there is an office of the development organization in the country. 
2. Partnering: A partner relationship with a company from the target country exists. 

Thus, requirements exchange usually happens with this organization, as opposed to 
direct customer interaction.   

3. Repeated Meetings: Repeated meetings with the customer organization are 
organized to ensure good communication. This might culminate in bringing 
developers to the customer organization.  

4. Co-located customer: A member of the customer organization is embedded with 
the development team, e.g., as a product owner in an agile setting. 

5. Remote Interaction: Use of techniques like video-teleconferences, email, etc.  

Of course, the different approaches are not mutually exclusive. Rather they can be 
well combined to address the various problems of International Requirements 
Engineering. It is interesting to note that we did hardly find approach 2 discussed in 
scientific literature, while it seems that it is useful for small companies that produce 
standardized software for a broad market as it simplifies interaction and reduces costs.  
However, this implies a three-tiered organization: development organization, partner 
organization, and customer. As a downside this makes it hard to correctly identify the 
requirements of a customer as they may become distorted in the process. This is 
emphasized in [12], where it is mentioned that “It is typical that resellers distort the 
facts...”. It also leads to added complexity of the stakeholder network, but this 
problem is only partially related to internationalization, but rather to the very large 
number of entities with whom interaction is necessary. In this context also problems 
of dealing with prioritization and assessing the relative business value of requirements 
are amplified. They also report that the added link in the market communication 
introduces delays. These issues are mostly relevant to market-driven development, 
which often relies on strategies 1 or 2.  

Some work also aims to provide techniques to analyze and improve distributed 
information flow in a general way (i.e., independent of a specific setup). This is 
typically related to communication and organizational issues. These approaches are 
not necessarily specific to requirements engineering [19], [20].  

Most papers focus on cases with direct customer interaction. In this context it is 
still rather unclear how to organize it as evidence so far seems inconclusive. Hanisch 
and Corbitt [10] describe a case where several approaches are tried over the course of 
a project (users at development site, each at their site, developers (partially) at user 
site), but no matter which way the organization is done, still problems arise. They 
summarize their experience in the recommendation that it is important to put one 
person in charge of communication and also to use a video conferencing facility. But 
the question remains whether this should be regarded as a success case, as they state 
that the involved people would not like to repeat the experience. 

While often the importance of personal interaction is emphasized (a viewpoint, 
which is also shared by the author), the study by Calefato et al. [13] shows that text-
based elicitation can be as effective as face-to-face communication. However, they 
also note that participants prefer face-to-face communication. Thus, it might be more 
an issue of (social) preference than a fundamental quality of an approach. 
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As emphasized by Damian [8] a problem in global software engineering is the 
language. While the involved parties may share a language (e.g., English), they might only 
know it as a foreign language. In an activity that relies heavily on communication like 
requirements engineering, this weighs particularly heavy. However, this is only rarely 
explicitly discussed in most case studies. Rather, it seems that typically English is used as 
a common language and the assumption is that sufficient language skills exist on both 
sides to achieve a sufficiently fluent communication. An exception is presented in [14] 
who discuss a Chinese-German case study. English was used as a communication 
language, but they emphasize that problems arose, as it was a foreign language to both 
parties. Here, proxies who were explicitly tasked with keeping up communication helped 
to improve the situation. 

If there is a huge time difference among the participating organizations this poses a 
big problem as Hanisch and Corbitt [10] discuss. This can be an additional driver to 
bring part of the development to the customer site. They also point out that it might 
lead to further effects like late working hours to create a shared time window.  

2.3 Cultural Diversity 

An important problem in communication in Requirements Engineering is the issue of 
cultural diversity [23]. There might be fundamental differences between development 
organization and customer organization. Cultural differences are rather standard to 
requirements engineering on a mundane level like different company cultures or those 
that arise from different personal backgrounds (like engineering vs. marketing). 
However, this problem may be strongly compounded in the context of international 
development that stretches across different cultural zones (like Asian vs. European).  

Brockmann and Thaumüller [14] discuss this issue in the context of a project with 
a German development organization and a Chinese customer organization. They focus 
in particular on the context of agile requirements engineering and point to several 
conflicts of agile approaches with both German and Chinese values. The problem is 
compounded by the fact that German and Chinese values are also directly in conflict. 
However, while they emphasize a number of problems, they only describe the 
approach of using proxies in order to address the problems.  They do not discuss in 
detail how successful this approach is, actually it seems the evaluation is still ongoing.  

It is interesting to note that Hanisch and Corbitt [10] discuss that even the cultural 
difference between New Zealand and the UK posed significant problems, despite the 
strong relations between the countries and their culture. They also mention that it is 
possible that the problems were compounded by the cultural differences between a 
small company and a large government organization. 

An important question is to what degree does formal cultural knowledge help to 
bridge the gap. While the corresponding analysis by Gotel and Kulkarni [25] focuses 
on cultural differences within a development team, their results are rather negative: 
teams that received such training did not cooperate better than others, which did not 
get such training. It remains, however, unclear whether this result generalizes to other 
kinds of cultural training or is specific to their approach. 
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Table 1. Overview of Context Issues Particularly Relevant to Requirements Engineering 

No. Context Factor Description 

1 Language customers may use a different language 

2 User Interface due to language issues and cultural issues it might be necessary to 
create different kinds of user interfaces 

3 Local Standards the customer might use different standards like calendars or 
measurement systems than the developer 

4 Laws and 
Regulations 

they might be fundamentally different between customer and 
developer, but taken as obvious, as the customer is never concerned 
with other rules, thus the presence of a difference might even go 
easily unnoticed 

5 Cultural 
Differencesa 

due to cultural differences the expectations regarding functionality, 
behavior, design, etc. of the final system may be profoundly 
different, again this usually forms tacit knowledge 

6 Regional Issues the situation for the customer might again be regionally sub-
divided, so that not a single solution, but a product line or 
customizable system is required 

7 Educational and 
Work Context 
related Issues 

in different regions different levels of educational background 
might be expected, which may require very different user 
interfaces (e.g., when operating certain machinery [6]) 

8 Environmental 
Conditions 

the products might need to work in environmental conditions, 
fundamentally different from those the developers assume, giving 
rise to corresponding requirements 

a.  This refers to cultural issues that have an impact on the final product as opposed to cultural 
issues that have an impact on the customer-developer-interaction. 

So far cultural issues in global software engineering have been mainly discussed in 
the context of development team internal issues. Based on our overview, it is 
important to note that many of the typically recommended practices, such as cultural 
trainings, seem to provide less benefit than typically claimed.   

2.4 Usage Context Issues 

While the previous sections mainly focused on aspects that influence the requirements 
engineering method, context issues also influence the requirements themselves. Thus, 
it is important to IRE that these requirements are also identified as part of 
requirements engineering. The importance of context is also emphasized in [8].  

We use the term (usage) context issue in a broad sense by referring with it to any 
issue that impacts the requirements of a system due to the place where the software is 
used. Sub-categories that we could identify from work on internationalization are 
given in TABLE 1. While this list is not necessarily complete, it is a good starting  
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point for addressing differences. The interesting point is, however, that we hardly 
found guidelines on how to deal with them in the literature that we analyzed from the 
requirements engineering and global software engineering backgrounds.  

However, these issues are recognized in the area of software internationalization 
[3][6], although most work there typically focuses on languages and language-
induced differences. The first three items in TABLE 1 are widely considered in 
internationalization [6][4]. For many of them (e.g., different languages for the user 
interface or different calendars or units of measurement) very good support exists also 
from a technical perspective. However, some impacts are much more subtle. For 
example, [6] describe a case study where differences in language (German vs. 
Chinese) led to differences in fonts and finally required a hardware redesign to ensure 
readability of the user interface. The authors also state that taking such requirements 
into account is of great importance to achieve product success (their first version, 
which did not take this into account was not successful). Another language issue is 
that some countries have more than one language and thus systems must be capable to 
switch among these languages at any time. An extreme case is India, where more than 
20 languages and 11 scripts are in use [18].  

Laws and regulations in different countries might introduce very subtle, but key 
distinctions, while having very profound effects on the product requirements. As 
customers cannot be expected to know them all, the development team faces the 
question of how to identify these requirements in a foreign state. A non-trivial 
challenge for which we could not find good advice in literature, especially as the 
developer team might not even be aware that relevant laws and regulations may exist. 
The standard requirements engineering answer for identifying such tacit knowledge is 
to use ethnographic methods like observation. However, these methods also require a 
significant amount of time, while being still prone to omissions of rare events [17]. 

Cultural differences may also significantly impact the details of the product 
requirements as they may form expectations. This might be in the form product 
requirements like the supported business process or it might impact the design of the 
user interface. Examples of the former are everyday processes like the usage of a gas 
pump, where substantial differences exist among countries with a corresponding 
impact on related products. This makes it very important to identify and understand 
cultural expectations early on, as otherwise the result may not be acceptable. 

Also the educational background of people or environmental characteristics might 
significantly impact the requirements of the resulting system. For example, in some 
countries one needs to include particularly low-skilled workers. This might then have 
an impact on how they are expected to use machinery or what they are allowed to do. 
This might be further compounded if different groups are introduced with different 
skill levels [6]. It is very hard to identify such issues, without any ethnographic 
studies, as the customers will often not be able to voice these issues in the beginning 
(as they are obvious to them). Jantunen et al. [12] also emphasized the problems of 
identifying the needs (even in the presence of a proxy).  
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2.5 Requirements Negotiation and Prioritization 

Requirements need not only be elicited, but negotiated and prioritized. It seems that 
these activities are significantly different in some respects from elicitation. For 
example, while Calefato et al. [13] found that for requirements elicitation text-based 
communication is roughly as efficient as face-to-face communication, their 
experiments show that for requirements negotiation face-to-face is more effective. A 
key problem of internationalization is identified in [12], where the authors conclude 
that it is very difficult to determine the value of a requirement in a distributed 
situation. However, their conclusion might be partially due to the fact that they look at 
a case where the company can only indirectly communicate with the customer. In 
their context (market-driven development) they additionally face the problem of 
integrating multiple requests in a balanced way. This problem is also addressed in the 
context of product line engineering as scoping from different perspectives [15], [16].  

Bhat and Gupta address requirements engineering in a maintenance situation [22]. 
They emphasize that requirements must be clustered to identify what requirements 
belong together and with which role they are associated to prioritize them correctly. 
They also emphasize the need to communicate priority back to the stakeholders. 
Damian emphasizes the importance and difficulty of establishing a trust relationship 
in a distributed setting [8]. Crnkovic et al. also mention the importance of relationship 
building as a success factor in the context of the many student courses they conducted 
[24]. In their courses they support this by enforcing intensive communication.  

2.6 Summary 

In this section, we discussed the problem of identifying requirements with customers, 
who are in a different country as the development organization. We introduced the 
term International Requirements Engineering (IRE) to emphasize this situation. We 
identified a number of different issues in this context, which we discussed based on 
existing literature from requirements engineering and global software engineering. 
We also used additional literature, where appropriate (in particular from software 
internationalization). 

Overall, there is a broad range of issues that come up in the context of IRE: they 
impact all phases of requirements engineering from requirements elicitation over 
requirements analysis to negotiation and prioritization. A fundamental question here 
is how to organize customer interaction. This strongly influences further decisions in 
IRE. However, we found little discussion of this as most cases reported on single 
system, contract-based development with direct customer-developer interaction. The 
introduction of a separate sales office leads to a significant difficulty in creating close 
cooperation between development and customer, but it also provides major benefits to 
small- and medium-size companies when they aim at an international market. 

Organizational issues are a very important problem in IRE. The challenge in IRE is 
that the possibility to influence this is rather low as the development organization has 
typically no direct power to make changes to the customer organization. A fundamental 
decision is how to organize the customer interface. Using an intermediary organization 
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has fundamental advantages, but also disadvantages. Thus, we assume this is only useful 
if the development organization deals with a large range of customers like in the case 
studies by Jantunen et al. [12]. 

Cultural differences between developer and customer organization may negatively 
impact the requirements engineering process. This is not only true for regional 
differences, but also company cultures or the cultural difference between small and 
large company must be taken into account. Cultural differences may easily lead to 
interpretations of requirements that are inadequate and hence result in inacceptable 
products.  

We also identified context issues that give rise to specific requirements that are 
often hard to identify. Typically ethnographic studies are proposed for this. This 
reinforces the need for people exchange between both organizations and it seems to 
promote that more benefits are gained if the development organization visits the 
customer organization than vice versa. 

Finally, requirements negotiation and prioritization are impacted by international 
development. It seems to be very important to facilitate direct communication 
between development and customer and among different customer groups, preferably 
face-to-face. If this is not possible, at least transparency of process and status must be 
achieved for all involved stakeholders. In particular, the multiple, distributed 
stakeholder needs must be clustered to adequately represent the corresponding roles.  

3 Distributed Requirements Engineering 

In this section we focus on Distributed Requirements Engineering (DRE) as defined 
in Section 1. Thus, the main focus is on how to ensure that everyone in development 
has the same understanding of the system that must be developed and that the 
understanding corresponds to the customer intentions.  

3.1 Research Questions 

In order to identify guidelines for DRE, we identified three research questions based 
on the following rationale: If development is distributed, then it might become 
problematic to identify what information must be elicited. Also people on the 
development side who need to participate in the elicitation may be distributed leading 
to problems integrating them in the elicitation. Then, once elicited, the information 
must be communicated across the organization and a common understanding must be 
achieved. Finally, people need to act in a coordinated way based on the gathered 
information. This is summarized by the following questions, which provide the basis 
of our analysis:  

1. How to organize elicitation in the context of requirements engineering?  
2. How to ensure communication of requirements and a coherent vision of the system 

across the organization?  
3. How to ensure good cooperation across organizational borders?  
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Many of the issues (and approaches) we found are not specific to requirements 
engineering. Actually, many are of general importance to distributed software 
development. However, we restricted our survey to issues that are explicitly raised in 
the context of RE.  

3.2 Organization of Elicitation 

The organization of elicitation has already been partially addressed in Section 2.2. 
However, our focus here is on the elicitation problems that may occur due to the 
distributed nature of the development and not because of distributed customer sites. This 
situation is characterized by the fact that the development organization is distributed and 
that different parts of the development organization may have different information needs 
and may even try to communicate with the customer simultaneously, perhaps in an 
uncoordinated fashion. Unfortunately, we could not find very much information on this, 
as most work that addresses global requirements engineering addresses the basic situation 
that one customer interacts with one (part of) a development organization. Probably the 
closest to this is the situation described by Jantunen et al. [12]. In their case study the core 
development organization communicates through a number of sales offices and partner 
companies with the customer. In this case the core elicitation function is actually handled 
not by the development company, but is part of the sales offices, thus, they are 
responsible for part of requirements engineering. The developers emphasize that through 
this indirection step time is lost and the integration of requirements that arrive through 
different channels becomes hard. Moreover, it is extremely difficult in such a situation to 
assess the (relative) business value of the various requirements.  

Bhat et al. also provide an interesting case study [23]. They discuss the situation 
that both the business managers on the client side as well as the development team are 
distributed. This arrangement became particularly problematic as access to the 
business managers had to be routed through the IT-organization of the customer. 
While this simplified communication, as only one point of contact was needed, it was 
much harder to communicate with the user. In this situation also multiple parts of the 
developer organization communicated with different parts of the client organization. 
This led to disagreements among the different development teams on issues like the 
requirements approach or the current status of the project. The fact that multiple 
teams worked in parallel also led to further misunderstandings and conflicts. 

In these examples, we see the issues that may occur highlighted. In both cases the 
authors of the studies also made some recommendations on how to deal with this 
situation. Jantunen et al. [12] provide some examples of how the organization aimed 
to address the problem by establishing a central product management and try to create 
direct links from there to the customers or to introduce rigorous prioritization 
techniques to ensure that tradeoffs among the requirements relevant to the different 
markets can be made. Bhat et al. [23] also discuss some proposals for improving the 
situation. However, while they give several recommendations, they do not clearly 
relate them to the situation described above. Some of the probably relevant practices 
are: create a shared process, this can include methods like distributed quality function 
deployment for requirements prioritization. Another one that is relevant to these 
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problems is to encourage shared responsibility through measures like increasing 
visibility through frequent deliverables. Finally they mention the need to create trust, 
e.g., through scheduling ongoing informal meetings. However, in this second case the 
guidelines are not as precise and it is not clear what evidence exists for them.  

3.3 Communication of the Requirements 

Communicating requirements in a distributed software development organization is 
important and difficult. Damian [8] discusses this intensively and identifies the 
following approaches to address the problems: 

• Define a clear organizational structure with communication responsibilities for the 
distributed project. 

• Establish peer-to-peer links at all management, project, and team levels across 
distributed sites. 

• Partially synchronize inter-organizational processes and perform frequent iterations 
and deliveries.  

• Establish cultural liaisons. 
• Maintain “open communication lines” between well-defined stakeholder roles. 
• Frequently inform and monitor progress on commonly defined artifacts. 

We do not want to discuss these guidelines in detail. It is important to note that 
they all focus on enforcing communication and improving cultural understanding. 
Damian also mentions that modern requirements engineering tools might provide a 
good basis for improving this situation [8]. However, they mainly contribute towards 
a commonly visible status. In general, it is hard to determine the validity of these 
guidelines, as they rely on a meta-study and no analysis of the validity is given.  

Crnkovic et al. also share the view that communication should be enforced based 
on their experience of several years of global software engineering lab courses [24]. 
However, this seems to be partially in contrast with results by Gotel and Kulkarni [25] 
who report that enforcing cultural understanding is not necessarily helpful. It should 
be added that both experiences stem from student experiments and are not necessarily 
representative of requirements engineering practice. This limits their external validity.  

Gorschek et al. [26] propose a similar view when they contend that tools, 
communication and mutual understanding are an important issue. Based on their 
experiences in distributed projects, Bhat el al. [23] mention agreement on processes, 
shared culture and goals, and appropriate tools as major success factors. Laurent et al. 
also mention a common requirements database or a Wiki as an important factor to 
achieve transparency of the current status [19]. Hagge and Lappe also mention 
standardized documentation as an important factor in [27]. This was identified based 
on an effort to gather requirements process patterns. Similar advice is given by 
Berenbach and Wolf, who propose an approach to requirements documentation, 
which emphasizes the use of traceability among different requirements (sub-)models 
such as feature lists or use cases and a common requirements database [21]. This 
approach was successfully applied in several case studies at Siemens.  
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Nicholson and Sahay point out that cultural issues can also strongly influence 
requirements communication [9]. In a case study of shared development between 
England and India they identified cultural differences as major obstacles in the area of 
requirements engineering. For example, they mention that Indians tended to take all 
requirements without questioning them, while the site in England expected that 
requirements would be questioned. This led to significant misunderstandings wrt. to 
the requirements. 

3.4 Ensure Cooperation across Organizational Borders 

Requirements engineering requires intensive cooperation and communication. On the 
one hand this needs to happen in relation to the customer, but on the other hand also 
among requirements engineers and with other functions in the software development 
organization like architects or testers.  

In distributed organizations, there are significant inhibitors to this: this is on the one 
hand due to typical problems of regional diversity, but in addition, as Gumm finds [28], 
organizational distribution can be an even larger challenge than physical distribution. In 
requirements engineering we find that engineers can often be assigned to different 
countries, customer groups, key accounts, etc.; moreover, in some organizational setups 
architects and/or testers might belong to different organizational groups, again. Thus, we 
recognize that these organizational borders might pose significant problems in their own 
right with respect to the dissemination of requirements knowledge and a coherent product 
vision throughout an organization.  

So, how can we ensure that despite such problems a fluent cooperation is ensured? 
Crnkovic et al. emphasize the importance of creating intensive communication links 
early on in a project [24]. Damian mentions the need to take different languages into 
account [8]. In the internal communication sometimes distributed organizations 
attempt to address this by introducing a reference language, often English. However, 
it needs to be taken into account that using a non-native language will usually 
introduce significant overhead for people. Further, while Damian focuses here on 
languages like English vs. Chinese, different interpretations may also exist within the 
same country, in different organizations (e.g., requirements engineers vs. architects), 
or even among different requirements engineers (especially after a company merger), 
all this may negatively impact cooperation and communication. 

Damian also mentions the need to recognize and understand differences among the 
cooperating groups [8], a viewpoint that is supported by Crnkovic et al. [24]. In order 
to achieve this, they propose to create cultural liaisons, i.e., people from one 
background switch to a different organization to help bridge the gap. Another strategy 
is to establish what Damian calls peer-to-peer links at all levels across distributed 
sites. In this case, on both sides a person gets the dedicated role to establish 
relationships with the corresponding role at the other site. 
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3.5 Summary 

DRE requires adapting the requirements engineering process and activities, the 
organizational structure and most importantly the mindset of people. It is critical that 
the corresponding problems are explicitly recognized and addressed in order to 
achieve a successful requirements process. Surprisingly, especially the organization of 
elicitation has been addressed rather little in the scientific literature (e.g., the role of 
sales organizations in the overall requirements engineering structure). More research 
would certainly be beneficial here.  

Important guidelines are to explicitly recognize and address distribution difficulties 
and challenges, especially language issues, cultural issues, and geographic 
distribution. Major approaches to achieve this are proxies (embedded personal from 
the other organization), intensive communication (e.g., visits, scheduled interactions, 
etc.), and most importantly direct communication. Also, already some models emerge 
that aim to give prescriptive guidance on how to set up an organization in a way that 
supports good global communication like the global teaming model [29]. 

A somewhat unclear point is, however, the importance of addressing cultural 
distance as different authors give this different importance. We think, based on the 
existing literature that it is important to address cultural issues, but this can in no way 
replace other measures and the technical content must remain in the foreground. We 
were also surprised that the use of tools (e.g., internal requirements databases where 
everyone has access) and similar measures that aim at supporting continuous 
communication did not come up more often. 

4 Conclusion 

Global requirements engineering is a challenge and will remain a challenge for the future. 
It is inherently more complex and difficult than requirements engineering in closely 
collocated settings. However, given today’s situation of globalized development, 
practitioners must cope with these problems. Here, we tried to condense some current 
knowledge on requirements engineering in global software engineering.  

We decided to separate our analysis into two main parts: International Requirements 
Engineering and Distributed Requirements Engineering. While the first addresses 
customer-oriented interaction, the second focuses on development-internal interaction. 
While the corresponding issues overlap, also rather different issues came up. We could 
identify a number of specific solutions that have been identified in literature, however, 
we also needed several times to concede that evidence is so far inconclusive. Often, also 
the specific details of the support of a proposal are not given precisely enough. Most 
studies cover only a single case study or a small number of case studies. Often, it is also 
not clear how reliable the case study information is.  

Further, in some cases, we have only conflicting information leading to different 
recommendations. It is at this point unclear how to resolve these conflicts. We believe 
this can only be achieved by further detailed studies which also explicitly take into 
account the variations in contexts for global requirements engineering (for example an 
approach that is very adequate in one of the contexts identified in Section 2.2 is not 
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necessarily appropriate in another one). Unfortunately, existing studies often do not 
provide this information. Thus, it is not possible to derive the additional 
discriminatory factors. Thus, while the information provided in this report already 
gives a good overview both to researchers and practitioners, we conclude that more 
studies must be performed, also on a more detailed level to provide a basis for 
furthering in a reliable way the existing state of the art in global requirements 
engineering.  
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Abstract. Market-driven software intensive product development com-
panies have been more and more experiencing the problem of feature
expansion over time. Product managers face the challenge of identifying
and locating the high value features in an application and weeding out
the ones of low value from the next releases. Currently, there are few
methods and tools that deal with feature identification and they address
the problem only partially. Therefore, there is an urgent need of methods
and tools that would enable systematic feature reduction to resolve issues
resulting from feature creep. This paper presents an approach and an as-
sociated tool to automate feature identification for web applications. For
empirical validation, a multiple case study was conducted using three
well known web applications: Youtube, Google and BBC. The results in-
dicate that there is a good potential for automating feature identification
in web applications.

Keywords: feature creep, feature expansion, feature identification,
feature reduction, feature location, feature monitoring, software bloat.

1 Introduction

Feature creep [1,2] (i.e. addition or expansion of features over time) has become a
significant challenge for market-driven software intensive product development.
Today’s software intensive products are overloaded with features, which have led
to an uncontrollable growth of size and complexity. A recent study [3] revealed
that most of the software products contain from 30 to 50 percent of features
that have no or marginal value.

One of the major consequences of feature creep is feature fatigue [4], when
a product becomes too complex and has too many low value features. Users
then usually switch to other, simpler products. Moreover, feature creep can also
result in software bloat [5] that makes a computer application slower, which
requires higher hardware capacities, and increases the cost of maintenance. One
of the most recent example of software bloat is Nokia Symbian 60 smartphone
platform [6]. The system grew so much that it was too expensive to maintain it,
and therefore it was abandoned.

Currently, lean start-up [7] software business development methodology tack-
les the feature creep problem by finding a minimum viable product that contains
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only essential and the most valuable features. However, not all lean-start up com-
panies start development from scratch and can easily determine the minimum
viable product as they already have complex systems. For example, by under-
standing how users are using the features, a company might discover that a
set of features maintained by the company are actually not too much valuable
for their customers. Thus, decision makers could analyse if removal of such fea-
tures would bring any long term benefits for the company as there would be less
features to maintain. Therefore, there is a need to monitor and identify the fea-
tures that are not too valuable in order to systematically remove them from the
product [6].

To start with the feature reduction process it is crucial to identify the complete
set of features. Features should be identified automatically in order to reduce
feature reduction process cost. After identifying the features, they can be mon-
itored by the company to detect how their values change in time. For example,
feature usage monitoring could indicate that the usage of some features is de-
creasing, and thus such features might become candidates for feature reduction.
In our previous work, we showed that low feature usage is a good indicator for
the features that are potentially losing customer value [8].

There exists some approaches that tackle with feature monitoring and iden-
tification problem (see Section 2). For example, a number of methods aim to
locate features from the source code [9], but they still lack precision. Others aim
to monitor system changes by observing user activity [10,11]. However, such
approaches collect too much irrelevant information (i.e. random mouse clicks,
mouse scrolling, all key strokes) and fail to monitor the system on a feature
level. Another set of approaches [12,13] monitor system usage on too high level
of abstraction (i.e. page usage, but not a feature level usage).

The focus of this paper is to address the problem of automated feature identi-
fication for web applications for feature reduction purposes. We set our research
questions as follows:

RQ1 : What constitutes a feature in web applications for the purposes of feature
reduction?

RQ2 : How well features could be identified in an automated manner in the
context of web applications?

Here, we present our approach and an associated tool that identifies elements
of a web application (based on HTML5 technologies) that correspond to fea-
tures. To this end, first, we investigated definitions of a feature by making a
literature survey. Then, we defined formally what constitutes a feature in web
applications. Finally, we developed a tool, which implements the rules for auto-
matically identifying features in web applications.

To evaluate the performance of our tool, we conducted a multiple case study.
We selected three well known web sites as the cases: Google, BBC, and Youtube.
The features for these web applications were first identified manually by the
participants of the case study and then in an automated way using our tool. At
the end, we compared the results using two operational measures: precision and
recall [14].
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The rest of the paper is structured as follows: Section 2 presents the related
work. In Section 3, we elaborate on definitions of feature in the literature. Then,
by formalising the definition of a feature for web applications, we describe our
approach for feature identification. Section 4 presents the case study and the re-
sults. In Section 5, we discuss threats to validity for this study. Finally, Section 6
concludes the work and presents future directions.

2 Related Work

The feature location field aims to locate features and their dependencies in the
code of a software system. A recent systematic literature review on feature lo-
cation [9] categorizes the existing techniques in four groups: static, dynamic,
textual, and historical.

Static feature location techniques [15,16,17] use static analysis to locate fea-
tures and their dependencies from the source code. The results present detailed
information such as variable, class, method names and relations between them.
The main advantage of these approaches is that they do not require executing
the system in order to collect the information. However, they require to have
an access to the source code. Moreover, static analysis generate a set of features
dependent on the source code, so they involve a lot of noise (i.e. variable names
that do not represent features).

Dynamic feature location techniques [18,19,20] use dynamic analysis to locate
the features during runtime. As an input this technique requires a set of features,
which has to be mapped to source code elements of the system (i.e. variables,
methods, classes). As a result, a dependency graph among given features is
generated. The main advantage of these techniques is that it shows the parts of
the code called during the execution time. However, dynamic feature location
techniques rely on the user predefined initial feature set, so they cannot generate
a complete features set beforehand.

Textual feature location techniques [21,22,23,24,25] examine the textual parts
of the code to locate features. As an input this technique requires to define a
query with feature descriptions. Later, the method uses information retrieval and
language processing techniques to check the variables, classes, method names,
and comments to locate them. The main advantage of these techniques is that
they map features to code. However, like dynamic feature location technique, it
requires a predefined feature set with their descriptions.

Historical feature location techniques [26,27] use information from software
repositories to locate features. The idea is to query features from comments, and
then associate them to the lines that were changed in respective code commit.
The main advantage of these techniques is that they can map features to a very
low granularity of the source code, that is to exact lines. However, as in dynamic
and textual approaches, this technique cannot determine a complete features
set in an automated manner. In the next section, we present our approach to
address this issue.
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3 A Method for Automated Feature Identification in
Web Applications

There are a number of definitions in literature for what constitutes a feature.
Below, we elaborate on some of these definitions and then present our formal
definition for a feature for web applications.

3.1 Feature Definitions

The definition of ‘a feature’ varies widely depending on the area and purpose of
the study. Classen et al. [28] made a detailed analysis on different definitions of
a feature in the contexts of requirements engineering, software product lines and
feature oriented software development. Below there are some of the definitions
from this study:

– “A feature represents an aspect valuable to the customer” [29].
– “A feature is a prominent or distinctive user-visible aspect, quality or char-

acteristic of a software system or systems” [30].
– “Features are distinctively identifiable functional abstractions that must be

implemented, tested, delivered, and maintained” [31].
– “A logical unit of behaviour specified by a set of functional and non-functional

requirements” [32].
– “A product characteristic from user or customer views, which essentially

consists of a cohesive set of individual requirements” [33].
– “An elaboration or augmentation of an entity(s) that introduces a new ser-

vice, capability or relationship” [34].
– “An increment in product functionality” [35].
– “A structure that extends and modifies the structure of a given program in

order to satisfy a stakeholder’s requirement, to implement and encapsulate
a design decision, and to offer a configuration option” [36].

Classen et al. [28] claimed that there is a need to have a definition, which
covers all kinds of requirements, domain properties and specifications. Thus,
they provided their own definition as: “A feature is a triplet, f = (R, W, S),
where R represents the requirements the feature satisfies, W the assumptions
the feature takes about its environment and S its specification” [28].

However, most of the aforementioned definitions are either very generic or
vague in order to be used for automatic feature identification, because they
rely on subjective human evaluation (features may be interpreted differently by
different people). For example, the aforementioned feature definition by Classen
et al. [28] can identify different features for the same system depending on how
the requirements specification document is written.

To the best of our knowledge, only one definition provided by Eisenbarth et
al. [37] removes the subjective human element. It has been cited by most of the
work done in feature location area. The authors define a feature as “a realized
functional requirement of a system (i.e. is an observable unit of behaviour of a
system triggered by the user)”.
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This definition makes it clear that 1) features are identified based on events
triggered by users, and 2) they realise functional requirements. For example, a
case where a user has to enter his email, password and press the login button in
order to login is different from the case where system remembers his credentials
and he just has to press the login button in order to login. In the first scenario,
three features are identified, while in the second, only one even though the final
state was the same (that is, the user logged into the system).

These two scenariosmight be interpreted differently by different people depend-
ing on the abstraction level how they perceive what a feature is. In this study, we
focus on the lowest granularity level features in order to be able to identify them
automatically. Then, our approach allows decision makers to group similar fea-
tures to represent them at higher granularity levels (see [38] for details).

Moreover, according to the definition non-functional requirements (such as
performance requirements) are not features, but they might affect how features
are implemented. In addition, some of them might evolve into functional require-
ments (such as usability requirements) during implementation, but then these
would be identified based on the events triggered by users.

In this study, we extended the definition to include the features that are
triggered not only by users, but by other systems as well (i.e. web services),
since in some cases they can also be considered as users. We used this version
of the definition when conducting our case study to evaluate the performance of
the tool in automatically identifying features against manual identification.

3.2 A Formal Definition for a Feature in Web Applications

In the context of web applications, features that relate to functional require-
ments, are visible for system users through a web browser. This means that to
identify features, it is not necessary to analyse a complex server side implementa-
tion of a system, which can be developed using different programming languages
(i.e. Java, PHP, C). Therefore, in this study we focus only on the client side
analysis. Currently, vast majority of the client side web based applications are
designed using HTML5, JavaScript, and CSS technologies.

According to our feature definition, there are limited possibilities how a fea-
ture could be implemented using the aforementioned technologies. Therefore, a
feature in a web application is: 1) a specific HTML5 element, which changes
system’s state that can be observed when event is triggered; 2) any HTML5
element, which has attached event that changes system’s state in observable
way.

In HMTL5 there are only three elements that can be considered features
without having any event attached to them [39]. The elements are called ancor,
input, and textarea. In addition, input element should not be of a type “hidden”,
because in such a way it used as a variable and is not a feature. The remaining
elements become features if one of the four event types is attached to them: a
mouse event (see Table 1), a keyboard event (see Table 2), a frame and object
event (see Table 3), or a form event (see Table 4).
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Table 1. Mouse Events

Event Description

onclick Event occurs when the user clicks on an element

ondblclick Event occurs when the user double-clicks on an element

onmousedown Event occurs when a user presses a mouse button over an element

onmousemove Event occurs when the pointer is moving while it is over an element

onmouseover Event occurs when the pointer is moved onto an element

onmouseout Event occurs when a user moves the mouse pointer out of an element

onmouseup Event occurs when a user releases a mouse button over an element

Table 2. Keyboard Events

Event Description

onkeydown Event occurs when the user is pressing a key

onkeypress Event occurs when the user presses a key

onkeyup Event occurs when the user releases a key

Table 3. Frame and Object Events

Event Description

onabort Event occurs when an image is stopped from loading before com-
pletely loaded (for object)

onerror Event occurs when an image does not load properly

onload Event occurs when a document, frameset, or object has been loaded

onresize Event occurs when a document view is resized

onscroll Event occurs when a document view is scrolled

onunload Event occurs once a page has unloaded (for body and frameset)

Table 4. Form Events

Event Description

onblur Event occurs when a form element loses focus

onchange Event occurs when the content of a form element, the selection, or
the checked state have changed (for input, select, and textarea)

onfocus Event occurs when an element gets focus (for label, input, select,
textarea, and button)

onreset Event occurs when a form is reset

onselect Event occurs when a user selects some text (for input and textarea)

onsubmit Event occurs when a form is submitted
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3.3 An Algorithm for Automated Feature Identification

We designed an algorithm to identify features in web applications. The main
idea of the algorithm is to parse the Document Object Model (DOM) and to
select all HTML5 elements that correspond to features, or all HTML5 elements
that have one of the four aforementioned events assigned to them. The pseudo
code of the algorithm is given below (see Algorithm 1). The algorithm identifies
features on a low level of abstraction, which later can be manually increased by
grouping features using Feature Usage Diagram [38].

Algorithm 1. A Complete Feature Set Identification

1: result set ← ∅
2: event set ← {all HTML5 events}
3: feature set ← {all HTML5 features}
4: DOM ← {DOM of interest}
5: element ← DOM.first
6: while element �= ∅ do
7: if element IN feature set then
8: result set ← element
9: else if element.events IN event set then
10: result set ← element
11: end if
12: element ← DOM.next
13: end while
14: return result set

Algorithm 1 requires three input parameters: HTML5 event set of interest
(event set), HTML5 element set that represent features (feature set), and the
DOM of a website of interest (DOM).

The algorithm iterates through all elements of DOM and checks whether a
selected element (element) is one of the elements from feature set, or it has one
of the events from the event set attached. If it is the case the element is added
to a result set (result set), which is returned after loop iterations are finished.

The runtime complexity of the algorithm is O(n(1 + m)) = O(n2). In takes
O(n) times to iterate over n elements in DOM. Assuming that feature set and
event set are implemented using hash table, then to check if feature set contains
element takes O(1) time. Therefore, to iterate over all element.events and to
check if they are in event set it takes O(m) time.

We implemented this algorithm using the JavaScript programming language.
The code is available as the external JavaScript library on the following website:
http://www.featurereduction.org. Initially, it has a feature set predefined,
which contains ancor, input, and textarea elements. Since the vast majority of
the websites are built using just few events (i.e. onclick, onkeystroke), the tool
allows user to select custom event set from a complete list of HTML5 events: a
mouse event (see Table 1), a keyboard event (see Table 2), a frame and object

http://www.featurereduction.org
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event (see Table 3), or a form event (see Table 4). Then, a custom JavaScript
library is generated, which contains the selected event set.

There are two ways to use this tool when identifying the set of features for
a web application of interest: 1) put the aforementioned library directly on a
website where it is hosted; 2) download the website and include the library in
the downloaded version of it. Obviously, the latter approach is able to identify
features only in the downloaded pages. It would not work on the pages that are
dynamically generated or cannot be downloaded. Nevertheless, in a normal use
case scenario, companies have a full access to their websites and can apply the
first method.

Finally, the following information is presented as the result:

1. the full path to an element,
2. the title attribute of the element,
3. the name attribute of the element,
4. the id attribute of the element,
5. the value attribute of the element,
6. the text field of the element.

The full path to the element helps to find it in the DOM. We assumed that
the title, name, id, value attributes and text field, if present, usually contain
human understandable information, which contains a description of the feature.
We test this assumption in our case study, which we present in the next section.

4 Case Study

We conducted a multiple-case study according to [40] to evaluate whether our
tool performs well in identifying the features in web applications with respect to
manual identification.

We selected three web applications for the case study: Google, BBC, and
Youtube. The selected websites cover a wide range of daily used applications
having search, news and video streaming features. One major reason why we
chose these websites was that they are used in different contexts, and thereby, we
could test our tool to identify variety of features developed for different contexts.
Another reason was that most readers would be familiar with these applications
as they are widely used (according to the Alexa traffic rating [41] they are among
top 10 most popular websites in Great Britain). Finally, as these websites are not
customised based on user demographics, the set of features would be the same
for all participants of the case study and hence the results could be comparable.

In addition to the first author of this paper, 9 subjects, who are frequent users
of the case applications, participated in this study. This is a convenience sample,
where the participants have varying backgrounds (i.e. medicine, design, computer
science) and sufficient knowledge and experience in using web applications.
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4.1 Case Study Conduct

Before the case study, we downloaded the main web pages of the case websites to
make sure that all participants have the same version of the website. After that,
we distributed the downloaded pages as executable systems to the participants,
introduced the participants our formal feature definition and then asked them
to manually identify the features. The participants were given as much time as
they need to complete the task.

As our purpose in this case study was to identify manually all the features of
the selected applications in order to compare them to the results of our auto-
mated tool, we needed to have a correct and compete set of features that were
identified manually. Therefore, after the set of features identified by the partic-
ipants converged to a one final set, we considered this as the complete set and
we stopped asking more people to participate in the case study. In parallel, the
first author of this paper also identified the set of features in the same way as
the participants to cross-check the features identified by the participants.

Later, we asked the participants to write down the information about features
in a text file. Finally, we used our tool to identify the features from the down-
loaded web pages. The results from the tool were printed out to the console of
a web browser.

To evaluate the performance of our tool we used operational measures: pre-
cision and recall. Precision indicates whether the tool collects elements that
are not features and recall indicates whether the tool determines the complete
features set.

As a pre-analysis, we verified with all the participants each feature, which they
identified and recorded. We excluded the data provided by two of the participants
as they provided too generalized outputs (i.e. “menu widget features”). They
mentioned that it was too much time consuming task. Therefore, they could not
provide a complete feature set.

To compute the precision and recall, we compared features identified by the
participants and the tool to the complete feature set. In addition, we compared
the data collected by the tool with the feature description provided by the par-
ticipants.

Then, we made informal interviews with the participants to receive feedback
on the features, which were identified by them, but not identified by the tool,
and vice versa.

4.2 Results and Analysis

The results showed that there were both visible features and hidden features in
the applications of the case study. Visible features are the ones that participants
were expected to detect manually through a web browser without using other
tools or looking at the code of a given website. Google had 33, Youtube had 80
and BBC had 96 visible features in total.

The analysis of the results showed that the precision was 100% in both manual
and automatic identification of visible features. This means that both the tool
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Fig. 1. Case Study Results – Recall

and the participants could identify the elements that correspond to features.
Figure 1 presents the results of the recall measure.

The recall measure to automatically identify visible features by the tool was
100% for the Google website, 91% for the Youtube website, and 100% for the
BBC website. When we investigated why our tool could not identify all the
features in the Youtube website, we saw that this is due to Flash technologies
used in this website. This showed that our tool has some technological limitations
when identifying features.

When we compared the performance of our tool to manual identification of
the features, we saw that our tool overperforms the participants in most of the
cases. We checked with the subjects why they failed to identify all the visible
features. Here are the reasons we found after our interviews:

– Missed. Some of the features were simply missed by the participants due
to carelessness in manual identification. It was understood that the great
majority of such features were not visible instantly in the main page as they
were placed in drop down, or pull down lists.

– Redundant. The participants reported that there were some features that
had the same functionality as the ones, which they had already identified.
Therefore, they didn’t add these features in the list. For example, the link on
the icon of the commentator and the link on the name of the commentator
in Youtube leads to the same page. Therefore, some participants identified
only one feature instead of two in this case.

Finally, we compared the representation of the results provided by our tool and
the results provided by the participants. We noticed that most of the participants
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used the name of a feature from a website to describe its functionality. After
analyzing the tool results, we found out that this information was stored in
text, value, or title attributes. The rest of the attributes (id attribute and name
attribute) were not useful for this task. To describe the location of a feature
participants indicated the main container where a selected feature belongs to.
On the other hand, the full path of the feature provides even more detailed
information as the one provided by the participants.

One major result of the case study was that our tool could identify a high
number of hidden features, which could not be detected by the participants
manually. In the Google website, our tool identified 15, in the Youtube website
8, and in the BBC website 126 hidden features.

After analyzing the source code of such features, we found out that most of
these were related to personal user preferences, or the device that is used to
open the website. For example, if a user opens a website using a mobile phone
or tablet, then the feature set is adapted accordingly. In addition, there were a
few features, which did not seem to add any value (such as 3 hidden textarea
elements in the main google website that are not necessary). Those features
might be important for the developers of the website for some reason, or might
be just obsolete features, which hang in the code without any specific purpose.
This shows that out tool has the potential to indicate different kind of features,
which could be removed after developers assess them.

5 Threats to Validity

We discuss the validity threats of this study according to the categorization
suggested by Runeson and Host for case studies [42]: 1) Construct validity, 2)
Internal validity, 3) External validity, and 4) Reliability.

Construct Validity. Construct validity refers to what extent the operational
measures represent what is investigated according to the research questions.
One validity threat could have been related to our definition for feature for
web applications as well as how it is interpreted. Therefore, we first built our
definition upon one of the widely cited definition in the feature location research
area [37]. We also kept the granularity level of a feature at the lowest level so
that it would be possible to group related features if one needs to represent them
at higher levels.

Furthermore, we formalised our definition in order to be able to implement an
algorithm to automate feature identification. This in turn also helped in avoiding
subjective misinterpretation of the definition by the participants when they were
identifying the features manually. One of the operational measures used in this
study was precision. As the precision values for both manual and automatic
identification of visible features were 100%, we also conclude that all elements
identified as features with the tool comply with our definition.

Another possible validity threat could have been due to making a mistake in
identifying a complete feature set as the second operational measure; recall, was
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calculated based on this figure. To mitigate this threat, first, one of the authors
of this study manually identified the features. Then, we observed whether the
manually identified features converge to the one final set as we receive input from
more participants. If participants identified new features, which were not present
in the initial complete feature set, then we extended it with those features. We
stopped involving more subjects in a manual feature identification when we saw
that adding more participants was not adding any new information. Therefore,
we believe that this set should reflect the complete set.

Internal Validity. Internal validity concerns the causality relation between the
treatment and the outcome, and whether the results do follow from the data. In
this study, we evaluated the performance of our method and tool in comparison
to manual identification of features. One validity threat could have been if the
participants did not have enough knowledge about selected websites to perform
the task well. To mitigate this task we chose the participants, who were existing
users of the selected websites. Furthermore, we purposefully chose the case ap-
plications that are frequently used. In this way, we believe that the subjects had
sufficient knowledge about the features of the websites. In fact, all participants
showed similar performance for all three cases.

External Validity. External validity refers to what extent it is possible to gen-
eralize the findings to different or similar contexts. We designed the case study
as a multiple-case study where we used three different web applications. There-
fore, we could evaluate the method and the tool developed in this study for a
variety of features coming from different web applications. However, one threat,
which we could not totally avoid, might have occurred due the technology used
when developing the case applications. We observed that our tool has some tech-
nological limitations in identifying the features. There is a possibility that the
results could have been affected if other case applications, which use very dif-
ferent technologies, had been selected. However, we believe that our results can
be generalizable to some extent, as we replicated the study using three different
web applications developed for different contexts using different technologies.
Still, there is a need to test the method and the tool for very different web ap-
plications. Furthermore, we could not evaluate our approach for the cases where
decision makers prefer to group features and represent them at higher granu-
larity levels. Our results are also not generalizable for other systems, which are
not web applications (i.e. desktop applications). The goal and the scope of this
study was to design an approach to automatically identify features in web appli-
cations. Therefore, there is a need to define what a feature constitutes for other
application types. Then, algorithms and/or rules could be created to identify a
complete feature set.

Reliability. Reliability reflects to what extent the data and the analysis depend
on the specific researchers. We used two objective operational measures in this
study: precision and recall. Therefore, we do not see any validity threat in inter-
preting them. However, one validity threat could have been the interpretation of
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the feature set descriptions provided by the participants. To mitigate this treat,
we verified with each participant what we understood from their inputs.

6 Conclusion and Future Work

In this paper, we presented an approach and an associated tool for automating
features identification in web applications. The results of the case study showed
that our approach has a significant potential to identify features in web appli-
cations.

Furthermore, we found out that our tool is also able to identify hidden features
in addition to visible ones, which could not be identified manually by users. Some
of these features appeared to be with no significant value, that is they might be
candidates to be removed from the system. Therefore, we see this method as a
first step towards automatic feature reduction process.

Moreover, the results of the case study showed that manual feature identi-
fication is prone to human mistakes even for websites with a relatively small
number of features. Therefore, we conclude that development of such a tool pro-
vides more benefits when used to identify features in big systems with complex
structures and high number of features.

As a future work, we plan to investigate ways to capture features implemented
by other technologies such as Flash. We will analyze if similar approach can be
applied in desktop applications. Furthermore, we will explore the ways how a
complete feature set can be visualized. We plan to investigate how the relations
between features can be detected automatically.

The automatic feature identification is the first step towards automatic feature
usage monitoring. We plan to explore how such information can be used to
improve product. For example, it would be interesting to understand if relocation
of features can increase the usage and bring more value for the company.

Acknowledgment. The authors would like to thank the participants of the
case study who provided their precious time and effort.
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Abstract. The maintenance and evolution of legacy applications and legacy 
data structures poses a significant challenge for many organizations that rely on 
large-scale information systems, e.g. in the financial services domain: Not only 
is the budget for modernizations that add more technical stability and flexibility 
than business functionality often slim, but it is also difficult to understand and 
design the best migration strategies for a large and organically grown system 
landscape. We report on the experiences from a migration project at a large 
bank that pursued a value-based approach, in which migration efforts were first 
focused on a small set of business processes that were identified as most crucial 
for the enterprise. The migration strategies developed and validated in this pilot 
phase could later be successfully applied to the larger system landscape. 

Keywords: Value orientation, legacy systems, migration. 

1 Introduction 

One of the largest IT challenges that many organizations – especially large enterprises 
in data-intensive domains such as the finance, insurance and healthcare sectors – are 
currently facing is not the design and implementation of new systems, but the 
continuous adaption and migration of their legacy application and data landscape to 
more modern and flexible platforms and systems. Obviously, changing parts of a 
complex integrated application landscape that supports essential business processes 
and holds large amounts of customer data is a delicate endeavor in any domain. It is 
exacerbated by the fact that such landscapes typically evolve more organically than 
structurally over time, often incorporating technical solutions for business 
requirements that work very efficiently in their specific context, but are tedious to 
maintain and hard to generalize or transfer to other contexts. Also, systems tend to 
stay with a company much longer than the engineers who built them, so the 
knowledge about system components and data structures, their relationships and their 
design assumptions, may erode over time if not carefully maintained. 

The consideration of these factors obviously makes system migration projects more 
complex than first meets the eye – however, austerity policies may limit the budget 
that is available for migration projects in many organizations, especially since such 
projects usually seem to add little business value (in terms of new products, new 
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customers etc.), but just provide an incremental efficiency improvement that might 
not even be measurable in the short run. 

In such a situation, it is important to focus the project effort on the critical aspects 
by understanding which legacy components and data structures are supporting the 
core business processes, which are of peripheral relevance, and which ones can even 
safely be ignored because they are no longer required in the new system landscape. 
Given this understanding, the team’s resources can be employed more effectively, and 
the migration thus carried out more diligently, than if the interdependencies and 
priorities of the various legacy structures remained unclear. 

In this paper, we present our experiences from an ongoing migration project at a 
large bank, in which a value-based approach was followed to obtain an overview of 
the dependencies between business processes, system components and data structures, 
to identify patterns in their dependencies, and to define migration strategies tailored to 
those patterns. After an overview of the initial situation that led to the migration 
project (Sect. 2), we present the steps taken in this migration process in Sect. 3, and 
discuss lessons learned from the project in Sect. 4. We close with an overview of 
related approaches and concluding observations in Sect. 5 and 6. 

2 Project Background 

In the past, standard IT solutions were not available in the banking domain, so the 
system landscape of our project partner comprised a large set of heterogeneous self-
developed applications for every department, and even for single products. Initially, 
the IT landscape had been completely based on an IBM mainframe COBOL 
technology stack using sequential and indexed files, as well as hierarchical and 
relational databases. Application components usually communicated through complex 
sequential files. To identify and relate records of all kinds in these data structures, a 
large set of so-called keys was defined and used bank-wide by nearly all applications. 
A key can be a simple attribute value identifying a data entity (e.g. an account number 
identifying an account) – we call this a simple key. However, a key can also be 
derived from a combination of values or value ranges of several attributes (e.g. a 
combination of department ID, service group ID and account number range that 
identify a certain class of customers) – we call these complex keys. 

Despite continuous evolution (e.g. the introduction of a client-server environment 
with message protocols and web services for some applications), the bank never 
changed their overall technology landscape. One reason is that especially in the last 
ten years, mostly mandatory or regulatory requirements had to be implemented (e.g. 
the Euro introduction, Y2K, new tax regulations, etc.), so there was no opportunity 
for a comprehensive change of the landscape, which therefore remained quite 
heterogeneous in terms of software technology, database techniques and integration 
patterns. 

Recently, the bank decided to introduce a new back-end system that is based on a 
standard banking platform by a third-party supplier. From the beginning of the 
project, it was known that this product would not be able to cover the full spectrum of 
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the bank’s existing services, so those applications whose functionality was not 
covered by the new back-end would have to remain active in the new environment. 
The Investments department was one of the areas where the new banking software 
could not replace existing applications, so interfaces between them and the new 
system had to be developed. 

One of the biggest challenges in the introduction of the new banking system was 
the deprecation of many legacy keys used by applications throughout the bank to 
identify all kinds of data records. Their replacement with a much leaner and cleaner 
set of keys was necessary because over the course of several decades of evolution, 
most of the key fields originally introduced with the old COBOL components had 
become semantically overloaded by employing them for different purposes in other 
applications as well. In other cases, the lack of suitable dedicated keys had led to the 
use of various content fields as de-facto key fields (for example, some account 
number ranges were reserved for specific types of customers, because an explicit key 
field to designate the customer type was not available). This way, many data fields 
and thus the corresponding keys had become overloaded with semantics over the 
course of the application landscape’s evolution, and the overview of which data fields 
and keys were used for which purpose had become increasingly hard to maintain – a 
deterioration as forecast by Lehman already in 1980 [1]. 

With the introduction of the new banking system, the bank therefore aimed to 
replace most of the overloaded legacy keys with a more stringent set of just a few 
clearly defined keys. This made it necessary to analyze the impact of the planned key 
transformation on the Investments department’s landscape of about 50 applications, 
and to develop suitable migration strategies for those applications and the keys they 
depended on. Since these changes would affect production applications, some of 
which were older than 30 years, the guiding principles of the migration project were: 

• Keeping the impact on the legacy applications as small as possible, up to the point 
of designating “untouchable” applications that were not to be changed at all, so as 
not to introduce new bugs. 

• Minimizing the number of legacy keys that had to be included in the new banking 
system’s set of keys, so as not to “taint” it with legacy data structures, and to avoid 
long-term maintenance responsibilities for those keys in the new system. 

• Finding migration strategies that were internal to the Investments department, 
wherever possible; and in particular, not adding any Investments-specific keys to 
the globally used banking system. 

Since the size of the legacy application landscape made it infeasible to analyze all 
applications in a straightforward way, it was decided to follow the concepts of value-
based software engineering [2] and the Pareto principle, i.e. to develop solutions for a 
small set of most critical applications first – thereby focusing resources on where they 
were most urgently needed, and designing solutions around those aspects that allowed 
the least compromises. It was hoped for (and is actually being confirmed now in the 
ongoing migration project) that the solutions found in this pilot phase would later also 
be applicable to the rest of the application landscape, which is less time-critical and 
more open to adaption. 
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3 Development of Adaption Strategies 

To identify the most critical applications, to analyze the impact of the key 
transformations on them, and to conceive suitable adaption strategies, we undertook the 
following steps: 

1. Analysis of process value: Since the criticality of applications depends to a large 
degree on the importance of the business processes they support, our analysis 
began with an assessment of the value drivers of the Investments department’s 86 
business processes (as described in Sect. 3.1). 

2. Analysis of key exposure: The second factor in determining applications’ 
migration criticality is their exposure to the legacy keys, which was analyzed in the 
second step (Sect. 3.2). 

3. Identification of most crucial processes: Based on the processes’ value and key 
exposure, we narrowed the process landscape down to a small set of the most 
relevant processes, which were to be tackled in the pilot phase of the migration 
project (Sect. 3.3). 

4. Detailed analysis of key usage: For all the relevant business processes identified 
in the previous step, we analyzed the software applications and components that 
implemented them, and examined on the source code level how they depended on 
the legacy keys (Sect. 3.4). 

5. Analysis of application components’ necessity: The deprecation of the legacy 
keys begged the question whether the application functions that they had supported 
would still be needed in the future, or if they could also be replaced by 
workarounds, in order to simplify the migration (Sect. 3.5). 

6. Derivation of adaption strategies: Looking at all the individual instances of key 
usage we had charted in the previous two steps, we identified a set of recurring key 
usage patterns, and derived strategies for the migration of the legacy keys to the 
new key set (Sect. 3.6). 

7. Adaption of application components: For adapting the application components to 
the new key structures, architectural solutions had to be found that had as little 
impact as possible on the existing logic (Sect. 3.7). 

Note that the examples presented to illustrate these steps in the following sections 
have been sanitized to protect the bank’s IT landscape and business processes. As 
such, they represent only a small fraction of the surveyed applications’ and data 
structures’ actual complexity. 

3.1 Analysis of Process Value 

As described in Sect. 2, it would have been neither cost-effective nor manageable to 
migrate the whole application landscape at once. Instead, it was decided to concentrate 
on the applications that implement the most important business processes first. 
However, identifying the most important business processes is not as trivial as it 
sounds, especially in a landscape of 86 processes for the Investments department alone. 
This is particularly true given that the degree of “importance” depends on a multitude 
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and technical stakeholders of the bank. For this purpose, the high-level “layer 0” 
processes were broken down into more fine-grained “layer 1” sub-processes, as 
shown in Fig. 1 using the example of the Order Routing process. Annotations could 
be placed on either layer – with an annotation on layer 0 meaning that the respective 
value or effort driver applied to the complete process, while an annotation on layer 1 
indicated a value or effort driver to have specific impact on a particular sub-process. 

The results of the process annotation were documented in a process value table 
(excerpted in Table 1), which ranks the layer 0 processes by the number of different 
types of value and effort annotations (#A) associated with them and their sub-
processes. This approach of just counting the annotation types may seem quite 
simplistic at first sight, as one might consider calculating a more precise ranking by 
assigning different weights to the annotations. However, we found in our discussions 
that the annotations would have to be weighed differently depending on the individual 
process in question. Instead, we found counting the annotations to be a pragmatic 
heuristic for judging the processes’ relative importance, which would still be refined 
in the following steps. Also, while not reflected in the raw numbers in the table, the 
discussions sparked between stakeholders in the course of the annotation process 
provided valuable insights into technical or business particularities of the individual 
processes that would have to be considered during their adaption. 

Table 1. Excerpt of process value table 

Process #A       
Settlement 12 x x x x x x x x x  x x x 

Order 
Routing 

10 x x  x  x x x x  x x x 

Securities 
Account 
Pricing 

10 x x x  x  x  x x x x x 

Transaction 
Pricing 

10 x x x x x  x x x  x  x 

Asset 
Services 

9 x x x  x  x  x  x x x 

Investments 
Proposal 

8 x  x   x x   x x x x 

Order 
Execution 

8 x x  x   x x x  x x  

Securities 
Account 

Statement 

5   x   x    x x x  

… …              

3.2 Analysis of Key Exposure 

In addition to the relative importance of the processes assessed in the first step, 
another significant criterion for their criticality was their exposure to the legacy keys  
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that were about to be phased out. We therefore also analyzed all of the business 
processes with regard to what data they processed, and which key fields they 
depended on for that purpose. The results were documented in a key exposure table 
(excerpted in Table 2), which ranks all processes by the number of keys (#K) they 
depend on. While we did not yet look in detail into the applications implementing the 
processes in this step, it seemed natural to assume (and was later confirmed) that  
the complexity of the applications would correlate with the processes’ key exposure – 
the more keys a process depends on, the more difficult it would be to adapt the 
respective application, and thus the more important to find solutions for it in the pilot 
phase already. 

One might wonder why we did not examine the applications directly, but instead 
took the “detour” via the business processes to assess value and key exposure. The 
reason is that examining the implementation of 50 applications (some of them several 
decades old) in detail would require prohibitive effort, while examining the general 
business processes, whose requirements and relationships the team members were 
familiar with, was a significant but still feasible undertaking. Of course, we eventually 
did look at application implementations (see Sect. 3.4), but only after we identified 
the most crucial ones that merited closer scrutiny in the pilot phase. 

Table 2. Excerpt of key exposure table 

Process #K K1 K2 K3 K4 K5 K6 K7 K8 K9 K10 K11 K12 K13 K14 
Order Routing 9   x x x x x  x x x  x  
Transaction Pricing 9   x x x x x  x x x  x  
Securities Account Pricing 8   x  x x x  x x x  x  
Securities Account 
Statement 

8   x x  x x  x x x  x  

Settlement 7   x x x x   x  x  x  
Asset Services 6   x  x x   x  x  x  
Investments Proposal 6   x x  x    x x  x  
Order Execution 2          x x    
… …               

3.3 Identification of Most Crucial Processes 

Based on the ranking of business processes by value and effort annotations and key 
exposure, we could now identify those most crucial processes which should be 
addressed in the migration project’s pilot phase. For this purpose, we plotted the 
business processes in a coordinate system of number of annotations and key exposure, 
to obtain the business process criticality matrix (Fig. 2). This matrix enabled us to 
focus our efforts on those processes that were deemed to be most important for the 
business, and at the same time pose the most complex technical challenges, i.e. those 
processes that can be found in the top right area of the matrix. 
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Fig. 3. Example key usage diagram 

keys (displayed in boxes with rectangular corners) is visualized by encircling them 
and connecting them to the respective key box, which may denote a single key or a 
group of keys. This way, we could illustrate relationships such as whether a certain 
application component depends on a single key or a set of multiple keys; for 
application components depending on a set of keys, whether those keys are evaluated 
in combination, or pertain to independent aspects of the component; and whether a 
key (or key set) affects only one application component, or a whole set of them. For 
example, in Fig. 3, a combination of eight keys was required by virtually all 
components dealing with security accounts statements. In addition, eight other keys 
independently controlled various aspects of queuing the print files. Sorting the 
printouts just depended on one single key. 

With detailed diagrams like this for all application components of the most crucial 
processes, the business analysts and engineers were able to discuss relationships 
between keys and applications in detail, to understand and communicate 
consequences if particular legacy keys would be phased out in the future, and thus to 
justify budget requests for adapting individual applications. 

3.5 Analysis of Application Components’ Necessity 

While analyzing application components’ dependence on the various keys, we also 
analyzed the consequences that phasing out a deprecated key would have for the  
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application function, and how the loss of functionality could be compensated for: 
Often, an application function would be essential, so the information carried by the 
legacy key also had to be included in the new key set in some way, and the 
application component had to be adapted to use the new key. In some cases, however, 
it also seemed possible to construct workarounds for the functionality, which made 
the continued dependence on the key obsolete, or even retire the functionality in 
question altogether. In the key usage diagrams, we illustrated these impacts by 
shading the application component boxes as specified in Table 3. 

Table 3. Application component necessity shading 

Shading Application component necessity 

White Key-dependent functionality is required as-is 

Gray Key information and/or functionality can be replaced by workaround 

Black Functionality not needed anymore 

In Fig. 3, for example, we see that the Statements for empty accounts – a business-
wise relatively simple function – depends on a combination of eight keys, so its 
adaption would be quite complex. However, since this functionality is required by 
national legislation, the component is indispensable, as the white shading indicates. 
Adding this information to the key usage diagram provides important background 
information for the choice of adaption strategy, as the following steps show. 

3.6 Derivation of Adaption Strategies 

To recap, our selection of just five business processes in the pilot phase of the key 
migration project had a twofold purpose: Firstly, to ensure that the initially available 
time and budget would be invested in the most critical processes, and secondly, to 
develop solution strategies that could be applied to all other processes after the pilot 
phase as well. 

Based on the overall picture we gained from the analysis of the processes’ business 
value and key exposure, and from the application components’ key usage and 
necessity, we therefore derived a number of typical key usage patterns, for which we 
developed general adaption strategies (Table 4). 

The first pattern applies to all components shaded black in the key usage diagrams: 
If it turns out that the functionality enabled by the legacy key is actually not needed 
anymore, no effort has to be invested into migrating the key to the new system (unless 
it is still independently needed by another component), and into adapting application 
components to support it further. This was the option chosen e.g. for the Pre-advice 
before account closing functionality. (If such a component was still relevant for other 
departments outside Investments, maintaining it would become their responsibility.) 
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Table 4. Key usage patterns and software adaption strategies 

Legacy key usage pattern Adaption strategy 

1. Key and component functionality 
dispensable 

Retire component 

2. Key dependence resolvable by 
workaround 

Adapt process or component for 
workaround 

3. Functionality depends on single key value Transfer key into new key set 

4. Functionality depends on single 
characteristic derived from multiple keys 

Create single key for combined 
characteristic in new key set 

5. Functionality depends on particular 
segment or value range of a single key 

Create dedicated key for segment or 
value range in new key set 

The second pattern applies to all components shaded gray in the key usage 
diagrams, i.e. those where a technical or operational workaround can be found to 
eliminate the need for the key. In this case, the component needs to be adapted to 
include the workaround – e.g. deriving the needed criterion from other context 
information, or restructuring the process so the key is not needed anymore. This was 
e.g. the strategy chosen for the Sorting of print jobs component, where a simple 
change in the manual process achieved the same effect as the automated solution, 
without having to keep the legacy key. 

Patterns 3 to 5 apply to all components shaded white in the key usage diagrams, i.e. 
indispensable application functions that remain dependent on the information in the 
legacy keys. To maintain their functionality, the legacy key must be migrated to the 
new system’s key set, and the component must be adapted to access it there. 
Depending on the structure of the key, we need to distinguish different patterns 
though: 

Pattern 3 applies to application components that require a simple, atomic key, such 
as an account number or employee ID. These kinds of keys can be easily transferred 
to the new banking system’s set of keys, and require only minimal changes to the 
component’s implementation, since the key information is just retrieved from a 
different system, but processed in the same way. 

Pattern 4 in contrast applies to components that derive certain information from a 
combination of various keys. For example, in the generation of securities account 
statements, a specific rule must be applied to a certain group of customers. This group 
of customers was identified by a certain range of account numbers in combination 
with the department ID and the service group ID associated with these customers. The 
combination of all these digits enabled a simple binary decision on whether this 
customer was part of the particular group or not. In the course of the migration, our 
strategy was to compute the derived customer group characteristic beforehand, and 
store this binary value as a simple key in the new system. 

For many application components, a key change like this also promises a 
simplification of the historically evolved control logic that could be replaced with 



 Value-Based Migration of Legacy Data Structures 129 

much more compact logic relying just on the one new key. In case of the Securities 
Account Statement component, however, we were dealing with an “untouchable”, 
which required special precautions, as described in Sect. 3.7. 

Pattern 5 finally applies to semantically “overloaded” key fields that may serve 
multiple purposes in different contexts – for example, an account number that has the 
overlaid semantic of customer type (represented by certain account number intervals), or a 
string identifier in which e.g. characters 1-5 and 6-10 denote independent characteristics of 
a particular record. In these cases, we strive to decouple the independent aspects that were 
conjoined in the legacy key, and express them through distinct keys in the new system. 
Again, this obviously also requires significant changes in the application components 
working with these keys, as discussed in Sect. 3.7. 

The adaption strategies that we postulated for each of the key usage patterns were 
validated by applying them to the application components implementing the top 
processes we had selected for the pilot phase, where they were iteratively improved in 
detail and generally found to match well. While we could not expect that these 
solutions would be immediately transferrable to the remaining components, we now 
had a reduced solution space at our disposal that might only require minor tweaking 
to be applicable to the remaining large set of processes. 

3.7 Adaption of Application Components 

Most of the key transformations that were recommended by the above adaption 
strategies also had to be accommodated in the dependent application components’ 
implementation – in the case of simple keys (pattern 3), this involves just a minimal 
change regarding where to find the key in the new system, but in the case of the more 
complex keys (patterns 4 and 5), the adaption would involve replacing significant 
parts of the components’ control logic that originally merged or dissected the keys. 
Such significant changes in applications’ implementations were deemed undesirable 
in two situations: 

• Firstly, if the application had been designated as a so-called “untouchable”, i.e. a 
possibly decades-old application whose outdated technology made it uneconomical 
to invest a lot of effort into its modernization (for one thing, because it will likely 
be replaced a few years into the future anyway, and for another, because changing 
a COBOL implementation is much more expensive and error-prone than adapting a 
modern object-oriented component). 

• Secondly, if the legacy key in question was used by so many different applications 
that adapting them all would all incur prohibitively high effort; so they were 
effectively considered “untouchable” as well. 

However, even in these situations, where the application components should 
remain dependent on the legacy key structures, we wanted to avoid cluttering the new 
banking system with the old keys. 

The solution to this apparent dilemma was the introduction of a so-called 
transformation layer that decoupled the “untouchable” applications and their legacy-
key-expecting interfaces from the new system with its more streamlined key 
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structures. As shown in Fig. 4, this transformation layer consists of individual 
adaptors for each “untouchable” application component: For new keys that were 
merged from a number of legacy keys (such as K’4, which was merged from K2 and 
K3, the transformation layer dynamically rebuilds the set of legacy keys (K2 and K3) 
that the “untouchable” application would interpret just like the merged key. On the 
other hand, for new keys such as K’10 that were derived from a segment of a legacy 
key such as K9, the transformation layer will recreate a key in the legacy format, 
which is however only populated with data in the segment that the legacy applications 
expect. 

While this approach requires some effort for formulating appropriate key 
reconstruction algorithms in the transformation layer, and incurs a slight overhead in 
execution time, it enables much larger savings since it eliminates the need to change 
the key control logic in a large number of applications, or to ensure the correctness of 
changes in “ancient” components. 

 

Fig. 4. Applications with transformation layer 

4 Discussion 

Beginning the migration project with the pilot phase described here enabled us to 
develop solutions for a small set of processes that delivered the most business value 
and addressed the most critical technical challenges first. The approach not only 
ensured that the Investments department’s resources and attention were focused on 
the most crucial processes, instead of being scattered over the whole process 
landscape, but also enabled them to develop and validate solution strategies that could 
then be applied to the rest of the process landscape (comprising about 80 further 
processes) with less effort than if they had to be developed from scratch for each 
process without prioritization. 



 Value-Based Migration of Legacy Data Structures 131 

4.1 Resulting Migration Process 

The solution strategies developed in the course of the pilot phase were documented in 
the form of a migration process (Fig. 5) that is now being applied to every application 
component in the Investments department’s system landscape. According to this 
decision process, business analysts and engineers first examine whether the 
component can be retired as well when the keys it depends on are phased out; if an 
operational workaround for the legacy keys can be found; or if the application is 
indispensable and thus must be adapted. 

In the latter case, we distinguish between simple, atomic keys (which can simply 
be added to the new system’s key set), and complex keys that are derived from 
multiple keys or extracted from a particular segment or value range of a key. For 
these, we construct according atomic keys in the keyset (the process model in Fig. 5 
places these steps in concurrent branches to indicate that particularly complex legacy 
key structures might require both processing steps). 

After adding the new keys to the new banking system, we can adapt the application 
component directly to employ the new keys – or, if the application is “untouchable” 
or the keys have a high reach, i.e. are used by a large number of applications, we 
implement an adaptor in the transformation layer to perform the translation between 
the new keys and the application’s legacy interface. 

During the ongoing migration of application components, the bank found the set of 
solution patterns identified in the pilot phase to be comprehensive, since no other 
paths than those described in the new migration process had to be pursued for any 
component until now. 

4.2 Threats to Validity 

Our approach for value-based piloting of a large legacy system’s migration was 
applied here in the course of an actual industry project that examined production-
critical processes and systems, which obviously did not give us much latitude in terms 
of controlled experiment design. Specifically, we had no control over the staffing of 
the project and thus the background and experience of the team members. Instead, we 
carried out action research, i.e. we served as advisors to the bank’s business and IT 
analysts, rather than purely observing their execution of the method. 

While our involvement (in terms of methodical guidance) can likely not be dismissed 
as one contributing factor to the project’s success, the key success factor was certainly 
the team members’ understanding, adoption and integration of the techniques with their 
analytical experience and domain knowledge. In particular, the continuing migration of 
the department’s further processes according to the established strategies, and the 
willingness to adopt this method for future large-scale projects as well (without our 
ongoing or future participation) underscores the applicability and benefit of the approach 
in practice. Still, given the nature of the study, our findings should be treated as anecdotal 
rather than generalizable evidence for the effectiveness of the method. 
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Fig. 5. The bank’s newly established migration process for future key and component adaptions, 
derived from our experiences in the pilot phase 

5 Related Work 

There is a large body of literature on the topic of data and system migration, or 
software maintenance and evolution in general – Brodie and Stonebraker [4], Bennett 
[5] and Bisbal et al. [6], among others, described the field early already. The project 
we presented here is another confirmation of Brodie and Stonebraker’s statement that 
“the fundamental value of a legacy information system is buried in its data, not in its 
functions or code” [4]. Many discussions of system and data migration tend to be 
highly technically focused, reflecting the challenges of a branch of software 
engineering where the devil is usually in the details. For example, Ceccato et al. [13] 
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report on experiences from the migration of a large banking system to Java – while 
they were dealing mostly with issues on the code level, our work focuses on the 
migration of the actual business data and its interlinking references. 

The economic aspects of system migration were addressed early on by Sneed [7] 
with a planning process that involved justifying the need for migration to sponsors, 
prioritizing applications, estimating costs and juxtaposing them with benefits, before 
actually contracting the migration work. Many of these aspects are reflected in our 
approach – for example, the dependencies illustrated in the key usage diagrams were 
used to support budget requests, and the component necessity analysis ensured that 
migration efforts were only expended on components where the same benefit could 
not be achieved through workarounds. 

The use of a value-based approach in a migration project was described by Visaggio 
[8], who extended Sneed’s approach by providing guidelines for scoring the economic 
value and the technical quality of legacy components. Instead of his rather detailed 
quantitative approach (as exemplified e.g. in the case study by Tilus et al. [12]), we found 
it more effective to follow a pragmatic, qualitative approach, in which the stakeholders 
used value and effort annotations to highlight not only how critical they believe processes 
and applications to be, but also of what nature the critical aspects are – such as supporting 
large numbers of transactions, affecting the company image, being exposed to particular 
legal regulations, etc. Given that our focus in this project was less on justifying the 
benefits of the migration, rather than prioritizing the migration steps and raising awareness 
of the risks and complexity involved in them, we felt this heuristic approach to be more 
appropriate than more quantitative approaches. 

Involving the stakeholders in this analysis, and actually starting on the business 
process level rather than the application level, is an approach that worked well also in 
other migration projects, such as the (also data-intensive) migration of a legacy 
academic information system that Liem et al. [9] report on. 

Bocciarelli and D’Ambrogio also employed the concept of annotations to extend 
the Business Process Model and Notation (BPMN) with information on non-
functional requirements [10]. While some of our value and effort annotations (such as 
reliability and security) are related to non-functional requirements, we do not need the 
precise quantification that their approach provides, but rather a more diverse spectrum 
of value and effort drivers beyond performance and reliability. 

The technical solutions we employed – mapping keys, and using adaptors in the 
transformation layer – are patterns whose application in migration projects was already 
described by e.g. Thiran and Hainaut [11]. Our focus here was however less on the 
technical solutions than on the process of breaking down the overall migration challenge 
into problem classes (the key usage patterns) and devising solution strategies for the most 
critical ones of them, that could then also be applied to all the others. 

6 Conclusion 

In this paper, we reported how a large bank dealt with a complex migration challenge 
under time and budget limitations by using a value-based approach to identify the 
legacy system components and data structures that drove the most critical business 
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processes, identifying data usage patterns in the existing components, and devising 
strategies to migrate them. 

This approach had two benefits: Firstly, it ensured that the team developed 
solutions for the most pressing challenges first. Secondly, after implementing these 
solutions, the team now has a proven set of strategies and a formal migration process 
at hand that it can apply to the ongoing migration of the secondary systems that were 
initially disregarded in the pilot phase. Had the team tried to work out solutions for all 
systems at once, there would have been a significant risk that the team could have lost 
its focus on the most critical challenges amid all the peripheral aspects, and required 
more time to come up with less straightforward solutions. 

This risk has been successfully averted by using the approach of fostering value-
driven understanding and prioritization of tasks – an approach that has met widespread 
interest in other departments of the bank as well since the success of this project. 
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Abstract. Model-based development of software is an increasing trend. As 
quality assurance is one major activity during software development, we aim at 
improving this task by combining analysis and testing more strongly during 
model-based development. We first give an overview of the state of the art of 
combined quality assurance and optimization of quality assurance based on the 
use of metrics, which reveals a lack of knowledge and methodology regarding 
this process. We then introduce our initial concepts of a combined quality 
assurance methodology, and present a proof of concept via an example that 
applies the approach. The approach is widely applicable and presents a basis for 
gathering knowledge between different static and dynamic quality assurance 
techniques in order to improve quality assurance. However, identifying concrete 
knowledge will remain a major challenge in the future. Finally, we present 
further lessons learned and give an outlook on future work. 

Keywords: analysis, testing, combination, integration, defect types, Matlab 
Simulink. 

1 Introduction 

Defects are a disturbing, but inevitable fact of today’s software. Especially defects 
that are not found before software is delivered can result in serious consequences such 
as high monetary loss or even risk for human life. This is especially true in the 
embedded domain. Two very prominent examples are the software defect of the 
Therac-25 radiation therapy machine which resulted in deaths and serious injuries by 
overdoses between 1985 and 1987 [64] and the software bug of the Ariane 5 rocket in 
1996 which led to the explosion of the rocket and a loss of about 500 million $ [63]. 
A lot of different strategies and solutions have emerged in recent decades to improve 
software before delivery. One such solution is to conduct analytic quality assurance, 
for example by applying different analysis or testing techniques. A tremendous 
number of approaches have been published in the last decades [53, 54]. However, 
certain problems remain, such as increased effort for performing testing, which 
sometimes consumes more than 50 % of the overall development effort, or unreliable 
software products with a large number of defects. 
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One solution is to apply different kinds of quality assurance techniques to find 
more defects, and to find them cheaper. For example, if a defect is found during a 
static model analysis instead of during later testing, the issue can be corrected earlier 
and effort might be saved. However, different quality assurance techniques are 
usually not applied in a way that they influence each other, but are rather applied in 
isolation without further synergy effects being exploited. Consequently, we propose 
to further improve analytical quality assurance by combining different quality 
assurance techniques more thoroughly, i.e., by integrating different types of static and 
dynamic quality assurance to improve overall quality assurance. This is not a 
complete new trend, as, for example, research in combining concrete and symbolic 
testing [45] or combining inspections and testing [46] has been published before. 
However, a major challenge is to identify relationships between different static and 
dynamic quality assurance techniques in order to be able to apply them in an efficient 
manner. For example, if we know that a Pareto distribution of defects is valid in our 
context, then those parts of a model in which a static analysis finds most of the 
problems can be tested further. 

Our general goal is to provide an approach that is able to integrate different static 
and dynamic quality assurance techniques on different development levels which 
exploit knowledge about the relationships between these techniques in order to address 
various quality goals. Tools used in these quality assurance activities should be 
considered. Our focus currently is on the embedded domain due to the partners that 
provide us with data. Thus, the approach may be most applicable in the embedded 
domain first, due to the knowledge gathered; however, most of the general concepts are 
also valid in other domains. Fig. 1 shows our overall research goal including examples 
for each aspect. In this paper, we present the basic methodology and give some proof 
of concept, i.e., we provide a generic framework to be able to gather knowledge about 
integrated quality assurance in the future. In the remainder of this paper, we use 
analysis synonymously to static quality assurance, and testing synonymously to 
dynamic quality assurance. 

 

Fig. 1. Research goal for an integrated approach in the embedded domain 
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The remainder of this article is structured as follows: Section 2 gives an overview of 
related work regarding combined quality assurance approaches, quality assurance in 
the embedded domain, and how to optimize quality assurance using different metrics. 
Section 3 presents our integrated quality assurance methodology, and Section 4 shows 
a concrete instantiation together with initial experiences. Finally, Section 5 closes with 
a summary and an outlook on future work. 

2 Related Work 

2.1 Combined Approaches 

A combination of different quality assurance techniques is no new idea, but a lot of 
different approaches have been pursued in the past. Even early development models, 
such as the classic V-model, provided motivation to apply different quality assurance 
techniques during the development process. However, strong integration of quality 
assurance techniques has only been observed in recent years. 

Elberzhager et al. [47] performed a systematic literature review aimed at 
identifying approaches that combine different static and dynamic quality assurance 
techniques. They found that the improvement of quality assurance processes through 
a combination of static and dynamic quality assurance techniques received increased 
interest during the last decade. Goals such as improved effectiveness or efficiency, or 
increased coverage of the system under test should be achieved through synergy 
effects resulting from the systematic combination of different static and dynamic 
quality assurance techniques. A variety of different techniques have been combined, 
often at the code level. A recent systematic mapping study by Elberzhager et al. [47] 
classified such combinations into either compilation or integration approaches. 

Compilation means that a static and a dynamic quality assurance technique are 
combined, but they do not use each other’s results, i.e., they are applied in isolation. 
For example, Zimmerman and Kiniry propose a combination of a static checker, a 
runtime assertion checker, and a unit-test generator [48]; and Chen et al. describe an 
approach that checks synchronizations and accesses to shared variables via static 
analysis and performs dynamic analysis of run-time values [49]. Such approaches are 
typically supported by tools. Furthermore, a large number of publications describe the 
combined application of different inspection and testing techniques in isolation (e.g., 
[50, 51]). 

Integration approaches comprise approaches where one technique uses outputs 
from the other technique to overcome disadvantages from using them in isolation (i.e., 
in a compiled manner). For instance, Chen et al. integrate model checking and model-
based testing [52]. Furthermore, Elberzhager et al. propose the In2Test approach, 
which explicitly integrates inspection and testing techniques [46]. 

Though some of the approaches have been evaluated, little experience with such 
combined approaches is available. Knowledge about relationships between different 
static and dynamic techniques that could be used for combinations is either non-
existent or only scratches the surface. Furthermore, no general approach for combining 
static and dynamic quality assurance techniques exists; rather, there are only a lot of 
very specific solutions that cannot be applied in various environments. 
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2.2 Quality Assurance in the Embedded Domain 

Quality assurance of embedded software-intensive systems is performed on different 
levels of abstraction regarding the software, hardware, and integrated system aspects. 
The maturity of the quality assurance process highly depends on the criticality of the 
devices and systems being developed. International standards for the development of 
software-intensive safety-relevant systems, such as IEC 61508 [59] and ISO 26262 
[60], call for systematic and complete quality assurance of construction artifacts on 
different abstraction levels using various several means depending on the criticality of 
functions and components. Quality assurance of non-safety-related embedded systems 
is often less strict and less mature. 

In the last decade, standardized system and software architectures like AUTOSAR 
[61] have been defined to facilitate manufacturer-supplier relations and increase 
flexibility when third-party components are used. The introduction of model-based 
development has led to additional quality assurance activities on the design level 
before the actual system is implemented and assembled. Depending on the level of 
abstraction, different kinds of structural, behavioral, or data models become available 
for early quality assurance. Examples include Simulink / Stateflow and ASCET block 
diagrams and data flow models as well as UML state machine diagrams, state charts, 
and activity diagrams. 

 

Fig. 2. Sample quality assurance process 
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The figure shows a simplified quality assurance process for embedded systems that 
runs in parallel to the development and construction process. Construction is 
characterized by the systematic refinement of higher-level artifacts. The outcomes of 
each stage of the development process are usually quality assured using appropriate 
means. Informal artifacts like textual requirements and high-level architectural 
descriptions are analyzed manually, for example by means of systematic inspection. 
Formal artifacts such as concrete design and program code are formally verified in 
order to check critical properties like deadlocks, out-of-bound signal values, 
uninitialized variables, unreachable elements, and worst-case execution times. 

Executable artifacts like program code and simulatable design models are 
additionally tested to check their compliance with corresponding specifications. 
Testing is characterized by the stimulation of the test object with input data and the 
evaluation of the system response. In practice, testing is performed manually and 
highly depends on the experience of the test engineers and their system knowledge. In 
industry, traditional function-oriented testing techniques are used, such as 
requirements-based testing, equivalence class partitioning, and boundary value 
testing. Such approaches lead to inefficient quality assurance in terms of effort, test 
coverage, and product quality.  

Model-based test approaches have been developed in research to enable the 
automated generation or selection of test cases from models. They improve the 
efficiency and the degree of coverage of requirements, design artifacts, and code. 
Testing on the software design level opens up a new branch in quality assurance with 
model component testing and subsequent model integration testing. Available test 
tools usually provide the automated execution of manually pre-defined test cases on 
the target platform. A widely accepted test tool for the design level is TPT (time 
partition testing) which supports several modeling environments for test execution, 
such as Simulink and ASCET. The tool CTE XL is another industrially relevant 
functional testing tool for the graphical modeling of test cases with equivalence class 
partitioning, the so-called classification tree method. It also supports combinatorial 
generation of test cases and test execution on different platforms. 

2.3 Optimizing Quality Assurance Based on Metrics 

Different approaches exist for optimizing quality assurance activities, such as 
automation or test case reduction approaches. Another major approach consists of 
focusing quality assurance based upon metrics that consider data, expert knowledge, 
or a hybrid form of these two. If the focus is on data, consideration may be given to 
process, product, or historical data, and different metrics can be applied on these data. 
For example, typical product metrics are “lines of code”, “number of methods”, or 
“complexity”. The general idea is to exploit knowledge about the correlations 
between such product metrics and defect-prone parts in the software. A variety of 
metrics has been developed in the past, and many evaluations have been performed to 
identify and exploit such relationships (e.g., [55], [62]). However, there exists no 
single metric that fits all contexts best for such prioritizations; rather, it depends on 
the context which metric is suited best. 
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2.3.1 Defect Types 
In addition to the aforementioned metrics, we are particularly interested in defect 
types that different quality assurance techniques are able to find. If such knowledge is 
available, quality assurance techniques can be applied in a much more focused way, 
which will help to improve quality assurance in general. 

A lot of different defect classifications exist, such as the ODC by IBM [56]. As our 
current research context is the embedded domain and Matlab Simulink is one of 
several widely used tools in different embedded domains, we performed a literature 
survey on quality assurance techniques applied to Matlab Simulink models [57]. Our 
initial analysis did not focus on a defect type analysis of the quality assurance 
techniques in the identified papers. Thus, we will present the results of this analysis 
next together with a short summary of how we identified the papers (for more details, 
we refer to [57]). 

The main goal of our systematic literature review was to provide an overview of 
existing quality assurance techniques applied to Matlab models, including approaches 
that already combine static and dynamic quality assurance. In addition, we were 
interested in the evaluation level and the tool support. After defining the search term, 
we searched three common databases (IEEE, ACM, and Scopus), excluding and 
including papers based on titles, abstracts, and full papers, and ended up with a final 
set of 44 papers. For this article, we analyzed these 44 papers again in order to check 
whether the quality assurance approaches address particular defect types. Table 1 
provides the overview of this analysis. The quality assurance (Q.A.) approach column 
describes if the paper describes only testing, only analysis, or a combination of 
analysis and testing, and the focus column describes the defect type aspects on which 
the papers focus. Of course, some papers only provide general information, or even 
do not focus on any specific defect type aspect at all.  

First of all, about 40% of the papers do not provide any information on how to 
focus their quality assurance approaches to dedicated defect types. Furthermore, if a 
paper focuses on defect types, the results are very heterogeneous. For example, [1] 
talks about reliability and [11] mentions functional properties, which is very general. 
Other papers mention very concrete defect classes, for instance, [8] mention dead 
code and the violation of code guidelines. Most of the papers, however, just give 
examples of defect types and do not provide a complete list of the defect types the 
quality assurance approaches address. Another reason for the great heterogeneity is 
that different levels are addressed, such as the relationships between requirements and 
the Matlab models, among the Matlab models themselves, and with the code 
generated from the Matlab models. Consequently, no single, unique defect 
classification exists, nor does it make sense. Instead, knowledge about the variety of 
different defect types can support quality assurance engineers in improving their 
requirements, models, and code. For practitioners, existing tools provide a good basis 
for addressing several defects. However, additional defect classes addressed in 
research papers can further improve the defect detection ability. 
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Table 1. Overview of papers from the literature review [57] regarding their defect type focus 

Ref. Q.A. 
approach 

Focus (defect types, quality properties) 

[1] A&T Reliability 
[2] Test Structural issues (e.g., alterations to operators, constant values 

or variables), initialization faults, assignment faults, condition 
check faults and even function/subsystem faults 

[3] Analysis Numerical errors such as truncation errors and round-off 
errors as well as sensor errors like quantization and sampling, 
floating-point numbers with errors, rounding errors, computer 
arithmetic and sensor errors, approximation errors 

[4] Test Contradictions, coverage errors, and computational errors 
[5] Test No focus 
[6] A&T No focus 
[7] Test Faulty transitions, design and implementation faults 
[8] Analysis Dead code, redundant update, modeling guidelines in a model; 

missing cases in both programming and modeling 
[9] A&T No focus 

[10] Analysis Clone detection 
[11] Analysis Functional properties 
[12] Test No focus 
[13] Test No focus 
[14] A&T No focus 
[15] Test No focus 
[16] Analysis Dependencies, functionality, consistency 
[17] Analysis Improper definition of data types, untranslated model parts, 

code inefficiencies, faulty translation of arithmetics within 
Stateflow portions, optimization errors, inappropriate handling 
of timing 

[18] Analysis Input and output issues, “islands”, bad pass connections, high 
block count, high levels, missing connections, bad parameters, 
mixing of types, non-discrete block usage 

[19] Analysis Deadlock-freeness and linear temporal logic properties 
[20] Analysis Properties of a model and run-time errors (e.g., overflow, out 

of bounds array access, illegal pointer access, division by 0, 
uncaught exceptions, and other run-time errors) 

[21] Analysis No focus 
[22] Analysis Deadlocks in cache coherence protocols and misuse of API 

rules by third-party device driver code 
[23] Analysis Consistency 
[24] Analysis No focus 
[25] Analysis Illegal arithmetic operations, incomplete or inaccessible model 

parts, improper fixed-point data type scaling 
[26] Test No focus 
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Table 1. (Continued.) 

Ref. Q.A. 
approach 

Focus (defect types, quality properties) 

[27] Test No focus 
[28] Test Connections between model elements 
[29] Analysis No focus 
[30] Test Structural issues 
[31] Test No focus 
[32] A&T No focus 
[33] Analysis Standard compliance violations 
[34] Test Safety problems 
[35] Test Structural issues, initialization faults, assignment faults, 

condition check faults and even function/subsystem faults 
[36] Test No focus 
[37] Test No focus 
[38] Analysis No focus 
[39] A&T No focus 
[40] Test Divide by zero and array index out of bounds errors in code, 

corresponding modeling errors in the MATLAB models 
[41] A&T Inappropriate arithmetic operators 
[42] Test No focus 
[43] Test Numerical overflows 
[44] Analysis Inconsistencies, implementation errors 

3 An Integrated Quality Assurance Methodology 

The general idea of an integrated quality assurance methodology is to integrate 
different analysis and testing techniques to optimize the overall quality of the 
developed software. Currently, we are developing our methodology with respect to 
different embedded domains, e.g., automotive, railway, or avionics. This means in 
particular that during quality assurance, we consider especially Matlab Simulink 
models and the generated program code of such models. The main goals of such a 
methodology are (a) to provide a basis for integrating a variety of different static and 
dynamic quality assurance, and (b) to generate knowledge between the integrated 
quality assurance techniques for further improving the quality assurance. Such 
improvements can be, for instance, increasing effectiveness (i.e., find more defects), 
efficiency (i.e., be faster), or coverage of the system under quality assurance (i.e., 
assure more parts in more detail). 

Fig. 3 shows an overview of the general methodology. Basically, three steps can be 
distinguished. First of all, the objective and the context have to be clarified. This 
determines the general setting. Second, the approach has to be calibrated in order to 
be able to exploit relationships between the different quality assurance techniques. 
This step is usually performed upon existing historical data, especially based on 
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defect data, and based upon defined assumptions. Third, if knowledge about the 
relationships is gathered and evaluated in the specific context, the integrated quality 
assurance techniques can be used during development time to perform (and optimize) 
quality assurance. After one iteration (a-b), more applications can be performed (step 
c), the calibration can be refined (step d), or the objective may be adapted (step e). 
Furthermore, the approach can be applied in different contexts; however, for each 
new context, the knowledge about the relationships between the quality assurance 
techniques has to be re-evaluated. 

 

Fig. 3. Basic steps of an integrated quality assurance methodology 

Below, we will describe each of the three main activities in more detail. Fig. 4 
shows the definition. 

 

Fig. 4. The definition activity of the integrated QA methodology 

It starts with a definition of the quality assurance (QA) objective and the strategy. 
The strategy might be to save effort. Concrete objectives may be, for example, to find 
more defects in less time, to find a certain number of defects, to find certain kinds of 
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defects, or to achieve a specific coverage of the system under quality assurance. 
Finally, the context describes the factors that may have an influence on quality 
assurance, and which later on will determine the environment in which the exploited 
relationships between different quality assurance techniques used in the integrated 
approach are valid. Checklists, as provided by Peterson and Wohlin [65], for example, 
can partially support context definition. 

Fig. 5 presents the calibration. In this activity, the main goal is to identify 
relationships between integrated quality assurance techniques. 

 

Fig. 5. The calibration activity of the integrated QA methodology 
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First of all, the quality assurance techniques have to be selected that should be 
integrated, and the kind of combination has to be determined (i.e., the order). If 
knowledge about the defect detection abilities is available, this can support the 
selection (e.g., which quality assurance technique can find which kind of defects, 
which quality assurance technique is most reasonable in a certain step, etc.). For 
finding out relationships, historical data is required. If such data is not available, it has 
to be gathered first by applying the quality assurance techniques in isolation. 
Assuming that we have a context specific data pool that stores, for instance: 

• defect data from applied analysis and testing techniques, 
• product data such as the size or complexity of the corresponding software 

and the models, 
• or process data such as the number of check-ins or the number of 

developers per model, 

we can extract and select the relevant data for the calibration. 
Usually, it is unclear how different analysis and testing techniques may influence 

each other. Therefore, the next step is to define assumptions and refined selection 
rules to find out typical relationships that can be exploited. Such assumptions can be 
derived in different ways, e.g., based upon expert knowledge, or based upon empirical 
knowledge. One frequently observed defect distribution is the so-called Pareto 
distribution (i.e. an accumulation of defects in certain parts, such as code classes or 
model blocks). Following this empirically validated assumption in our context, we 
can refine this into a concrete selection rule, which says, for example, to focus one 
quality assurance technique on those parts in which the other quality assurance 
technique has already found defects. Indeed, such a selection rule can be further 
refined to make it more applicable, e.g., by defining thresholds for the defect count. 

Many other assumptions make sense, too, e.g. regarding historical defect numbers, 
size or complexity metrics, or additional metrics. After assumptions and refined 
selection rules have been defined, prioritization, respectively focusing takes place, 
and the assumptions are evaluated based upon the historical data. Different 
possibilities exist for judging the significance, starting with a simple significance 
level where each positive evaluation of a selection rule increases the number by one, 
to sophisticated calculations of precision/recall and F-measures for each rule [58]. 
The results are packaged afterwards. 

Once the relationships between the selected quality assurance techniques have been 
identified, they can be exploited in subsequent applications in order to optimize the 
quality assurance. Fig. 6 shows these steps. For the sake of simplicity, we assume 
here that one quality assurance techniques is applied after the other (and omit parallel 
execution or more than two quality assurance techniques being applied). The first 
quality assurance technique is applied as defined and observed in the calibration 
activity (see Fig. 5). During its application, defect data and, optionally, additional 
product and process data are gathered, depending on what is needed for evaluating the 
corresponding assumptions. After the necessary data is available, the prioritization for 
the second quality assurance activity is done based upon the context-specific  
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evaluated assumptions. The second quality assurance technique is then applied based 
upon the refined selection rules until a stopping criterion is achieved (e.g., a certain 
number of defects are found). The results are analyzed and it is checked again 
whether the assumption worked in this quality assurance run. Finally, all data is 
packaged for further analysis and for subsequent applications. 

 

Fig. 6. The application activity of the integrated QA methodology 

As mentioned above, a decision has to be made about future iterations, i.e., an 
answer has to be found as to whether 

• adaptations of the goals, the context, or the approach in this context should 
be performed, 

• new relationships should be identified, 
• the existing knowledge about relationships should be exploited without 

modifications in subsequent quality assurance runs. 

4 Proof of Concept 

4.1 Example from the Embedded Domain 

Next, we will provide a more detailed example to show what a concrete instantiation 
of the integrated quality assurance methodology could look like, focusing on the first 
two activities (i.e., definition and calibration), and will sketch some additional ideas 
for extensions. 

Fig. 7 shows the example. It starts with the definition activity. The objective is to 
find at least the same number of defects within less time (and without additional 
manpower), i.e., quality assurance should be conducted more efficient by a focused 
procedure. Some of the context factors include the fact that inspectors and testers are 
well experienced and that we are in the embedded domain. Additional factors are 
likely to exist. 
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Fig. 7. Example of how to apply the integrated QA methodology 
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Following the definition of the general setting, calibration takes place. The selected 
quality assurance techniques are model inspections of Matlab Simulink models, and 
integration testing; here, inspections should be performed before the test activity. For 
simplicity, we do not expect specific knowledge about the techniques stored in a 
database though experts would likely have knowledge about the effectiveness of the 
selected quality assurance techniques. 

We assume that we have data from one already performed quality assurance run (more 
data would be better in terms of validity). Four model blocks were inspected and tested, 
and defect content (dc, the number of defects) and defect density (dd, number of defects 
per size (e.g., block elements, block inheritance depth)) were gathered. We again assume 
a Pareto distribution of defects and derive two selection rules: one that uses defect 
content and one that uses defect density. Of course, concrete thresholds might be defined, 
but as we have no experience, we will omit this initially. Afterwards, we can prioritize 
the model blocks and evaluate which selection rules are the best ones. In this example, 
selection rule 1 ranks model blocks 3 and 1 the highest; these also had the largest number 
of defects during testing. This selection rule fits well as those model parts are prioritized 
that contains more defects, and its significance can be increased. Selection rule 2, on the 
other hand, prioritizes model blocks that do not contain more defects during testing, i.e., 
it is a bad selection rule in our context and thus its significance is very low. These results 
can be packaged to store the results. 

The application then is straightforward: The evaluated assumption, respectively 
selection rule 1 should be used in the subsequent integration of inspections and testing 
of models. 

Of course, the example is kept quite simple for demonstration purposes. For 
example, a lot more metrics could be considered, a lot more assumptions and 
selection rules would make sense, and a much more detailed analysis would increase 
the knowledge about the relationships between quality assurance activities in the 
given context (here, we only considered the “top-2” prioritized model blocks). 
However, the basic concepts remain the same. 

In addition, many other instantiations are possible. For example, one could focus more 
on certain defect types. Different quality assurance techniques can complement each 
other in finding those defect types at whose detection they are best. Analysis techniques 
and testing techniques might by applied in reverse order, as the concepts of the integrated 
quality assurance methodology do not determine the order of the quality assurance 
techniques, i.e., testing can be done first and the resulting testing outcomes could help to 
focus inspections or other kinds of analyses on certain parts. Moreover, more than one 
quality assurance activity can influence a later activity; for instance, results from 
inspections or static analysis, or other product data may control testing activities. 

4.2 Lessons Learned 

We learned several lessons during the definition of the methodology and in the 
context of an initial tool landscape we recently set up to apply the integrated 
approach. The main experiences are listed in the following: 

• The general methodology is very generic, which allows instantiating it in many 
different contexts. In the MBAT project, we are currently conducting 20 case 
studies with several industrial partners, most of whom follow a combined 
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quality assurance approach; consequently we will get much feedback from 
partners in the embedded domain to further improve the approach. 

• It is challenging to find suitable relationships between static and dynamic 
quality assurance approaches. One reason for this is that there is often no 
explicit database that describes the defect detection abilities of certain quality 
assurance techniques for selecting the ideal integrated approach, and no or 
little data is available. When initially starting with the integrated approach, it 
is a creative step to define assumptions. Existing knowledge from the 
literature can be a starting point, but such assumptions need to be validated in 
each new context. Knowledge from experts strongly supports this step. 

• Finding reasonable data for the calibration phase is difficult. Historical data 
is often of minor quality or difficult to extract, and generating new data is a 
time-consuming endeavor. However, the combined approach can only 
exploit its full potential if data exist that can be used in the assumptions. 

• When setting up a tool landscape aimed at combining different analysis and 
testing tools, technical problems might occur that will require additional time 
to fix. 

• We started with a similar approach on the code level before, which was 
easier since it was applied at the same level (i.e., analysis and testing on 
code). It seems to be more difficult to establish relationships between 
analysis and testing on the model level, and it becomes even more 
complicated when additional phases (such as requirements and code) are 
taken into account. 

• Some defect types are known to be found on models, but a general 
classification of model defect types does not exist, and it is unknown to a 
certain extent which quality assurance techniques are the best at finding 
specific kinds of defects. Though we have some basic knowledge, much 
more research and experience is necessary to optimally focus quality 
assurance on specific defect types. 

• When following such an integrated quality assurance approach, it is still an 
open question how to balance the pure application and the calibration of the 
approach. Context factors may change over time, and assumptions that were 
once valid may become invalid in the future. As our current focus is mainly 
on the calibration phase, more experience is needed to answer this question. 

4.3 Implications 

The integration of static and dynamic quality assurance techniques provides high 
benefits during software development. Reduced costs, higher coverage, or improved 
efficiency can be achieved. This approach can help practitioners in identifying 
improvement potential for their quality assurance, as analysis and testing techniques 
are usually performed in isolation. The assumptions mentioned in this paper can be a 
starting point for focusing quality assurance. Furthermore, general concepts that 
should be considered are given by the generic integrated methodology. 

For researchers, many open questions remain, however. For instance: What kinds 
of combinations are worthwhile, which relationships exist between the different 
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quality assurance techniques, how to adapt the approach in a concrete environment, or 
how to optimally exploit the gathered knowledge regarding the relationships between 
quality assurance techniques. 

5 Summary and Outlook 

In this paper, we presented a methodology that is able to integrate different static and 
dynamic quality assurance techniques in order to further improve quality assurance 
activities. Currently, we are focusing on model-based approaches in the embedded 
domain, especially on supporting Matlab Simulink models and the corresponding 
quality assurance. We made initial experiences with the methodology that were 
positive, but also faced several challenges. Besides technical problems while setting 
up a tool landscape, one of the most challenging aspects is to identify context-specific 
assumptions that make it possible to focus and optimize quality assurance activities, 
i.e., to identify valid relationships between different static and dynamic quality 
assurance activities to be exploited. With our methodology, we created the basis for 
future analysis, and provide a process for identifying such relationships. The 
methodology is kept generic and could be applied in other domains. 

Our next major step will be to instantiate and apply the methodology in concrete 
contexts, as already mentioned above. On the one hand, we expect to get feedback on 
how to improve the approach. On the other hand, we are very interested in finding out 
how the different quality assurance techniques influence each other, e.g., which 
metrics provide valuable results, and which assumptions and selection rules provide 
the highest benefit. Currently, we set up a tool landscape that integrates a research 
prototype for generating test models, the analysis tool Design Verifier from the 
Matlab toolbox, and the test tool TPT. In addition, tool prototypes that analyze defect 
data and present different representations of the data are integrated. We aim at 
obtaining defect and product data when analyzing different models, and expect to 
identify which analysis and testing techniques find which kinds of defects, and where 
the defects are located. Such knowledge may be one more step towards combining 
quality assurance techniques in a reasonable way, and may be a starting point for 
combined quality assurance in other embedded environments. 
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Abstract. Test-driven development is a software development practice
where small sections of test code are used to direct the development of
program units. Writing test code prior to the production code promises
several positive effects on the development process itself and on associ-
ated products and processes as well. However, there are few comparative
studies on the effects of test-driven development. Thus, it is difficult
to assess the potential process and product effects when applying test-
driven development. In order to get an overview of the observed effects of
test-driven development, an in-depth review of existing empirical studies
was carried out. The results for ten different internal and external quality
attributes indicate that test-driven development can reduce the amount
of introduced defects and lead to more maintainable code. Parts of the
implemented code may also be somewhat smaller in size and complexity.
While maintenance of test-driven code can take less time, initial devel-
opment may last longer. Besides the comparative analysis, this article
sketches related work and gives an outlook on future research.

Keywords: test-driven development, test-first programming, software
testing, software verification, software engineering, empirical study.

1 Introduction

Red. Green. Refactor. The mantra of test-driven development [1] is contained
in these words: red refers to the fact that first and foremost implementation
of any feature should start with a failing test, green signifies the need to make
that test pass as fast as possible and refactor is the keyword to symbolize that
the code should be cleaned up and perfected to keep the internal structure of
the code intact. But the question is, what lies behind these three words and
what do we know about the effects of following such guidelines? Test-driven
development reshapes the design and implementation of software [1] but does the
change propagate to the associated software products and in which way are the
processes altered with the introduction of this alternative way of development?
The objective here was to explore these questions and to get an overview of the
observed effects of test-driven development.
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To seek out answers to these questions, we performed an integrative literature
review and analyzed the experiences from existing empirical studies from the
industry and academia that reported on the effects of test-driven development.
A quality map containing ten quality attributes was formed using the data from
the studies and the effects were studied in greater detail. The results of the
comparative analysis suggest that test-driven development can affect quality
attributes. Positive effects were reported in particular for defect densities and
maintainability in industrial environments. Some studies, however, reported an
increased development effort at the same time. Many of the other observed effects
are neutral or inconclusive.

This paper has been divided into five sections. Related work is presented in
Section 2 and the research method for this review is described in Section 3. The
effects derived from the reviewed primary studies are detailed in Section 4 and
finally Section 5 concludes the paper.

2 Related Work

Test-driven development has been subject of reviews before. For instance, Turhan
et al. [2] performed a systematic literature review on test-driven development
that highlighted internal and external quality aspects. The review discovered
that during the last decade, there have been hundreds of publications that men-
tion test-driven development but few report empirically viable results.

Based on the reports, Turhan et al. were able to draw a picture of the overall
effect test-driven development might have. They categorized their findings as
internal and external quality, test quality and productivity. Individual metrics
were assigned to these categories which were labeled to have better, worse, mixed
or inconclusive effects. The rigor of each study was assessed by looking at the
experimental setup and studies were further categorized into four distinct rigor
levels.

Results from the review of Turhan et al. for each of the categories indicate
that the effects vary. Internal quality—which consisted of size, complexity, co-
hesion and other product metrics—was reported to increase in several cases but
more studies were found where there either was no difference or the results were
mixed or worse. External quality, however, was seen to be somewhat higher as
the majority of reviewed studies showed that the amount of defects dropped;
relatively few studies showed a decrease in external quality or were inconclu-
sive. The effect of test-driven development on productivity wasn’t clear: most
industrial studies reported lowered productivity figures while other experiments
had just the opposite results or were inconclusive. Surprisingly, Turhan et al.
conclude that test quality, which means such attributes as code coverage and
testing effort, was not superior in all cases when test-driven development was
used. Test quality was considered better in certain studies but some reported
inconclusive or even worse results.

A few years earlier, Jeffries and Melnik wrote down a short summary of exist-
ing studies about test-driven development [3]. The article covered around twenty
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studies both from the industry and academia, describing various context factors
such as the number of participants, programming language and the duration for
each study. The reported effects were categorized into productivity and generic
quality effects which included defect rates as well as perceptions of quality.

Jeffries and Melnik summarize that in most of the industrial studies, more
development effort was needed when the organizations took test-driven devel-
opment into use. In the academic environment, effort increases were noticed as
well but in some academic experiments test-driven development was seen to lead
to reduced effort levels. As for the quality effects, a majority of the industrial
studies showed a positive effect on the amount of defects and in certain cases
the differences to previous company baselines were quite significant. Fewer aca-
demic studies reported reduced defect rates and the results were not quite as
significant; in one, defect rates actually went up with test-driven development.

Recently, Rafique and Mišić [4] gathered experiences from 25 test-driven de-
velopment studies in a statistical meta-analysis which focused on the dimensions
of external quality and productivity. Empirical results from existing studies were
used as much as data was available from the primary studies. The studies were
categorized as academic or industrial and the development method of the respec-
tive control groups was noted as well. It seemed to matter which development
method the reference group was using in terms of how effective test-driven de-
velopment was seen to be.

Rafique and Mišić conclude that external quality could be seen to have im-
proved with test-driven development in bigger, and longer, industrial projects
but the same effect was not noticed in all academic experiments. For productiv-
ity, the results were indecisive and there was a bigger gap between the academic
experiments and industrial case studies than with external quality. Desai et al.
[5] came to a similar conclusion in their review of academic studies: some aspects
of internal and external quality saw improvement but the results for productivity
were mixed—experience of the students was a seen as a factor in the experiments.

All of the previous reviews offer valuable insights into the effects of
test-driven development as a whole by gathering information from a number
of existing studies. While the research method is similar to the aforementioned
reviews, in this review the idea is to extend previous knowledge by breaking down
the quality attributes to more atomic units as far as data is available from the
empirical studies. We expect that this will lead to deeper understanding of the
effect test-driven development has on various attributes of quality.

3 Research Method

Empirical studies in software engineering can be conducted by using research
methods which support the collection of empirical findings in various settings
[6]. Runeson and Höst write that surveys, case studies, experiments and action
research serve different purposes: surveys are useful as descriptive methods, case
studies can be used for exploring a phenomena whereas experiments can at best
be explanatory while action research is a flexible methodology that can be used
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for improving some aspects that are related to the research focus [6]. Test-driven
development has been the object of study in a number of research endeavours
that have utilized such methods.

Literature reviews can be used for constructing a theoretical framework for a
study which helps to formulate a problem statement and in the end identify the
purpose of a study [7]. In integrative literature reviews [8], existing literature
itself is the object of study and emerging or mature topics can be analyzed
in more detail in order to create new perspectives on the topic. Systematic
literature reviews [9] have similar objectives as integrative reviews but stress
that the review protocols, search strategies and finally both inclusion criteria
and exclusion criteria are explicitly defined.

The research method in this study is an integrative literature review which
was performed to discover a representative sample of empirical studies about the
effects of test-driven development from the industry and academia alike. Creswell
[10] writes that literature reviews should start by identifying the keywords to use
as search terms for the topic. Keywords that were used were such as test driven
development, test driven, test first programming and test first. The second step
suggested by Creswell is to apply these search terms in practice and find relevant
publications from catalogs and publication databases. Several search engines
from known scientific publishers were used in the process, namely the keywords
were entered into search fields at the digital libraries of the Institute of Electrical
Engineers (IEEE), Association of Computer Machinery (ACM), Springer and
Elsevier. The titles and abstracts of the first few hundred highest-ranked entries
from each service were manually screened. Although the search was repeated
several times with the aforementioned keywords with multiple search engines on
different occasions, the review protocol wasn’t entirely systematic since there
wasn’t a single, exact, search string and entries were not evaluated if they had
a low rank in the search results.

A selection of relevant publications from a larger body requires that there is
at least some sort of inclusion and exclusion criteria. Merriam [7] suggests that
the criteria can for instance include the consideration of the seminality of the
author, date of publication, topic relevance to current research and the overall
quality of the publication in question. There was no strict filter according to the
year of publication so the main criterion was whether the publication included
empirical findings of test-driven development and presented results either from
the industry or academia. The quality of publications and general relevance were
used as exclusion criteria in some cases. While the objective was to gather all
the relevant research, there was a limited number of publications that could be
reviewed in greater detail due to the nature of the study.

After applying the criteria, 19 publications remained to be analyzed further.
These publications, listed in Table 1, were conference proceedings and journal
articles that had relevant empirical information about test-driven development.
In 2009, Turhan et al. [2] identified 22 publications in their systematic literature
review of test-driven development and 7 of these publications are also included in
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Table 1. An overview of the publications included in the review and the effects of
test-driven development on quality factors
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Bhat and Nagappan 2006 [12] Industry x+ x x x
Canfora et al. 2006 [13] Industry x− x−
Dogša and Batič 2011 [14] Industry x+ x x x− x+ x− x+

George and Williams 2003 [15] Industry x x− x+ x−
Geras et al. 2004 [16] Industry x x x x
Maximilien and Williams 2003 [17] Industry x+ x
Nagappan et al. 2008 [18] Industry x+ x x x−
Williams et al. 2003 [19] Industry x+ x
Janzen and Saiedian 2008 [20] Industry/Academia x x+ x x x+

Madeyski and Szała 2010 [21] Industry/Academia x x
Müller and Höfer 2007 [22] Industry/Academia x x x x x
Desai et al. 2009 [23] Academia x x x x
Gupta and Jalote 2007 [24] Academia x+ x x
Huang and Holcombe 2009 [25] Academia x− x x
Janzen and Saiedian 2006 [26] Academia x x x x x x x
Madeyski 2010 [27] Academia x x
Pančur and Ciglarič 2011 [28] Academia x x x x
Vu et al. 2009 [29] Academia x x x+ x x x x
Wilkerson et al. 2012 [30] Academia x− x

this integrative review but some of the previously identified publications remain
outside the analysis.

The findings of the studies of this review were used to construct a map of
quality attributes and the perceived effects noted in each study. Construction of
the quality map proceeded so that an attribute was added to the map if a par-
ticular study contained empirical data about the attribute so the attributes were
not predetermined. This map lead to a more detailed analysis of the individual
attributes. The literature review itself was completed in 2012 [11].

4 Effects of Test-Driven Development

Test-driven development has had a role in certain empirical studies but how
are the different sofware engineering areas affected in practice? This section
describes the results of the literature review and gathers the information about
the perceived effects from the empirical studies included in the review.

Quality attributes of products, processes and resources can be related to the
internal quality of objects or to the external quality which requires the consid-
eration of not just the object but its external circumstances as well [31]. These



160 S. Mäkinen and J. Münch

attributes can be either direct and readily measured or indirectly composed of
several different attributes.

In the review, empirical findings for 10 different, internal and external, quality
attributes were gathered from the 19 reviewed research reports which covered the
effects of test-driven development. The extracted attributes or qualities which
are analyzed further below include the following: the amount and density of
defects, code coverage, code complexity, coupling, cohesion, size, effort, external
quality, productivity and finally maintainability.

An overview of the results indicates that various effects on the quality at-
tributes have been recorded in the test-driven development studies. The quality
map which summarizes the effects is illustrated in Table 1 where the included
publications are sorted by author and the study context which here is either
industry or academia or a mixture of both. Case studies and experiments with
industrial professionals in their own environment are considered industrial stud-
ies. Controlled and quasi-controlled experiments with student subjects are cat-
egorized as academic.

Across all the studies in the review, there are a total of 73 reported quality
attribute effects that are shown in the quality map. Out of these effects, 12 have
been labeled as significant positive effects whereas there are 9 effects labeled
significantly negative. The rest of the 52 effects are either neutral or inconclu-
sive. Significant positive effects mean that there was a statistically significant
difference between the development practices compared in the study and the
difference was in favor of test-driven development or there was enough signifi-
cant qualitative data that suggested a meaningful difference. Significant nega-
tive effects means that test-driven development was in similar terms considered
worse than other development practices it was compared against. In the quality
map, significant positive effects are denoted by a superscript plus symbol x+ and
significant negative effects by a subscript minus symbol x−; an undecorated x
symbol signifies inconclusiveness, neutrality or the fact that the attribute was
merely mentioned in the study results but not necessarily contemplated further
as was the case with the size of code products in many reports. The following
in-depth analysis of the effects and individual quality attributes shows what kind
of role test-driven development can play in the software engineering process. A
coarse-grained aggregation of the results is given at the end of the section.

4.1 Defect Density and the Number of Defects

In test-driven development, test code is written before the implementation which
could theoretically lead to a reduced number of defects as fewer sections of code
remain untested. Indeed, several industrial case studies show a relatively large
reduction of defects compared to sister projects in the organizations where the
trials were carried out.

Defect densities have reduced in a number of organizations and projects of
different size. At IBM, a team that employed test-driven development for the
first time was able to create software that had only half the defect density of
previous comparable projects, and on average there were only around four defects
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per one thousand lines of code [15]. While the overall amount of reported defects
dropped, there were still the same relative amount of severe defects as with the
previous release that didn’t use test-driven development methods [19]. Microsoft
development teams were able to cut down their defect rates, as well, and the
selected test-driven projects had a reduced defect density of sixty to ninety
percent compared to similar projects [18]. In the telecommunications field, test-
driven development seemed to slightly improve quality by reductions in defect
densities before and especially after releases [14].

Outside the industry, test-driven development hasn’t always lead to drastically
better outcomes than other development methods. Geras et al. experimented
with industry professionals [16] but in a setting that resembled an experiment
rather than a case study and didn’t notice much of a difference in defect counts
between experimental teams that were instructed to use or not to use test-driven
development in their task. Student developer teams reported in the research of
Vu et al. [29] fared marginally better in terms of the amount of defects when
teams were using test-driven development but it seems that process adherence
was relatively low and the designated test-driven team wrote less test code than
the non-test-driven team. In another student experiment, Wilkerson et al. [30]
noticed that code inspections were more effective at catching defects than test-
driven development; that is, more defects remained in the code that was devel-
oped using test-driven development than in the code that was inspected by a
code inspection group.

4.2 Code Coverage

Covering a particular source code line requires that there is a corresponding
block of executable test code that in turn executes the source code line. Besides
the basic statement coverage, it is also possible to measure how well the test
code covers code blocks or branches in the code [32]. Without test code, there
is no coverage and the code product must be tested with other methods or
left untested. Test-driven development should encourage the developers to write
scores of tests which should lead to a high code coverage.

The message from the industry seems to be that development teams were able
to achieve good coverage levels when they were using test-driven development.
At Microsoft and IBM, block coverages were up to 80 and 90 percent for several
projects which took advantage of test-driven development although for one larger
project the block coverage was around 60 percent [18]. In the longitudinal case
study of Janzen et al. [20], coverage for the products of an industry partner were
reported to be on the same high levels as the projects at Microsoft and IBM.
George and Williams observed similar coverage ratings in a shorter industry
experiment earlier [19].

When development teams are writing tests after the implementation and not
focusing on incremental test-driven development, coverage ratings tend to be
lower although the team’s prior exposure to test-driven development can affect
the way the developers behave in future projects [20]. Experience of the devel-
opers in general seems to be a factor in explaining how individual developers
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work and how well they’re able to adhere to the test-driven development process
[22,27]. Students who are more unfamiliar with the concept might not be able to
achieve as high a coverage as their industry peers [29]. Very low coverage rates
might be a sign that design and implementation is not done incrementally with
the help of tests.

Good coverage doesn’t necessarily mean that the tests are able to effectively
identify incorrect behavior. Mutation testing consists of transforming the origi-
nal source code with mutation operators; good tests should detect adverse mu-
tations to the source code [32]. Pančur and Ciglarič [28] noticed in their student
experiment that even though the branch coverage was higher for the test-driven
development students, the mutation score indicator was actually worse than the
score of other students who were developing their code with a test-last approach.
In another student experiment, the mutation score indicators were more or less
equal [27].

4.3 Complexity

Complexity measures of code products can be used to describe individual code
components and their internal structure. For instance, McCabe’s complexity
[33] is calculated from the relative amount of branches in code while modern
views of complexity take the structure of methods and classes into account [34].
Because code is developed in small code fragments with test-driven development,
a reduction in the complexity of code is possible.

Reductions in complexity of classes have been observed both in the industry
and academia but not all results are conclusive. Classes created by industrial test-
driven developers seem to be more coherent and contain fewer complex methods
[20] or the products seem less complex overall [14]. Student developers have on
occasion constructed less complex classes with test-driven development [20,29]
but in some cases the differences in complexity between development methods
have been small [28].

4.4 Coupling and Cohesion

Coupling and cohesion are properties of object-oriented code constructs and
measure the interconnectivity and internal consistency of classes [34]. Through
incremental design, test-driven development could encourage developers to cre-
ate classes which have more distinct roles.

Relatively few test-driven development studies have reported coupling or co-
hesion metrics: coupling measures, for instance, are not entirely straightforward
to analyze as classes can be naturally interconnected in an object-oriented de-
sign pattern [20]. In an industrial case study, Janzen et al. noted that coupling
was actually greater in the project which utilized test-driven development [20]
and the experiences were similar in another student study [26]. As for cohesion,
classes constructed by test-driven developers can have fine cohesion figures but
the effect is not reported to be constant across all cases and at times cohesion
has been lower when test-driven development has been used [20].
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4.5 Size

Besides examining the structure of code products and the relationships of ob-
jects, it is possible to determine the size of these elements. The amount of source
code lines is one size measure which can be used to characterize code products.
Test-driven development involves writing a considerable amount of automated
unit tests that contribute to the overall size of the code base but the incremental
design and implementation could have an effect on the size of the classes and
methods written.

The ratio between test source code lines and non-test source code lines is one
way to look at the relative size of test code. The studies from the industry show
that the ratios can be substantial in projects where test-driven development is
used. At Microsoft, the highest ratings were reported to be at 0.89 test code
lines/production code lines, lowest at 0.39 test code lines/production code lines
for a larger project and somewhere in between for other projects depending
on the size of the project [18]. The numbers from IBM fall within this range
at around 0.48 test code lines/production code lines [17]. Without test-driven
development and with proper test-last principles, it is possible to reach fair ratios
but the ratios tend to fall behind test-driven projects [14]. For student developers,
the ratios have been observed to be on the same high level as industry developers
[27] or somewhat lower, albeit in one case students were able to achieve a ratio
of over 1 test code lines/production code lines without test-driven development
[29]. It seems to be apparent that with test-driven development, the size of the
overall code base increases due to the tests written if for every two lines of code
there is at least a line of test code.

The size of classes and methods has in certain cases been affected under test-
driven development. In the longitudinal industry study of Janzen [20], classes
and methods were reported to be smaller although the same didn’t apply to
several other case studies mentioned in the report. Similarly, students wrote
lighter classes and methods in one case [20] but not in another [26]. Madeyski
and Szała found in a quasi-controlled experiment that there was less code per
user story when the developer was designing and implementing the stories with
test-driven development [21]. Müller and Höfer conclude from an experiment
that test-driven developers with less experience don’t necessarily create test code
which has a larger code footprint but there might be some differences in the size
of the non-test code in favor of the experts [22].

4.6 Effort

Effort is a process quality attribute [31] and here, it can be defined as the amount
of exertion spent on a specific software engineering task. Typically, there is a
relation between effort and duration and with careful consideration of the context
the duration of a task could be seen as an indicator for effort spent. Test-driven
development changes the design and implementation process of code products so
the effort of these processes might be affected. The effects might not be limited
to these areas as the availability of automated tests is related to verification and
validation activities as well.
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Writing the tests seems to take time or then there are other factors which affect
the development process as there have been experiences which suggest that the
usage of test-driven development increases the effort. At Microsoft and IBM,
managers estimated that development took about 15 to 30 percent longer [18].
Effort also increased in the study of Dogša and Batič [14] where the development
took around three to four thousand man-hours more in an approximately six-
month project; the developers felt the increase was at least partly due to the
test-driven practices. George and Williams [15] and Canfora et al. [13] came to
the same conclusion in their experiments that developers used more time with
test-driven development. Effort and time spent on testing has also been shown
to increase in academical experiments [25]. However, the correlation between
test-driven development and effort isn’t that straightforward as Geras et al. [16]
didn’t notice such a big difference and students have been shown to get a faster
start into development with test-driven development [24].

Considering effort, it is not enough to look at the initial stages of development,
as more effort is put on the development of the code products in later stages
of the software life cycle when the code is being maintained or refactored for
other purposes. Here, the industrial case study of Dogša and Batič [14] provides
interesting insights into the different stages of development. Even though the
test-driven development team had used more time in the development phase
before the major release of the product, maintenance work on the code that was
previously written with test-driven development was substantially easier and less
time-consuming. The observation period for the maintenance period was around
nine months, and during this time the test-driven team was quickly making up
for the increased effort in the initial development stage, although they were still
several thousand man-hours behind the aggregated effort of the non-test-driven
teams when the observation ended.

4.7 External Quality

External quality in this review refers to qualitative, subjective and environment
specific information from the empirical studies that doesn’t easily convert to
quantifiable metrics. For instance, mixed-method research approaches have been
applied in several studies which have utilized various surveys and interviews to
gather subjective opinions about test-driven development.

When customers are shown products which have been developed with test-
driven development, they don’t necessarily perceive a shift in quality. Huang
and Holcombe [25] interviewed customers of a student project with a detailed
questionnaire and asked how they felt about the quality of the product after
having used it for a month. According to the results, the development method
didn’t affect the quality that the customers saw: test-driven products got similar
ratings as the products of other development methods.

Perhaps developers who participate in the design and implementation of soft-
ware can better explain what the true effects of test-driven development are?
Dogša and Batič [14] investigated this question with a survey for the industry
developers who took part in the study and they felt that they were able to provide
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better code quality through test-driven development. The students in the study
of Gupta and Jalote [24] had the sense that test-driven development improved
the testability of their creation but at the same time reduced the confidence in
the design of the system.

4.8 Productivity

Productivity is an indirect resource metric based on the relation between the
amount of some tangible items produced and the effort required to produce the
output. The resources can, for instance, be developers while the output can be
products resulting from development work like source code or implemented user
stories. Productivity is an external attribute which is sensitive to the environ-
ment [31]. Test-driven development seemed to be a factor in the increased effort
of the developers as previously described but could the restructured development
process and the tests written somehow accelerate the implementation velocity
of the user stories or affect the rate by which developers write source code lines?

There have been a number of studies which have featured test-driven de-
velopment and productivity. Dogša and Batič [14] reported that the industrial
test-driven developer team produced code at a slightly lower rate than the other
teams involved in the study and the developers also thought themselves that
their productivity was affected by the practices required in test-driven develop-
ment. In the experiment of Madeyski and Szała [21], there were some signs of
increased productivity but it was noted that there were certain validity threats
for this single-developer study. Student developers who used test-driven develop-
ment in the study of Gupta and Jalote [24] were on average on the same level or
a bit faster in producing source code lines than student teams developing with-
out test-driven development. In the study of Huang and Holcombe [25], students
were also faster with test-driven development, although the difference didn’t ex-
ceed statistical significance. But then again there have been test-driven student
teams whose productivity has been lower in terms of implemented features or
source code lines [29]. In some cases, no differences between the productivity of
student teams have been found [28].

The time it takes to produce one line of code might depend on the type of
code being written as well. Müller and Höfer [22] examined the productivity
rates when experts and students were developing code in a test-driven develop-
ment experiment and noticed that both experts and students wrote test code
faster than they wrote the implementation code. Experts were generally faster in
writing code than students but both groups of developers wrote test code three
times faster reaching maximum rates of 150 lines of code per hour. Test-driven
development involves writing a lot of test code but based on this result, writing
an equal amount of test code doesn’t take as long as writing implementation
code which is something to consider.
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4.9 Maintainability

Maintainability is a property that is related to some of the evolution aspects of
software: the easiness of finding out what to change from existing code, the rela-
tive effort to make a change and the sustained confidence that everything works
well after the change with sufficient mechanisms to verify the effects [35]. An ar-
ray of automated tests might at least help to increase the testability and stability
of software which implies that test-driven has a chance to affect maintainability.

Few empirical studies about test-driven development mention maintainability
and there seems to be room for additional research in this area. The indus-
trial case study of Dogša and Batič [14] considers maintainability and the nine
months maintenance period seems long enough to draw some initial conclusions.
As previously described, serving the change requests for the code that had been
developed with test-driven development took less time and was thus more ef-
fortless. In addition, when interviewed, developers in the study answered to a
closed question that the development practice helped them to make the software
more maintainable. While more research could verify whether the effect is of a
constant nature, the idea is still encouraging.

4.10 Aggregation of Results

A summary of the reported effects and the frequency of individual quality at-
tributes in research reports is shown in Figure 1. In the figure, the attributes are
ordered by the number of publications showing significant positive effects asso-
ciated to a particular attribute. Besides showing the positive effects, the figure
illustrates the number of publications showing neutral or inconclusive effects and
significant negative effects as reported in the respective publications. It should
be considered that this is a coarse-grained aggregation of the study results that
ignores the different contexts. A summary tailored for a specific context might
look different. However, the study gives an overview of the trends and can be
seen as a starting point for deeper analysis and interpretation.

Many of the significant positive effects are associated with defects but there are
some positive effects related to external quality, complexity, maintainability and
size. The negative effects are mostly related to effort and productivity although
in one study test-driven development was seen to reduce effort. There are also
several studies showing no effect with respect to effort. In case of effort and
productivity, this might indicate that there are hidden context factors that have
an influence on the effect of test-driven development. Code coverage is a common
attribute that is mentioned in the studies but it is rarely highlighted as a key
dependent variable in the studies or the results have been found inconclusive;
the same can be said for size.

4.11 Limitations

The results of the individual studies have a limited scope of validity and cannot
be easily generalized and compared. Therefore, the findings presented in this
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Fig. 1. The occurrence of positive, neutral and negative effects for each quality at-
tribute as reported by the test-driven development publications included in the review

article need a careful analysis of the respective contexts before applying in other
environments. The completeness of the integrative literature review was based
on the ranking algorithm of the search engines and might have been enforced
more strictly. Other threats to validity concern the use of qualitative inclusion
and exclusion criteria as well as the selection of databases, search terms, and
the chosen timeframe. Due to these factors, there could be a selection bias re-
lated to the selection of the publications. This needs to be taken into care when
interpreting and using the results of this integrative literature review.

5 Conclusion

This integrative literature review analyzed the effects of test-driven development
from existing empirical studies. The detailed review collected empirical findings
for different quality attributes and found out varying effects to these attributes.
Based on the results, prominent effects include the reduction of defects and
the increased maintainability of code. The internal quality of code in terms of
coupling and cohesion seem not to be affected so much but code complexity might
be reduced a little with test-driven development. With all the tests written, the
whole code base becomes larger but more source code lines are being covered by
tests. Test code is faster to write than the code implementing the test but many
of the studies report increased effort in development.

The quality map constructed as part of the review shows some possible direc-
tions for future research. One of the promising effects was the increased main-
tainability and reduced effort it took to maintain code later but at the time of
the review there was only a single study from Dogša and Batič [14] which had
specifically focused on maintainability. This could be one of the areas for further
research on test-driven development.



168 S. Mäkinen and J. Münch

References

1. Beck, K.: Test-Driven Development: By Example. Addison-Wesley (2003)
2. Turhan, B., Layman, L., Diep, M., Erdogmus, H., Shull, F.: How Effective is Test-

Driven Development. In: Oram, A., Wilson, G. (eds.) Making Software: What
Really Works, and Why We Believe It, pp. 207–219. O’Reilly (2010)

3. Jeffries, R., Melnik, G.: Guest Editors’ Introduction: TDD–The Art of Fearless
Programming. IEEE Software 24(3), 24–30 (2007)

4. Rafique, Y., Misic, V.: The Effects of Test-Driven Development on External Qual-
ity and Productivity: A Meta Analysis. IEEE Transactions on Software Engineer-
ing 39(6), 835–856 (2013)

5. Desai, C., Janzen, D., Savage, K.: A Survey of Evidence for Test-Driven Develop-
ment in Academia. SIGCSE Bulletin 40(2), 97–101 (2008)

6. Runeson, P., Höst, M.: Guidelines for Conducting and Reporting Case Study Re-
search in Software Engineering. Empirical Software Engineering 14, 131–164 (2009)

7. Merriam, S.B.: Qualitative Research: A Guide to Design and Implementation. John
Wiley & Sons (2009)

8. Torraco, R.J.: Writing Integrative Literature Reviews: Guidelines and Examples.
Human Resource Development Review 4(3), 356–367 (2005)

9. Kitchenham, B., Charters, S.: Guidelines for Performing Systematic Literature
Reviews in Software Engineering. Technical Report Version 2.3, Keele University
and University of Durham (July 2007)

10. Creswell, J.W.: Research Design: Qualitative, Quantitative, and Mixed Methods
Approaches. Sage Publications (2009)

11. Mäkinen, S.: Driving Software Quality and Structuring Work Through Test-Driven
Development. Master’s thesis, Department of Computer Science, University of
Helsinki (October 2012)

12. Bhat, T., Nagappan, N.: Evaluating the Efficacy of Test-driven Development: In-
dustrial Case Studies. In: Proceedings of the 2006 ACM/IEEE International Sym-
posium on Empirical Software Engineering, ISESE 2006, pp. 356–363. ACM, New
York (2006)

13. Canfora, G., Cimitile, A., Garcia, F., Piattini, M., Visaggio, C.A.: Evaluating Ad-
vantages of Test Driven Development: A Controlled Experiment with Professionals.
In: Proceedings of the 2006 ACM/IEEE International Symposium on Empirical
Software Engineering, ISESE 2006, pp. 364–371. ACM, New York (2006)

14. Dogša, T., Batič, D.: The Effectiveness of Test-Driven Development: An Industrial
Case Study. Software Quality Journal 19, 643–661 (2011)

15. George, B., Williams, L.: An Initial Investigation of Test Driven Development in
Industry. In: Proceedings of the 2003 ACM Symposium on Applied Computing,
SAC 2003, pp. 1135–1139. ACM, New York (2003)

16. Geras, A., Smith, M., Miller, J.: A Prototype Empirical Evaluation of Test Driven
Development. In: Proceedings of the 10th International Symposium on Software
Metrics. METRICS 2004, pp. 405–416 (September 2004)

17. Maximilien, E., Williams, L.: Assessing Test-Driven Development at IBM. In: Pro-
ceedings of the 25th International Conference on Software Engineering, ICSE 2003,
pp. 564–569 (May 2003)

18. Nagappan, N., Maximilien, E., Bhat, T., Williams, L.: Realizing Quality Improve-
ment through Test Driven Development: Results and Experiences of Four Industrial
Teams. Empirical Software Engineering 13, 289–302 (2008)



Effects of Test-Driven Development 169

19. Williams, L., Maximilien, E.M., Vouk, M.: Test-Driven Development as a Defect-
Reduction Practice. In: Proceedings of the 14th International Symposium on Soft-
ware Reliability Engineering, ISSRE 2003, pp. 34–45 (November 2003)

20. Janzen, D.S., Saiedian, H.: Does Test-Driven Development Really Improve Software
Design Quality? IEEE Software 25(2), 77–84 (2008)

21. Madeyski, L., Szała, Ł.: The Impact of Test-Driven Development on Software De-
velopment Productivity — An Empirical Study. In: Abrahamsson, P., Baddoo, N.,
Margaria, T., Messnarz, R. (eds.) EuroSPI 2007. LNCS, vol. 4764, pp. 200–211.
Springer, Heidelberg (2007)

22. Müller, M., Höfer, A.: The Effect of Experience on the Test-Driven Development
Process. Empirical Software Engineering 12(6), 593–615 (2007)

23. Desai, C., Janzen, D.S., Clements, J.: Implications of Integrating Test-Driven De-
velopment Into CS1/CS2 Curricula. In: Proceedings of the 40th ACM Technical
Symposium on Computer Science Education, SIGCSE 2009, pp. 148–152. ACM,
New York (2009)

24. Gupta, A., Jalote, P.: An Experimental Evaluation of the Effectiveness and Effi-
ciency of the Test Driven Development. In: Proceedings of the First International
Symposium on Empirical Software Engineering and Measurement, ESEM 2007,
pp. 285–294 (September 2007)

25. Huang, L., Holcombe, M.: Empirical Investigation Towards the Effectiveness of Test
First Programming. Information and Software Technology 51(1), 182–194 (2009)

26. Janzen, D., Saiedian, H.: On the Influence of Test-Driven Development on Software
Design. In: Proceedings of the 19th Conference on Software Engineering Education
and Training, CSEET 2006, pp. 141–148 (April 2006)

27. Madeyski, L.: The Impact of Test-First Programming on Branch Coverage and
Mutation Score Indicator of Unit Tests: An Experiment. Information and Software
Technology 52(2), 169–184 (2010)

28. Pančur, M., Ciglarič, M.: Impact of Test-Driven Development on Productivity,
Code and Tests: A Controlled Experiment. Information and Software Technol-
ogy 53(6), 557–573 (2011)

29. Vu, J., Frojd, N., Shenkel-Therolf, C., Janzen, D.: Evaluating Test-Driven Devel-
opment in an Industry-Sponsored Capstone Project. In: Proceedings of the Sixth
International Conference on Information Technology, ITNG 2009, pp. 229–234.
New Generations (April 2009)

30. Wilkerson, J., Nunamaker, J.J., Mercer, R.: Comparing the Defect Reduction Ben-
efits of Code Inspection and Test-Driven Development. IEEE Transactions on Soft-
ware Engineering 38(3), 547–560 (2012)

31. Fenton, N.E., Pfleeger, S.L.: Software Metrics: A Rigorous and Practical Approach.
PWS Publishing Company, Boston (1997)

32. Pezzè, M., Young, M.: Software Testing and Analysis: Process, Principles and
Techniques. Wiley, Chichester (2008)

33. McCabe, T.: A Complexity Measure. IEEE Transactions on Software Engineer-
ing SE 2(4), 308–320 (1976)

34. Chidamber, S., Kemerer, C.: A Metrics Suite for Object Oriented Design. IEEE
Transactions on Software Engineering 20(6), 476–493 (1994)

35. Cook, S., He, J., Harrison, R.: Dynamic and Static Views of Software Evolution.
In: Proceedings of the IEEE International Conference on Software Maintenance,
pp. 592–601 (2001)



Isolated Testing of Software Components

in Distributed Software Systems

François Thillen, Richard Mordinyi, and Stefan Biffl

Christian Doppler Laboratory “Software Engineering Integration for Flexible
Automation Systems”

Vienna University of Technology
Vienna, Austria

{firstname.lastname}@tuwien.ac.at
http://cdl.ifs.tuwien.ac.at

Abstract. Component-based software engineering emphasizes the com-
position of software systems through loosely coupled independent com-
ponents. Although software components are binary units of independent
software artifacts, they typically interact with other components as they
form a functioning system and thus implicitly define dependency rela-
tions. However, in case of distributed component-based software systems
current testing strategies either assume total independence of compo-
nents or require usage of mock-up frameworks which do not facilitate
testing of the entire component but only a subset of it. Consequently,
the dependency structure between components is not really taken into ac-
count. Therefore, those tests are limited in their effectiveness of detecting
defects in software systems with distributed components. In this paper
the ”Effective Tester in the Middle” (ETM) approach is presented, which
improves testing of components depending on other distributed compo-
nents. The approach relies on test scenario specific interaction models
and network communication models which facilitate isolated testing of
entire components without the need to run the overall system. We evalu-
ate the approach by implementing test scenarios for a system integration
platform. The prototypic implementation demonstrates that software
testers are able to create unit test like integration tests with minimal
effort and that it increases the quality of the system by enabling the
injection of fault-messages.

Keywords: Component-based Systems, Distributed Components,
Component Tests.

1 Introduction

Component-based software engineering (CBSE) [1] relies on the existence of in-
dependent software components which can be composed to a software system
in a loosely coupled manner. Instead of continually custom developing software
artefacts, as is largely the case under traditional development processes, CBSE
concentrates on assembling prefabricated parts which can be an organization’s
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own implementation or a part from professional component vendors [2]. The
concept of reusing pre-existing components aims to reduce development time,
costs and risks, while developing larger and more complicated systems quickly
and with high product quality [3]. Nevertheless, as with any software engineer-
ing approach these goals rely on thoroughly tested components to ensure their
quality and stability, and thus consequently of the system.

There are several testing approaches and frameworks at software testers’ dis-
posal (see section 2.2) to find defects in the code and to inspect the correct
behaviour of a software component [4] in distributed software systems. However,
while those testing approaches rely on the definition of an independent compo-
nent [5], software components typically interact with other components as they
form a functioning system and thus implicitly define dependency relations [6]. If
software testers want to ensure the quality of dependent components by testing
the components’ interface, they can use of mock up frameworks [7]. However,
these do not support testing of the entire component, but only a subset of it
(since the rest of the component is mocked) and thus does not take into ac-
count any component dependencies. On the other hand integration tests using
the component’s interface, but it can be performed only if the entire system is
up and running. In that case the entire component is tested and its dependencies
considered. However, while this is an easy task in a non-distributed environment,
it might be a challenge with high effort in a distributed one.

In this paper, the so called ”Effective Tester in the Middle” (ETM) approach
is presented, which improves testing of distributed components depending on
other components in the system by introducing interaction models and network
communication models which facilitate isolated testing of the entire component
without the need to run the entire system. The proposed approach makes use of
established network protocols to filter for requests sent by tested components.
The request is analysed and based on a given test scenario and its specific interac-
tion model an appropriate response is returned. Software testers implement test
scenarios in unit testing manner and configure request-response interaction mod-
els used by the ETM while monitoring network communication. The proposed
approach is evaluated by implementing test scenarios for a system integration
platform. The evaluation results show that although software testers are able to
create unit test like integration tests with minimal effort, a high one-off effort
has to be invested into the implementation of network communication models
for filtering purposes. Furthermore, results indicate increased effectiveness in er-
ror detection, since it may detect errors which cannot be easily detected with
current testing frameworks and by enabling the injection of faulty request or
response messages.

2 Related Work

In this section we summarize related work on dependencies in component based
software systems (CBS), on testing approaches and frameworks, and mock-up
concepts for such systems to review scientific and industrial landscape.
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2.1 Dependencies in Component Based Systems

A challenge in CBS [5] is to avoid dependencies between components [8] since ac-
cording to the definition components should be independent. However, compo-
nents still need other/external components to fulfil their work [8], [9], and thus to
form a running system. These interactions lead to non-technical dependencies [6]
between components. Furthermore, components can also have internal dependen-
cies, which means that they not only depend on self-generated elements but also
have relations between input and output [9]. The greater the number of depen-
dencies between components, the more complex the system will become [6]. This
makes the system harder to modify, verify, and understand and thus leads to poor
maintainability. Therefore, it is not only important to know these dependencies
in order to verify and being capable of modifying components but also to define
the influence of external dependencies on the component’s behaviour [9].

2.2 Testing Concepts for Component Based Systems

Web Services: Web services are integration technologies, which enable a dy-
namic correlation between components in networks under the use of open stan-
dardized internet technologies, like the ”Web Services Description Language”
(WSDL) for describing the interfaces, or the ”Simple Object Access Protocol”
(SOAP), the ”Hypertext Transfer Protocol” (HTTP), and the ”Internet Pro-
tocol” (IP) for communication purposes. [10] presents two tools that are using
Web services as interfaces between services and client components. These tools
offers an easy way for testing Web services in different programming languages.
However, Web services are independent and have always a defined endpoint.

Distributed Components: One of many testing tool is Jata [11] that is a
language for testing distributed components. Jata is mainly integrates the bene-
fits of JUnit and TTCB-3 [12], supports Message orientated middleware and web
services. Another more theoretical approach is the decomposition and hybrid ap-
proach [13], which introduces a formal way to analyse the correct behaviour of
a component. Furthermore, it combines a model-checking techniques and black
box testing that is the hydride approach. JRT [3] is a wrapping java component
(JRT-Server), which automatically executes test cases (JRTClient) and offers a
graphical representation (JRTClientGUI).

Component Based Systems: A way of testing component based system is an
automated statistical test approach [14]. The approach is based on state-based
component models, which are used to create compact interaction test models.
The goal is to test system interactions and functionalities that are split in several
systems. A general guideline of improving testing in component based systems
is presented by Toroi [15]. The goal was to enhance testing methods and the
practicality, especially from the integrator view [15].
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These testing approaches rely on the original definition, i.e. independent com-
ponents. When components are dependent and communicating with other com-
ponents over several ports, then the presented approaches cannot be applied as
components need to be independent.

2.3 Mock-up Frameworks

Complex software systems may have several dependencies to external systems
like JMS middleware or application servers - ”All these moving parts can be
difficult to manage and provide interacts that are outside the scope of a unit
test” [7]. However, to test the interaction in the system, dependencies to other
components are not really needed and can be mocked. There are several frame-
works like mockito1, jMock2, EasyMock3, or NMockEasyMock4, which provide
ways to mock-up method calls. These frameworks create mock-ups by imple-
menting an own class (mocked class) from the selected class. The behaviour is
modelled over keywords, which allows testing and verification of the correct be-
haviour of the system. This implies that the behaviour of the component has
to be known beforehand. However, the method, which is mocked-up, has to be
tested in another test scenario because only the behaviour of it is simulated but
the method itself is never executed. This implies that bugs can be hidden behind
the mock-up. Nevertheless, this approach is based on testing the interactions of
the system and the correct behaviour of methods, which implies that all com-
ponents, which have dependencies to other external components are mocked-up
in the test scenario. In other words, in order to test the integration of the sys-
tem, the methods/components have to be independent to other components or
network access.

3 Motivating Scenario

Component-based software engineering aims reusing and assembling software
systems of software parts which potentially have been prefabricated by third-
parties. A lot of testing approaches have been introduced and presented, which
help to find software defects (see section 2).

An example for a component-based software system is the so called Engi-
neering Service Bus (EngSB) [16]. In comparison to the Enterprise Service Bus,
which integrates services [17], the EngSB integrates not only different tools and
systems but also different steps in the software development life cycle [16] - the
platform aims at integrating software engineering disciplines. A motivating set
of components is the EngSB, the .Net Bridge [18], and the Engineering Object
Editor (EOE) [19]. The .Net Bridge is a communication interface which enables
interaction between the EngSB and .Net-based implementations (e.g., EOE),

1 http://code.google.com/p/mockito/
2 http://www.jmock.org/
3 http://www.easymock.org/
4 http://www.nmock.org/

http://code.google.com/p/mockito/
http://www.jmock.org/
http://www.easymock.org/
http://www.nmock.org/
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Fig. 1. Communication between EOE,.Net Bridge and the EngSB

by providing means to invoke methods on the EngsB. The EOE is a concrete
application that uses the .Net Bridge to communicate with the EngSB.

Figure 1 illustrates the simplified structure of the system, the dependency
relations between the components, the flow of information exchange between
the components, and the problem space of testing in that environment. The
EOE is an Excel-plugin which visualizes data stored in the EngSB. Therefore,
whenever the EOE retrieves (Figure 1, 1) data from the EngSB, it forwards the
request to the .Net Bridge and then blocks until the data arrives. The .Net Bridge
marshals the method request to a JSON object and forwards it to the EngSB
via Message-oriented Middleware (MoM) (Figure 1, 2) like ActiveMQ (AQ)5.
The EngSB receives the request (Figure 1, 3), unmarshalls the JSON object and
invokes the corresponding method. The result is marshalled (Figure 1, 4) and
transmitted to the .Net Bridge over the MoM. The .Net Bridge unmarshalls the
JSON objects (Figure 1, 5) and forwards the result to the EOE by invoking a
call back method (Figure 1, 6). Last, the EOE returns from the blocking state
and presents the data received. To test this structure, the complete system has
to be started, i.e. the EngSB, .Net Bridge, and EOE. However, starting up the
entire system for running defined test scenarios costs effort and time.

4 Research Issues

In this paper, the so called ”Effective Tester in the Middle” (ETM) is introduced,
which aims to improve testing of distributed components depending on other
components in the system. ETM introduces interaction models and network
communication models which facilitate isolated testing of entire components
without the need to run the entire system. The key research issue is how to
test dependent components in distributed environments in order to find defects
effectively and efficiently:

Modelling Component Dependencies: Remote dependent components need
data from other components to fulfil their work. Therefore, the interaction re-
quires network protocols (e.g., TCP, UDP) to be used, consequently defining a
technical dependency. Another dependency refers to the used application proto-
col, which allows applications to filter information in an efficient way. Therefore,

5 http://activemq.apache.org/

http://activemq.apache.org/
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how can dependencies between components be modelled, so that system prop-
erties are reflected correctly?

Effectiveness of the ETM Approach: An approach to test remote compo-
nents is to start the entire system and then execute test cases. However, during
the software development process it is unlikely that all components are available
making it difficult to start the complete system and create correct test cases.
The ETM aims to resolve dependencies between components and to isolate them.
Therefore, to what extent is the ETM capable of improving effectiveness of com-
ponent testing?

Efficiency of the ETM Approach: Components communicate with each other
by exchanging messages. How can the ETM improve efficiency of testing com-
ponents in distributed systems based on the messages exchanged? What kind of
additional testing approaches can be easily facilitated and executed in compari-
son to traditional testing approaches?

5 Proposed Solution Approach

The ”Effective Tester in the Middle” (ETM) approach relies on test scenario
specific interaction models and network communication models. In the following
the approach is described in detail, which consists of three main parts:

The ETM core takes care of the communication and handles messages. Since
components communicate over a network connection with each other, ETM lis-
tens on the Transport Layer for messages. In case of TCP connections, ETM
opens a socket first, which listens on the specified port and IP-address. When-
ever the socket receives messages, ETM parses throw all the configured and
specified protocol types and asks if all data has been arrived. If there are still
missing messages, the socket combines the old received data with the new ones
and parses again throw all protocols. In case the protocol replies with all data
has been received, the ETM parses throw the configuration and forwards the
data to each configuration. The configuration analyses the data and checks if
the message is complete. Then, the ETM uses the response Transaction model
to open a socket (or an existing one) and forward the reply to the client.

The application protocol model references the protocol that the component
uses, like SOAP or ActiveMQ. These protocol implementations serialize byte
messages to protocol messages and deserialize the message from the received
protocol message to a desired type. Every protocol has characteristics, which
shows that it is valid. SOAP for example needs an HTML part that includes for
example the complete message size. Such characteristics can be used to identify
if messages in a byte format are valid. The interaction model represents the
message transfer between the components, and needs the following parameters:
1) Port and IP-address from which a client sends messages; 2) A message in a
protocol format, which stands for the request message; 3) A list of interaction
model referencing a reply; 4) Port and IP-address on which the ETM himself
should open to receive requests form a client. These models are used by the ETM
to correctly reply to exchanged messages.
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Fig. 2. ETM in the presented environment

Figure 2 shows the integration of the ETM in the use case presented in section
3. In contrast to the traditional system, communication to the EngSB is simu-
lated by the ETM. The EOE does not know that the EngSB is simulated. This
means that check out and check in are still performed the same way (Figure 2,
1 and 6). Also the .Net Bridge does not know that the ETM is the responder
(Figure 2, 2 and 5). The ETM catches the communication messages (Figure 2,
4), parses the request, and replies with a corresponding message to the .Net
Bridge (Figure 2, 5), which then forwards it to the EOE.

6 Prototypic Implementation

The following section describes first the ETM core followed by two examples.
In the first example, SOAP messages, based on HTML and XML are sent over
TCP, which demonstrate the power of the ETM in a realistic environment. In
the second example the ETM simulates the EngSB (Figure 2) that allows it to
test the .Net Bridge and the EOE isolated. In this case the ETM simulates the
AQ protocol. The sockets have to be configured on a specified IP and Port, which
will be provided by the test case and for simplicity reasons, the communication
model in this paper is TCP. First the ETM Core is described, which include a
new list implementation and the socket handling.

6.1 ETM Core, ETM List, and Socket Handling

The ETM core provides the possibility to accept communications, send and
receive messages. Mostly, the ETM is reacting on received message but compo-
nents can wait for method calls from outside. The ETM has all the open socket
saved and so allows it to send messages to a specific socket. Like presented in
the previous session the interaction model consists these information. When the
ETM core receives a message, it forwards the bytes to the list and searches for
the corresponding configuration and send the result as answer. Communication
between the components works mostly over the network connection and very
often components are sending the same message several times. It follows that
the answer for the first message should be the first interaction model and the
second answer should be the second. This behaviour is presented in Figure 3.
The first message from the component1 (Figure 3, 1) is a registration message,
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Component1 ETM

Register

Register (id=1)

Register

Register (id=2) 4

1

2
3

Fig. 3. Message Request Order

which is caught by the ETM and a message from the configuration (e.g identi-
fier) is send back (Figure 3, 2). Next, the component1 sends a second registration
message (Figure 3, 3), which requires an answer. Corresponding to the example,
this should have a different identifier as the previous (Figure 3, 4). This prob-
lem requires a new list implementation. From the concrete implementation point
of view, every list entry has a counter, which is initialised with zero. When a
configuration gets picked this counter get increased (Figure 3, 2 and 4). To find
the correct configuration, first the protocol (converted from bytes) is compared
with the interaction models and if there more matches, the number of returns
(counter) is compared. Most programming languages are handling all the lay-
ers up to the transport layer, thus only the socket has to be configured by an
endpoint (IP address and port) and the used transport layer (e.g. TCP). The
components can communicate over different ports with each other, which make
it the simulation challenging. The ETM opens for each port an own thread that
handles the communication with the component on that specific port.

6.2 Test Case Examples

The first example describes the behaviour of the ETM with SOAP messages.
When a socket receives a message, first the ETM tries to identify the used
protocol. Second, the bytes are forwarded to the identified SOAP protocol (in
this case) and analysed if all required parts are present (e.g. closed Envelope
(</Envelope>)). If the bytes are valid, the ETM looks at the SOAP specific
interaction configuration (provided by the test case) and search for a response
message. Next, the ETM adds to the chosen messages the SOAP protocol in-
formation, like header information, and transfers it to the requester. The test
case consists of three different parts. First, the configuration of the ETM will be
created, followed by the Web service client initialization, while in the third part
the method getData of the Web Service is invoked. The result of this method call
should be 412571. The ConfigureStartETMWithSOAPProtocol method config-
ures and starts the ETM (described in Figure 4). In the first step, the request and
reply messages are defined, which are used to generate the corresponding SOAP
messages. This is done by the implementation of the application protocol. Next,
a list of answers respectively replies have to be integrated into the interaction
message, which represents a configuration for the ETM. The interaction mes-
sage contains the IP-Address and Port, on which the ETM should listen or send
the message. These interaction messages are then forwarded to the ETM while
finally the ETM is started. The request and reply messages generated for this
example look like as in Figure 6 and Figure 7. The GetRequestTestCase1 method



178 F. Thillen, R. Mordinyi, and S. Biffl

private void ConfigureStartETMWithSOAPProtocol(){
  String requestMsg = GetRequestTestCase1();
  String replyMsg = GetReplyTestCase1();

  IProtocol requestMessage = new SOAPProtocol(requestMsg);
  IProtocol answerMessage = new SOAPProtocol(replyMsg);

  TranscationMessage reply = new TranscationMessage(1866, 0, 
      answerMessage, null, IPAddress.Loopback, IPAddress.Loopback);
  TranscationMessage request = new TranscationMessage(51446,1866, 
      requestMessage, reply, IPAddress.Loopback, IPAddress.Loopback);

  ETM = new ETMTCP(new List<TranscationMessage>() { request });
  ETM.Start();
}

Fig. 4. ETM configuration

public List<InteractionMessage> getConfig(WireFormatInfo wire)
{
     List<InteractionMessage> result = 

new List<InteractionMessage>();
     result.Add(ActiveMQConf.getRemoveInfoAnswer(-1));
     result.Add(ActiveMQConf.getShutdownInfoAnswer(-1));
     result.Add(ActiveMQConf.getKeepAliveAnswer(-1));
     result.Add(ActiveMQConf.getWireFormatAnswer(wire, -1));
     result.Add(ActiveMQConf.getNetBridgeTextMessageAnswer(-1));
     result.Add(ActiveMQConf.getAskedAnswer(-1));
     result.Add(ActiveMQConf.getSessionInfoAnswer(-1));
     result.Add(ActiveMQConf.getProducerInfoAnswer(-1));
     result.Add(ActiveMQConf.getConnectionInfoAnswer(-1));
     result.Add(ActiveMQConf.getConsumerInfoAnswer(-1));
     return result;
}

Fig. 5. ActiveMQ configuration

returns the message, which will be invoked by the Web Service client (see Figure
6). In the GetReplyTestCase1 method the response message is generated, which
should be transmitted to the client (see Figure 7). In the last row, the HTML
header informations are added, which are generated from the XML part. The
third example is based on the presented use case. Not only the component itself
has to simulate but also the behaviour of the application protocol (AQ). The AQ
protocol is based on commands, which are serialized to bytes forwarded to the
transport layer and on the other side deserialised. AQ uses the OpenWire format
to communicate with each other. The ETM needs a AQ protocol implementation
to be able to communicate with components that uses this MOM. However, AQ
provides a class (OpenWireFormat) that offers the possibility to serialize and
deserialze objects to/from a byte array. To create a valid connection, every re-
sponse command needs a corresponding CommandId, every MessageDispatcher
a ConsumerId, and a Destination. The test case architecture is equivalent to the
previous example and is presented in Figure 8. First, (Figure 8, 1) the ETM gets
configured and started. The configuration creates the interaction models that
are used to interact with the AQ client (.Net Bridge). The ineraction models are
presented in Figure 5, which are releated to Figure 10. Every dotted box stands
for a communication commands of AQ. For every message that is sent/received
from the .Net Bridge, a new producer/consumer is opened. It follows that the
commands are the same for all these sockets. In the code, this is specified by
setting the socket number -1. The answers for the .Net Bridge has to be config-
ured, which are shown as boxes (solid lines) in Figure 10. The first message from
the .Net Bridge is send on the Socket 2, which is a create message. According
to the definition of a connector, a void message is needed, i.e. the ETM sends a
void message back. This void message is wrapped in an ActiveMQTextMessage
command, which itself is wrapped in a MessageDispatcher. This behaviour is the
same for the register, unregister, and delete message. Next, the .Net Bridge has

IGNOREFIELD

<s:Envelope xmlns:s=\"http://schemas.xmlsoap.org/soap/envelope/\">
      <s:Body>
            <getData xmlns=\"http://tempuri.org/\"/>
      </s:Body>
</s:Envelope>

Fig. 6. SOAP request message

<s:Envelope xmlns:s=\"http://schemas.xmlsoap.org/soap/envelope/\">
      <s:Body>
            <getDataResponse xmlns=\"http://tempuri.org/\">
                  <getDataResult>412571</getDataResult>
            </getDataResponse>
      </s:Body>
</s:Envelope>

Fig. 7. SOAP response message
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to be started (Figure 8, 2). When the registration method was successfully, some
method calls on the bridge can be triggered to test the correct behaviour. This is
done by forwarding a configuration to the ETM , which finds the correct socket
and forwards the request to the .Net Bridge. This request has to be send to the
receive queue that is from the definition of the .Net Bridge always on socket
0. To be able to send a valid request to the correct consumer, the ConsumerId
and Destination of the receive queue is required. This information is stored in
the ETM itself. Next we have to close the .Net Bridge in a correct way that
implies to send unregister and delete message. This behaviour is already config-
ured (Figure 9). In the last step (Figure 8, 3) the correct behaviour is tested with
normal unit tests. The method call, which has been triggered from the ETM,
some variables had been set. These values get test on their correctness with the
normal test strategies.

public void TestBridge()
{

ETM = new ETMImplementation(getETMConf());
       ETM.Start(IPAddress.Loopback, 6549);

       startBridge();
ETM.TriggerMessage(ActiveMQConf.
   getNetBridgInvokeMmgOnReceiveQueue(0,
   getTestCase(), ETM.ReceivedMessages));
stopBridge();

       AreEqual(domain.message, "TestCase1");
AreEqual(domain.level, "12");

       AreEqual(domain.name, "Test");
       AreEqual(domain.origin, "123");
       IsTrue(domain.processId == 123);

AreEqual(domain.processIdSpecified, true);
}

1

2

3

Fig. 8. ActiveMQ and .Net Bridge com-
munication

private List<InteractionMessage> getETMConfig(){
  List<InteractionMessage> result = ActiveMQConfig.getConfig();
  result.Add(ActiveMQConfig.

ConsumerVoidMsg(2, BridgeVoidAnswer()));
  result.Add(ActiveMQConfig.

ConsumerVoidMsg(4, BrideVoidAnswer()));
  result.Add(ActiveMQConfig.

ConsumerVoidMsg(6, BrideVoidAnswer()));
  result.Add(ActiveMQConfig.

ConsumerVoidMsg(7, BrideVoidAnswer()));
  result.Add(ActiveMQConfig.

ConsumerVoidMsg(9, BrideVoidAnswer()));
  return result;}

Fig. 9. ActiveMQ ETM configuration
method

7 Evaluation

The advantage of the ETM is that test cases can be executed at any time and
are not dependent to a finished implementation of a component. Furthermore,
specified components can be tested without the need to start up the complete
system. Therefore, test cases can be created once and then executed any time
without any requirements to the system.

7.1 ETM and Modeling Component Dependencies

Mocking and the ETM have several things in common - both consists of three
parts: configuration, definition of the behaviour, and initiating testing. Like in
mocking frameworks, the definition of the behaviour can be very complex and
all the aspects have to be considered. The presented interaction models allow
testers to define correct behaviour for a specific message at a specific moment.
Furthermore, the model allows to define several reply definitions to different
endpoints as a reaction to a received message. This allows to model dependencies
between the components and thus to reflect the system properties.
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Fig. 10. ActiveMQ Test case example

7.2 Effectiveness

The effectiveness is measured, by the different kinds of bugs the ETM can help to
find. An advantage of the ETM is that it supports the generation of user defined
messages, which may be inconsistent to the definition of the component. ETM
therefore enables testing components with fault messages. Since ETM does not
execute test cases itself but only simulates other components, the effectiveness
depends on the effectiveness of the created test cases. However, this also implies
that the ETM can simulate components, which do not exist yet. From the view
of the software development process, developers can work independently to the
system, which improves the effectiveness of the complete team.

In the following, effectiveness is also discussed by the time of implementing
tests and the time needed for execution. The SOAP and ActiveMQ protocols are
compared, and together with the complexity and implementation time of the test
case the effectiveness of the ETM is illustrated. It needs to be mentioned that
the test case using the SOAP protocol is very short, mainly because the compo-
nent is started in one line only. The complete test case consists of 64 LOC while it
took 20 minutes of implementation time. In case of the ActiveMQ protocol reuse
of ActiveMQ libraries reduced implementation time. While the protocol code has
82 LOC and took twenty minutes to implement, the behaviour has to be imple-
mented, which contains of 151 LOC and needed about 40 minutes effort. The im-
plementation and creation of the protocol and/or the behaviour of the component
costs time. It can be derived that this is just a one time effort. The AQ for exam-
ple needs in total 20 minutes of implementing the protocol, behaviour and the test
case. In contrast, the test case just needs only 15 minutes and 20 LOC. It follows
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that all other test cases can use the configuration and the protocol. This improves
the effectiveness extremely and it follows that implementing further test cases is
very easy. However, the developer of the protocol has to understand the behaviour
and the complexity of the protocol to properly handle the exchange of messages.

7.3 Efficiency

With the traditional approach, some test cases can be created at any time of
the process but the tests fails until all the required components are completely
created, which leads to a very late finding of the errors. The ETM is simulating
the components and so can also simulate things, which are not implemented
yet. With the traditional approach, the components cannot be isolated tested,
i.e. the dependencies have to be present and running, which implies that the
dependent components have to be error free. This is not guaranteed and so the
errors can ours in the component under test and in the dependent components.
It follows that the location of the error is challenging to locate. The feature of the
tradition approach is that the tests are always communicating with the newest
versions of the dependent component. Furthermore, the communication between
the components exists and so no simulation has to be created. From the view
of performance, the tradition approach implies a start-up time. In the case in
which all the dependent components are present, these have to be started, con-
figured and ready before the test case starts. In contrast, the ETM have to be
started and next the test cases can be executed. Because the tradition approach
does not need an implementation of the behaviour and the protocol, there is
no search for a corresponding message. This implies that the communication be-
tween the components is faster because the ETM needs some time for converting
the message to the chosen protocol and searching the corresponding message.
The execution time for the ETM requies 7017 ms without start-up and 7051 ms
with start-up and clean-up. The traditional approach (i.e starting all depend-
ing components) needs 1516 ms fwithout start-up and 45613 ms with start-up
and clean-up. The ETM and the traditional approach are executed with the
presented Use case. The start-up for the traditional approach is the following:
Starting the OpenEngSB, provide the corresponding domain and execute the
test case. This follows that the traditional approach needs a very long time to
execute a single test, which are for the use case around 46 seconds. In contrast,
the ETM needs for executing a test case 7 seconds, which is very fast compared
to the start-up and execution of the tradition approach. A disadvantage is that
the ETM needs still 7 seconds without a configuration. The traditional approach
is five times faster than the ETM approach. By including the time to implement
the protocol and behaviour of a used protocol the ETM needs 93 executions of
test cases (Figure 11) to be concurrent to the traditional approach.

The Figure 11 is based on the execution time for the test cases for the pre-
sented Use case. Generally, several test cases are create and executed all at the
same time. This implies that the peak of 93 is very fast reached and so the ETM
justify the implementation time of the protocol and the behaviour.
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Fig. 11. Execution time dependent to the Numbers of execution

8 Discussion

In this section a discussion about the advantages and limitations of the ETM
through a comparison to existing concepts is presented. The ETM approach is
language independent because it is listening on the transport layer. The transport
layer is standardised and so it is offered by a lot of programming language. Fur-
thermore every operation system supports this layer, which implies that compo-
nents can be tested in different environments, operation systems and languages.
Like introduced in section 2, testing is a part of the software engineering process.
For every development state a test scenario has to be created.

Like presented in the related work, concepts and approaches already exists to
test component based system. Mock-up frameworks, simulates components and
allows it to perform tests with the normal test strategies (for example unit tests).
This approach is very applicable to every component unless the source code is
open. In the other case, it is not possible to use mock-up frameworks because the
inner structure has to be known (like white box testing). It is challenging, to use
the mock-up framework with the presented approach because the AQ has to be
mocked as well. Furthermore, every send and receive method has to be mocked
in a way that every message is correctly represented. The test case for the ETM
and the Mock-up are the same and both have to simulate the behaviour of the
component. It follows that the time to implement the behaviour is very similar.
The state-based components approach cannot be used for the Use case because
not all of the components are state-based. Compared to the hybrid approach,
the presented Use case could not be applied because the basic idea of approach is
based on component whose design details are not given. However, the complete
design is known in the presented use case. Furthermore, black box testing is just
possible with the use case when AQ can synchronises itself. This requires that a
dependent component offers an AQ connection. Otherwise the component tries
to open a connection which implies an exception. The JRT framework, enables
testing of remote server components. The concept is using the black box testing
strategy and compares the received result with the expectations. The approach
is applicable to server components but is not usable for the presented Use case.
This is mainly because the components under test invokes methods on other
components and JRT can not handle this kind of method calls (JRT would test
the EngSB). The JATA framework is a powerful framework to test components.
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It supports Remote Procedure Calls (RPC) and message-based communication.
The main different to the ETM is that it does not simulates the dependent
component. In contrast, JATA simulates the component and tests the dependent
components. It is challenging for the JATA approach to simulate the Use case
because the JATA should be used to test the OpenEngSB and not the .Net
Bridge. Furthermore, in some use cases a message has to be triggered and send
to the component because the component needs some data to full fill the work. In
a nutshell, most of the approaches is used to test the here presented dependent
components (EngSB) and the ETM can be used for all test cases.

9 Conclusion and Further Work

In modern software development processes component based systems become
more and more influence. To form a running system components interact with
other components and thus implicitly define dependency relations. However, cur-
rent testing approaches either rely on the total independence of the component
or test only a subset of the component. Therefore, those tests are limited in their
effectiveness of detecting defects. In this paper the ”Effective Tester in the Mid-
dle” (ETM) is presented allows the simulation of dependent remote component
- it tests the components isolated from the system. The ETM simulates appli-
cation protocol and provides means to forward test case dependent messages to
the component under test. The benefit is higher test coverage and lower effort
for implementation.

Future work includes improvements the ETM Core facilitating tests with time-
outs and idle times. The intention is to test the reaction of the component with
delayed or missing messages.
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Abstract. Software testing research has resulted in effective white-box
test generation techniques that can produce unit test suites achieving
high code coverage. However, research prototypes usually only cover sub-
sets of the basic programming language features, thus inhibiting practical
use and evaluation. One feature commonly omitted are Java’s generics,
which have been present in the language since 2004. In Java, a generic
class has type parameters and can be instantiated for different types;
for example, a collection can be parameterized with the type of values
it contains. To enable test generation tools to cover generics, two sim-
ple changes are required to existing approaches: First, the test generator
needs to use Java’s extended reflection API to retrieve the little informa-
tion that remains after type erasure. Second, a simple static analysis can
identify candidate classes for type parameters of generic classes. The pre-
sented techniques are implemented in the EvoSuite test data generation
tool and their feasibility is demonstrated with an example.

Keywords: automated test generation, unit testing, random testing,
search-based testing, EvoSuite.

1 Introduction

To support developers in the tedious task of writing and updating unit test
suites, white-box testing techniques analyze program source code and automati-
cally derive test cases targeting different criteria. These unit tests either exercise
automated test oracles, for example by revealing unexpected exceptions, or help
in satisfying a coverage criterion. A prerequisite for an effective unit test gen-
erator is that as many as possible language features of the target programming
language are supported, otherwise the quality of the generated tests and the
usefulness of the test generation tools will be limited.

A particular feature common to many modern programming languages such
as Java are generics [12]: Generics make it possible to parameterize classes and
methods with types, such that the class can be instantiated for different types. A
common example are container classes (e.g., list, map, etc.), where generics can
be used to specify the type of the values in the container. For example, in Java a
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List<String> denotes a list in which the individual elements are strings. Based
on this type information, any code using such a list will know that parameters
to the list and values returned from the list are strings. While convenient for
programmers, this feature is a serious obstacle for automated test generation.

In this short paper, we present a simple automated approach to generating
unit tests for code using generics by statically determining candidate types for
generic type variables. This approach can be applied in random testing, or in
search-based testing when exploring type assignments as part of a search for a
test suite that maximizes code coverage. We have implemented the approach in
the EvoSuite test generation tool and demonstrate that it handles cases not
covered by other popular test data generation tools. Furthermore, to the best of
our knowledge, we are aware of no technique in the literature that targets Java
generics.

2 Background

In this paper, we address the problem of Java generics in automated test genera-
tion. To this purpose, this section presents the necessary background information
on generics and test generation, and illustrates why generics are problematic for
automated test generation.

2.1 Java Generics

In Java, generics parameterize classes, interfaces, and methods with type pa-
rameters, such that the same code can be instantiated with different types. This
improves code reusability, and it helps finding type errors statically.

A generic class has one or more type parameters, similar to formal parameters
of methods. When instantiating a generic class, one specifies concrete values for
these type parameters. For example, consider the following simplistic implemen-
tation of a stack datastructure:

public class Stack<T> {
private T[] data = new T[100];
private int pos = 0;

public T pop() {
return data[pos--];

}

public void push(T value) {
data[pos++] = value;

}
}

The class Stack has one type parameter, T. Within the definition of class
Stack, T can be used as if it were a concrete type. For example, data is defined
as an array of type T, pop returns a value of type T, and push accepts a parameter
of type T. When instantiating a Stack, a concrete value is assigned to T:
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Stack<String> stringStack = new Stack<String>();
stringStack.push("Foo");
stringStack.push("Bar");
String value = stringStack.pop(); // value == "Bar"

Stack<Integer> intStack = new Stack<Integer>();
intStack.push(0);
Integer intValue = intStack.pop();

Thanks to generics, the Stack can be instantiated with any type, e.g., String
and Integer in this example. The same generic class is thus reused, and the
compiler can statically check whether the values that are passed into a Stack
and returned from a Stack are of the correct type.

It is possible to put constraints on the type parameters. For example, consider
the following generic interface:

public abstract class Foo<T extends Number> {
private T value;

public void set(T value) {
this.value = value;

}

public double get() {
return value.doubleValue();

}
}

This class can only be instantiated with types that are subclasses of Number.
Thus, Foo<Integer> is a valid instantiation, whereas Foo<String> is not. A
further way to restrict types is the super operator. For example, Foo<T super
Bar> would restrict type variable T to classes convertible to Bar or its super-
classes.

Note also that Foo is an abstract class. When creating a subclass or when
instantiating a generic interface, the type parameter can be concretized, or can
be assigned a new type parameter of the subclass. For example:

public class Bar extends Foo<Integer> {
// ...

}

public class Zoo<U extends Number, V> extends Foo<U> {
// ...

}

The class Bar sets the value of T in Foo to Integer, whereas Zoo delays the in-
stantiation of T by creating a new type variable U. This means that inheritance can
be used to strengthen constraints on type variables. Class Zoo also demonstrates
that a class can have any number of type parameters, in this case two.
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Sometimes it is not known statically what the concrete type for a type variable
is, and sometimes it is irrelevant. In these cases, the wildcard type can be used.
For example, if we have different methods returning instances of Foo and we do
not care what the concrete type is as we are only going to use method get which
works independently of the concrete type, then we can declare this in Java code
as follows:

Foo<?> foo = ... // some method returning a Foo
double value = foo.get();

Generics are a feature that offers type information for static checks in the
compiler. However, this type information is not preserved by the compiler. That
is, at runtime, given a concrete instance of a Foo object, it is not possible to
know the value of T (the best one can do is guess by checking value). This is
known as type erasure, and is problematic for dynamic analysis tools.

The Java compiler also accepts generic classes without any instantiated type
parameters. This is what most dynamic analysis and test generation tools use, and
it essentially amounts to assuming that every type variable represents Object.

�����
Stack

�����
stack

��
=
����
new

���������
Stack();

stack.push("test");
Object o = stack.pop();

As indicated with the waved underline, a compiler will issue a warning in such
a case, as static type checking for generic types is impossible this way.

Besides classes, it is also possible to parameterize methods using generics. A
generic method has a type parameter which is inferred from the values passed
as parameters. For example, consider the following generic method:

public class Foo {
public <T> List<T> getNList(T element, int length) {
List<T> list = new ArrayList<T>();
for(int i = 0; i < length; i++)
list.add(element);

return list;
}

}

The method getNList creates a generic list of length length with all ele-
ments equal to element. List is a generic class of the Java standard library, and
the generic parameter of the list is inferred from the parameter element. For
example:

Foo foo = new Foo();
List<String> stringList = foo.getNList("test", 10);
List<Integer> intList = foo.getNList(0, 10);

In this example, the same generic method is used to generate a list of strings
and a list of numbers.
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2.2 Automated Test Generation

Testing is a common method applied to ensure that software behaves as desired.
Developer testing involves writing test cases that exercise a program through its
application programmer interface (API). This has been particularly popularized
by the availability of convenient test automation frameworks for unit testing,
such as JUnit. Test cases may be written before the actual implementation such
that they serve as specification (test-driven development), they can be written
while explicitly testing a program in order to find bugs, or they can be written in
order to capture the software behavior in order to protect against future (regres-
sion) bugs. However, writing test cases can be a difficult and error-prone task,
and manually written suites of tests are rarely complete in any sense. Therefore,
researchers are investigating the task of automating test generation, such that
developer-written tests can be supplemented by automatically generated tests.

Technically, the task of automatically generating unit tests consists of two
parts: First, there is the task of generating suitable test inputs, i.e., individual
sequences of calls that collectively exercise the class under test (CUT) in a
comprehensive way. Second, there is the task of determining whether these tests
find any bugs, i.e., the generated test cases require test oracles.

Automatically generated test cases are particularly useful when there are au-
tomated oracles, such that finding faults becomes a completely automated task.
Fully automated oracles are typically encoded in code contracts or assertions,
and in absence of such partial specifications, the most basic oracle consists of
checking whether the program crashes [11] (or in the case of a unit, whether an
undeclared exception occurs).

The alternative to such automated oracles consists of adding oracles in terms
of test assertions to the generated unit tests. In a scenario of regression testing
where the objective is simply to capture the current behaviour, this process
is fully automated. Alternatively, the developer is expected to manually add
assertions to the generated unit tests. This process can further be supported by
suggesting possible assertions [6], such that the developer just needs to confirm
whether the observed behaviour is as expected, or erroneous.

Popular approaches to automated unit test generation include random test-
ing [11], dynamic symbolic execution [7], and search-based testing [10]. In random
testing, sequences of random calls are generated up to a given limit. A simple
algorithm to generate a random test for an object oriented class is to randomly
select methods of the class to add, and for each parameter to randomly select
previously defined assignable objects in the test, or to instantiate new objects of
the required type by calling one of its constructors or factory methods (chosen
randomly). Given that random tests can be very difficult to comprehend, the
main application of such approaches lies in exercising automated oracles. Dy-
namic symbolic execution systematically tries to generate inputs that cover all
paths for a given entry function by applying constraint solvers on path condi-
tions. Consequently, entry functions need to be provided, for example in terms
of parameterized unit tests [13]. Finally, search-based testing has the flexibility
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of being suitable for almost any testing problem, and generating unit tests is an
area where search-based testing has been particularly successful.

In search-based testing [1,10], the problem of test data generation is cast as a
search problem, and search algorithms such as hillclimbing or genetic algorithms
are used to derive test data. The search is driven by a fitness function, which
is a heuristic that estimates how close a candidate solution is to the optimum.
When the objective is to maximize code coverage, then the fitness function does
not only quantify the coverage of a given test suite, but it also provides guidance
towards improving this coverage. To calculate the fitness value, test cases are
usually executed using instrumentation to collect data. Guided by the fitness
function, the search algorithm iteratively produces better solutions until either
an optimal solution is found, or a stopping condition (e.g., timeout) holds.

The use of search algorithms to automate software engineering tasks has been
receiving a tremendous amount of attention in the literature [8], as they are well
suited to address complex, non-linear problems.

2.3 The Woes of Generics in Automated Testing

So why are generics a problem for test generation? Java bytecode has no informa-
tion at all about generic types — anything that was generic on the source code
is converted to type Object in Java bytecode. However, many modern software
analysis and testing tools work with Java bytecode rather than sourcecode. Some
information can be salvaged using Java reflection: It is possible to get the exact
signature of a method. For example, in the following snippet we can determine
using Java reflection that the parameter of method bar is a list of strings:

public class Foo {
public void bar(List<String> stringList) {
// ...

}
}

However, consider the following variation of this example:

public class Foo<T> {
public void bar(List<T> stringList) {
// ...

}
}

If we now query the signature of method bar using Java reflection, we learn
that the method expects a list of T. But what is T? Thanks to type erasure, for a
given object, it is impossible to know for a given instance of Foo what the type
of T is1.
1 Except if we know the implementation of Foo and List such that we can use reflection

to dig into the low level details of the list member of Foo to find out what the type
of the internal array is.
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Our only hope is if we know how Foo was generated. For example, as part
of the test generation we might instantiate Foo ourselves — yet, when doing
so, what should we choose as concrete type for type variable T? We did not
specify a type boundary for T in the example, and the implicit default boundary
is Object. Consequently, we have to choose a concrete value for type T out of
the set of all classes that are assignable to Object. In this example, this means
all classes on the classpath are candidate values for T, and typically there are
many classes on the classpath.

However, things get worse: It is all too common that methods are declared to
return objects or take parameters of generic classes where the type parameters
are given with a wildcard type. Even worse, legacy or sloppily written code
may even completely omit type parameters in signatures. A wildcard type or
an omitted type parameter looks like Object when we inspect it with Java
reflection. So if we have a method that expects a List<?>, what type of list
should we pass as parameter? If we have received a List<?>, all we know is that
if we get a value out of it, it will be an Object. In such situations, if we do not
guess the right type, then likely we end up producing useless tests that end up in
ClassCastExceptions and cover no useful code. To illustrate this predicament,
consider the following snippet of code:

@Test
public void testTyping(){

List<String> listString = new LinkedList<String>();
listString.add("This is a list for String objects");
listString.add("Following commented line would not

compile");
//List<Integer> listStringButIntegerType =

listString;
List erasedType = listString;
List<Integer> listStringButIntegerType = erasedType;
listStringButIntegerType.get(0).intValue();

}

If we define a parametrized list as to contain only String objects, then it is
not possible to assign it to a list for integers; the compiler will not allow it.
But, if we first assign it to a generic list, then this generic list can be assigned
to an integer list without any compilation error. In other words, a reference to
an integer list does not give any guarantee that it will contain only integers.
This is a particular serious problem for automated test data generation because,
if generics are not properly handled, we would just end up in test cases that
are full of uninteresting ClassCastExceptions. For example, if a method of the
CUT takes as input a list of Strings, then it would be perfectly legit (i.e., it will
compile) to give as input a generic list that rather contains integers.

Considering all this, it is not surprising that research tools on automated test
generation have steered clear of handling generics so far.
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3 Generating Tests for Generic Classes

The problem of generics becomes relevant whenever a test generation algorithm
attempts to instantiate a new object, or to satisfy a parameter for a newly in-
serted method call. For example, this can be the case of a random test generation
algorithm exploring sequences of calls, but it can just as well be part of a ge-
netic algorithm evolving test suites. Assume that our test generation algorithm
decides to add a call to the method bar defined as follows:

public class Foo<T> {
public void bar(T baz) {
// ...

}
}

The signature of bar does not reveal what the exact type of the parameter
should be. In fact, given an object of type Foo, when we query the method
parameters of method bar using Java’s standard reflection API reveals that
baz is of type Object! Fortunately, the reflection API was extended starting
in Java version 1.5, and the extended API adds for each original method a
variant that returns generic type information. For example, whereas the standard
way to access the parameters of a java.lang.reflect.Method object is via
method getParameters, there is also a generic variant getGenericParameters.
However, this method only informs us that the type of baz is T.

Consequently, the test generator needs to consider the concrete instance of
Foo on which this method is called, in order to find out what T is. Assume the
test generator decides to instantiate a new object of type Foo. At this point, it
is necessary to decide on the precise type of the object, i.e., to instantiate the
type parameter T. As discussed earlier, any class on the classpath is assignable
to Object, so any class qualifies as candidate for T. As randomly choosing a type
out of the entire set of available classes is not a good option (i.e., the probability
of choosing an appropriate type would be extremely low), we need to restrict
the set of candidate classes.

To find a good set of candidate classes for generic type parameters, we can
exploit the behaviour of the Java compiler. The compiler removes the type in-
formation as part of type erasure, but if an object that is an instance of a type
described by a type variable is used in the code, then before the use the compiler
inserts a cast to the correct type. For example, if type variable T is expected to
be a string, then there will be a method call on the object representing the string
or it is passed as a string parameter to some other method. Consequently, by
looking for casts in the bytecode we can identify which classes are relevant. Be-
sides explicit casts, a related construct giving evidence of the concrete type is the
instanceof operator in Java, which takes a type parameter that is preserved in
the bytecode.
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The candidate set is initialized with the default value Object. To collect
the information about candidate types, we start with the dedicated class un-
der test (CUT), and inspect the bytecode of each of its methods for castclass
or instanceof operators. In addition to direct calls in the CUT, the parameters
may be used in subsequent calls, therefore this analysis needs to be interproce-
dural. Along the analysis, we can also consider the precise method signatures,
which may contain concretizations of generic type variables. However, the fur-
ther away from the CUT the analysis goes, the less related the cast may be to
covering the code in the CUT. Therefore, we also keep track of the depth of the
call tree for each type added to the set of candidate types.

Now when instantiating a generic class Foo, we randomly choose values for
its type parameters out of the set of candidate classes. The probability of a type
being selected is dependent on the depth in the call tree, and in addition we
need to determine the subset of the candidate classes that are compatible with
the bounds of the type variable that is instantiated. Finally, it may happen that
a generic class itself ends up in the candidate set. Thus, the process of instan-
tiating generic type parameters is a recursive process, until all type parameters
have received concrete values. To avoid unreasonably large recursions, we put
an upper boundary on the number of recursive calls, and use a wildcard type if
the boundary has been reached.

4 EvoSuite: A Unit Test Generator Supporting Generics

We have extended the EvoSuite unit test generation tool [3] with support for
Java generics according to the discussed approach. EvoSuite uses a genetic
algorithm (GA) to evolve test suites. The objective of the search inEvoSuite
is to maximize code coverage, so the fitness function does not only quantify the
coverage of a given test suite, but it also provides guidance towards improving
this coverage. For example, in the case of branch coverage, the fitness function
considers for each individual branching statement how close it was to evaluating
to true and to false (i.e., its branch distance), and thus can guide the search
towards covering both outcomes.

The GA has a population of candidate solutions, which are test suites, i.e.,
sets of test cases. Each test case in turn is a sequence of calls (like a JUnit test
case). EvoSuite generates random test suites as initial population, and these
test suites are evolved using search operators that mimic processes of natural
evolution. The better the fitness value of an individual, the more likely it is
considered for reproduction. Reproduction applies mutation and crossover, which
modify test suites according to predefined operators. For example, crossover
between two test suites creates two offspring test suites, each containing subsets
from both parents. Mutation of test suites leads to insertion of new test cases, or
change of existing test cases. When changing a test case, we can remove, change,
or insert new statements into the sequence of statements. To create a new test
case, we simply apply this statement insertion on an initially empty sequence
until the test has a desired length. Generic classes need to be handled both, when
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generating the initial random population, and during the search, when test cases
are mutated. For example, mutation involves adding and changing statements,
both of which require that generic classes are properly handled. For details on
these search operators we refer to [5].

To demonstrate the capabilities of the improved tool, we now show several sim-
ple examples on which test generation tools that do not support generics fail (in
particular, we verified this on Randoop [11], Dsc [9], Symbolic PathFinder [2],
and Pex [13]).

The first example shows the simple case where a method parameter specifies
the exact signature. As the method accesses the strings in the list (by writing
them to the standard output) outwitting the compiler by providing a list without
type information is not sufficient to cover all the code – anything but an actual
list of strings would lead to a ClassCastException. Thus, the task of the test
generation tool is to produce an instance that exactly matches this signature:

import java.util.List;

public class GenericParameter {

public boolean stringListInput(List<String> list){
for(String s : list)
System.out.println(s.toLowerCase());

if(list.size() < 3)
return false;

else
return true;

}
}

For this class,EvoSuite produces the following test suite to cover all branches:

public class TestGenericParameter {
@Test
public void test0() throws Throwable {

GenericParameter genericParameter0 = new GenericParameter();
LinkedList<String> linkedList0 = new LinkedList<String>();
linkedList0.add("");
linkedList0.add("");
linkedList0.add("");
boolean boolean0 = genericParameter0.stringListInput(linkedList0);
assertEquals(true, boolean0);

}

@Test
public void test1() throws Throwable {

GenericParameter genericParameter0 = new GenericParameter();
LinkedList<String> linkedList0 = new LinkedList<String>();
boolean boolean0 = genericParameter0.stringListInput(linkedList0);
assertEquals(false, boolean0);

}
}
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As second example, consider a generic class that has different behavior based
on what type it is initialized to, such that a test generator needs to find appro-
priate values for type parameter T in order to cover all branches:

import java.util.List;

public class GenericsExample<T,K> {

public int typedInput(T in){
if(in instanceof String)
return 0;

else if(in instanceof Integer)
return 1;

else if(in instanceof java.net.ServerSocket)
return 2;

else
return 3;

}
}

Again EvoSuite is able to create a branch coverage test suite easily:

public class TestGenericsExample {
@Test
public void test0() throws Throwable {

GenericsExample<ServerSocket, ServerSocket> genericsExample0 = new
GenericsExample<ServerSocket, ServerSocket>();

ServerSocket serverSocket0 = new ServerSocket();
int int0 = genericsExample0.typedInput(serverSocket0);
assertEquals(2, int0);

}

@Test
public void test1() throws Throwable {

GenericsExample<Integer, Object> genericsExample0 = new
GenericsExample<Integer, Object>();

int int0 = genericsExample0.typedInput((Integer) 1031);
assertEquals(1, int0);

}

@Test
public void test2() throws Throwable {

GenericsExample<String, ServerSocket> genericsExample0 = new
GenericsExample<String, ServerSocket>();

int int0 = genericsExample0.typedInput("");
assertEquals(0, int0);

}

@Test
public void test3() throws Throwable {

GenericsExample<Object, Object> genericsExample0 = new
GenericsExample<Object, Object>();

Object object0 = new Object();
int int0 = genericsExample0.typedInput(object0);
assertEquals(3, int0);

}
}
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To evaluate the examples, we compare with other test generation tools for Java
described in the literature. Research prototypes are not always freely available,
hence we selected tools that are not only available online, but also popular (e.g.,
highly cited and used in different empirical studies). In the end, we selected
Randoop [11], Dsc [9], Symbolic PathFinder [2], and Pex [13]).

Like for EvoSuite, setting up Randoop to generate test cases for
GenericsExample is pretty straightforward. Already after a few seconds, it has
generated JUnit classes with hundreds of test cases. However, Randoop gen-
erated no tests that used a list as input for the stringListInput method (0%
coverage) or a ServerSocket for typedInput.

A popular alternative to search-based techniques in academia is dynamic sym-
bolic execution (DSE). For Java, available DSE tools are Dsc [9] and Sym-
bolic PathFinder [2]. However, these tools assume static entry functions (Dsc),
or appropriate test drivers that take care of setting up object instances and
selecting methods to test symbolically2. As choosing the “right” type for a
GenericsExample object instantiation is actually part of the testing problem
(e.g., consider typedInput method), then JPF does not seem to help in this
case.

To overcome this issue, we also investigated Pex, probably the most popular
DSE tool, but a tool that assumes C#. However, generics also exist in C#, so it
is a good opportunity to demonstrate that the problem addressed in this paper
is not a problem specific to Java.

We translated the GenericsExample class to make a comparison, resulting in
the following C# code.

using System;
using System.Collections.Generic;

public class GenericsExample<T> {
public int typedInput(T input){
if (input is String)
return 0;

else if (input is Int32)
return 1;

else if (input is System.Collections.Stack)
return 2;

else
return 3;

}
}

Note that we replaced the TCP socket class with a Stack class such that the
example can also be used with the web interface for Pex, PexForFun3. Like the
other DSE tools, Pex assumes an entry function, which is typically given by a

2 http://javapathfinder.sourceforge.net/, accessed June 2013.
3 http://www.pexforfun.com/, accessed June 2013.

http://javapathfinder.sourceforge.net/
http://www.pexforfun.com/
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parameterized unit test. For example, the following code shows an entry function
that can be used to explore the example code using DSE:

using Microsoft.Pex.Framework;

[PexClass]
public class TestClass {

[PexMethod]
public void Test<T>(T typedInput) {
var ge = new GenericsExample<T>();
ge.typedInput(typedInput);

}
}

This test driver and the GenericsExample class can be used with Pex on
Pex4Fun, and doing so reveals that Pex does not manage to instantiate T at all
(it just attempts null).

5 Conclusions

Generics are an important feature in object-oriented programming languages like
Java. However, they pose serious challenges for automated test case generation
tools. In this short paper, we have presented a simple techniques to handle Java
generics in the context of test data generation. Although we implemented those
techniques as part of the EvoSuite tool, they could be used in any Java test
generation tool.

We showed the feasibility of our approach on artificial examples. While Evo-
Suite was able to achieve 100% coverage in all these examples quickly, other
test generation tools fail — even if they would be able to handle equivalent code
without generics (e.g., in the case of Randoop).

Beyond the simple examples of feasibility, as future work we will perform large
scale experiments to determine how significant the effect of generics support is
in practice, for example using the SF100 corpus of open source projects [4].

EvoSuite is a freely available tool. To learn more about EvoSuite, visit our
Web site:

http://www.evosuite.org
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Abstract. We present a novel method for automatically generating artificial test 
data that are particularly suited for testing form-centric software applications 
with several thousand input fields. The complex validation rules for user input 
are translated to a constraint satisfaction problem (CSP), which is solved using 
an off-the-shelf SMT-solver. In order to exert pressure onto the software under 
test, the generated test data have to incorporate extreme and special values 
(ESVs) for each field. The SMT-solver is aided by a sophisticated graph-based 
cluster algorithm and by other heuristic methods in order to reduce the 
complexity of the CSPs. With further optimizations, the test data generator now 
routinely generates a complete set of test data records for large form-centric 
applications within less than two hours. The test data generator described here 
is operationally being used for automated tests of form-centric Web-appli-
cations, within an iterative development process emphasizing very early testing 
of software applications.  

Keywords: automated test data generation, constraint satisfaction problems, 
form-centric software applications, functional testing, satisfiability modulo 
theories, software quality assurance. 

1 Introduction 

The construction of comprehensive test data sets for large software applications is a 
complex, time consuming, and error-prone process. The sets have to include valid 
data records in order to support positive functional tests, as well as invalid data for 
negative tests. 

In order to exert pressure onto the application one needs appropriate test coverage 
of the space of possible input data. Appropriate coverage requires seeking challenging 
input values for input fields, such as extreme or otherwise special values (ESVs), 
while simultaneously fulfilling all required validation rules for the input data, or, 
conversely, explicitly violating some of them. In order to limit the test execution time, 
the size of the test data set (i.e. the total number of test data records) should be small, 
which forces one to incorporate as many ESVs as possible into each test data record. 

Large applications may require thousands of input values, which are subject to a 
similar number of validation rules. Test data sets have to be generated frequently. 
Therefore the automation of the entire data generation process is not only highly 
desirable, but a necessity for business-critical applications. This paper presents how 
we solved the problem of generating high-quality artificial test data sets that are 
mainly used within an efficient automated quality assurance process. 



200 H.-M. Adorf and M. Varendorff 

2 Testing Form-Centric Software Applications 

Below we will concentrate on the quality assurance of “form-centric” software appli-
cations. The main purpose of such an application consists in providing users with “free-
text” fields on forms for data entry. The input to a form-centric application ought to be 
validated before it is transferred to a processing system. This validation assures that each 
field entry is syntactically correct (single-field validation), and that the combination of 
entries into different fields is consistent (cross-field validation). The combination of 
definitions of fields and of validation rules is called a “validation rule-base”. 

A prime example of a large form-centric application is software supporting a tax 
declaration, where the taxpayer must enter names, addresses, earnings, calendar dates, 
etc. into free-text fields. Tax-related applications are particularly demanding, since 
they may contain up to two dozens of forms, some of which may occur in several 
instances (e.g. one form per child). Each form contains many fields, which in addition 
can be repeated (e.g. a list of deductibles). As stated above, the number of accompa-
nying validation rules usually has the same order of magnitude as the number of 
fields, which can be in the range of several thousands.  

Another example of a form-centric application is software supporting an applicant 
for an insurance policy, or an agent acting as an intermediary between the applicant 
and an insurance company.  

2.1 The Test Process 

Form-centric applications, as any other software application, must be tested before 
being deployed in the field. In our case, the high quality demands of our customers 
have so far been met by executing intensive manual tests, which, due to the large 
number of fields, are very tiring and costly. Over time, in order to save labor and to 
reduce costs, manual tests are replaced, as far as possible, by automated tests. For the 
automation of functional tests mgm has developed a test framework called jFunk [1]. 

At mgm we follow a software development life cycle emphasizing early and fre-
quent testing of the applications under development (figure 1). A development cycle 
typically spans across several months. Within such a cycle, stable versions of the 
software are regularly produced in iterations, and they are tested mainly using 
automated functional tests. Test results are fed back into the development of the next 
iteration in order to prevent a build-up of defects within a cycle. The duration of the 
iterations decreases towards the end of a cycle. Accordingly, the frequency of 
executing automated tests increases, which requires a timely creation of test data sets. 

2.2 Requirements for the Test Data Generation 

In this section we will take a closer look at the requirements for, and the complexity 
of, the task of creating test data for a large form-centric application.  

The validation rules in a rule base vary in complexity. Simple ones only check the 
presence of values in one or more fields. Others consist of equalities, inequalities, or 
disequalities between the values in two or more fields. Even more complex rules use 
functions of field values within numerical predicates. The most complex rules 
combine all types of conditions within sizable Boolean expressions. 
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3 An Automated Test-Data Generator 

The automation of test data generation – known to be a challenging, highly complex 
task – is not a complete novelty. Early trials, which date back almost four decades, 
even include the treatment of systems of non-linear equations [2]. Test data generators 
described in the literature (see e.g. [3]) are often based on a mathematical modeling 
process comprising the following phases: (1) construct a control flow graph (usually 
by some form of code analysis), (2) select an execution path, and (3) generate test 
data for the latter. Each execution path entails a so-called “path predicate”. If the 
predicate is sufficiently simple, it can directly be submitted to a suitable solver (see 
e.g.  [4], [5]). If there is no solution, the path cannot be followed at run-time. 

All these methods have to satisfy some constraint(s), but since solving constraint 
satisfaction problems (CSPs) is particularly difficult, often one has to resort to 
heuristic techniques [3]. 

Over the past five years, the quality assurance division at mgm has developed an 
automated rule-based test data generator (R-TDG) fulfilling the requirements 
described above. Our test data generator resembles the classical method of generating 
test data insofar as it also uses predicates and a CSP-solver. However, unlike the 
classical method, we do not have to perform any code analysis (which is notoriously 
difficult) in order to generate a predicate. Instead, we are exploiting the validation 
rule-base that accompanies each of our form-centric applications. From the rule-base 
a “fundamental predicate” is directly derived, which concisely describes the domain 
of valid input data. This predicate is systematically varied in order to incorporate all 
those ESVs that should be present in a comprehensive, valuable set of test data 
records. Each variation represents a CSP that, probably after some simplifications, 
can directly be submitted to a CSP-solver, a Satisfiability Modulo Theories (SMT) 
solver in our case. 

In principle, the operating procedure for the R-TDG is straightforward: 

1. Define several configuration parameters, including the number of desired 
instances of the forms and of the field lines. 

2. Define required ESVs for all field instances. 
3. Add definitions representing new data types and functions. 
4. Run the R-TDG and produce random test data records. 
5. Validate these records, and feed them into functional tests. 

Figure 2 shows how this procedure integrates with the development process of the 
application and its corresponding rule set. Three triggers may initiate a test data 
generation process: 

1. A major release of a rule set containing new field definitions or constraints: Test 
data have to be generated for a functional test of the application. 

2. A minor release of a rule set containing updated rules and only minor changes in 
field definitions: Old test data may be reused, or new test data have to be 
generated for a functional test of the application. 

3. The deployment of a new version of the application for a functional test: New 
ESVs may be necessary, requiring the generation of new test data for a 
functional test of the application. 
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Fig. 2. Procedure for testing using a new or updated rule set, or a new version of the 
application. The necessary test data are generated by the R-TDG.  

The data-generation procedure within the R-TDG works as follows: 

1. Read the configuration. 
2. Read the field and rule definitions 
3. Translate each field definition into a number of associated variable definitions, 

and each validation rule into a number of associated constraints.  
4. Assemble variables and constraints into a base CSP. 
5. Read the field definitions, and generate ESVs for each field. 
6. Use ESVs for creating variants of the base CSP. 
7. Solve the resulting CSPs using an SMT-solver. 
8. Translate the solutions back into the format required by the application.  
9. Validate these records. 

However, the simplicity of this process is misleading since a number of problems 
arise which have to be solved before valid test data emerge. Let us discuss these 
problems in some more detail. 

3.1 Translating Field and Rule Definitions into Variable and Constraint 
Definitions 

Several configuration parameters govern the whole data generation process. Two of 
those influence the translation, namely the actual number of instances of the forms 
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holding the fields (e.g. instances for up to 14 children in a tax declaration), and the 
actual number of field instances. We refer to the actual numbers of form and field 
instances as their “multiplicities”.  

Consider, for example, the declaration of travel expenses: one “line” (consisting of 
a set of field instances) might consist of the amount of trips, the origin (i.e. the 
address of your employer), the destination (i.e. address of your destination), and the 
distance. A validation rule might restrict the number of trips to 366. When we 
generate test data, we have to set the desired multiplicity to less than 366 for the fields 
above. 

A form multiplicity of m combined with a field multiplicity of n leads to m times n 
input items. The multiplicity values m and n can be quite large (1000 and more), but 
in practice we rarely use values exceeding 2. 

An important obstacle to deal with consists in the fact that an input item may be 
empty. (An item being empty is equivalent to a Java-variable containing the value 
null.) No SMT-solver known to us can handle variables that have no value. Therefore, 
for each item, we have introduced a binary “occupation variable” that holds the 
information whether the corresponding “value variable” is null or not. Such a variable 
pair is semantically equivalent to a single variable whose value may be unspecified. 
For instance, a field item of type Boolean is translated into a variable pair that 
together can represent the three values: true, false, and undefined. We therefore refer 
to the logic implemented in the rules as “three-valued” logic.  

Fields are declared in field definitions which, apart from the data type, hold 
additional information such as the minimum/maximum field length (number of 
characters). This information has to be translated into variable and constraint 
definitions that are comprehensible to the SMT-solver. Each field acts as a template, 
which is translated into 2 * m * n corresponding variables. 

The rules, which form the other half of the input to the R-TDG, are also mere 
templates since initially only the maximum number of instances of the forms and of 
the fields occurring in those rules are specified. Therefore each abstract rule must be 
replicated according to the actual multiplicity of the forms and fields occurring in that 
rule. As a consequence, each abstract rule is translated into several concrete con-
straints. The constraints have to be formulated in such a way that they properly 
accommodate the value and occupation variables explained above. In effect, each rule 
is normally translated into m * n corresponding constraints. 

Another important issue to deal with is functions that occur in rule conditions. 
SMT-solvers do not comprehend proper functions, but only constraints over a very 
limited set of data types. Therefore each function occurring in a rule condition needs 
to be translated into a corresponding equivalent constraint. 

The three-valued logic vastly complicates all logical expressions and all functions 
operating on field items. Consider the simple predicate z = max2(x, y). This expands to 
4 cases: 

1. z = max(x,y), if both x and y have values (here max is the ordinary maximum 
function, which can be resolved into a logical condition), 

2. z = x, if x has a value and y does not, 
3. z = y, if y has a value and x does not, 
4. z = lb, if neither x nor y is defined (here lb is the lower bound for the variables x 

and y). 
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A concise representation of some functions is also an issue. Consider, for example, 
a predicate y = f(x1, x2, …, xn) which requires that at least one of the number of input 
items x1, x2, …, xn has to have a non-null value. If for the occupation variables we 
were using ordinary Boolean data types (taking the values true or false), a complex 
and long winding expression for the function f would result. If we instead use bit data 
types (taking the values 0 or 1), a very compact formulation of the predicate emerges 
in form of a numeric inequality.  

3.2 Representing Data Types Unsupported by SMT-Solvers 

The translation process described so far is incomplete. What is missing is a 
description of how to deal with data types which occur in the rule-bases, but which 
have no direct counterpart in the SMT-world. A case in point is a decimal number 
which is an important data type for form-centric applications. Other such data types 
encountered in our rule-bases are calendar dates and date ranges. Again, no SMT-
solver known to us can directly deal with calendar dates. We finally mention the 
important string data types. While dealing with string data types and string constraints 
is an important current research topic, none of the off-the-shelf SMT-solvers is 
capable of dealing with strings. 

Below we discuss in some detail how we represent these data types in our CSPs. 

Decimal Numbers 
A decimal number is a rational number that possesses a representation with a finite 
number of digits after the decimal separator. For instance, a currency amount is a 
decimal number with at most two decimal digits. On the other hand the rational 
number 1/3 is not a decimal number. 

In order to represent a decimal number within a CSP we use a pair consisting of a 
rational number and an accompanying constraint (called “decimal constraint”). The 
latter requires that a certain multiple of the number must be an integer. E.g. a standard 
currency amount with 2 post-decimal digits (say Euros with Cents) multiplied by 100 
must be an integer. 

Unfortunately those innocent looking decimal constraints can lead to severe 
performance issues for the SMT-solver.  

Calendar Dates 
Fields with values of type calendar date present another problem since the available 
SMT-solvers do not encompass the data type “calendar date”.  In the rule-base the 
(external) representation of a date value is always a string, such as “11.03.1956”, but 
a typical cross field constraint uses functions that require separate access to the day in 
the month, the month, and the year of the calendar date. Comparisons with other date 
variables or constants, such as before, at the same time, or later, may have to be 
performed on parts of a date value, or on the whole value. 

In order to enable a CSP-solver to operate on calendar dates, we represent any 
calendar date by an integer equivalent to a ‘relative’ day, starting from 01.01.1900 
(which is day 1). In an imperative or functional programming language it is easy to 
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implement accessor functions that retrieve the year, the month in the year, or the day 
in the month from such a relative day. However, we are dealing with a declarative 
CSP-language, and thus these accessors have to be implemented as constraints – a 
non-trivial task. 

We found representations for all required date constraints. However the run-times 
are sometimes prohibitive. The only solution we have found so far consists in pre-
assigning suitable values to a sufficient number of the date variables involved, and 
thereby remove these variables from the CSP in question. With this drastic measure 
we have been able to cut down the run-times to reasonable values, at the expense of 
losing some test-coverage. 

Strings and String-Constraints 
In a typical form-centric application a large number of the fields are string fields. 
Each such field can contain a maximum number of characters, which is a simple 
single-field constraint. The character set that the user may choose from for his/her 
input is another constraint. In our applications, many fields are further constrained by 
one or more regular expressions.  

Here is a simple example of the combination of two regular expressions due to 
different rules: an ID code must match the expression “[0-9]{5}”, but not match 
“00000”, which might be a pseudo-value reserved for “first time customer who has no 
ID yet”. 

Solving CSPs over string variables is a current research topic (see e.g. [6], [7], and 
references therein). However, none of the off-the-shelf SMT-solvers presently 
includes a string data type. 

In order to cope with string fields and associated string constraints we have used a 
heuristic approach that consists of the following elements: for a given field, the field-
length constraint, the alphabet (character set) constraint, and any regular expression 
match constraint are considered as predicates over the field. Each predicate is 
replaced by the Boolean abstraction of the predicate, i.e. a Boolean variable which 
holds the logical value of the predicate. The modified CSP is then submitted to the 
SMT-solver, and the values of the artificial Boolean variables are read off the 
solution.  

For each string field, the solution of the CSP consists of a list of regular 
expressions along with a list of Boolean values (match flags), which indicate whether 
the string value for the field should match the expression or not. In order to generate 
valid strings, fulfilling these predicates, a string generator was developed based on a 
publically available regular expression package [8]. Our string generator uses the 
well-known representation of a regular expression as a finite state automaton (see e.g. 
[9]). By walking the graph representing the automaton, strings can be generated that, 
in addition to meeting all constraints, may attempt to fulfill further requirements. The 
most important requirement is to exhaust the given character set as early and as well 
as possible. Our string generator accomplishes this goal. 

The heuristic described above is not an exact method powerful to handle all 
occurring situations. Once more, the price to pay for our approximation consists in 
losing some of the viable solutions, and sometimes even generating inconsistencies. 
Fortunately, most of the time our heuristic works well and produces valid solutions to 
string constraints. 
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There are string constraints which, out of principle, cannot be treated by a string 
generator acting in a post-processing phase. These comprise the equality and 
inequality constraints between string variables, the substring function, and conversion 
functions where a suitable string is converted to a number or calendar date. These 
constraints do actually occur in our rule-bases, and properly solving CSPs that contain 
them would require a genuine string solver. In cooperation with the Technical 
University Munich such a string solver has been developed [7], but so far has not yet 
been incorporated into the productive R-TDG. Therefore in each of those cases a 
handcrafted workaround is still required. 

3.3 Dealing with Non-linear Constraints 

A major obstacle for almost any SMT-solver is non-linear constraints over numeric 
variables, such as z = x * y for some variables x, y, and z (for an early account see e.g. 
[2]). Only recently a few SMT-solvers that can solve constraints comprising 
multinomial expressions have become available (see e.g. [10]). 

For the time being, we linearize constraints such as the ones above, by manually 
replacing a sufficient number of variables by constant values. Of course, this way we 
lose ESV-coverage, but that is a modest price to pay, until we will be ready to move 
on to a solver capable of handling non-linear constraints. 

3.4 Generating Extreme and Special Values 

The R-TDG is expected not to produce arbitrary data records, but test data records 
that put the software under test (SUT) under pressure. Therefore, as explained above, 
the records have to include ESVs for the input items.  

For a numeric input item an important ESV obviously is 0; other ESVs of interest 
are the minimum and the maximum admissible values. For a calendar date field 28th 
and 29th of February, and 1st of March are interesting ESVs. Dates at the boundaries 
of a quarter such as 1st of January and 31st of March are also interesting values. For a 
string field, the empty string and a string with the maximum allowed number of 
characters are interesting ESVs. For string fields it is important that each admissible 
character occurs in at least one ESV, if feasible at all. Of course, for all input items 
the null value is an important ESV. 

For the production of ESVs we have implemented an automated ESV-generator. 
For each variable it produces a reasonable set of ESVs on the basis of the variable’s 
generic field-type combined with some additional field-specific parameters such as 
the minimum/maximum field length.  

In addition to predefined ESVs we usually include some random values that are 
treated in the same way as the deterministic ESVs. 

The number of ESVs for a given CSPs is roughly proportional to the number of 
variables present. The number of ESVs to be generated for a given CSP averages 
about 3 to 5 times the number of variables contained in the CSP. 
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4 Solving the CSPs Efficiently 

The problem of validating a given data set is straightforwardly solved with an 
algorithm with polynomial computational complexity. However, the associated 
inverse problem of generating test data has a computational complexity that is much 
higher than that of the forward problem. In almost all cases the problem of solving a 
CSP is NP-complete. It is therefore often difficult to obtain solutions to practical 
CSPs which, as in our case, may have many thousands of variables and many 
thousands of constraints.  

Usually there no stringent correlation between the run-time and the size of the CSP 
measured by the number of variables or constraints. Nevertheless, CSPs with roughly 
the same number of variables and of constraints tend to be more difficult to solve than 
CSPs with an unbalanced number of variables and constraints. With few constraints 
compared to the number of variables the solution space is large, and with many more 
constraints than variables the search space for solutions can usually quickly be 
restricted, or contradictions are found which lead to an empty solution space. 

Efficiency-boosting techniques are essential for a test data generator that is 
supposed to be useful in practice. It is important to offer reasonable turn-around times 
that fit to operational schedules. With a combination of measures we were able to 
reduce the make-span for generating tests data, even for our largest form-centric 
applications from about a week to about an hour. Some of those measures are 
explained below. 

4.1 Partitioning a CSP into Independent Components 

A major breakthrough consisted in partitioning any given CSP into independent CSP-
components. Two variables are in the same component when they simultaneously 
occur only in constraints of this component. The components of a CSP can best be 
viewed in the undirected primal constraint graph in which each vertex corresponds to 
a variable, and two vertices are linked when the corresponding variables appear 
together in one of the constraints. Each component-CSP can be solved independently 
of the others. 

One might think that CSP partitioning would be an integral part of any  
SMT-solver, but apparently that seems not to be the case. Fortunately, our external 
CSP-partitioning technique offers some advantages:  

1. The partial solutions to the component-CSPs can freely be combined to form 
complete solutions to the parent CSP, i.e. valid test data records.  

2. A trivial parallelization (i.e. concurrency) of the solution process becomes 
feasible, which further reduces the make-span for the test data generation. We 
are usually employing two to four threads, each operating on a different CSP-
component. This approach exploits the resources of a state-of-the-art CPU with 
four physical (eight virtual) cores quite well. The reduction of the make-span is 
roughly proportional to the number of threads employed. 
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4.2 Decomposing a CSP via Cluster Analysis 

The run-time of solving a given CSP is usually dominated by the run-time of solving 
the largest component-CSPs. Sometimes the largest component-CSPs still are too 
complex for our SMT-solver. Here it would be helpful if we could somehow identify 
one or more central variables which, if “removed” from the CSP, would permit the 
latter to be decomposed into two or more independent components. Again the child 
CSPs should more easily be solvable than the parent CSP. 

 

    

Fig. 3. CSP-decomposition accomplished by the “vertex inbetweenness” cluster analysis 
algorithm. The primal constraint graph for a fairly large component of the CSP corresponding 
to SUT #1 (see table 1) is shown before (left) and after (right) running the algorithm. The 
algorithm has removed four central vertices in order to accomplish the decomposition.  

In order to tackle this problem we have developed a very fast, concurrent, graph-
based “vertex inbetweenness” cluster algorithm that iteratively identifies central graph 
vertices. The algorithm works on the primal constraint graph of the problematic 
component-CSP. A central vertex, once identified, can subsequently be removed from 
the graph (figure 3). After we had developed our algorithm we found that it had 
already been invented several decades before in the field of sociology [11]. 

In the context of CSPs a variable removal can be achieved by pre-assigning a value 
to the corresponding variable. (The pre-assigned value effectively transforms the 
variable into a constant which therefore disappears from the CSP.) Often the removal 
of a single variable does not yet allow a decomposition of the CSP. If so, the cluster 
algorithm has to be iterated until decomposition becomes possible.  

The vertex-inbetweenness algorithm is really amazing in identifying the important 
central vertices, which eventually will allow a decomposition of the CSP into in-
dependent CSP-components of roughly comparable size. (The algorithm is greatly 
superior to e.g. the simple vertex-cut algorithm, which will often split a given CSP 
into one large and one tiny component.) From observing the effect of the vertex-
inbetweenness algorithm, and from analyzing its inner workings, we can state that  
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it behaves as if it were “goal directed”. It seems to identify a potentially worthy cut 
consisting of one or more central vertices. During each iteration one of the vertices in 
the cut-set is removed until the cut has been achieved. Only after having accomp-
lished this task the algorithm considers another potential cut. 

The cluster algorithm is the power tool in our toolbox which we apply when 
nothing else helps to reduce the run-time of a critical (i.e. prohibitively long-running) 
component-CSP. We have had situations where the SMT-solver, working on a 
relatively small component-CSP, would not return within half a day. This, of course, 
is unacceptable. The CSP-decomposition, accomplished by applying the cluster 
algorithm, usually helps to dramatically reduce the make-span which the SMT-solver 
requires for generating solutions – sometimes by several orders of magnitude. The 
performance gain again comes at the expense of test coverage, since variable values 
oftentimes are fixed to constants that may not even be ESVs. However, obtaining test 
data with reduced test coverage is much better than obtaining test data too late or not 
at all! 

4.3 Re-using Partial Solutions 

Another very important efficiency boosting technique, which we recently implemen-
ted, consists in the following: when, for a component-CSP which is currently being 
worked on, a partial solution containing some ESVs has been obtained, it can be 
reused as a starter, when other ESVs are being added. For large rule-bases, reusing 
partial solutions has decreased the make-span for obtaining complete test data sets by 
a factor of 30 to 50. To us this large reduction factor came as a welcome surprise. 

4.4 Handling Decimal Constraints 

At first sight decimal constrains appear innocent. However, in practice we all too 
often suffer from severe efficiency problems. Particularly when the number of post-
decimal digits is variable (as is the case for some fields in our SUTs), the run-time for 
solving the CSPs can increase dramatically. We therefore had to resort to the 
following heuristic: we solve the CSP without decimal constraints, and wait for a 
problem with decimal numbers to surface in at least one of the solutions. Only for 
those problematic variables, where a solution contains a rational number that cannot 
be represented as a decimal number with the allowed number of post-decimal digits, a 
decimal constraint is inserted into the CSP. The CSP is then solved once more.  

Clearly, this heuristic approach requires two or more solution runs. However, in 
our experience, the overall efficiency, when using this heuristic, is still a lot higher 
compared to inserting a decimal constraint for all variables that represent a decimal 
number. 

4.5 Timeouts 

Sometimes the solution process for a component-CSP is well underway, when all of 
the sudden the SMT-solver “goes on strike”, meaning, it does not return within 
acceptable time. In such a situation a timeout is very helpful. When a process,  
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6 Results 

Table 1 presents the results of generating test data for some large form-centric SUTs. 
For all SUTs the number of test data records is relatively small considering the 
number of ESVs that have to be incorporated. In addition, in all cases the make-span 
of generating test data is between ~10 and ~100 minutes, well below the one day 
target that we set out, when we began the development of the R-TDG.  

Table 1. For several large form-centric software applications under test (SUTs) the table shows 
the size of the CSP (measured by the number of variables and the number of constraints), the 
number of CSP-components after partitioning and decomposition, the number of test data 
records produced, and the make-span of the data generation. Form and field multiplicities were 
set to two. Two threads were used in parallel. 

SUT # Variables # Constraints # Components # Records Make- 
span 

#1 11,845 14,307 3309 51 25 min 
#2 13,325 17,063 2129 90 92 min 
#3   3,128   4,111   374 79   9 min 

#4   2,934   3,736   381 86 12 min 
#5   4,830   5,968   712 86 11 min 
#6   4,199   5,069   452 79 19 min 

7 Summary 

We have presented a novel approach for generating artificial random test data that are 
suitable for testing large form-centric software applications. These contain up to 
several thousand fields that the user has to potentially fill in. The very same single-
field and cross-field constraints that are used by a validator, for validating the user 
input to the application, are also used by our test data generator. 

The set of base constraints is augmented by simple additional constraints, which 
insert into the solutions “extreme and special values” (ESVs), whose purpose is to 
exert pressure onto the software application under test (SUT). The variations of the 
initial constraint satisfaction problem (CSP) are solved by an off-the-shelf Satis-
fiability Modulo Theories (SMT) solver. Data types unknown to current SMT-solvers 
such as decimal numbers, calendar dates, and strings, have to be treated in special 
ways. Several heuristics, including an effective graph-clustering algorithm, have been 
put in place in order to enable an efficient generation of test data. Even for large form-
centric applications the make-span for data generation has come down to less than 
100 minutes. 

For about four years, these data are regularly used mainly for automated tests of 
several large form-centric software applications that are being developed by our 
company. 
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8 Glossary 

CSP constraint satisfaction problem 
ESV extreme and special value 
R-TDG rule-based test data generator 
SMT satisfiability modulo theories 
SUT software (application) under test 
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Abstract. The simultaneous adoption of CMMI and RUP allows the definition 
of “what to do” (with the support of CMMI) and “how to do” (with the support 
of RUP) in the context of executing software development projects. In this 
paper, our main contribution relates to the alignment of CMMI ML2 with RUP, 
in the context of executing software projects and the analysis of RUP coverage. 
We present the alignment for CMMI ML2 process areas, incorporating priority 
mechanisms. The adopted case study allows the analysis of the way RUP 
supports CMMI ML2 process areas taking into account the proposed alignment 
and the theoretical coverage analyzed. For particular process areas, RUP can be 
considered a good approach for CMMI ML2 implementation. 
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1 Introduction 

World organizations are influenced and molded by reference models that rule their 
activity, size or organizational culture. Regarding software development 
organizations, reference models such as CMMI, SPICE (ISO/IEC 15504:1998), 
ISO/IEC 9000, RUP, PMBOK, BABOK, PSP, ISO/IEC 9126, SWEBOK [1-3], 
amongst many others rule their behaviour and work. Although these reference models 
act in many different perspectives and sub-fields, their main purpose is to enhance the 
quality of the developed software according to the final users’ needs [4]. The software 
development organizations need to be aware that the concern with the final product 
(software) is not enough and that the development process must be involved in 
improving itself. Development process means all activities necessary for managing, 
developing, acquiring and maintaining software [5]. The teams must be able to 
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evaluate the quality of the process in order to promote the monitoring and thereby 
detecting deviations in advance. 

Using reference models to assess software quality is nowadays not only a 
minimum requirement for an organization’s survival [6] but also a business strategy 
[7]. The focus of the our work is on two reference models for software development 
processes: RUP (Rational Unified Process) [7] and CMMI (Capability Maturity 
Model Integration) [8, 9]. RUP and CMMI are used for different purposes: the first is 
focused on the necessary activity flow and responsibilities, and the other guides and 
assesses the maturity of the process in use. RUP and CMMI have a common goal: 
improving software quality and increasing the customer satisfaction. Both can be used 
together: since they complement each other mutually. 

The main purpose of this work is to discuss whether through the adoption of RUP 
for small projects [10] in the execution of software development projects it is possible 
to achieve CMMI ML2. Our goal is to understand the support that we can expect from 
RUP when executing software development projects in a CMMI-compliant 
perspective. In a previous publication [11] we have presented the CMMI-RUP 
mapping only for two process areas (PP and REQM) strictly for the context of the 
restricted effort of elaborating software project proposals (we did not consider the 
execution phase of the project). The detailed motivation analysis for this work can be 
found in [11] but generically we can state that we intend to perceive if RUP is a good 
reference model to support a software development team in getting an alignment with 
CMMI ML2.  

In this paper, we present the detailed mapping of CMMI ML2 (without SAM) PAs 
into RUP tasks and activities for the execution of software development projects and 
the analysis of the theoretical RUP coverage that we can expect for each PA. The 
SAM PA is out of our study since this process area is not mandatory for most of  
the companies. Since our concern is the project execution, we focus our analysis on 
the RUP Inception, Elaboration and Construction phases. A case study illustrates the 
usefulness of our CMMI-RUP mapping, where we interpret the obtained results in 
terms of the teams’ performance while executing one software project and comparing 
with the theoretical RUP coverage. 

2 Related Work 

In 1991, the Software Engineering Institute (SEI) created the Capability Maturity 
Model (CMM). It has evolved until the creation of CMMI in 2002 [8, 9, 12, 13], 
which is more engineering-focused than its antecessors. CMMI provides technical 
guidelines to achieve a certain level of process development quality, however, it 
cannot determine how to attain such a level [2]. In November 2010, SEI released the 
CMMI-DEV v1.3 [9]. An appraisal at ML2 guarantees that the organization’s 
processes are performed and managed according to the plan [6].  

Rational Software developed in 1996 a software development framework called 
RUP. This framework includes activities, artifacts, roles and responsibilities and the 
best practices recognized for software projects. RUP enables the development team to 
perform an iterative transformation of the user’s requirements into software that suits 
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the stakeholder’s needs [2, 7, 14]. RUP also provides guidelines for “what”, “who” 
and “when” [2], avoiding an ad-hoc approach [7] that is usually time consuming and 
costly [6]. RUP divides the life cycle of a development process in four phases: 
Inception, Elaboration, Construction and Transition. 

CMMI and RUP intersect each other in regards to software quality and hence 
customer satisfaction. In addition, both models have been constantly updated, so they 
do not become obsolete [7] and prevent an ad-hoc and chaotic software development 
environment [12]. While created by independent entities, they both counted with the 
participation of experts from the software industry and government [12]. There are 
many reasons why organizations should use these two frameworks: increased quality, 
productivity, customer and partners satisfaction; lower costs and time consumed; and 
better team communication [2, 6, 12]. CMMI-DEV may be used to evaluate an 
organization’s maturity whether it uses or not RUP as a process model. 

3 ML2 Mappings for Project Execution 

Since our goal is to understand what kind of support can we expect from RUP to the 
execution of software development projects in a CMMI-compliant perspective, we 
will detail the previous analysis [11] for all the CMMI ML2 process areas at the 
subpractices level. When performing the previous analysis, we considered five 
different coverage levels that we will use in this study: High coverage (H): CMMI 
fully implemented with RUP, which means that there are no substantial weaknesses; 
Medium-High coverage (MH): CMMI nearly fully implemented with RUP, although 
some weaknesses can be identified; Medium coverage (M): CMMI mostly 
implemented with RUP, however additional effort is needed to fully implement this 
process area using RUP; Low coverage (L): CMMI is not directly supported using 
RUP, or there is a minimal RUP support; Not covered (N): CMMI is not covered by 
any RUP. 

We consider two different contexts for the execution of software projects: the 
context #1, where the development team must fully comply with CMMI 
recommendations, which means the team needs to perform all the subpractices; the 
context #2, where the development team acts with a strong time or cost bounds 
constrictions, which means the team may not be able to perform all the subpractices. 
Teams framed in the context #2 should only perform in what we have called P1 
priority subpractices. P1 (higher priority) subpractices are considered mandatory for 
all the software projects execution (see last column of Table 2). Teams framed in the 
context #1 should perform P1, P2 and P3 priority subpractices. P3 (lower priority) and 
P2 (medium priority) subpractices may be skipped, when there is lack of information 
or of metrics to be thoroughly covered in the project execution. P3 subpractices are 
the first to be skipped; P2 subpractices may also be skipped in a second analysis.  

Taking into account the dependencies analysis published and analyzed in [15] 
between CMMI ML2 PAs and SPs (see Table 1), we have decided to classify these 
SPs (all subpractices) with priority P1. Table 1 shows that PP SP1.1, SP1.2, SP1.4, 
SP2.1, SP2.2, SP2.3, SP2.4, SP2.5, SP2.6, SP3.1 and SP3.2 have priority P1. 
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Table 1. Dependencies Analysis between PAs and Specific Practices based on [15] 

 

 

The detailed CMMI-RUP for the Project Planning PA contains the same required 
RUP tasks or activities to support each subpractice for the context of elaborating 
project proposals [11]. However, for the context of projects execution the subpractices 
priority has been changed. The priority of SP2.3, SP2.4, SP2.5 and SP3.2 for 
elaborating project proposals was P2 and now for the project execution is P1 since 
those SPs have dependencies between other ML2 PAs. In this PA, we do not consider 
P3 subpractices.  

The Requirements Management (Table 2) PA mapping is quite similar to the 
previous mapping [11]. The difference is the reconsideration of the subpractices 
priorities. The priorities of SP1.3 and SP1.4 increased because these SPs have a 
dependency between the other ML2 PAs. The priority of subpractices SP1.1.3 and 
SP1.1.4 also increased because, in the project execution, the requirements analysis to 
ensure that the established criteria are met and the requirements understanding by 
requirements provider has more prominence that the case of elaborating project 
proposals.  

We detail all the CMMI ML2 process areas (except SAM) like we did to the PP 
and REQM. For all the subpractices, we identify the tasks and activities, the coverage 
level of each mapping and the priority of each subpractice.  

The Measurements and Analysis and the Project and Monitoring Control PA 
present high coverage. The Measurements and Analysis process area is composed by 
eight specific practices, six with high coverage, one (SP2.2) with medium-high 
coverage and one (SP2.3) with medium coverage. The SP2.2 presents medium-high 
coverage since the tasks Monitor Project Status and Assess Iteration do not guarantee 
the execution of an initial analysis of the measurements and accomplishment of 
preliminaries results. The SP2.3 presents medium coverage because none of the RUP 
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tasks covers the subpractices SP2.3.3 and SP2.3.4. RUP does not have elements that 
address the need to make the stored measurement data available only for appropriate 
groups and personnel, and to prevent the inappropriate use of the stored information. 
The subpractices presenting higher priority are the SP1.2, SP1.3 and SP1.4 
subpractices since its priority is imposed by the dependencies between PAs (Table 1). 

Table 2. Mapping Requirements Management PA for RUP Project Execution 

 

The Project Monitoring and Control is composed by two specific goals. SG1 is 
composed by seven specific practices, four with high coverage and three with 
medium-high coverage (SP1.1, SP1.4 and SP1.5). Specific Practice 1.1 is composed 
by six subpractices, four of them with high coverage. Subpractice SP.1.1.2 presents 
medium coverage because task Develop Measurement Plan do not demand the 
inclusion of the project's cost and expended effort in the project metrics. The other 
subpractice (SP1.1.5) presents no RUP coverage because RUP do not monitors the 
skills of the team members. The SP1.4 presents medium-high coverage because two 
of its three subpractices (SP1.4.1 and SP1.4.3) are not fully implemented with RUP 
elements. With RUP, we cannot guarantee the review of the data management 
activities. SP1.5 presents also medium-high coverage because two of its three 
subpractices (SP1.5.1 and SP1.5.3) are partially implemented with RUP elements. 
Task Report Status does not ensure the review of the stakeholder involvement. The 
second goal has three specific practices, all with high coverage. The subpractices with 
higher priority are the subpractices of SP1.1, SP1.2, SP1.3, SP2.1 and SP2.2. These 
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subpractices should be performed even if the team has some constrictions because 
they monitor the main performance issues of the project. Furthermore, the 
dependencies between process areas also impose P1 priority for these specific 
practices.  

The remaining ML2 Process Areas are Process and Product Quality Assurance 
and Configuration Management, and presents medium-high RUP compliance. 
Process and Product Quality Assurance is composed by two specific goals, each one 
with two specific practices. SG1 has one specific practice (SP1.1) with medium-high 
coverage and the other (SP1.2) with high coverage. The SP1.1 is not fully 
implemented with RUP because its tasks (in particular the task Assess Iteration) do 
not ensure the noncompliance identification and tracking and the lessons learned 
identification. The SG2 comprise two specific practices presenting medium coverage. 
SP2.1 presents medium coverage because RUP tasks do not address how we can 
ensure the resolution of noncompliance issues. The medium coverage of SP2.2 is 
triggered by the lack of RUP tasks that guarantee the storage and maintenance of the 
quality assurance results. This process area does not have priorities imposed by the 
dependencies between process areas. This process area has dependencies from other 
ML2 process areas, but the other process areas do not have dependencies from 
Process and Product Quality Assurance. The last process area is the Configuration 
Management. This process area has three specific goals. The first specific goal is 
divided into three specific practices: SP1.1, SP1.2 and SP1.3 (presenting high 
coverage). SP1.1 and SP1.2 present medium-high coverage because RUP tasks do not 
rigorously define the configuration items, components, and related work products that 
should be maintained under configuration management. RUP does not have 
mechanisms to create configuration management reports and to guarantee the storage, 
update, and retrieve of configuration management records. The specific goal 2 and 3 
comprise two specific practices each: SP2.1 and SP3.2 with high coverage, and SP2.2 
and SP3.1 with low coverage. The low coverage compliance of those specific 
practices is a consequence of the absence of RUP tasks that guarantee the control 
changes of the configuration items and the establishment and maintenance of 
configuration management records describing the configuration items. 

4 RUP Coverage Analysis for CMMI ML2 PAs 

In this section, we describe the analysis of coverage that each PA can achieve with the 
adoption of RUP in the execution of software development projects. This study starts 
with the identification of all RUP tasks and activities mapped into each subpractice of 
the PA under evaluation. Next, we verify the coverage level for each subpractice. We 
convert the coverage levels defined in [11] into numeric values: H coverage: between 
76% and 100%, by default, H coverage is 100% (this is the ideal coverage); MH 
coverage: between 51% and 75%, by default MH coverage is 75%; M coverage: 
between 25% and 50%, by default M coverage is 50%; L coverage: between 1% and 
25%, by default L coverage is 25%; Not covered: the coverage is 0%. 
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We must verify in which RUP phase (Inception, Elaboration and Construction) 
each task is performed. Then, we determine the subpractice coverage in each RUP 
phase, by calculating the average of the tasks’ coverage. We must take into 
consideration that RUP tasks and activities are not performed in all the RUP phases; 
some tasks are performed only in the Inception, some tasks only in the Elaboration, 
other tasks are performed only in two phases, and so on. 

Table 3. Elementary Examples of RUP Coverage Analysis for Project Planning PA 

 

As elementary examples, we describe how we calculate the RUP coverage of 
Project Planning SP1.1.1, SP1.1.4 and SP1.4.1 (see Table 3). Subpractice SP1.1.1 is 
mapped into the tasks Develop Iteration Plan, Identify and Assess Risks and Plan 
Phases and Iterations. The coverage level for this subpractice is high. Hence, these 
tasks present RUP coverage of 100%. Then, we verify in which RUP phase these 
tasks are performed. The tasks Develop Iteration Plan and Identify and Assess Risks 
are performed in all RUP phases we are considering. The task Plan Phases and 
Iterations is only performed in the Inception and Elaboration phases. Therefore, this 
subpractice presents RUP coverage of 100% in the three RUP phases under 
evaluation. The RUP coverage is the same in all phases because the tasks mapped into 
this subpractice are all performed for the first time in the same RUP phase (the 
Inception). The subpractice SP1.1.4 is mapped into the tasks Plan Phases and 
Iterations, Architectural Analysis and Incorporate Existing Design Elements. The 
coverage of this subpractice is high. The tasks Plan Phases and Iterations and 
Architectural Analysis are performed in the Inception and Elaboration phases, and the 
task Incorporate Existing Design Elements is only performed in Elaboration phase. 
This subpractice is mapped into three tasks, but two of them are performed in the 
Inception phase, which means we consider a RUP coverage of 67%. In  
the Elaboration and Construction phases, we obtain a RUP coverage of 100% because 
the other task is performed in the Elaboration with high coverage. The Construction 
phase is referred here because it inherits the coverage of the previous phases that have 
accomplished the RUP guidelines. The last example is the subpractice SP1.4.1. This 
subpractice is mapped into the task Plan Phases and Iterations. This task is performed 
in the Inception and Elaboration phase. This subpractice presents medium coverage, 
so the maximum coverage of this subpractice is 50%. Since the task is performed for 
the first time in the Inception, we consider RUP coverage of 50% for all RUP phases. 
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After assessing the RUP coverage for each subpractice, we calculate the RUP 
coverage for each Specific Goal, Specific Practice and PA. 

We adopt a weighted average to calculate the RUP coverage of each specific goal, 
specific practice and PA. The subpractices weight is based in the priority level. 
Higher priority (P1) subpractices correspond to a weight of 1, medium priority 
subpractices correspond to a weight of 0,5 (P2_weight=P1_weight/2) and lower 
priority subpractices correspond to a weight of 0,33 (P3_weight=P1_weight/3). The 
SP weight is defined as the sum of its subpractices weight. We calculate two types of 
PAs coverage, one only with P1 subpractices and the other with all the subpractices. 

The RUP coverage for Project Planning PA (see Table 4) considering P1 
subpractices is 84% in the Inception and 90% in the Elaboration and Construction 
phases. The RUP coverage, with all Project Planning subpractices is 83% in the 
Inception and 89% in the Elaboration and Construction phases. 

The RUP coverage for Requirements Management PA (see Table 4) considering 
P1 subpractices is 57% in the Inception, medium-high coverage. In the other two 
phases, it presents high coverage, achieving 96%. The RUP coverage, with all 
Requirements Management subpractices decreases around 3%. In the Inception, the 
RUP coverage is 53% and in the Elaboration and Construction is 94%.  

Table 4 presents a summary of the RUP coverage for Project Planning, 
Requirements Management, Process and Product Quality Assurance, Project and 
Monitoring Control, Measurements and Analysis and Configuration Management 
process areas. 

Table 4. Summary of the RUP Coverage for all PAs 
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The RUP coverage for Process and Product Quality Assurance PA considering P1 
subpractices is 67% in the Inception, medium-high coverage. In the other two phases, 
it presents high coverage, achieving 83%. The RUP coverage, with all Process and 
Product Quality Assurance is 55% in the Inception and 73% in the Elaboration and 
Construction phases. 

The RUP coverage for Project and Monitoring Control PA considering P1 
subpractices is 91% in the Inception, Elaboration and Construction phases. The RUP 
coverage, with all subpractices is 87% in the Inception and 91% in the Elaboration 
and Construction phases. 

The Measurements and Analysis PA considering P1 subpractices achieves the ideal 
RUP coverage, 100%, in all RUP phases. The RUP coverage with all Measurements 
and Analysis subpractices decreases around 10%, achieving 90% in the Inception and 
91% in the Elaboration and Construction phases.  

The Configuration Management is the process area that presents the lowest RUP 
coverage. The RUP coverage for Configuration Management PA considering P1 
subpractices is 6% in the Inception, phase and 62% in the Elaboration and 
Construction phases. The RUP coverage, with all Configuration Management 
subpractices is 6% in the Inception and 59% in the Elaboration and Construction 
phases. 

5 Case Study 

A case study was developed to assess the usefulness of the CMMI-RUP mapping to 
support the execution of CMMI ML2 Process Areas in the context of software 
development projects execution. This case study was performed at an educational 
environment and adopted the guidelines established in [16]. 

The case study involved one hundred and eleven students enrolled in the 8604N5 
Software System Development (SSD) from the undergraduate degree in Information 
Systems and Technology in University of Minho (the first University to offer in 
Portugal DEng, MSc and PhD degrees in Computing). Students were divided in seven 
development software teams, each one receiving a sequential identification number 
(Team 1, Team 2, .., Team 7). The teams had between 13 and 17 people (1 team with 
13, 1 team with 15, 2 teams with 16 and 3 with 17).These teams have to produce a 
web application that meets the requirements of a real end customer. The teams have 
some constraints: two interactions with the client; using RUP (only the first three 
RUP phases); follow CMMI ML2 guidelines; and eighteen weeks for development. 
All teams have attended a previous course where they were exposed to the RUP 
concepts. One team (Team 1) was randomly chosen to not adopting the RUP (we call 
this team the "Control Team") while the other six teams followed the guidelines 
established by the RUP, executing the phases of inception, elaboration and 
construction. The control team did not follow any kind of guidelines for organizing 
themselves in term of roles/responsibilities/team organization. 

The students have four assessment milestones of execution and evaluation: 
Assessment Milestone 1 (M1): relates to the initial project planning, which is part of 
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the Inception Phase; Assessment Milestone 2 (M2): relates to the Inception Phase; 
Assessment Milestone 3 (M3): relates to the Elaboration Phase; Assessment 
Milestone 4 (M4): relates to the Construction Phase. 

The assessment of the teams’ performance adopted the following two steps: (1) 
Documental analysis of the produced artifacts to detect compliance with the 
subpractices of the ML2 process areas. SAM process area is out of the project scope; 
(2) Elaboration of a survey at the end of each assessment milestone, to check the 
status of the teams and the team members perception of CMMI practices. 

For each team, we calculate the coverage level observed for each subpractice, the 
corresponding average for each specific practice of CMMI ML2 process areas and the 
process area average. The coverage level was converted into numeric values: high 
coverage (H) corresponds to 100%; medium-high coverage (MH) corresponds to 
75%; medium coverage (M) corresponds to 50%; low coverage (L) corresponds to 
25%, and no coverage (N) correspond to 0%.  

The specific practice and process area coverage was calculated using the weighted 
average. The subpractices weight was based in the level of priority: P1 subpractices 
correspond to a weight of 1, P2 subpractices correspond to a weight of 0,5 
(P2_weight=P1_weight/2) and P3 subpractices correspond to a weight of 0,33 
(P3_weight=P1_weight/3). The specific practice weight was defined as the sum of its 
subpractices weight.  

Table 5. Teams results for Requirements Management Process Area 

 

As an example of the detailed results obtained in the case study, we present the 
Table 5 with the teams’ results for Requirements Management PA. A similar effort 
was made for all the teams’ results for the CMMI ML2 process areas. 

Table 6 presents a summary of the results obtained after the assessment of the RUP 
coverage for each process areas, in each assessment milestone.  
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Table 6. Teams Assessment  

 

In the project planning (M1, Fig. 1), the RUP coverage is much higher than the 
assessed teams coverage. The main reason for this discrepancy is explained by the 
fact that, in M1, the teams are only concerned in the project planning execution and 
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the theoretical RUP coverage for this assessment milestone is the same of the 
Inception phase coverage. Looking to the teams’ coverage, we can see that all of them  
(except the control team) achieve coverage higher 40% when we assess only the P1 
subpractices.  

Looking to Fig. 1 and Table 6, we can see the huge difference between the Project 
Planning process area and the other ML2 process areas as well as the difference 
between the P1 average and all subpractices average. The teams’ Project Planning 
process area presents higher coverage when we assess all subpractices than it has 
when we assess only the P1 subpractices. Since in this assessment milestone, the 
teams are focused in the project planning elaboration they try to implement all 
subpractices. In M1, two teams (Team 2 and Team 5) have also spent some effort in 
the implementation of Process and Product Quality Assurance (P1 average of 47% 
and 44%, respectively). However, this effort let them undervalue the Project Planning 
implementation.  

 

Fig. 1. CMMI ML2 Assessment (considering P1 subpractices) 

At the end of M2 (Fig. 1 and Table 6), the teams’ coverage has increased when 
compared with M1. The coverage of all process areas has increased and approached 
the theoretical RUP coverage. To emphasize the Team 4, that in the Project Planning 
and Requirements Management process areas even exceeded the theoretical coverage 



226 P. Monteiro et al. 

 

(85% for all Project Planning subpractices, 61% for Requirements Management P1 
subpractices and 71% for all Requirements Management subpractices). This was a 
consequence of the teams’ constraint of follow CMML ML2 guidelines. They 
anticipate some of the guidelines that will be implemented by RUP in a subsequent 
phase. The teams’ coverage of Configurations Management was also higher than the 
theoretical RUP coverage, also because the CMMI ML2 constraint. The theoretical 
RUP coverage is very low in the Inception phase because RUP tasks that cover the 
Configurations Management subpractices are performed only in the Elaboration and 
Construction phase.  

In M3, the theoretical coverage is the maximum coverage that we can achieve if 
we adopt RUP to implement CMMI. Almost all CMMI ML2 process areas have a 
theoretical coverage level higher than 75% for both average types. The Process and 
Product Quality Assurance do not achieve a high level for very little it has 73% 
coverage (for all subpractices average). The Configuration Management is the process 
area with the lowest coverage level; it has a coverage level of 59% for all subpractices 
and 62% for P1 subpractices. In this phase, we can see that the results of the control 
team are become quite different from the other teams and considerably lower than the 
theoretical RUP coverage. Team 4 was the assessed team that achieved the highest 
level of coverage. This team has achieved the highest level for all process areas 
except for Measurement and Analysis. 

In the last assessment milestone, the results are quite similar to the M3 results. 
There are some slight coverage improvements in the assessed process areas for all 
teams. The control team performance as we expected is the weakest of all teams. This 
team had more difficulty in implement CMMI ML2 process areas since they do not 
follow RUP, and consequently do not have a predefined set of tasks that will help in 
know how to implement CMMI.  

Table 7. Summary of RUP Coverage for CMMI ML2 
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6 Conclusion 

Customer satisfaction is the most expected outcome by the software development 
companies. CMMI and RUP intersect in regards to software quality and, therefore, 
customer satisfaction. 

In this study, we have identified the RUP elements that fulfill CMMI ML2 process 
areas (without SAM) in the context of software projects execution. We have also 
analyzed the RUP coverage that we can achieve for each CMMI ML2 PA.  

With a case study, we have assessed the accomplishment of several teams of the 
CMMI-RUP mapping. We have found out that the teams adopting RUP have a higher 
compliance with CMMI ML2 than the control team that did not follow RUP  
(Table 6). In Table 7, we can compare the theoretical coverage of each CMMI ML2 
PA and the teams’ coverage average (without the control team).  

Fig. 2 presents the comparison of the theoretical RUP coverage and the average of 
the real results obtained by the teams (without the control team). We can compare the 
evolution of the teams’ coverage average with the theoretical RUP coverage, 
throughout the RUP phases. We can also compare the teams’ average with the 
theoretical RUP coverage looking only to P1 subpractices and looking to all 
subpractices, throughout the RUP phases for each CMMI ML2 PA. The theoretical 
RUP coverage achieves the maximum coverage in the Elaboration phase, but the 
teams’ average achieves the maximum coverage only in the Construction phase. The 
teams performance reach almost the previously theoretical estimated coverage, but 
with some temporal delay; i.e., while the theoretical pick coverage is possible during 
the Elaboration phase, the real pick coverage is observed during the Construction 
phase for almost the teams.  

As future work, we will detail the CMMI-RUP mapping to the CMMI ML3 
process areas.  

 

Fig. 2. Comparison between Ideal and Teams Coverage Average by PA and Priority 
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Abstract. It is not clearly understood, what high performance means for 
software development enterprises. Product development team performance has 
been investigated extensively in various industries, but software development 
teams and their knowledge-intensive work are still open to even fundamental 
questions and gaps. Software team performance is relative to the particular 
context. The performance outcomes of the teams are products of their specific 
capabilities, provided by the underlying software competencies. This paper 
proposes a high-performing software team capability analysis approach 
supported by provisional instrumentation. The goal of such an analyzer is to 
facilitate software teams and organizations to identify their essential capabilities 
and – in case of mismatches or weaknesses – to gauge the development of 
necessary ones. An industrial team case demonstrates how it is able to capture 
and characterize different team capability traits for performance analysis and 
improvement with respect to the overall aims of the software organization. 

Keywords: software teams, performance management, capability development, 
process improvement, high-performing organization. 

1 Introduction 

Modern high-performing software organizations rely increasingly on capable teams. It 
follows that the organizational development should focus on their team capabilities. 
Furthermore, new teams can be configured based on the required key capabilities. 
Moreover, not just having teams but consciously concentrating on their performance 
is what brings the business benefits. Such fundamental comprehension would greatly 
help to leverage high-performing teams to scale up even at enterprise levels. 

High-performing teamwork has been investigated in many fields over the years. In 
particular, the success factors of new product development (NPD) teams are in 
general relatively well known  [1]. However, the specific concerns and intrinsic 
properties of modern software development teams are essentially less understood in 
particular in larger scales [2]. It is well known that there may be tremendous 
productivity differences between different software teams. However, it is not clearly 
understood, what high performance means for software development enterprises in 
total, and how exactly such effects and outcomes are achievable in predictable ways.  
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Our overall research question is thus as follows: How can defined (high) team 
performance be attained in the particular software development context? This paper 
tackles that with a design science approach by proposing a holistic capability analysis 
frame for team-based software organizations. The capabilities are evaluated with our 
previously developed Monitor instrument (team self-assessment)  [3], [4]. Based on 
that information, we produce the current capability profile of the team with the 
Analyzer instrument constructed here.  

The rest of this paper is organized as follows. The next Section   2 reviews software 
team performance in general and capability-oriented development views in particular. 
Section 3   then presents the capability-based team performance analysis approach, 
followed by a case example in Section  4. Finally, Section   5 discusses the proposition 
with implications and pointers to further work concluding in Section   6. 

2 Software Team Performance and Capabilities 

Successful software organizations rely more and more on teamwork (Sect. 2.1  ). 
However, in order to be able to form and develop such capable software teams  
(Sect.   2.3), appropriate performance measures and gauging must be set in the context 
(Sect.  2.2 ). That raises newfangled research and development opportunities for team 
performance analysis and improvement (Sect.   2.4). 

2.1 Software Development Teams in Organizations 

Industrial-strength software product development is almost always done in teams, 
even in globally virtual setups  [5]. The increasing demand of software delivered fast 
on the one hand, and growing complexity of software products and systems on the 
other hand imposes higher and higher performance requirements for the software 
development teams. Moreover, considering the lack of available software 
development resources with respect to the needs, there is a pressing need to be able to 
form and sustain high-performing teams and to improve their performance further. 
However, although product development team performance has been investigated 
extensively in various industries, software development teams and their knowledge-
intensive work are still open to even fundamental questions and gaps.  

Software teams do not exist in isolation in particular in larger product development 
enterprises. The context of the team affects the team organization and their 
performance in several, sometimes subtle and even conflicting ways. It is thus 
fundamental to understand such factors, too. Moreover, in large-scale organizations 
there are typically not just single teams but a network of interdependent teams, 
passing even external company boundaries  [6]. That is, the team context is 
multidimensional and often dynamic. In addition to the context, no two teams are in 
practice equal inside since teams consist of individual persons with different skills, 
competencies, and personalities.  

In general, it is not reasonable to attempt to define (high) performance of software 
teams without taking into account the context [2]. The organizational context is 
especially important for agile software teams, since they are by nature outward-
oriented (e.g., close customer-cooperation). Most notably, agility shows on the 
organizational boundaries of the team (e.g., responsiveness). 
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2.2 Software Team Performance 

In general, there is no one universal measure of software team performance. To begin 
with, software teams can be seen as general work teams and their performance 
accordingly like dimensioned for instance by Hackman  [7]. Typically software team 
performance is associated with productivity  [8]. However, software development 
teams have usually multiple enterprise stakeholders – including the team members 
themselves – and consequently multiple different dimensions of performance  [9]. 
Multivariate measures are thus usually more applicable  [10]. Different teams may 
have different performance targets even within same larger organizations  [11].  

Prior literature has described many such possible software team performance 
measures [12], [2] . Typical measures used in software-intensive organizations can be 
categorized as objective measures (e.g., function points, use case points, defect rates) / 
subjective measures (ratings by team members and external stakeholders, e.g., 
perceived end product quality, teamwork satisfaction), and product performance (e.g., 
user-perceived functionality, reliability, maintainability) / process performance 
measures (e.g., development schedule, budget).  

High-performing product teams strive for developing the right things (products/ 
services providing optimal value), and getting them released well at the right time 
(effective and disciplined delivery)  [13]. In particular, high-performing agile teams 
are sensitive to their environment, flexible, and responsive to changing customer 
needs  [14]. Software team performance in terms of value creation efficiency can be 
assessed with value stream mapping/analysis (VSM/A) and more generally value 
network analysis (VNA) methods  [15]. High performance can then be defined in 
terms of optimal value creation (benefits vs. costs)  [13],  [16]. Performance in terms of 
agility can be measured with multiple different scales  [17].  

Although it is difficult to define general-purpose performance metrics for specific 
software teams, the measurement systems can be developed based on existing 
general-purpose frameworks to begin with  [18]. Notably, software teams may 
sometimes perceive their internal performance differently than the team externally 
observable outcomes exhibit. Moreover, the perceived value of the product may vary 
between different stakeholders. It is imperative to know, who judges the success and 
when (e.g., development cost vs. profits, purchase value vs. use value)  [19]. Finally, 
although financial performance measures are still the most obvious ones in industrial 
enterprise teamwork, recently additional dimensions have been proposed – such as 
triple bottom line covering also social and environmental elements  [20]. 

2.3 Team Capabilities 

The resource-based view (RBV) is a well-known approach for organizational 
development  [21]. Our work presented in this paper builds on those grounds in 
general. More specifically, we are analyzing high-performing teams in terms of their 
capabilities. The premise here is that there should be a conscious fit between the 
specific performance needs and the capabilities of the team. 

In general, the term capability is used in various ways in extant organizational 
development and management literature. Here we take the basic stance that they are 
qualities, abilities, and features that can be used and developed (potential). More 
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systematically, the following definition (by replacing ‘person’ with ‘team’) is 
congruent  [22]: 

• Capabilities describe the skills and abilities, aptitudes and attitudes needed by a 
person to achieve high performance in a specific role. 

A closely related term is competence. Sometimes they are used interchangeably. 
However, in this work, we consider competencies as components and building blocks 
of capabilities  [23]. This line of thinking meets also for instance the traits of the 
Performance Prism framework, which considers capabilities as combinations of 
people, practices, technology, and infrastructures enabling to perform business 
processes – such as product development  [24]. Software-related competences (e.g., 
business and engineering) have been categorized in various different ways  [25].  

In general, just having right competencies is not enough to make a capable team 
 [26]. For instance high-performing agile software teams have certain distinct 
capabilities with respect to performance  [27]. One of the key capabilities is the ability 
to perform fast development cycles with frequent customer feedback.  

2.4 Capability Evaluation and Development 

Software organization capabilities are typically seen from the process-oriented 
viewpoint. For instance, the Capability Maturity Model (CMM) models define 
capable processes as ones that “can satisfy its specified product quality, service 
quality, and process performance objectives”  [28]. In a similar vein, the Software 
Process Improvement and Capability Determination (SPICE) model gauges 
software organization capabilities to deliver software products  [29]. By and large, 
the basic purpose of those process-oriented capability models is to evaluate 
software suppliers with respect to predefined process dimensions and their expected 
practices. In addition to such specific models, there are also many general-purpose 
organizational development frameworks with supporting assessments instruments 
 (e.g., [30],  [31],  [32]). 

At the software team level, the Team Software Process (TSP) is one of the most 
well-established performance development approaches  [33]. The TSP has 
subsequently been coupled with the Capability Maturity Model Integration for 
Development (CMMI-DEV)  [34]. 

In particular agile software teams do by definition self-reflective continuous 
capability evaluation and improvement  [35], [36]. Although agile software team 
development has often been seen contradictory to the organizational capability 
models (chiefly the CMM models) there are certain current attempts to bridge such 
gaps  [37]. 

The aim of this investigation is to build contextual and situation-aware 
understanding of the key capability elements of high-performing software 
development teams. The design rationale is to cover broadly all key areas to gauge 
them systematically. Such awareness will make it possible to build future navigation 
aids for team performance development. 
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3 Instrument Design and Analysis Principles 

In order to address the research objectives reviewed in Sect. 2  , we propose a 
capability-based monitoring and analysis approach for high-performing  software 
teams (Sect.  3.1 ). This approach is supported by provisional instrumentation with a 
team self-assessment Monitor and an accompanying Analyzer (Sect.  3.2).  

3.1 Approach 

This paper extends our previous works. The Monitor instrument was initially 
developed to profile different characteristics of high-performing software teams [3]. 
The capability-oriented approach was introduced with the Agile capability [4]. This 
paper continues developing the approach and building the instrumentation for the 
other recognized capabilities. 

The overall standpoint of our team analysis approach is that, for each particular 
software team, there is a performance ideal in its specific organizational context 
(desired state). The current state of the team may deviate from that for various 
reasons. The objective is then to understand the current position of the team and the 
capabilities to be developed and improved in order direct the team to reach the desired 
state (gap analysis). 

The research method and design are as follows. High performance requires capable 
teams. However, different teams may have different performance targets, and 
emphasize different key capabilities (e.g., in fast-moving customer goods vs. 
industrial automation systems). Once the team recognizes its particular capability 
needs and weights, it can self-assess them and improve the identified gaps.   

Our connection between capabilities and (high) team performance is as follows: 

• Ideally, each team performs to the best of its capabilities. The team and its 
management should know them.  

• However, the actual realization of the capabilities may be incomplete and possibly 
hindered by impediments. The team should recognize them. 

In order to realize that line of thinking, we apply design science to construct 
actionable artifacts. The attributes of the capabilities are measured by the Monitor 
(team self-assessment). Based on that information, we produce the current capability 
profile of the team with the Analyzer (Sect.   3.2). We can then discuss that together 
with the team, whether the team have sufficient and fit capabilities for the desired 
(high) performance, which capabilities should be directed to be improved in the 
future, and what potential obstacles and impediments should be removed in order to 
get the full benefits of the capabilities. 

The Monitor-Analyzer instrumentation presented here covers currently six typical 
capability areas. The Monitor items are mainly based on software team performance 
management research literature. Typically such investigations (reductionism) study 
certain different factors and their performance effects with correlation hypothesis. Our 
work is based on combining such factors under the capability profiles. The profiles 
thus give suggestions, how the team may potentially perform with respect to the 
different capability traits.  
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Currently the analysis comprises the following specific capabilities: Agile, Lean, 
Business Excellence, Operational Excellence, Growth, Innovativeness. They have been 
selected based on general-purpose organizational performance development models to 
begin with (e.g., [24], [30], [31]). We have then coupled them with software team 
performance management literature (Sect. 2.2), in particular with respect to Agile and 
Lean capabilities. Table 1 presents their overall rationales. However, we do not claim 
that these are all key capabilities for any particular team. Nevertheless, considering 
generalization, we presume this initial set to be a plausible starting point. 

Table 1. Capability-based performance reasoning 

CAPABILITY Performance Traits 

Agile • conscious sensitivity and responsiveness 
to customer and environment needs and 
changes 

Lean • continuous system-wide value-orientation 

Business Excellence • effectiveness, result-orientation 
• systemic benefits 

Operational Excellence • sustainable efficiency 
• consistent predictability 

Growth • active learning and improvement 
• advancement  (including assets, capital) 

Innovativeness • creative exploration and exploitation 
• foresight 

 
This work does not propose any particular quantitative formulas for determining 

the level of the team capabilities (such as capability index). Instead, we rely on the 
expert judgment of the team itself supported by visual plotting of systematized item 
combinations as sourced in the team self-assessment (Monitor). The suggested 
heuristic reasoning is as follows: If the indicator items associated with a particular 
capability appear to be positive, the current level of the team with respect of that 
capability may be high. Conversely, if there are some negative signs and/or large 
variations between the individual team member ratings of the items, the level of 
capability may be lower. 

3.2 Analyzer 

Our earlier investigations have sensed high-performing software teams with a self-
assessment Monitor instrument  [3]. The Monitor instrument captures a wide set of 
team performance attributes. By selecting and combining distinct subsets of them, we 
can produce capability profile views of the team. This is the design rationale of the 
Analyzer instrument [4]. 

The Analyzer aggregates certain subsets of the Monitor questionnaire items and 
recombines them for the selected team capability indicators. Certain items are coupled 
to multiple capabilities. Table 2  presents a subset of the current constituting indicator 
items (currently 6) for each included capability (c.f., Table  1) with their underlying 
rationales. 
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Table 2. Capability indicator items (partial) 

ITEMS Rationale 
Agile 

How do you rate the following organiza-
tional factors in your context? 
• The organization is flexible and respon-

sive to customer needs. 

The whole organization is encouraged to 
think in customer-oriented ways. The 
mindset is towards leveraging the organiza-
tional strengths and capital (“can do”).  

How do you rate the following concerns? 
• Our team is capable of quick round-trip 

software engineering cycles (design-
build-test-learn). 

Iterative development and consequently 
responsiveness are enabled. Continuous 
(fast) delivery of valuable software is 
realized. 

Lean 
How do you rate the following aspects from 
your point of view?  
• We see how our products bring benefits 

(value). 

The importance and usefulness of the 
product to customer/user needs and 
problems are prompted.  

How do you appraise the following team 
outcomes and impacts? 
• Outputs meet the organizational 

standards and expectations. 

The software implementation is consistently 
assessed against defined quality criteria 
(e.g., reliability, response time).  

Business Excellence 
How do you rate the following concerns? 
• How often are you able to see the 

software (product) in actual use? 

The actual business and use context and 
how the user operations utilize the software 
execution results are observed in real time. 
The value and fitness of the product solution 
to its purpose and concept of operations is 
assessed.  

How do you appraise the following team 
outcomes and impacts? 
• Getting the business benefits (value) 

The value creation and capture drives the 
software development. The business mindset 
is incorporated to the software teams. 

Operational Excellence
How important are the following for your 
team? 
• Getting the products done well (effective 

and disciplined delivery) 

The software production is results-driven. 
The activities are aligned towards the 
delivery targets. 

How do you rate the following concerns? 
• Our team is fully integrated with the 

surrounding organization. 

The software development is clearly 
positioned in the total value stream and able 
to implement its role in the flow.  

Growth
How do you rate the following aspects from 
your point of view? 
• We have a clear, compelling direction 

that energizes, orients the attention, and 
engages our full talents. 

Finding (the) most significant and 
meaningful problems and opportunities to 
be solved with software is emphasized.  

How important are the following for your 
team? 
• The software (design) is easily 

upgradable and flexible for future 
development. 

The customer space uncertainties and 
opportunities are taken into account in 
design decisions and preparations (e.g., 
architectural choices). Technical debt is 
avoided.  



236 P. Kettunen 

Table 2. (Continued.) 

Innovativeness
How important are the following for your 
team? 
• Thinking the total product / service / 

system 

The role of the software in the product 
solutions is comprehended. The positioning 
of the products with the customer/user 
systems is motivated. 

How important are the following aspects for 
you in your work? 
• Developing the particular product or 

service (innovation) 

The purpose of the product drives the 
software development.  

 
In addition, Table  3 shows a subset of potential impediment items which typically 

prevent from achieving full performance with the capabilities in Table  2. 

Table 3. Capability demotivator items (partial) 

ITEMS Rationale 
How do you rate the following concerns? 
• How often are there communication and 

coordination breakdowns? 

Gaps and glitches tend to cause delays, 
inefficient knowledge-sharing, and 
distracted decisions hurting all software 
capabilities. 

How do you rate the following 
organizational factors in your context? 
• People have time to "think" (no excessive 

stress, pressures). 

Sustainable complex software work requires 
certain slack time. Rushing does not foster 
excellence in software capabilities. 

 
We have a tool-assisted implementation (spreadsheet) of the Analyzer with visual 

plotting for evaluating the individual capabilities. For each indicative item, the 
distributions of the selected Monitor question items are shown with graphs. The  
tool provides such a view for each individual capability (e.g., Agile) like shown in 
 Figure 1.  

4 Case Example 

We have been using the Monitor instrument regularly since the initial establishment 
 [3]. This section illustrates a case for applying the Analyzer with the detailed items of 
the current Monitor realization. 

We have executed several team performance investigations with various industrial 
software development organizations. There is one such case team included here. They 
have applied the Monitor in two rounds in 2012-2013. Considering their key 
demographic information, the team develops integrated system components in a 
medium-size global company. Most of the team members (including some 
subcontractors) were experienced and the team had worked together for longer time. 
The system has a long life-span. 

Figure 1 presents the subset of the Monitor data of the case team as viewed by the 
Analyzer. The organization of the table is as follows: The question blocks (6+1) are 
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the currently incorporated indicating items of the defined capabilities in Table  2 and 
the demotivators in Table  3. They have been extracted from the Monitor. The data 
shows the number of responses of the team self-ratings like described in our initial 
publication of the Monitor  [3]. The responses were anonymous. Note that some of the 
team members chose not to respond to all question items. 

In essence, the Analyzer views tabulated in Figure 1 exhibit, how the case team 
perceived certain key aspects contributing to their capabilities with respect to Table 1. 
We can now reflect the different capabilities as follows (italics as in Tables  2- 3): 

• Agile: For the system component team, the customer appears to be more distant. 
They do not especially see the organization to be ‘flexible and responsive to 
changing customer needs’. However, they do have the core ability to conduct 
‘quick round-trip software engineering cycles’ for responsiveness. 

• Lean: The team understands how the product creates ‘benefits (value)’. In addition, 
they know that their work should fulfill the ‘organizational standards’. 

• Business Excellence: As a component team, not everybody can observe the 
‘software (product) in actual use’. This might be an impediment for customer-
orientation. Nevertheless, they do appreciate the ‘business benefits’. 

• Operational Excellence: Being a part of a larger of the system product, the team 
may not see its role in the total ‘delivery’ chain quite clearly. They appear to be not 
so strongly ‘integrated’, which may cause for instance delays in their teamwork. 

• Growth: A component team may have trouble having a clear ‘direction’. This 
could be discouraging, and prevent them from seeing future growth opportunities. 
In addition, the current software architecture may not readily support ‘future 
development’.   

• Innovativeness: Not everybody in the team is equally interested in ‘developing the 
particular product’. This may make them less amenable for pursuit of new ideas 
for the product. However, they do have the mindset towards considering the ‘total 
product’. 

• DE: The team appears to have problems with ‘communication and coordination’. 
However, they do not seem to be under excessive ‘time’ pressure, so that may not 
be explained by hurry. 

When we conducted such reflective discussions together with the team, one 
consecutive improvement action was to reorganize the team into two smaller 
subteams in order to mitigate the perceived communication and coordination 
problems (see the ‘DE’ part). The perceptions of the reorganized team indicate that 
this change was favorable (see Figure 1). The response rate was not 100%, though. 

In conclusion, the purpose of our approach and instrumentation is neither to 
measure the team’s performance nor to give normative means to achieve high ends. 
Instead, like illustrated in this one case example, the general idea is to highlight key 
performance influencing factors and potential impediments for the team. However, it 
is for the team itself to judge and rank them for improvement actions. Similar general 
tactics have been proposed elsewhere [36].    
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Agile
 

Always Usually Occassionally Seldom Never I don't know

Our team is capable of quick round-
trip software engineering cycles.

Strongly 
Agree

Agree Neutral Disagree Strongly 
Disagree

I don't know

The organization is flexible and 
responsive to customer needs.

 
Lean 

 
 

Key Important Relative Some little Little n/a

Outputs meet the organizational 
standards and expectations.

Strongly 
Agree

Agree Neutral Disagree Strongly 
Disagree

I don't know

We see how our products bring 
benefits (value).

Business Excellence 
 

Key Important Relative Some little Little n/a

Getting the business benefits (value)

Always Usually Occassionally Seldom Never I don't know

How often are you able to see the 
software (product) in actual use?

Operational Excellence 
 

Key Important Relative Some little Little I don't know

Getting the products done well 
(effective and disciplined delivery)

Always Usually Occassionally Seldom Never I don't know

Our team is fully integrated with the 
surrounding organization.

How do you rate the following concerns? How do you rate the following organizational factors in 
your context? 

How do you rate the following aspects from your point of 
view? 

How do you appraise the following team outcomes and impacts? 

How do you rate the following concerns? How do you appraise the following team outcomes and impacts? 

How important are the following for your team? How do you rate the following concerns? 

 

Fig. 1. Analyzer views of the case team monitor data 
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Growth 
 

Key Important Relative Some little Little I don't know

The software (design) is easily 
upgradable and flexible for future.

Strongly 
Agree

Agree Neutral Disagree Strongly 
Disagree

I don't know

We have a clear, compelling direction 
that energizes, orients the attention

Innovativeness 
 

Very 
Important

Important Somewhat A little Unimportant n/a

Developing the particular product or 
service (innovation)

Key Important Relative Some little Little I don't know

Thinking the total product / service / 
system

DE 
 

 

Strongly Agree Agree Neutral Disagree Strongly DisagreeI don't know

People have time to "think" (no 
excessive stress, pressures).

Always Usually Occasionally Seldom Never I don't know

How often are there communication 
and coordination breakdowns?

How important are the following for your team? 
1) How do you rate the following aspects from your point of 

view? 

How important are the following for your team? 1) How important are the following aspects for you in your 
work? 

How do you rate the following concerns? 
2) How do you rate the following organizational factors in your 

context? 

1 Responses of the second query round   

2 Responses of the first and second query rounds  
Fig. 1. (Continued.) 

5 Discussion 

The Monitor-Analyzer is primarily a diagnostic instrument. It does not advocate direct 
solutions or particular software practices. The general design idea is to illuminate the 
important capability areas for specific software teams and organizations to work on.  
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In its current stage of development, the Monitor-Analyzer has not been validated 
for prediction  [38]. For instance, with respect to the Agile capability, the Analyzer 
view based on the team Monitor instrument self-rating information merely suggests 
that the team may perform high in terms of agility [4]. However, that is not measured 
here. Specific performance measures could then be some of the ones summarized in 
Sect.   2.2.  As of this writing, we do not have such measurement data readily available. 

The validation can be improved by asking the team about their level of agreement 
on their perceived capability profile indicated by the Analyzer. This would also 
provide some triangulation of the survey results. 

Furthermore, the self-assessment could be repeated longitudinally following the 
triggered improvement actions to see their performance effects. The team itself can 
thereby keep building its own capability profile view over time. Moreover, if the 
Analyzer view indicates that the team itself perceives to have some weaknesses in its 
current capabilities, there is a risk of lower performance. Such considerations should 
then be taken into account when anticipating (if not predicting) the teams’ future 
performance. The key is that the team itself recognizes its own level of capability with 
respect to the expectations.   

The team case presented in Sect.   4 exemplifies those considerations. Like 
illustrated there, the Analyzer views should be evaluated in conjunction with the 
actual context and situational factors of the team. In general, deeper analysis based on 
the survey information only is not recommended.   

Like recognized already in our initial works with the Monitor, the team self-rating 
survey has certain inherent limitations and constraints such as lack of common 
terminology, trust, honesty, self-assessment biases, and survey method limitations [3]. 
However, most of those limitations and risks can be mitigated by face-to-face 
discussions with the team members (e.g., clarifying potential misunderstandings). In 
reality, such reflective dialogue is anyway required to be able to engage the team and 
stimulate their performance improvements. 

All things considered, based on the limited, primarily survey-based case evidence, 
we are not yet in a position to draw firm conclusions about the generalization of our 
results. However, the main idea of our approach and instrumentation is to be valid for 
the particular teams and organizations, and the local validity is for them to judge. 

Overall, we see the following prospective thread for further research and 
development of the approach and instrumentation: 

• By conducting more case studies with different teams, the actual expressive 
strength of the selected Monitor items could be weighted more systematically. This 
would also strengthen the validation. 

• Following that, the current configuration of the Analyzer can be evaluated further 
with respect to the indicating items (currently 6, but could vary) of each capability 
descriptor. In addition, potential new capability views could be considered (e.g., 
Flexibility, Resilience). This is in particular if the specific performance needs of 
the team are not fully followed by the currently included capabilities. Moreover, 
potential linkages between the different elementary items within the capabilities 
and combining capabilities (bundling) such as Agile & Lean would deserve further 
investigations.  
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The next advancement would be to construct a Navigator instrument based on the 
current Monitor-Analyzer constellation with the following line of thinking. The 
stakeholders of the specific software team shall be identified along with their 
performance expectations. The Analyzer as presented in this paper provides a profile 
of the software team’s current capabilities. The capabilities are then compared and 
developed against the aligned expectations of the stakeholders. Both the stakeholder 
expectations and the associated capability views of the Analyzer should eventually be 
gauged with appropriate measurements.  

For example, in our case team organization (Sect.  4), consistent product 
performance is the key customer satisfaction factor. Consequently, this would put 
weight on the Lean and also Operational Excellence capabilities of the software team. 

6 Conclusion 

This paper tackles the research question of how specific software team performance 
can be directed in the organizational context. We have presented a capability-based 
software team performance assessment and improvement approach. The approach is 
supported by provisional design scientific Monitor-Analyzer instrumentation. 

The key research design principle of our team Monitor-Analyzer approach has 
been not to limit to any one particular discipline (e.g., computer science). Instead, we 
take a holistic view of software teams consisting of individuals in their organizational 
and business contexts.  

This work contributes primarily for practitioners. The Monitor-Analyzer 
instruments are readily available (as prototype tools). In addition, it promotes 
potential topical research directions for team performance management given that 
software teams even in traditional organizations work increasingly in new set-ups 
(e.g., offshoring) and radically new ways of teamwork are emerging in creative 
organizations (e.g., game companies). Moreover, the Monitor-Analyzer can be used 
as research instruments for action research to trigger more theoretical research 
questions.   

By and large, our Monitor-Analyzer approach strives for addressing the following 
strategic issues in the software organization  [39]: What is the intended performance 
(success) for the team / organization? What are the key capabilities needed for the 
success? What are the individual competences and organizational characteristics 
needed to support the capabilities? Like illustrated in the case example, with such 
understanding the software organization can gauge its teams for achieving the overall 
(business) goals of the organization. Moreover, the organization can direct its 
development activities according to the capabilities of the software teams with such 
profound understanding of its team-based strengths in the competitive environment. 
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