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Message from the CSS 2013 General Chairs

As the General Chairs and on behalf of the Organizing Committee of the 5th In-
ternational Symposium on Cyberspace Safety and Security (CSS 2013), we would
like to express our gratitude to all participants who attend the conference and as-
sociated symposiums/workshops in Zhangjiajie, China, during November 13–15,
2013. This famous city is the location of China’s first forest park (The Zhangjia-
jie National Forest Park) and a World Natural Heritage site (Wulingyuan Scenic
Area).

The aim of CSS 2013 was to bring together researchers and practitioners
working on cyberspace safety and security areas to present and discuss emerging
ideas and trends in this highly challenging research field. It attracted many
high-quality research papers that highlight the foundational work that strives to
push beyond the limits of existing technologies, including experimental efforts,
innovative systems, and investigations that identify weaknesses in the existing
safety and security services.

CSS 2013 was sponsored by the National Natural Science Foundation of
China, Springer, the School of Information Science and Engineering at Central
South University, the School of Software at Central South University, and Inder-
Science IJCSE; it was organized by Central South University, National University
of Defense Technology, Hunan University, and Ji Shou University. CSS 2013 com-
prised of the main conference and three international symposiums/workshops.
The conference program contained 11 keynote speeches shared by the co-located
IEEE HPCC 2013, IEEE/IFIP EUC 2013, and CSS 2013 conferences which
highlight the latest research trends in various aspects of computer science and
technology.

Many individuals contributed to the success of this high-caliber international
conference. We would like to express our special appreciation to the Program
Chairs Prof. Indrakshi Ray, Prof. Dengguo Feng, and Prof. Muttukrishnan Ra-
jarajan for giving us this opportunity to hold this prestigious conference and
for their guidance in the symposium organization. Thanks also to the Workshop
Chairs Prof. Jemal H. Abawajy, Prof. Jin Hee Cho, Prof. Yanjiang Yang, and
Prof. Yeong Deok Kim for their excellent work in organizing the attractive sym-
posiums/workshops. We thank the Publicity Chairs Prof. Peter Mueller, Prof.
Yulei Wu, and Prof. Scott Fowler for their great work on this event. We would
like to give our thanks to all the members of the Organizing Committee and
Program Committee for their efforts and support.

Finally, we are grateful to the authors for submitting their fine work to CSS
2013 and all the participants for their attendance. Hope you enjoy the conference
proceedings!

October 2013 Guojun Wang
Vijay Varadharajan
Gregorio Martinez



Message from the CSS 2013 Program Chairs

On behalf of the Program Committee of the 5th International Symposium on
Cyberspace Safety and Security (CSS 2013), we would like to welcome you to
the conference proceedings.

The conference focuses on cyberspace safety and security, such as authentica-
tion, access control, availability, integrity, privacy, confidentiality, dependability,
and sustainability issues of cyberspace. The aim of this conference is to provide
a leading-edge forum to foster interaction between researchers and developers in
cyberspace safety and security, and to give attendees an opportunity to network
with experts in this area.

CSS 2013 was the next event in a series of highly successful international
conferences on cyberspace safety and security (CSS), previously held as CSS
2012 (Melbourne, Australia, December 2012), CSS 2011 (Milan, Italy, Septem-
ber, 2011), CSS 2009 (Chengdu, China, August, 2009), and CSS 2008 (Sydney,
Australia, December, 2008).

This international conference collected research papers on the above research
issues from all over the world. This year we received 105 submissions in response
to the call for papers. Each paper was reviewed by at least three experts in the
field. After detailed online discussions with among the program chairs and the
track chairs, 30 papers were finally accepted, leading to an acceptance ratio of
28.4%.

We feel very proud of the high number of submissions, and it was difficult
to select the best papers from all those received, but at the end we defined an
amazing conference.

We would like to offer our gratitude to the General Chairs Prof. Guojun
Wang, Prof. Vijay Varadharajan, and Prof. Gregorio Martinez for their excel-
lent support and invaluable suggestions for the success of the final program. In
particular, we would like to thank all researchers and practitioners who sub-
mitted their manuscripts and the Program Committee members and additional
reviewers for their tremendous efforts and timely reviews.

We hope all of you enjoy the proceedings of CSS 2013.

October 2013 Indrakshi Ray
Dengguo Feng

Muttukrishnan Rajarajan



Welcome Message from the

CSS 2013 Workshop Chairs

Welcome to the proceedings of the 5th International Symposium on Cyberspace
Safety and Security (CSS 2013) held in Zhangjiajie, China, during November 13–
15, 2013. This year’s program consisted of three symposiums/
workshops that covered a wide range of research topics on cyberspace safety
and security:

(1) The Third International Symposium on Security and Quantum Commu-
nications (SQC 2013)

(2) The 2013 International Workshop on Security and Reliability in Trans-
parent Computing (SRTC 2013)

(3) The 2013 International Workshop on Trust, Security and Privacy for Big
Data (TrustData 2013)

The aim of these symposiums/workshops is to provide a forum to bring
together practitioners and researchers from academia and industry for discus-
sion and presentation of the current research and future directions related to
cyberspace safety and security. The themes and topics of these symposiums/
workshops are a valuable complement to the overall scope of CSS 2013 and give
additional value and interest. We hope that all of the selected papers will have
a good impact on future research in the respective field.

We offer our sincere gratitude to the workshop organizers for their hard work
in designing the call for papers, assembling the Program Committee, managing
the peer-review process for the selection of papers, and planning the workshop
program. We are grateful to the workshop Program Committees, external re-
viewers, session chairs, contributing authors, and attendees. Our special thanks
go to the Organizing Committees of CSS 2013 for their strong support, and es-
pecially to the Program Chairs Prof. Indrakshi Ray, Prof. Dengguo Feng and
Prof. Muttukrishnan Rajarajan for their guidance.

Finally, we hope that you will find the symposium and workshop proceedings
interesting and stimulating.

October 2013 Jemal H. Abawajy
Jin-Hee Cho

Yanjiang Yang
Yeong-Deok Kim
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Abstract. Nowadays Web robots can be used to perform a number of useful 
navigational goals, such as statistical analysis, link check, and resource 
collection. On one hand, Web crawler is a particular group of users whose 
traverse should not make part of regular analysis. Such disturbance affects site 
decision making in every possible way: marketing campaigns, site re-structuring, 
site personalization or server balancing, just to name a few. Therefore, it is 
necessary to correctly detect various robots as soon as possible so as to let the 
robots to be used under the security policy. In this paper, we come up with a 
crawler guard to detect and block unauthorized robots under the security policy. 
It can immediately differentiate various robots based on their functions 
(navigational goals) to ensure that only the welcome robots which obey the 
security policy are allowed to view the protected Web pages. Our experiment 
focuses on how the crawler guard could identify precisely the viewing goal of the 
robots under certain limits of Web page hits. The experimental results show that 
the request count is smaller than 8 while the accuracy of detection is 100%.  

Keywords: Web Crawler, Web Robot, Navigational Behavior. 

1 Introduction 

A Web robot is a program with automated browsing. It is an agent that traverses the 
Web's hypertext structure by retrieving a document, and recursively retrieving all 
documents that are referenced without any significant human involvement. Robots can 
be used to perform a number of useful tasks, such as statistical analysis, maintenance of 
the hypertext structure, implementation of Web mirroring and resource discover. 
Otherwise the use of robots comes at a price, especially when they are operated 
remotely on the Internet. Robots require considerable bandwidth and place extra 
demand on servers as well, so they may affect the navigation of normal customers. 
Moreover, unauthorized robots can severely falsify the browsing behavior analysis of 
the customer in many E-commerce Web sites or induce information disclosure. For 
example, Web robot can inflate the clicking rate on the advertisement banner to misuse 
a payment scheme. Some robots ignore the Robot Exclusion Protocol [20], a standard 
that allows Web site administrators to specify their rules of operation via the robots.txt 
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file, and open up privacy and security issues. Hence, in order to avoid damages and 
economic losses, it is important to identify Web robots. From the defense’s point of 
view, it is necessary to detect all unauthorized Web robots and take proper measures to 
redirect or block them. Moreover, the safeguarded scheme should maintain the 
system’s functionality and ease of use for normal visitors. Unfortunately, most of the 
common methods are not able to satisfy this requirement.  

Today, the most widely used methods, such as checking the [IP address] and [user 
agent] fields in logfile entries, checking of requests for robots.txt and using hidden link 
traps (embedding of HTML code that looks like a link, but indeed is invisible for a real 
user), for robot detection [10-12]. Another enhanced techniques based on statistics are 
used to discover session attributes for characterizing Web crawler behavior [1-4, 
13-15]. These enhanced methods are used to find implicate log characteristics from 
Web access logs for Web navigation behavior analysis and then identify some kinds of 
robots based on the calculated attribute values. 

Our study differs and complements from the results previously published that our 
techniques are much simpler to implement yet effective in producing accurate detection 
for incoming request in real time. It has some differences from these methods in several 
aspects. First, the simple methods are just suitable for differentiating robot from human 
visits. However they can’t further identify various robots, while our scheme, named 
crawler guard can identify various robots based on their function. Second, some other 
methods are too complex to distinguish robots in real time, while our work can redirect 
all suspected robot visits to the classifier and then differentiate them regarding the 
navigation characteristics of various goals. The load of data preprocessing can be 
deeply lowered as only suspected traffic is redirected. Thus the crawler guard can 
quickly distinguish various specific Web robots while the visits are still in progress. 
Third, various robots can be correctly differentiated so as to ensure both the 
functionality and ease of use of a protected Website. Instead of irrationally blocking, 
we can ensure that robots can be normally used according to security policy. 

The main contributions of this paper are summarized below. 

1. Our scheme can redirect all suspected robots’ traffic to the Classifier through 
the ingenious filter page so speediness of detection is independent on the 
objects in a Web page and suitable for all Web sites. 

2. Our scheme can make the load of pre-processing session deeply lower so 
various specific Web robots can be quickly distinguished while the crawler 
visit is still in progress. 

3. Our robot identification algorithm can correctly differentiate various robots 
based on functions so we can ensure that robot can be normally used under the 
security policy, and both the functionality and ease of use of a protected Web 
site will not be affected. Thus our approach successfully strikes a balance 
between security functionality and ease of use for users. 

The rest of the paper is organized as the following: The next section gives an 
overview on the related work. Section 3 describes the differences between Web robot 
and Web browser in navigation behavior and also shows the methods for discovering 
various Web robots. In Section 4, we provide a detailed overview of the crawler guard. 
Section 5 discusses the experimental results on the accuracy and speediness of 
identifying various robots. Finally, we present our conclusion in Section 6. 
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2 The Technologies for Web Robot Detection 

Today's most widely used technologies for Web robot detection can be divided into 
four major categories: simple methods, traps, Web navigation behavior analysis and 
navigational pattern modeling [1, 4]. The simple methods to detect robots are by 
matching the IP address of a Web client against those of known Web robots. Sun et al. 
designed a BotSeer to provide an efficient tool for researchers, Webmasters and 
developers to study Web robot related issues and design Web sites. It can be used to 
assist the regulation and development of Web robots [12]. Unfortunately, these 
techniques are time-consuming. Often time, they only discover robots that are already 
well-known. Moreover the “User-Agent” HTTP request header is easily forged. On one 
hand, Kadakia presents many methods to detect robots such as hidden field trap and 
robot.txt honeypot trap [6]. The methods’ function is limited because it can only tell 
human form robots. Park et al. developed simple yet effective algorithms to detect 
human users and test the effectiveness of these algorithms on live data by implementing 
the CoDeeN network, and robot related abuse complaints which had dropped by a 
factor of ten [10]. Tan et al. investigated the navigational pattern of Web robots and 
applied a machine learning techniques to exclude robot traces from the Web access log 
of a Web site [1]. They noted that the navigational pattern of the Web crawlers is 
different from the human users, and these patterns can be used to construct the features 
by a machine-learning algorithm. Maria et al. focus on the analysis of some commercial 
robots with the objective of characterizing their behaviors and their access patterns. The 
outcomes of this temporal analysis could be very useful for Web site administrators to 
estimate and predict the load of their sites and develop regulation policies aimed at 
improving site availability and performance [21]. Shinil et al. expresses the behavior of 
interactive users and various Web robots in terms of a sequence of request types [22]. 
The approach can work well on detection of many Web robots, such as image crawlers, 
email collectors and link checkers. However, above-mentioned algorithms are not 
adequate for real-time traffic analysis since they require a relatively large number of 
requests for accurate detection. Andoena Balla et al. present a methodology for 
detecting Web crawlers in real time. They use decision trees to classify requests in real 
time, as originating from a crawler or human, while their session is ongoing. To 
identify the most important features to differentiate humans from crawlers, they used 
machine-learning techniques. The high accuracy, with which their system detects 
crawler IP addresses while a session is ongoing, proves the effectiveness of our 
proposed methodology [23]. However the method is only capable of differentiating 
humans from crawlers. It cannot be used to detect various Web robots. 

On the other hand, hiding the Web pages having flaws from malicious crawler is 
another scheme to protect Web site. Kandula et al. used CAPTCHA tests to optimize 
the test serving strategy to produce better good put during DDoS attacks [16]. Although 
CAPTCHA tests are generally regarded as a highly effective mechanism to block 
robots, they are impractical if we consider the user-friendly problem, since human users 
do not want to solve quiz every time they access a Web page. Ollmann examined 
techniques which are capable of defending an application against automated attack 
tools; providing advice on their particular strength and weakness and proposing 
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solutions capable of stopping the next generation of automated attack tools [11]. 
NAKAO et al. observed network behaviors and malware behaviors from darknet and 
honeypots, and strictly analyze to produce a set of profiles containing malware 
characteristics. To this end, inter-relationship between above two types of profiles is 
practically discussed and studied so that frequently observed malwares behaviors can 
be finally identified in view of scan-malware chain [17]. KIM et al. proposed a hybrid 
intrusion forecasting system framework for an early warning system. The proposed 
system utilizes three types of forecasting methods: time-series analysis, probabilistic 
modeling, and data mining method. By combining these methods, it is possible to take 
advantage of the forecasting technique of each while overcoming their drawbacks [18]. 
DU et al. first proposed a traffic decomposition method, which decomposes the traffic 
into three components:  the trend component, the autoregressive (AR) component, and 
the noise component. A traffic volume anomaly is detected when the AR component is 
outside the prediction band for multiple links simultaneously. Then, the anomaly is 
traced by using the projection of the detection result matrices for the observed links 
which are selected by a shortest-path-first algorithm [19]. 

3 Discovery of Web Robot 

If we hope to increase security of a Web site and keep ease of use for normal visitors, 
we should be capable of detecting unauthorized Web robots and take proper measures 
to redirect or block them. To achieve the aims, at first we should analyze the 
navigational patterns for various types of Web robots and show that these patterns are 
quite different from those for human users.  

There are some obstacles on the way that makes the task of blocking Web robot a lot 
more difficult than it already is. Some Web robots may be used to perform a number of 
useful tasks, such as statistical analysis, maintenance of the hypertext structure, 
implementation of Web mirroring and resource discover. For example some businesses 
run solely on search engine rankings. Blocking these robots will apparently lose their 
services. Furthermore, most of the Web sites are designed to let human users easily 
surf, and none of techniques should affect the usability of a Web site while they are 
used to block Web robot. Thus we need to propose an advanced proposal to accurately 
distinguish various robots, that is, any proposal preformed for stopping robot should be 
viable to accurately block some specific types of robots according to the security 
policy, and they must not affect original functionality and ease of use of protected  
Web site. 

Human traverses various Web sites through a Web browser. To achieve the goal 
mentioned above, we try to find some features for quickly distinguishing between Web 
browser and robot, and further, we hope to eliminate the specific Web robot threat 
according to the security policy. The target can be achieved in two phases. First, we 
need to find a way to quickly differentiate Web browser between robots. Second, we 
should find clues of further differentiating various robots. Somewhat surprisingly, there 
were very little previous researches regarding the problem of distinguishing various 
Web robots. Most previous work we know about is in the context of identifying human 
from robots [1-4]. 
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We suppose that the behavior of the Web browser or the robot is relevant to its 
functionality. The Web browser concerns itself with the look of a Web page so it must 
retrieve all embedded objects in a Web page. The Web robot is good at retrieving 
complete information on a Web site so it is a leading concern to continue to traverse all 
hyperlink of a Web page. Likewise we reason that the visitor having a particular 
functionality may have a specific behavior pattern. For verifying above assumption, we 
try to select and classify the visitors based on their function, and let them surf some 
experimental Web sites to find some helpful clues from Web access logs. 

3.1 The Differences between Web Robot and Browser in Navigation Behavior 

As a Web robot is a program with automated browsing to assist in speeding up resource 
discovery, we can assume that the navigation behavior of the Web robot may be distinct 
from human users. A Web robot starts from a seed page and then starts its crawling 
process picking a URL from the queue, downloading its associated page by sending 
HTTP request to the target server and analyzing it for obtaining new links which are 
then added to the queue, until a sufficient number of pages are identified, no URLs left 
in queue, a specified depth level is reached or some higher level objective is reached. 

A Web robot can also treat embedded objects, such as image files and music files, 
according to various navigational goals in addition. For example some search engines 
serving as entry points to Web pages strive for coverage that is as broad as possible so 
they will add the URLs of these objects to the queue, and some robots implementing 
Web mirroring should maintain the look and feel of the page mirrored exactly so they 
will retrieve all embedded objects. If the navigational goal of the robot is to collect a 
specific kind of file, there is only this type of embedded object in all request URLs. 
Although these robots may have different functions, we find that the requests of the 
embedded objects are not sent at once for all robots when we analyze the navigational 
logs of these robots. Therefore we can assume that there are some successive requests 
for the Web page type (such as htm, asp, php, etc) in the Web access log, which exactly 
represents the of the navigation behavior of Web robot. 

Human traverses various Web sites through a Web browser. Web browsers submit 
information to Web servers as well as fetch Web pages from them by using HTTP. On 
the other hand, the browser will parse and format the response Web page to display and 
interact with embedded objects such as images, videos, music and games located on a 
Web page. For showing complete appearance, if there are any embedded objects, the 
browser will automatically and successively perform HTTP requests until these objects 
have been retrieved. Therefore one request from the browser may generate many 
records in the Web access log. There is no specific arrangement of the files type in URL 
fields of these records because the embedded objects are placed according to 
appearance, and do not follow any specific rules. By analyzing Web access log, we also 
find that Web browsers are the most-commonly-used type of HTTP user agent. 

We can also illustrate the difference between Web robot and browser from their 
respective function. Web robot is a software program which automatically locates and 
retrieves information on the Internet so it should traverse all hyperlink structures of 
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each Web site to achieve the goal. A Web browser is another software application 
which enables a user to display and interact with text, images, videos, music, games and 
other information typically located on a Web page at a Website. In terms of the 
completeness of a Web site, the Web robot concern, but not in terms of the appearance 
of each Web page. Contrary to Web robot, the Web browser is good at presenting any 
kind of content that can be part of a Web page. If there are any embedded objects in a 
Web page, the browser will automatically and successively sent requests at once until 
all of them have been retrieved. On the contrary, a Web robot will treat embedded 
objects according to various purposes of visit so the requests of the embedded objects 
are not sent at once. 

3.2 Quickly Telling Human from Web Robots 

The observations of the navigation behavior of human user and Web robot are shown as 
follows. First, the visibility of human user is different from the robot. Human user, for 
example, must only follow visible links, whereas robot usually automatically traverses 
all the links in a page. Second, human user surfs Web site by a mouse or keyboard, 
whereas robot has no activity of mouse or keyboard. Third, human user can interact 
with a Web page, whereas robots can’t do it. According to above descriptions, we can 
design a spider trap to tell human from robots.  

A spider trap is a method of identifying crawlers as they browse your site and a way 
of determining if a crawler is good or bad by monitoring where it browses. It is a set of 
Web pages that may intentionally or unintentionally be used to cause a Web crawler or 
search robot to make an infinite number of requests or cause a poorly constructed 
crawler to crash [5]. The basic idea of spider trap is to take advantage of the scanners 
lack of ability to differentiate real links from set traps [6]. A robot renders a Web page 
and analyzes just code so it misses the visual output of the code. For example, a null 
href link ( <a href=”trap.php”/> ) can be visited by robot but can’t be seen by human. 
According to above-mentioned observations of the navigation about human or robots, a 
spider trap named hidden link has been design to tell human from robots. The trap can 
be embedded in front-end Web pages to snare all Web robots [8-9]. 

We propose an innovative scheme, which named crawler guard, for discovering all 
crawling traffic and differentiating it according to the different visit behaviors. The 
processes of the crawler guard are portioned out two phases. Phase 1 is responsible for 
accurately tell apart human users and Web crawler as quickly as possible. All robots 
will be caught in Phase 1 and then be redirect to phase 2 for classification based on their 
function. In Figure 1, the diagram of crawler guard’s phase 1 and how it works is 
described in detail. In phase 1, the crawler guard comprises a trap hunter, hooks and 
monitors. The trap hunter can automatically plant proper hooks on front-end Web 
pages. The hooks are embedded in front-end Web pages via hidden link and linked to 
the monitor on server-side Web page. The monitor is capable of analyzing the HTTP 
request headers to get necessary visit information of the trapped visitors from hooks 
and then and finally saved to the respective logfiles in the Logger. On all occasions, the 
crawler guard can accurately tell apart human users and Web crawler as quickly as 
possible in phase 1. 
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Fig. 1. The diagram of telling human from robots Pass 

3.3 Quickly Differentiating Various Robots 

Some robots may be used to perform a number of useful tasks, such as statistical 
analysis and resource discover so blocking these robots will apparently lose their 
services. On the other hand, some robots’ navigation logs may disturb site decision 
making in every possible way, such as marketing campaigns, site re-structuring and 
server balancing. Therefore a better scheme for blocking robot will be capable of 
identifying the robots having respective functions, and then allow or deny them 
according to the real needs. Moreover it must not affect original functionality and 
ease of use of the protected Web site.  

Robots crawl a site and operate differently depending on the task a robot is 
programmed to do. Therefore, robots traversing a site with the same information will 
exhibit similar navigational patterns. Doran et al. had proposed a novel functional 
classification scheme to understand and analyze Web robot traffic. The classification 
scheme can be used to analyze Web server access logs for providing insights into the 
robot traffic based on their functionality [7]. These insights could guide the separation 
of well-behaved robots from ill-behaved ones but it is difficult to separate them in real 
time because of needing to preprocess a large amount of visit traffic in the Web access 
log file before going on analysis. Thus the ill-behaved robot could not be immediately 
blocked from accessing the server. We aim not to partition the robot traffic into classes 
according to the functions of the robots but also to isolate unauthorized robot as quickly 
as possible. That is to say, we need to present a methodology for detecting Web 
crawlers in real time. First we need to find a most obvious feature for each functional 
classification. After doing some numerical of experiments for various robots, we had 
gotten the obvious feature for some functional classification. The result is shown in 
table 1. The left side shows the function of the robot and the right side presents its 
obvious visit behavior feature hidden in the Web access log. For example, if a robot is 
found to send a http request to retrieve Cascading Style Sheets (CSS) embedded in a 
Web page, we can reason that the robot should be capable of duplicating a Web site. If 
a robot is found to send a query string having parameters, the robot should be an 
injection attack tools. 

A special Web page, named Filter page, is designed meticulously to supply various 
embedded objects in the Web page for differentiating robot. The robot having some 
specific function must retrieve theses embedded objects by sending requests to them. 
While the robots retrieve one object, they will be trapped to its respective Web page to 
analyze the visit information. And then the information is finally saved to the  
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respective logfiles. The processes of differentiating various robots are shown in Figure 
2. Here we should emphasize that our scheme is adequate for real-time detection of the 
robot in comparison with the solutions had been proposed. The existing methods need 
to preprocess a large amount of visit traffic in the Web access log file before going on 
analysis so it is difficult to detect robot in real time [1-7]. In contrast, our scheme 
designs some traps according to the obvious feature of each type of robot to redirect all 
suspected robots’ traffic. The work of grouping together the Web log entries into a 
session log according to their IP address and agent fields while date is within a 
threshold period is unnecessary. Therefore the scheme can be used to quickly identify 
various robots. 

 

 

Fig. 2. The flowchart of differentiating crawler type based on visit behavior 

Table 1. The features of navigation behavior based on  functional classification 

Function Navigation Behavior Feature 
E: Explore for a site 

structure There are no requests for the embedded 
objects in visit log. S: Search engine 

K: Search for keywords 

M: Mirror a Web site 
There is a request for Cascading Style Sheets 

(CSS) in visit log. 

D: Download files  
There are some requests for Web pages and 

some specific embedded objects such as image 
type or music type. 

I: Injection attack tools The query string has parameters. 
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4 System Implementation 

To block unauthorized robot in real time, we design a trapped system named crawler 
guard. The system is viable to differentiate robots according to the obvious features of 
crawling traffics. The diagram of the crawler guard is shown in figure 3. The process of 
the crawler guard can be divided into three phases. The Phase 1 is responsible for 
accurately telling apart human users and Web robot. All robots can be trapped in Phase 
1 and then be redirect to phase 2 to further differentiate them. In phase 2, the Filter is a 
particular Web page designed meticulously to supply various embedded objects to trap 
robots. While the robot retrieves one object, they will be trapped to its respective Web 
page named as Classifier_type (e.g. Classifier_M, Classifier_D, Classifier_I. The types 
were shown in Table 2). Table 3 summarizes the key steps of our robot identification 
algorithm. The first step, named sessionizing, is to combine all single requests in logfile 
entries into user sessions. Each HTTP-request is represented by a single line in the 
logfile. Each logfile entry consists of the following fields: [IP address] [date] [request] 
[status] [referrer] [agent]. Among them, [IP address] as client IP address, [date] as date 
and time of the request, [request] as HTTP-request containing the request method, the 
URL of the requested resource (page), and the desired HTTP-protocol, [status] as 
3-digit status code returned by the server, [referrer] as URL of the referencing page and 
[agent] as name of the client agent (e.g., " Mozilla/4.0 + (compatible;+MSIE7.0; + 
windows+NT+5.1; + .NET+CLR+2.0.50727)" ). For each http request, we can 
differentiate it according to the obvious feature of visit behavior. After phase 1 and 
phase 2, the result will be saved in the Logger. Finally, the Blocker can remove 
unauthorized robots’ HTTP requests according to the security policies kept in the 
Policy holder in phase 3. 

 

 

 

Fig. 3. The diagram of crawler guard 
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5 Experimental Evaluation 

We use an experimental Web site as a case study to evaluate the accuracy of the 
obtained classification models and their ability for discovering various Web robots. To 
confirm the robots’ function, we pick some robots having various functions and let 
them crawl on the experimental Web sites. The functions of each robot can be verified 
via the crawling result and summarized in table 4. The vertical columns list the robot 
name and the horizontal rows, the function. The functions having been previously 
described in table 2 are presented with a capital letter for easy identification. If a robot 
has one function, the intersection is marked with “*” in the field of Function in Table 4. 
For example, the advanced robot named BlackWindow is capable of exploring (E) and 
mirroring (M) a Web site on local host according to background information so the 
intersections of the second row and E, M columns are labeled with “*”. In order to 
verify the accuracy and speediness of the crawler guard, we use some Web browsers 
and the robots having been listed in table 4 as client, and implement the crawler guard 
on the experimental Web site. Each client has different source IP address and launches 
http requests to the experimental Web site at the same time. In the logfile of the Logger, 
each entry consists of six fields: Phase number, Request number, IP, User agent, Visit 
Time and URL. Among them, the Phase number means the record comes from which 
phase of the crawler guard; the Request number is the line number of the session which 
includes all requests for the objects in the Filter page. We can compare the IP field in 
the Logfile with the source IP address of each client to get the information of detection. 
For example, if the source IP address of the BlackWindow was shown in the 
Logfile_M, the intersection of M column and BlackWindow row need to be labeled 
with “*” in the field of the Logfile in Table 4.  Thus we can compare data in the field of 
Logfile with the field of Function in Table 4 to verify the accuracy of detection. The 
results obtained from the comparison are shown in the field of Accuracy.  

In the logfile of the Logger, there is a Request number field to present the line 
number of the session which includes all requests for the objects in the Filter page. For 
example, if the request for CSS object is found in fifth line of a session log, the Request 
number field is 5 in the Logfile_M. Thus we can reason that using only 5 requests to 
identify the robot. According to the experimental results, we find various robots may 
need different Request number because of structure of Web page or robot’s program. 

Table 3. The robot identification algorithm 

for each RequestLog Ri do 
if (containsCSS(Ri) then 
   add Ri_ip to robot_M[i ] 
else if ( containsSpecificObject(Ri) then 
   add Ri_ip to robot_D[i ] 
else if ( containsParameter (Ri) then 
   add Ri_ip to robot_I[i ] 

end; 
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Therefore we use minimum Request number and average Request number to present 
speediness in Table 5. 

All robots must be immediately trapped into the hidden link located in first line of 
each Web page by the Trap Hunter so they can be distinguished from all visit traffic. 
The prediction is verified through the first row in table 5. In addition to all of the above, 
others are gotten in phase 2, that is, by navigation patterns.  In phase 1, the request 
number is dependent on the number of embedded objects in Web page so the value of 
request number is different to each Web site. Whereas, the request number is 
independent on Web page since we use the ingenious Filter page as identical Web page 
for visiting. The result is just dependent on robot’s program in phase 2. Therefore, our 

Table 4. The accuracy of identifying robot for crawler guard 

Type 

Robot Name 
E S K M D I Accuracy (%) 

Teleport Pro 
Function ※ ※ ※ ※ ※  

100% 
Logfile ※ ※ ※ ※ ※  

BlackWindow 
Function ※   ※   

100% 
Logfile ※   ※   

Win Web 
Crawler 

Function ※ ※   ※  
100% 

Logfile ※ ※   ※  

Visual Web 
Spider 

Function ※ ※   ※  
100% 

Logfile ※ ※   ※  

JOC Web 
Spider 

Function ※  ※ ※   
100% 

Logfile ※  ※ ※   

Gyxi’s Image 
Spider 

Function ※   ※   
100% 

Logfile ※   ※   

DRK Spider 
Function ※      

100% 
Logfile ※      

Acunetix Web 
Vulerability 
Scanner 

Function ※     ※ 
100% 

Logfile ※     ※ 

HDSI 2005 
Function ※     ※ 

100% 
Logfile ※     ※ 
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scheme is suitable for all Web sites. Here the method was tested in real time with the 
help of an emulator, using only a small number of requests. In Table 5, the experimental 
results show that the Request count is smaller than 8 while the accuracy of detection is 
100%. The results demonstrate the effectiveness and applicability of our approach. 

6 Conclusions  

Web robots can be used to perform a number of useful navigational goals but 
unauthorized robot may severely falsify the browsing behavior analysis or induce 
information disclosure. Therefore it is a necessary task to ensure the robots being 
legitimately used according to security policy. To achieve the aim, a real-time scheme 
to detect various robots is a critical work. In this paper, we come up with a prototype, 
named crawler guard, to detect and remove Web robot threats according to security 
policy. Crawler guard is much simpler to implement yet effective in producing 
accurate results for incoming request at real time. It can immediately differentiate 
various robots based on their navigational goals to ensure that only the authorized 
robots obeying security policy are allowed to visit the protected Web site. Our 
experimental results show that the crawler guard is really viable to remove 
unauthorized Web robots at once. Its speediness is better than other methods adopting 
log analysis and feature statistic. Moreover, our scheme is independent on specific 
traffic models or behavior characteristics, which may need to change with more 
sophisticated robots.  
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Abstract. With the increasing popularity of mobile communication de-
vices loaded with positioning capabilities (e.g.,GPS), there is growing de-
mand for enjoying location-based services (LBSs). An important problem
in LBSs is the disclosure of a user’s real location while interacting with
the location service provider (LSP). To address this issue, existing solu-
tions generally introduce a trusted Anonymizer between the users and
the LSP. But the introduction of an Anonymizer actually transfers the
security risks from the LSP to the Anonymizer. Once the Anonymizer is
compromised, it may put the user information in jeopardy. In this paper,
we propose an enhanced location privacy preserving (ELPP) scheme for
the LBS environment. Our scheme employs an entity, termed Function
Generator, to distribute the spatial transformation parameters periodi-
cally, with which the users and the LSP can performs the mutual trans-
formation between a real location and a pseudo location. Without the
transforming parameters, the Anonymizer cannot have any knowledge
about a user’s real location. The main merits of our scheme include (1)
no fully trusted entities are required; (2) each user can obtain accurate
POIs, while preserving location privacy.

Keywords: location-based service, location privacy, K-anonymity.

1 Introduction

With the proliferation of mobile communication devices loaded with positioning
capabilities (e.g., GPS), location-based services (LBSs) have been gaining in-
creasingly popularity in recent years [1] [2]. With the versatility and full-featured
features, LBSs are facilitating users’ daily lives, by, for instance, finding the
nearest restaurant with favorite taste, gaining coupons from nearby market, and
getting tourist information and route guidance in trips, etc.

However, users must provide their real locations to the location service provider
(LSP) before enjoying LBSs, which poses a serious threat to their privacy. Let us
consider the following scenario: a user Bob uses his GPS enabled mobile phone
to issue a k -nearest neighbor (kNN) query to a LSP (e.g., Google Maps) to
find the top-2 nearest hospitals. Since the LSP is potentially untrustworthy, an
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Fig. 1. Framework for K − anonymity location privacy. kNN stands for the k-nearest
neighbor query.

adversary who has compromised the LSP can obtain Bob’s real identity, loca-
tion, queries, and may deduce other sensitive information about Bob, such as
his home location, health condition, and even lifestyle habit, political/religious
affiliation etc. Despite the benefits provided by LBSs, the privacy threats of re-
vealing a user’s personal information through his location have become a key
problem to inhibit user adoption. Ensuring location privacy, i.e., protecting user
location information, is paramount to the success of LBSs. Over the past years,
many promising approaches have been proposed concerning preserving location
privacy. Generally, they can be classified into two main types [3]: Trusted Third
Parties (TTP)-free schemes and TTP-based schemes. In TTP-free schemes, users
communicate with the LSP directly. In order to protect the real location infor-
mation from the untrusted LSP, users add noises to locations (e.g., enlarge user’s
location or generate multiple decoys at different locations), and send the ”fake”
ones to the LSP [4]. However, more noises in the query, more redundant results
will be returned from the LSP, and a higher communication cost will be incurred
on the users.

In TTP-based schemes, a trusted entity, called the Anonymizer, is introduced
into the system [5] [6] acting as an intermediate tier between the users and the
LSP. To guarantee the location privacy, most existing solutions adopt the loca-
tion K-anonymity principle [7] [8]: a mobile user satisfies location K-anonymity
if the location information sent to the LSP is indistinguishable from at least K-1
other users. Therefore, the fundamental idea behind K-anonymity is to replace
the real location of the user by a cloaking area in which at least K users are
located.

In Fig. 1, the users send their kNN queries to the Anonymizer, which is
responsible for removing the user ID and constructing a cloaking area, called
Anonymizing Spatial Region (ASR or K-ASR), which contains at least K users.
Given the ASR, the LSP can process the query and return a set of candidate
point of interests (POIs), but cannot identify any user with probability larger
than 1/K. The Anonymizer then filters candidate set, and forwards the accurate
results to each user. Compared to the TTP-free solutions, the TTP-based solu-
tions can prevent the LBS provider from knowing a user’s real location with a
probability higher than 1/K, while consuming lower communication cost for the
users. However, the TTP-based schemes require a trusted Anonymizer, which has
the knowledge about all users’ locations. Thus, the security of the whole system
relies on the Anonymizer. Once the Anonymizer is attacked by an adversary, it
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will pose a serious threat to user privacy and may put the user information in
jeopardy.

In this paper, we propose an enhanced location privacy preserving (ELPP)
scheme for the LBS environment, in which location privacy is guaranteed with-
out needing any fully trusted entities. We introduce an entity, termed Function
Generator, to distribute transformation parameters periodically for users and the
LSP to performs mutual transformation between a real location and a pseudo
location. Without the transforming parameters, the Anonymizer cannot have
any knowledge about a user’s real location. However, with a set of pseudo loca-
tions, the anoymizer still has the ability to construct a correct K-ASR to achieve
K-anonymity on the LSP, and to filter the false POIs for each user. Therefore,
our scheme can provide enhanced security for the whole system.

Our contributions are threefold:

1. We propose a novel framework for protecting location privacy, in which we
introduce a Function Generator to get rid off the need of any trusted enti-
ties. To the best of our knowledge, the ELPP scheme is the first to provide
enhanced location privacy for LBS environment.

2. We utilize Hilbert Curve [9] to transform a real location to a pseudo location,
with which the Anonymizer can construct the ASR and filter POIs for each
user correctly without compromising the real location.

3. We thoroughly analyze the security and the performance of the ELPP scheme.
Our scheme protects location privacy from the the Anonymizer, the LSP, the
Function Generator, and other users.

The remainder of this paper is organized as follows: We introduce related
work in Section 2 and present technical preliminaries in Section 3.We describe
the scheme in Section 4 and theoretically analyze its security in Section 5. Finally,
we conclude this paper in Section 6.

2 Related Work

While interacting with the LSP, user privacy can be classified into query privacy
and location privacy [7]. The former is related to the disclosure of the sensitive
information in the queries or the related interests about users. The latter, on the
other hand, is related to the disclosure and misuse of users location information.
Our work is on protecting location privacy while enjoying LBSs. The most recent
work on location privacy can be classified into two main categories: Trusted Third
Parties (TTP)-free approaches [4] [10] and TTP-based approaches [3] [5]

The TTP-free methods are categorized in two sub categories in [11] : obfus-
cation based methods and collaboration based methods. In obfuscation based
schemes, users generate multiple decoys at different locations and send the fake
locations to the LSP. For example, [4] proposed a scheme, named SpaceTwist,
where POIs are retrieved from the LSP incrementally. This process starts with
a location different from the users actual location (called anchor location), and
it proceeds until an accurate query result can be reported. The main drawback
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Fig. 2. Enhanced security scheme for location privacy

of this scheme is that multiple-round interaction between the users and the LSP
may incur a higher communication cost.

In the collaboration based methods, each user cloaks his location by contacting
his peers and collecting their location data. The first collaborative TTP-free
scheme in LBS was first proposed by [12]. The user perturbs his location by
adding zero-mean Gaussian noise, and then broadcasts his perturbed location to
his neighbors and requests for perturbed locations from them to form a cloak.
Since users only exchange perturbed locations, they do not need to trust each
other for privacy. The main problem of this proposal is that the noise added to
query will degrade the accuracy of the answers returned from the LSP. Therefore,
the main drawback of the TTP-free methods is that the quality of the service
(QoS) will degrade, due to the high communication cost incurred by the low
accuracy of the answers.

In TTP-based solutions, the Anonymizer is introduced into the system, acting
as an intermediate tier between the users and the LSP. the Anonymizer can
behave (i) by deleting personal information of the users from the queries before
sending to the LPS; (ii) by hiding or modifying the exact location of the users;
(iii) by removing or filtering the false answers from the LSP. Existing TTP-
based approaches usually require the Anonymizer to construct a K-anonymity
ASR. The conception of K-anonymity was first introduced by Sweeney et al. [13]
to prevent information loss and disclosure of personal data in databases. K-
anonymity in LBS privacy can be viewed as a user’ location is indistinguishable
from K-1 other users’. So, the fundamental idea behind K-anonymity is to replace
the real location of the user by cloaking areas in which at least K users are
located. Inspired by their work, [8] [14] [15] [16] proposed efficient schemes to
construct K-anonymity ASR. For example, Hilbert cloaking [15] [16] uses the
Hilbert space filling to map 2-D space into 1-D values, and partitions the 1-D
sorted list into groups of K users. In Clique Cloak [14], the Anonymizer perform
spatio-temporal cloaking algorithms to search for cliques of users, and constructs
a minimum bounding rectangle (MBR) of K users.

To improve the performance and QoS of the TTP-based solutions, the work
in [14] enables a user to define his personal privacy requirements, e.g., the min-
imum level of anonymity and the maximum temporal and spatial resolutions.



18 T. Peng, Q. Liu, and G. Wang

In [5], Vu et al. proposed to use locality-sensitive hashing (LSH) to partition
user locations into groups, each containing at least K users, before constructing
K-anonymity ASRs. Furthermore, they devised an efficient algorithm based on
Voronoi diagram to answer kNN queries for any point in the ASR of arbitrary
polygonal shape. The authors in [17] proposed efficient in-memory processing
and secondary memory pruning techniques for kNN queries in both 2D and
high-dimensional spaces. They devised an auxiliary solution-based index EXO-
tree to speed up any type of kNN query.

The main merit of the TTP-based schemes is that the employment of the
Anonymizer protects the location privacy from the untrusted LSP, while en-
abling the LSB to provide better QoS. However, this kind of scheme moves
users’ trust from LPS to intermediate entities. The problem is that it will pose a
serious threat to user privacy and may put the user information in jeopardy once
the Anonymizer is compromised. Our ELPP scheme, by employing a Function
Generator to the system, combines the merits of the two schemes, without fully
trusted entities while providing better QoS.

3 Preliminaries

3.1 Problem Formulation

We consider this scenario: a user u sends the message {Location, ID, Query} to
a LSP for kNN query. Map resources and database are stored in the potentially
untrusted LSP. Upon this request, the LSP seeks the desired information in
its database and returns appropriate POIs to u. The motivation of our work
is to preserve location privacy for the users while enabling the LSP to provide
high-quality services.

In this paper, we propose a novel enhanced location privacy preserving (ELPP)
scheme that introduces an entity termed Function Generator to the TTP-based
model (Fig. 2). The purpose of the Function Generator is to provide spatial
transformation parameters (STPs) for users and LSP to map the 2-D space co-
ordinate (a real location) into a 1-D space Hilbert value (a pseudo location),
so that the Anonymizer without the STPs has no knowledge of a real location.
The scheme works as follows: after obtaining the STP from the Function Gen-
erator, users encode their real locations to pseudo locations, denoted as Lu’. By
aggregating enough pseudo locations from the users, the Anonymizer constructs
a transformed ASR, denoted as R’, and sends it to the LSP. On the LSP side,
the transformed ASR can be decoded by the STP got from the Function Gen-
erator. The LSP then finds out the candidate POIs for the users in the decoded
ASR, and transforms the real locations of POIs to pseudo locations, denoted as
POI’, before responding to the Anonymizer. Upon the POI’s for K users, the
Anonymizer accurately filters and forwards the accurate results for the querying
user, denoted as POIu’. The main merits of our scheme is that the ELPP scheme
provides enhanced security for the whole system without needing fully trusted
entities, and each user can obtain the accurate results.
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3.2 Threat Model

Adversarial Capabilities. In the threat model commonly used in LBS pri-
vacy protection studies, the LSP are regarded as malicious observers, and all the
other entities can be considered benign. An adversary can be the owner of an
LBS entity, or is able to compromise and control of the LBS entities. In our threat
model, the communication channels are assumed to be secured when queries and
information are transmitted via communication networks. The existing security
schemes (e.g., SSL) and conventional solutions (e.g., cryptography and hashing)
can be used to protect the secrecy and integrity of the information through net-
work. Therefore, there are three types of attackers: (i) the LSP, which knows the
ASR, may be compromised by the adversary, or may leaks information for mak-
ing profits. (ii) the Anonymizer, collecting all messages as an intermediate tier
between the users and the LSP, may become a bigger target, and may reveal the
cloaking algorithm; (iii) A small number of malicious users may want to know
other users’ privacy. All of these attackers are assumed to be more interested in
the users’ real locations than other information.

Adversarial Limitations. On the other hand, we also assume that the
Anonymizer will not collude with any other entities. Collusion between the
Anonymizer and other entities or malicious users could reveal privacy. This as-
sumption has also been made in previous research by other researchers, e.g.,
the proxy reencryption systems [18] [19], in which the LSP performing proxy
re-encryption operations is assumed to not collude with other entity to ensure
system-wide security.

Our security goal is to protect location privacy for users. We consider our
scheme fails if any of the following cases is true:

– The LSP knows the real location about any user with a probability larger
than 1/K.

– The Anonymizer knows any user’s real location.
– The Function Generator knows any user’s real location.
– The user knows real location about other users.

3.3 Hilbert Curves

The users and the LSP utilize Hilbert Curve to transform real locations to pseudo
locations. A Hilbert curve is a continuous fractal space-filling curve which is
first described by Hilbert [9]. Hilbert Curves pass through every point in an
multi-dimensional space once and once only in some particular order according
to some algorithm [20]. Given the 2-D coordinates of a point S in the lattice
system, denoted as < xs, ys >, the corresponding 1-D code of S based on the
Hilbert curve order, denoted as H(s), is to be determined, reversely, given the
1-D code of a point on the Hilbert curve, the corresponding lattice coordinate is
to be determined, This process is defined as encoding and decoding [21].

Definition 1. The set of cells ordered by Hilbert curve is defined as:

H = {C00, C01, C02, ...Cij , ..., C(N−1)(N−1)} (1)
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where Cij are the < x, y > coordinates of a grid and N is the number of grid
cells in one dimension.

Definition 2. The Hilbert value of a point S can be defined as:

H(s) = �(< xs, ys >) (2)

where � is spatial transformation function, which encode the 2-D lattice co-
ordinate into 1-D Hilbert value. Given the parameter of the function, the H-
value mapping to each grid cell is assigned. The parameter refers to the curve’s
starting point (Xl, Yl), curve order N, curve orientation σ, and curve scale
factor Θ. We term this parameter space transformation as STP, where STP
={(Xl, Yl), N, σ,Θ}. The important property of a Hilbert curve that makes it a
very suitable tool for our proposed scheme is that function � becomes a one-way
function if the STP are not known [16]. A malicious attacker, not knowing this
key, has to exhaustively check for all combinations of curve parameters to find
the right curve by comparing the Hilbert values for all cells. An explicit formu-
las algorithm [22] by Moon et al. can be used to generate H-value ordered by
�(< x, y >), or decode the Hilbert value inversely by �−1(H).

Without loss of generality, we assume the user’s location is a point and is iden-
tified by two values such as its latitude and longitude. We define the coordinate
(x,y) refers to the spatial position of the mobile node in the two dimensional
space (i.e., x-axis and y-axis). Given the STP, a point S with 2-D coordinate
(xs, ys) can be presented by the lattice coordinates < xs, ys >.

< xs, ys>= | (xs, ys)− (x0, y0)

U
| (3)

U here is the unit length of each cell, which can be get from the scale of factor
Θ and the number of grid cells in one dimension 2N , and (x0, y0) is the real
coordinate of the lower-left corner of cell < 0, 0 >. Note that it is possible for
two or more points to have the same lattice coordinate and also the same H-value
in a given curve. With high probability [22], if two points are in close proximity
in the 2-D space, they will also be close in the 1-D transformation.

3.4 Voronoi Diagram

The LSP performs the k -nearest neighbor queries by using the Voronoi Diagram
(VD) [23]. Consider a set of limited number of points, called generator points,
denoted by P, in the Euclidean plane. We associate all locations in the plane
to their closest generator(s). The set of locations assigned to their generator(s)
forms a region called Voronoi polygons, denoted by V(i). The nearest neighbor
of any site inside a Voronoi polygon is the generator(s) of it.

The order-1 Voronoi diagram can be formally defined as: P=p1, ...pn ⊂ �2.
Assume a set of generators P=p1, ...pn ⊂ �2 , where 2 < n < ∞ and pi �= pj ,
for i �= j, i, j ∈ In = {1, ...n} .

The region given by:

V (pi) = {p |d(p, pi) ≤ d(p, pj)}forj �= i, j ∈ In (4)
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Fig. 3. Working processes of the scheme

where d(p, pi) is the Euclidean distance between two points. In order-1 VD, each
polygon is associated with a point. We now extend the notion to order-N VD
by considering the V(i) associated with N generators, which is a subset of P,
denoted by VP. That is, V(i) is the locus of sites closer to all points in VP than
to any other points not in VP.

4 Enhanced Location Privacy Preserving Scheme

4.1 Overview

Our basic idea is to introduce a Function Generator to transform a user’s real
location to a pseudo location based on Hilbert curve. As illustrated previously,
the main reason for location transformation is to prevent the Anonymizer from
having users’ actual location information.

The system consists of the user, the Anonymizer, the Function Generator and
the LSP. The ELPP scheme mainly consists of five steps, as shown in Fig. 3. We
omit the interaction between the Function Generator and the users/the LSP in
Fig. 3. Actually, the user/LSP should first request STPs from the Function Gen-
erator before transforming the locations. Main task of Function Generator is to
construct space transformation parameter, STP={(Xl, Yl), N, σ,Θ}, at different
time point ti (The details are provided in Section 3.3), and sends it to the user
and the LSP. Since the Anonymizer does not have any knowledge of the STP, it
can not deduce the real location about the users.

Step1. Location Transformation. After obtaining the STP from the Function
Generator, the user runs the Alg.1 to transform his real location into a pseudo
location. The messages from the user to the Anonymizer are:

MSGU2A = {Lu′, ID,Q, ti} (5)

where Lu’ denotes the transformed location using Alg.1, ID is the identity of
the user (e.g., IP address), Q denotes the kNN requirement, ti refers to the time
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point at which the user gets the STP from the Function Generator and presents
his LSBs.

Step2. Cloaking. The Anonymizer removes the user’s ID and selects at least
K-1 users with the same H-value. Then, it constructs a K-ASR for the K users
and sends it to the LSP. The messages from the Anonymizer to the LSP are:

MSGA2L = {R′, H(u), ti} (6)

where R’ denotes the transformed ASR based on the cell, H(u) is the H-value of
the user, ti is the timestamp when the user transform his location and presents
his LSBs.

Step3. kNN Search. The LSP finds out the POIs for the users in the ASR.
Since the region is shifted to the cell space, it should be transformed to the real
one first. The LSP will works as follows: it connects with the Function Generator
to get the STP with the timestamp ti, and then decodes the H-value to the 2-D
spacial location, calculates the actual ASR from the transformed one. After that
the LSP searches the candidate POIs in ASR with the VDs (details in Section
3.D) and transforms their coordinates to the corresponding cell, and finally,
forwards the pseudo locations of POIs, presented by POI’ to the Anonymizer.
The messages from the LSP to the Anonymizer are:

MSGL2A = {POI ′s} (7)

where the POI’ is the pseudo locations of POI.

Step4. Results Filtering. The Anonymizer gets the POI’s, which may poten-
tially be the kNN answers for any user within the entire ASR. Since the pseudo
location of user and POIs are transformed by the same STP, the Anonymizer
can exactly find out accurate kNN results for the user from the all POI’s, and
remove the false ones. The messages from the the Anonymizer to the user are:

MSGA2U = {POIu′} (8)

where the POIu’ denotes the accurate answer for the user’s kNN query.

Step5. Results Transformation. The user gets exact POI’s from the
Anonymizer, since the pseudo locations of the POIs are the offset based on the
origin of coordinates of the cell, user can easily get the real POIs by transforming
the offset of the cell to the real location.

4.2 Location Transformation

As described in Section 3.3, the Hilbert space filling curve imposes a linear
ordering on the grid cells, assigning a single integer value to each cell. With the
STP, we can map the 2-D space into 1-D Hilbert value using the function �. The
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Fig. 4. Transformation based on the Hilbert space-filling curve

privacy of the solution relies on the large number of Hilbert curve parameter
choices. We employ the Function Generator to distribute the STP to users and
LSP. For the sake of security and efficiency, we assume the STPs are generated
randomly at regular intervals (e.g.,3 minites). Getting the STP from the Function
generator, user can construct a lattice system with 2N ∗ 2N grid cells in scale Θ,
the centre point of each cell is regarded as point in a space of finite granularity. If
we assume the lower-left corner of each cell is the origin of coordinates in the cell
space, denoted as (xc, yc), so the user’s offset coordinate, denoted as (xu, yu)’, in
corresponding grid cell < xu, yu >, can be defined as relative position between
the user real location (xu, yu) to the origin of coordinates (xc, yc) by scale.

(xc, yc) = U∗ < xu, yu > +(x0, y0) (9)

(xu, yu)
′ = (xu, yu)− (xc, yc) (10)

Similar to the Eq. 3, U is the unit length of each cell, (x0, y0) is the real coordinate
of the lower-left corner of cell < 0, 0 >. The expression of location coordinate
for a user u is shown in Talbe 1.

Table 1. The location coordinate of user

Real location Lattice coordinate Offset coordinate Pseudo location

(xu, yu) < xu, yu > (xu, yu)’ {H(u), (xu, yu)
′}

Therefore, with the STP, users can transform their real location (xu, yu) to
a pseudo one, denoted as (Lu’), which is its H-value in Hilbert space and offset
coordinate in corresponding cell, presented by {H(u), (xu, yu)

′}. The process of
location transformation is shown in Alg. 1.

Fig. 4 illustrates how a Hilbert curve can be used to transform a user real 2-D
space location into pseudo one. In this example, starting from the centre-point
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of < 0, 0 > in the lattice system, the 2-D Hilbert curve orderly passes 22 ∗ 22

grids. The users a, b, c, have the lattice coordinate of < 1, 1 > in lattice system,
and their offset to the origin of coordinates in < 1, 1 > are (5,5)’, (3,8)’, (7,9)’.
After transforming, they can be presented respectively by their pseudo location
of {2, (5, 5)′}, {2, (3, 8)′}, {2, (7, 9)′}.

4.3 K-Anonymity Cloaking

The Anonymizer performs K-anonymity cloaking to protect the user location
privacy from the untursted LSP. Upon receiving a message from a user, the
Anonymizer removes users identifiers, such as IP addresses, and generates an
ASR, where a given degree of location anonymity can be maintained. We as-
sume that every cell is big enough to contain more than K users. The K-
Anonymity spatial cloaking algorithm safely works as follows. Firstly, given the
MSGU2A={Lu’, ID, Q, ti}, the Anonymizer removes users’ identifiers, and then
clusters the location of the user by their H-value. In the next step, it randomly
chooses K-1 users in the same cell of the querying user. If the number of users
is small than K, it can achieves the location anonymity by delaying the message
until K mobile nodes have visited the same cell located by the querying user.
Once the K users are determined, the cloak region can be represented by rect-
angles, disks or simply the set itself. In this paper, we construct a K-anonymity
ASR using the minimum bounding rectangle (MBR) which encloses these K users
(the query user and other K-1 users) in the same cell, denoted as R’. Since all
the user pseudo positions are presented by their offset based on the origin of
coordinates in the corresponding cell, the MBR can be also expressed by its ver-
texes using the offset coordinate in this cell, which are (xv1, yv1)

′ ∼ (xv4, yv4)
′.

During the processing of K-anonymity cloaking, the Anonymizer does not have
any real location information about users. Finally, the ASR in a corresponding
cell, presented by R’ and the H-value, is constructed and forwarded to the LSP.
The MSGA2L= {R’, H(u), ti}, where R′ = (xv1, yv1)

′ ∼ (xv4, yv4)
′, H(u) is the

H-value of the cell, ti is the timestamp of user presenting the LSBs.
Fig. 4 shows an example of K-ASR construction, where u is the querying user.

Assume K = 4 and u selects users who have the same H-value as u. According to
the K-anonymity cloaking procedure, the K-anonymity user set is [u1, a, b, c].
Since all the users are presented by their offset based on the origin of coordinates
in the cell 2, the MBR enclosing these four users can be also expressed by
its vertexes using offset coordinate based on the cell, which is (xv1, yv1)

′ ∼
(xv4, yv4)

′.

4.4 kNN Search Algorithm

Before the LSP searches the POIs for users, it needs to get decoding parameter
from the Function Generator with the timestamp ti to calculate the actual ASR
from R’ and H-value. With the STP, the LSP maps the H-value to the 2-D
spacial location, and get the origin of coordinate of the corresponding cell, and
then obtain the real location of R’. The LSP can not deduce what the users
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Algorithm 1. LocationTrans

1: {Input STP ={(Xl, Yl), N, σ, Θ}, User location coordinate (xu, yu)}
{Output Lu′= (H(u), (xu, yu)

′ )}
2: Construct a lattice system with 2N ∗ 2N cells in scale Θ.
3: Transform the (xu, yu) into lattice coordinate < xu, yu > using Eq. 3.
4: Get the H(u) by Eq. 2 //using STP.
5: Compute the the origin of coordinates of the cell (xc, yc) using Eq. 9.
6: Get the offset (xu, yu)

′ using Eq. 10.

Fig. 5. Search POIs based on order-2 VD

are located exactly, since it just have the information about the K-anonymity
region.

The kNN search problem can be solved efficiently with the Order-k VDs.
According description in Section 3.4, the kNN answer of any site inside one
polygon are its associated generator points. That means searching the POIs in
ASR for all users is to identify the order-k polygons that overlap with the ASR,
and find the union of their corresponding associated points. The term overlap
here means the polygon intersects or lies completely inside ASR. For example,
in Fig. 5, with the STP, the LSP can calculate the real coordinate of the ASR,
which is V1 ∼ V4. To get the results of the kNN query in this area, it can search
the union of associated generator points for all the polygons which overlap with
this rectangle, the results of POIs for all users in the ASR are the p1...p7. Similar
to [16], due to the time-consuming process of finding the kNN query, we use a
computationally efficient algorithm by considering polygons that intersect with
ASR and polygons that are inside ASR separately, which takes O(logn + Kn)
worstcase running time. The process of kNN Search algorithm is shown in Alg.
2. Before the LSP forwards the POIs to the Anonymizer, it should transform the
location of them to the pseudo ones (POI’), which we can get from the offset
based on the cell.

POI ′ = POI − (xc, yc) (11)
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Algorithm 2. kNN search algorithm run by LSP

1: {Input: STP ={(Xl, Yl), N, σ, Θ}, R’, H-value}
{Output: the set of POI’}

2: Construct a lattice system with 2N ∗ 2N grid cells in scale Θ.
3: Decode the H-value using �

−1(H(u)).
4: Compute the the origin of coordinates of the cell (xc, yc) using Eq. 9.
5: Get real coordinates of ASR from R’ and the (xc, yc).
6: Search POIs in real ASR.
7: Get POI’s using Eq. 11.

4.5 Results Filtering

The Anonymizer gets the POI’s for any users within the entire ASR. It should find
out the exact answer for the querying user. Since the Anonymizer has the pseudo
locations of users and POIs, which are transformed by the same STP, and whose
offset coordinates are based on the same origin of coordinates of the cell (xc, yc).
It can exactly find out the top-k nearest POI’s from the pseudo location of the
querying user. In our example, the Anonymizer gets the set of p′1...p′7 (in Fig. 5),
which are the kNN answers for user a, b, c, and u in the rectangle (in Fig. 4), only
p′4 and p′5 are the exact results for the querying user u. So the Anonymizer will
filter the false answers, and return the accurate results to u.

4.6 Results Transformation

Given the exact locations of POI’s, which are the offsets based on the origin of
coordinates of the cell (xc, yc), the user can transform the pseudo locations to
the real locations of POI’s by inverse operation of Eq. 11, and finally gets the
accurate answer for his kNN query.

5 Security Analysis

Our analysis will focus on how the ELPP scheme can achieve the users location
privacy preservation and resist the possible privacy leakage from Anonymizer and
other entities in the system. In particular, the security requirements discussed
in Section 3.2, note that, the collusion between the Function Generator and the
Anonymizer or the malicious users are out of the scope of this paper. The security
and privacy requirements are satisfied if the following four cases are true.

Case 1: The LSP does not know the location information about user . The
message between the Anonymizer and the LSP is MSGA2L= {R’, H(u), ti}.
Since ASR is a cloaking region of K users, the LSP can not know exact position
of each user with probability larger than 1/K due to the K-anonymity principle.
The POIs searched by the LSP are candidate results for all users in ASR, neither
the adversary nor the LSP knows which results are returned to the honest users.
So, they can not deduce the location information about user. Therefore, case 1
is true.
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Case 2: The Anonymizer cannot know any user’s real location. The location
information from each user to the Anonymizer is an pseudo one encoded by
transformation function. The parameter of the decode function is only known by
the users and the LSP, without of the STP, the Anonymizer itself cannot deduce
the real location. Even if the Anonymizer is compromised by the attackers, the
knowledge about user on the Anonymizer will not leak any user location privacy.
The security of transformation used in the scheme are proved to be strongly
robust in [16]. The POIs returned from the LSP are also transformed by the
Hilbert filling curve, it is hard for the Anonymizer to guess each user’s interest
without STP. Assume that adversary can somehow gained the knowledge for the
value of the STP, the similarity of Hilbert curve he can guess to the real one is
very small. Therefore, case 2 is true.

Case 3: The Function Generator can not know any user location. The main
task of Function Generator is to construct the STP, and launch it to the users
and LSP. The STP itself will not reveal any valuable information. Therefore,
case 3 is true.

Case 4: The user will not know location information about other users. The
Anonymizer can correctly returns results to each user, who can only obtains its
own results, having no knowledge about others’. Even if a small number of ma-
licious users work cooperatively, they cannot know other honest usersinterests.
Therefore, case 4 is true.

6 Conclusion

In this paper, we propose a comprehensive ELPP scheme for protection of user
location privacy in LBS. A key feature of the system is that we get rid off the
fully trusted entities to provide enhanced security. In our future work, we will
improve our scheme by deploying multiple Anonymizers to avoid the potential
botteleneck between the users and the Anonymizer, and ensure the high security
of the system.
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Abstract. Resisting malicious Web page tampering is critical to provide robust 
web services. Existing Web page tamper-resistant solutions either require extra 
equipments (e.g., storage equipments or content distribution systems), or suffer 
from significant performance degradation. In this paper, we design and 
implement a lightweight Web page tamper-resistant system for the Linux system. 
In our design, we adopt the system call interception, event-trigger mechanism, 
the attribute of Linux file system, and combine them together to resist tampering 
attempts to the Web page files. Our solution is very lightweight and does not 
require any additional storage equipments or content distribution systems. We 
implement a prototype of our mechanism on Linux with kernel version 2.6, and 
deploy it in a campus Web server. Experiment results show that our mechanism 
can effectively protect Web page files from being tampered, incurring only 
negligible increase in response delay and CPU utilization ratio. 

Keywords: Web page tamper-resistance; system call interception; event-trigger; 
Linux. 

1 Introduction 

Nowadays, malicious tampering of pages by hackers brings serious crisis to Web 
services. Many methods can be used by hackers to modify Web files. The first method 
is uploading a web shell. The attackers often take vulnerabilities of uploading functions 
provided by the website to upload malicious codes. Although the web site will check 
the file type, such checks could be bypassed by attackers easily (e.g., via file header 
spoofing). As a common page, web shell runs in the Web server account, so it has the 
privilege to modify the other page files and could be visited or connected through 
HTTP. Attackers would connect their web shells with Explorer or other tools (e.g., 
"Chinese copper"), and run the modification command to hack the website. They could 
even upload Trojans by the web shell to do further attacks. 

The second common method used by attackers is to get the permission to use  
the manager pages of Web background. Attackers may use SQL injection or 
password-guessing to get the weak password, and then obtain the control of the Web 
background. With the permission, hackers could modify the Web pages, upload some 
web shells, or modify some legal pages to web shell (e.g., "one-word" web shell to 
PHP, ASP, ASPX, JSP) to leave backdoors. 
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We can see that resisting tampering of Web pages not only protects the integrity of 
single page, but also perceives and denies the illegal uploading or other illegal options 
initiatively. Thus it is critical to protect the folder structure of the web site, and notify 
the administrators in time in case the Web pages are tampered. 

In this paper, we design and implement a lightweight page tamper-resistant system 
on the Linux operating system. We combine the system-call interception in kernel 
space, an event triggered mechanism in the application layer, and the property of Linux 
file system together to protect the pages against being maliciously tampered. Compared 
with existing solutions, our design does not need to back up the website file or deploy 
any additional hardware. We implement our design on Linux with kernel version 2.6 
and deploy it in a campus Web server. Experiment results show that our mechanism can 
effectively protect Web page files from being tampered, incurring only negligible 
increase in response delay and CPU utilization ratio. When there are 50 concurrent 
requests, the response delay increases only 2ms after our system is deployed and the 
CPU utilization ratio increases only one percent. When there are 100 concurrent 
requests, the response delay increases only 0.1s and the CPU utilization ratio increases 
only 3 percent. 

The rest of the paper is organized as follows. Section 2 overviews related work.  
Section 3 describes our page tamper-resistant strategies. In Section 4 we give the details 
in implementing our system and analyze its security. We deploy our system and 
evaluate its performance in a campus Web server, and report the results in Section 5. 
Finally, in Section 6 we conclude this paper and point out some future research 
directions 

2 Related Work 

In recent years many tamper-resistant solutions have been proposed. We would first 
introduce some commonly used approaches to resisting Web page tempering attacks. 
Watermark detections [1,2] are often performed by combining a content distribution 
system (CMS) and an embedded module in the Web server. When distributing Web 
pages, the CMS computes watermarks of the original pages and restores a backup copy 
of the watermarks. When processing web requests, the embedded model locates the 
page files and computes the watermark of the page files. It then compares the computed 
watermark with corresponding backup watermark. If the two watermarks do not match, 
we can determine that the page is tampered. This mechanism could ensure that the 
tampered pages would not flow out of the server. However, there are some limitations 
of this mechanism. For example, the watermark computation may significantly 
increase the average response delay, and the website needs to equip a CMS. 

Event triggered programs [3,4] need to work together with synchronous backup 
servers. An event trigger program will be noticed if any changes to the page files occur, 
and then it can use the backup server to recover changed page files. Some researchers 
studied optimization of this type of mechanisms [5,6]. However, the problem of this 
type of mechanism is that there will be a delay during the file recovery. The defense 
capability for continuous tampering attack is poor, and the tampered pages may flow 
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out. Furthermore, the website server needs to deploy an additional synchronization 
backup server (e.g., Rsync,) to back up the original file pages. 

On the Windows platform, the popular trend is to control page modification by file 
filters because this mechanism could save much more resources [6,7]. Another reason 
for programmers to use this mechanism is that the programmers could easily handle the 
IRP packets to control file options, by using multiple level interfaces provided by the 
Windows platform to intercept file operations. However, this mechanism could be used 
on Windows platform only. As most web sites are deployed on Linux servers 
nowadays, the applicability of this mechanism is severely limited.  

3 Page Tamper-Resistant Strategies and System Structure 

The Linux system provides two security mechanisms to resist illegal file modification. 
The first one is file permission control, with which users without writing privilege 
could not modify the file. Unfortunately, this mechanism is useless for the protection of 
pages, as the web shell has all the privileges of Web server account. The second 
mechanism is the immutable attribute, which is a feature of EXT file system (one of the 
most common file systems on Linux). When the immutable attribute for a certain file or 
directory is activated, the system can prevent all users from modifying the file or 
creating/deleting files in the folder. However, this mechanism could just provide 
passive protection, i.e., it could not catch and warn the illegal options initiatively. 
Moreover, some websites need to provide uploading function to users, in which case 
activating the attribute would affect the quality of web service. More than that, the 
attribute-flag could be cleared by the process with root privilege. Thus solely using this 
mechanism could not meet our demand. 

In order to prevent attackers from uploading malicious codes or tampering  
page files, we first briefly describe the entire process of file operation on Linux  
system. 

Figure 1 shows how file operations are handled on Linux. From Figure 1, we know 
that all file operations need to transform into system-call and enter into kernel space 
before they can be further processed, no matter these operations are started by 
applications (including Web servers), Shell terminals, or other methods. When conduct 
file operations, system calls need to visit the Inode structure that is located in the virtual 
file system (VFS) in the Linux kernel in order to access the files. Inode is a structure in 
the kernel space that is used to identify the real files or directories. It contains some 
important information associated with the files or directories, e.g., the attribute-flags of 
the file system (like immutable attribute flag), the time of latest modification. This 
information plays a crucial role in the processing of system calls. 

From the above analysis, we can learn that in order to modify a file on Linux  
system, the attacker must rely on the information contained in the Inode structure  
of the target file or directory, and he needs to execute the system-call function 
successfully. 
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Fig. 1. File operation processing of Linux OS 

Therefore, our system combines system call interception, immutable attribute of file 
system, and event-trigger mechanism together to resist page tampering attacks. Before 
entering the system call to trap into the kernel space, our system intercepts the 
operation, and rejects invalid ones to use the system-call functions. The illegal 
operations will be recorded in a log file. Meanwhile, we will set the immutable attribute 
flag in the corresponding Inode of the protected page files or directories to make them 
immune to modification. As a result, we can prevent the tampering at two 
control-points in the modification process. At the same time, in the application layer, 
our system uses the event-trigger mechanism to assist the above two mechanisms by 
monitoring the page files and directories, recording the monitor log in time and issuing 
an early warning if the monitored object is modified. As the last line of defense, it 
provides evidences for the administrator to determine the validity of modification. 

According to the page tamper-resistant strategy presented above, the entire structure 
of our system design is shown in Figure 2. 

As is shown in Figure 2, our system consists of three modules: a system call 
interception module in the kernel space, a file attribute control module, and an 
event-monitor module in the application layer. The working mechanism of each 
module is briefly introduced below. 

The system call interception module is responsible for intercepting the system calls 
related to file modification. The module maintains a list of paths that need to be 
protected. When the modification options from upper layers call the related system-call 
function, the module will firstly check the operation’s target path. If the operated object 
is a subdirectory or a file in the protected path, the module will return an error to the 
upper layer, and reject the call and record the log in time. As for operations on other 
paths, it will be processed by the original system call directly. 

The file attribute control module is responsible for activating the immutable attribute 
of the protected files and directories, which makes the page files and directories 
immune to modification in the VFS level. As have been pointed out in previous 
sections, it must work with the other modules together to ensure that the page files are 
not maliciously tampered. 
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Fig. 2. Structure of our tamper-resistant system 

The event-trigger module is responsible for monitoring the content of page files and 
the structure of folders in real time, acquiring its modifying event in time, and creating 
a monitor log to inform the website administrator promptly. 

Then, through the mutual assistance in the layers of system-call and VFS, our system 
will intercept the page modification, record logs of malicious behaviors in time, and 
monitor the changes of the page files and directories in real time. This forms a multiple 
layered protection system to ensure the security of page files effectively. 

For the convenience of the administrator to maintain and modify the pages, a page 
locking module is implemented in our system. When the administrator is doing some 
normal modification to a certain page or file directory, the lock will be released to 
permit the administrator’s modification. During the rest of the time, the page locking 
module will lock the page files, which will reject all modifications during this period. 

Taking into account that some web sites would allow users to upload some personal 
information files (e.g., images), our system provides another work mode. Only to those 
directories for user uploading, our system works in monitor mode in order to discharge 
the options and generate the logs. To the other import paths that store the page files or 
other resources, the system still work in the protection mode. 

4 System Implementation and Security Analysis 

4.1   System Implementation 

System Calls Interception 
Linux uses the system call table to save the entrance of system call functions. When a 
system function is invoked, the OS first searches the entrance related to the function in 
the system call table and then executes the function. In order to intercept the system 
call, we modify the system call table during the running time of our system and replace 
the system call entrances related to the file or directory modification operations with 
the address of our intercepting functions. 
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The flowchart of modifying the system call table is shown in Figure 3. In the Linux 
OS of the version 2.6.X, the address of the system call table is no longer exposed. 
Therefore, we can acquire the address of the system call service routine through the 
interrupt descriptor of INT 0x80, and then acquire the address of the system call table 
through the code of the service routine. After we obtain the address of the system call 
table, we replace the entrance of the related system call functions with the new 
intercepting functions in the system call table.  

The involved system calls are those used to modify the file system, e.g., create and 
write. We use the LKM (Linux Kernel Module) to implement the above interception 
mechanism. It is a plug-and-play module that does not need to recompile the whole 
kernel. When the tampering resistant system exits, the kernel module will be 
uninstalled automatically and the original system call table will be recovered, so there 
will be no follow-up affects to the OS. 

 

Fig. 3. Diagram of the new system call 

Event-Trigger Monitor 
In our system, the implementation of the event-trigger monitor utilizes the Inotify 
technology [8]. Inotify is a new feature added after the kernel version 2.6.14. It is a 
fine-grained and asynchronous monitor of file system events. By using this mechanism 
to register a monitor on the files or directories, we can get the events in real time. The 
principle of Inotify is to add a monitoring data item to the Inode structure, and send the 
event to the monitor located in the application layer. The monitor will insert the event 
into the event queue to notify the user, who will deal with it latter. Our system uses the 
mechanism to monitor the event such as IN_MODIFY (the monitored object is 
modified) and others related to the file or directory modification. 

Netlink Communication 
Netlink is a communication mechanism specialized on Linux. It aims to transmit data 
between the kernel space and the user space. It provides the program in user space with 
a group of standard socket interfaces to implement the full-duplex communication. 



 Design of Lightweight Web Page Tamper-Resistant Mechanism for Linux 35 

Compared with the ioctl and proc file system, netlink has many advantages. It is an 
asynchronous communicative method, and the interface is very convenient to use. 
Moreover, it is suitable for massive data and the conversation could be initiated by the 
kernel space. 

4.2   Security Analysis 

Security Analysis of the System 
To analyze the security of Web pages, we first introduce the operation principle of our 
system. Our system applies the daemon mechanism [9]. As shown in Figure 4, the 
system will start the master process as a daemon, which can make process run in 
background and get rid of the control of terminal. The master process will insert the 
kernel module into the kernel space and start two child processes: the page locking 
monitoring process and the kernel information gathering process. The kernel module 
registered in the kernel space uses netlink-based socket protocols to communicate with 
the monitoring process in user space, so it is always in busy status and could not be 
uninstalled. When the system is running, the daemon will closely watch the status of the 
two child processes by the signal mechanism. Once the child processes exit 
unexpectedly, the daemon will immediately restart them. Meanwhile, the daemon itself 
shields the “sigtem” signal [8] (the signal of common kill command) to prohibit legal 
user’s incorrect operation. The process can normally exit only after the administrator 
who is authorized to run the instruction of exit. Thus, by using daemon mechanism and 
monitoring the child processes, we could ensure the tamper-resisting functions work 
properly. 

Taking into account that the attackers with root privilege could use the sigkill signal 
to destroy any processes by force, we use the same technology to intercept the 
system-call sys_getdents to hide our process. Thus the attacker could not see our 
process with the ps command. We provide all the option interfaces to authorized user, 
even though they could not see our process in the process list, they could operate our 
system as usual. So that attackers could not disguise as legal ones to modify our 
protection. Even if the hackers successfully prompt to root privilege, they could hardly 
notice our system as our processes don't exist in the process list. Furthermore,  their 
attempts to tamper the pages would be recorded by our system. 

Security Analysis of Page Files 
As we have pointed out in previous sections, the attackers could hardly stop our system 
from protecting the content and directory structure of web pages. In this subsection we  
analyze the security of web pages under the protection. 

We divide the analysis into three cases. First, for the websites that provide functions 
of uploading and modification to only web administrators, even after the hackers get 
control of the background process of the web (e.g., by using weak password or 
SQL-injection attacks), they still could not modify the web-pages or upload their web 
shells as our system locks all the page paths. All the modification and uploading 
options will translate into system-call like “write” and so on, and our system would 
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reject them. Only the authenticated web administrator could unlock the paths and use 
background processes to perform legal modifications. When the web administrator 
locks the pages again, or if the duration of unlocking status exceeds a pre-defined 
threshold, our system would lock the paths again and reject all the modifications. 

 

 

Fig. 4. Diagram of the tamper-resistant system 

For the websites that provide vulnerable user-uploading services, the hackers could 
upload their web shells or other malicious codes successfully because our system just 
monitors the folder for user-uploading. However, the attackers still could not modify the 
Web pages because the web shell would also fail to call the system-calls to do 
modification on the page file paths. If the attackers get the root privilege, they could only 
disable the immutable attribute of the file-system, but could not notice and stop our 
system as analyzed before. In addition, all of their attempts would be recorded at once.  

In the third case, there may be some other procedure loopholes in the website. In this 
case, the attackers could run the command remotely. For example, the attackers could take 
advantage of Structs2 loopholes to get an interactive shell and run the remote command to 
create web shells or modify the pages [10]. As we have pointed in Section 3, all the 
commands or options need translate into system-calls. Thus, as same as in the first case, our 
system would resist the illegal calls to protect the web pages and notice the administrators. 

5 Performance Analysis and Test Results 

5.1   Performance Analysis 

The system call interception module that is shown in Figure 2 will process file 
operations first. It needs to determine whether the path of target files is a sub-file or 
sub-directory in the paths to be protected. This searching process can be completed 
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with at most N comparison operations, where N is the number of path-items in the 
protection list. Usually the number of paths recorded in the protection list is small, so 
the searching process can be quickly done and will not introduce significant response 
delay. Meanwhile, the maximum length of a path name on Linux is 256 bytes. It takes 
only a few milliseconds for the common string matching algorithm to perform path 
name matching. Therefore, it takes just several milliseconds for system interception. 

The file system features are provided by Linux file system. The time needed can almost 
be ignored. The event-trigger work will not affect the file operations for just monitoring. In 
conclusion, the time delay introduced by the tamper-resistant system is only several 
milliseconds, so it will not affect the normal running of the website significantly. 

5.2   Test Results 

In order to validate the effectiveness in protecting process of the system, we deployed 
our system in a Web server in our campus network and monitored the attacks to the Web 
server. During a half of a month monitoring, we intercept 2 uploading of web shell and 6 
tampering to the pages and its directory structure. Fig. 5 shows an example record of an 
illegal deleting operation to the website’s resources files intercepted by our system. 
 

 

Fig. 5. Example record of an illegal deleting operation 

To evaluate the efficiency, we opened an empty file and wrote data in the same 
size(1KB) for 10,000 times under the following four different conditions, and then 
observed the time difference in different conditions. The test results are shown in Table 1.  

It should be noticed that under the condition of “load the protection system and 
provide protection”, the time delay is much less than under other conditions. This is 
because the modification was rejected and there are no I/O operations afterward. As for 
the condition of “load the protection system but not to provide protection”, the time 
delay is a little bit more than the others due to the matching of file paths in the kernel. 
We can learn from Table 1 that the delay is in a reasonable range. 

Table 1. Efficiency of file modification 

Protection Method Average Delay (ms) 

Do not load the protection system 5.8 

Load the protection system and 
provide protection 

1.2 

Load the protection system but not to 
provide protection 

8.3 

Only to monitor with event-trigged 
mechanism 

5.9 

01|32|[2012-01-11 10:55:53][File Protect]-DENY_DELETE:/usr/local/apache-tomcat-6.0.2
0/webapps/WebSite/resources/images/20100312.bmp[Domain:localhost][Method:Protect]$ 
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For the further performance test, we used the HP Load runner to simulate large-scale 
concurrent users in laboratory. The tested website used the open-resource version of 
Crossday Discuz! Board and we use the same testing scripts during the process. The 
results are shown in Table 2. We observe that when the concurrent number is 50, the 
average response time of the websites which loaded the page tamper-resistant system 
just increases 2ms, and the CPU utilization increases about 1%. But when the 
concurrent number is 100, the average response time increases 0.1s, and the CPU 
utilization increases 3%. This means that the tamper-resistant system does not consume 
much resource. It proved that the system reached the requirement of lightweight in 
resource consumption. 

Table 2. Performance Test 

Concurrent Number of 
Users Online 

Simultaneously 
State 

Average Response 
Time (s) 

Average CPU 
Utilization (%) 

50 Before Deployment 0.696 49.251 
50 After Deployment 0.698 50.682 

100 Before Deployment 1.678 80.009 
100 After Deployment 1.714 83.105 

6 Conclusion 

The page tamper-resistant system designed in this paper is able to minimize the page 
file's risk of being tampered to ensure the security with lightweight resource 
consumption. Therefore, we need not to back up the page files in addition, which 
avoids the participation of reliable backup system or back servers. For the websites 
without CMS distribution system, there is no need to add one and modify the overall 
running mechanism of the Web service. We can resist the tampering to pages in a 
convenient and efficient way. 
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Abstract. Multiple-bank e-cash (electronic cash) model allows users
and merchants to open their accounts at different banks. Most e-cash
systems in the literature have been proposed in the single bank model
in which clients and merchants have accounts at the same bank. In re-
cent years, some multiple-bank e-cash systems were proposed, but they
were proven secure in the random oracle model. In this paper, based
on the Groth-Sahai proof system and Ghadafi group blind signature, we
construct a multiple-bank e-cash system which is proven secure in the
standard model. We achieve the dual privacy requirement (i.e., the user
anonymity and bank anonymity) by using the group blind signature. Our
scheme can also trace the identity of the signer. At last, some security
properties of our scheme, such as anonymity, unforgeability, identifica-
tion of the double spender and exculpability, are proved in the standard
model.

Keywords: multiple-bank e-cash, group blind signature, automorphic
blind signature, Groth-Sahai proofs.

1 Introduction

Group blind signature and multiple-bank e-cash were firstly introduced by
Lysyanskaya and Ramzan [1]. Group blind signature combines the properties
of both a group signature scheme and a blind signature scheme and therefore
it maintains the anonymity of the signer as well as the message to be signed.
Multiple-bank e-cash system consists of a large group of banks which are moni-
tored by the Central Bank, opener, users and merchants. Each bank can dispense
e-cash. The users and merchants can open their accounts in different bank. To
make e-cash systems acceptable to government, the multiple-bank e-cash sys-
tem should provide the owner tracing, coin tracing, identification of the double
spender and signer tracing.

The multiple-bank e-cash system consists of Group Manager (GM), opener
(OP), multiple banks B1, · · · , Bn, the users U1, · · · , Un and the merchants
M1, · · · ,Mn. Existing multiple-bank e-cash systems were proven secure in the
random oracle model. Some results [2,3] have shown that some schemes proven
secure in the random oracle model, are not secure in the standard model. There-
fore, we propose a multiple-bank e-cash system proven secure in the standard
model. We consider the dual privacy requirement, such as the user anonymity
and bank anonymity.

G. Wang et al. (Eds.): CSS 2013, LNCS 8300, pp. 40–51, 2013.
c© Springer International Publishing Switzerland 2013
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Related Work. Much research has been performed in the area of e-cash
[4,5,6,7,8,9,10,11]. The compact e-cash scheme [4] allows a user to withdraw
a wallet containing 2L coins efficiently and satisfies all the security properties
mentioned above. However, the number of the coins that the user wants must
be chosen in the withdrawal protocol, and be spent one by one in the spending
protocol. Belenkiy, Chase, Kohlweiss and Lysyanskaya [12] proposed a compact
e-cash system with non-interactive spending in the standard model. This scheme
is based on P-signature [13], simulatable verifiable random functions [14] and
Groth-Sahai proofs systems [15]. Izabachene and Libert proposed the first divis-
ible e-cash scheme [11] in the standard model. They used a different method to
authenticate the spending path. Unfortunately, the communication complexity
of the spending scheme is proportional to the level number of the spent node.
Zhang et al. constructed an anonymous transferable conditional e-cash [16] in
the standard model.

The concept of group blind signatures was first introduced by Lysyanskaya
and Zulfikar [1], where it was mainly used to design a multiple bank e-cash
system in which digital coins could be issued by different banks. Based on the
group blind signature [1], Jeong and Lee constructed a multi-bank e-cash system
[17]. However, the system is proven secure in the random oracle model. In 2008,
a multiple-bank e-cash [18] is proposed by Wang et al. However, it does not
satisfy the unforgeable requirement. In order to obtain unforgeability, Chen et
al. proposed an e-cash system [19] with multiple-bank. All the security of above
multiple-bank e-cash are proven in the random oracle model which is known not
to accurately reflect world (see [2] for instance).

Using divertible zero-knowledge proofs [21], Nguyen et al. proposed a group
blind signature [20]. However, to eliminate the interaction in proof, it relies on
the Fiat-Shamir transformation. Therefore, it is proven secure in the random
oracle model. In 2013, Ghadafi constructed a group blind signature [22] in the
standard model. He gave the formalizing definitions of the group blind signature.
He also offered the dual privacy requirement, such as the user anonymity and
the signer anonymity.

Our Contribution. We construct a multiple-bank e-cash system by using au-
tomorphic blind signature scheme [23] and Ghadafi group blind signature [22] in
the standard model. We make the following contribution.

– We can trace the identity of the signer by the opener.
– By introducing a security tag, we can recover the identity of double spender.
– We give the security proof in the standard model. The new system satisfies

anonymity, unforgeability, identification of double spenders and
exculpability.

Paper Outline. The rest of the paper is organized as follows. In Section 2
we present preliminaries on the various cryptographic tools and assumptions.
Definitions and the security properties of divisible e-cash are presented in Section
3. In Section 4, we present our construction and give efficiency analysis. We give
the security proof in Section 5. Finally we conclude in Section 6.
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2 Preliminaries

2.1 Mathematical Definitions and Assumptions

Definition 1. (Pairing). A pairing ê : G1 × G2 → G3 is a bilinear mapping
from two group elements to a group element [15].

– G1,G2 and G3 are cyclic groups of prime order p. The elements G,H gen-
erate G1 and G2 respectively.

– ê : G1 × G2 is a non-degenerate bilinear map, so ê(G,H) generates G3 and
for all a, b ∈ Zn we have ê(Ga, Hb) = ê(G,H)ab.

– We can efficiently compute group operations, compute the bilinear map and
decide membership.

Definition 2. (Diffie-Hellman Pair). A pair (x, y) ∈ G1 × G2 is defined as
a Diffie−Hellman pair [24], if there exists a ← Zp such that x = Ga, y = Ha,
where G,H generate G1 and G2 respectively. We denote the set of DH pairs by
DH = {(Ga, Ha)|a ∈ Zp}.

2.2 Mathematical Assumptions

The security of this scheme is based on the following existing mathematical
assumptions, i.e., the Symmetric External Diffie-Hellman (SXDH) [15], AWF-
CDH [26] and the asymmetric double hidden strong Diffie-Hellman assumption
(q-ADH-SDH) [23].

Definition 3. (Symmetric External Diffie-Hellman). Let G1,G2 be cyclic
groups of prime order, G1 and G2 generate G1 and G2, and let ê : G1×G2 → G3

be a bilinear map. The Symmetric External Diffie-Hellman (SXDH) Assump-
tion states that the DDH problem is hard in both G1 and G2. For random a, b,
G1, G

a
1 , G

b
1 ← G1 and G2, G

a
2 , G

b
2 ← G2 are given, it is hard to distinguish Gab

1

from a random element from Gi for i = 1, 2.

Definition 4. (AWF-CDH). Let G1 ← G1, G2 ← G2 and a ← Zp be random.
Given (G1, A = Ga

1 , G2), it is hard to output (Gr
1, G

ar
1 , Gr

2, G
ar
2 ) with r �= 0, i.e.,

a tuple (R,M, S,N) that satisfies

ê(A,S) = ê(M,G2) ê(M,G2) = ê(G1, N) êR,G2 = ê(G1, S).

Definition 5. (q-ADH-SDH). Let G,F,K ← G1, H ← G2 and x, ci, vi ← Zp

be random. Given (G,F,K,Gx;H,Y = Hx) and

(Ai = (K ·Gvi)
1

x+ci , Bi = F ci , Di = Hci , Vi = Gvi ,Wi = Hvi)

for 1 ≤ i ≤ q−1, it is hard to output a new tuple (A = (K ·Gv)
1

x+c , B = F c, D =
Hc, V = Gv,W = Hv) with (c, v) �= (ci, vi) for all i. i.e., one that satisfies

ê(A, Y ·D) = ê(K · V,H), ê(B,H) = ê(F,D), ê(V,H) = ê(G,W ).
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2.3 Useful Tools

Groth-Sahai Proofs. Groth and Sahai [15] constructed the first NIZK proof
systems. They prove a large class of statements in the context of groups with
bilinear map in the standard model. In order to prove the statement, the prover
firstly commits to group elements. Then the prover produces the proofs and sends
the commitments and the proofs to the verifier. And last the verifier verifies the
correctness of the proof.

Groth-Sahai proofs can be instantiated under different security assumptions
but since as noted by [25] the most efficient Groth-Sahai proofs are those in-
stantiated under the SXDH assumption, we will be focusing on this instantia-
tion. Following the definitions of Ghadafi [22], the proof system consists of the
algorithms GS = (GSSetup,GSProve,GSV erify,GSExtract,GSSimSetup,
GSSimProve). For ease of composition, we also define the algorithm GSPOK
(crs, {w1, . . . , wi}, {ε1 ∧ . . .∧ εj}) [22] which proves j multiple equations involv-
ing witness (w1, . . . , wi) and returns a vector of size j of Groth-Sahai proofs.

Automorphic Blind Signature. Abe et al. proposed an automorphic blind
signature scheme [23] which is structure-preserving signatures on group ele-
ments. The automorphic blind signature to sign one message is done between U
and signer. We define the automorphic blind signature to sign one message as
ABSign() and the verification of the signature as ABSV erify().

In order to sign two messages, we use the definition 2 in [23] to finish a generic
transformation [23] from any scheme signing two messages to one singing one
message.

Group Blind Signature. Ghadafi constructed a group blind signature [22]
which provides the dual privacy requirement. On the one hand, the signer (the
bank) can hide his identity and parts of the signature that could identify him.
On the other hand, the user can hide the message and parts of the signature
which could lead to a linkage between a signature and its sign request. Ghadafi
presented two example instantiations. We use the first construction and define
the first construction as GGBS(). The CERT signature [22] is instantiated by
using the above automorphic blind signature [23]. Note that when we sign one
message, we use the ABSign() to generate the signature. However, when we
sign two messages, we use the transformation signature which transforms the
signature to two messages into the signature to one message.

3 Definitions for Multiple-Bank E-Cash

Our model builds on the security models for the Ghadafi group blind signature
[22] and the transferable e-cash [10]. The parties involved in a multiple-bank
e-cash are: a group manager GM , an opener OP , many banks Bi and users Ui.
Note that merchants M are the special users.

In the following, we first describe the algorithms for multiple-bank e-cash.
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3.1 Algorithms

We represent a coin as coin, which its identity is Id. A multiple-bank e-cash
system, denotedΠ , is composed of the following procedures, where λ is a security
parameter.

– ParamGen(1λ) is run by some trusted third party (TTP) which takes as
input 1λ and outputs the public key mbpk for the multiple-bank e-cash
system, the group manager’s secret key skGM and the opener’s extraction
key (ckop, ekop).

– BKeyGen() is run by the banks Bi, to generate his pairs of personal se-
cret/pulbic keys (bsski, bspki) and (bgski, bgpki). The former is used in the
joining protocol. The latter is used for issuing the group blind signature in the
withdrawal protocol. We assume that the public key is publicly
accessible.

– UKeyGen() is run by the users Ui, to generate his pair of personal se-
cret/pulbic keys (skUi , pkUi). Note that the merchants M are special users.

– Issue(Bi(mbpk, i, bsski),GM(skGM , i, bspki)) is an interactive protocol be-
tween a bank Bi and the group manager GM . After a successful completion
of this protocol, Bi becomes a member of the group. If successful, Bi obtains
the certificate certi, and stores the second secret/public keys (bgski, bgpki)
and certi into gski. GM obtains the signature sigi on the second public key
bgpki and stores the second public key bgpki and sigi into regi.

– Withdraw(Ui(mbpk,m),Bi(gski, pkUi)) is an interactive protocol between a
user Ui and an anonymous bank Bi. If the protocol completes successfully,
Ui obtains a blind signature πm on the message m. Bi does not learn what
the message was. Ui only knows the signature that is signed by the bank,
but he does not know which bank issues the signature.

– Spend(Ui(coin, pkM , skUi , pkUi , ckop),M(skM , pkM , bgpki)) is an interactive
protocol between a user Ui and a merchant M . If the protocol completes
successfully, Ui obtains the corresponding serves. M obtains an e-coin coin.

– Deposit(M(coin, skM , pkM , bgpki),Bi(pkM , DB)) is an interactive protocol
between a merchant M and a bank Bi. If coin is not valid, Bi outputs ⊥.
Else, Bi checks whether the database DB contains an e-cash coin′ in which
the serial number is the same as the one in coin. If DB contains coin′, Bi

outputs (coin, coin′). Else, Bi adds coin to DB, and credits M ’s account.
– Identify(coin, coin′) is a deterministic algorithm executed by Bi. It outputs

the public key pkUi and a proof τG.
– VerifyGuilt(pkUi , τG) is a deterministic algorithm that can be executed by

anyone. It outputs 1 if τG is correct and 0 otherwise.
– Open(mbpk, ekop, regi,m, πm) is a deterministic algorithm in which the

opener uses his extraction key ekop to recover the identity i of the banker
and produces a proof τS attesting to this claim.

– VerifySigner(mbpk, i, bspki,m, πm, τS) is a deterministic algorithm which in-
puts an index i and returns 1 if the signature πm was produced by the bank
Bi or 0 otherwise.
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3.2 Security Properties

In this section, we give the brief description of the security properties in our
scheme.

Anonymity. Anonymity includes the bank anonymity and the user anonymity.
In the following, we give the formal definition of the bank anonymity and the
user anonymity.

The bank anonymity guarantees that the adversary is unable to tell which
bank produced a signature. We employ the same signer anonymity used by [22],
where we require that the adversary is given two banks of its choice, the adversary
still cannot distinguish which of the two banks produced a signature.

The user anonymity guarantees that the adversary is unable to tell which
message it is signing. We employ the blindness property used by [22], where we
require that the adversary is given a signature on a message mi for i = {0, 1} of
its choice, he still cannot distinguish which of the two messages is signed.

Unforgeability. Unforgeability guarantees that no collection of users can ever
spend more coins than they withdrew. Formally, we have the following definition
based on the experiment given below.

Identification of Double-Spender. The identification of double-spender guar-
antees that no collection of users, collaborating with the merchant, can spend
an e-cash twice without revealing one of their identities. Formally, we have the
following experiment.

Exculpability. The exculpability guarantees that the bank, even when collud-
ing with malicious users, cannot falsely accuse hones users of having double-spent
a coin. Formally, we have the following experiment.

4 Multiple-Bank E-Cash

Multiple-bank e-cash allows users and merchants to open their accounts at dif-
ferent banks. It supplies the users anonymity and the banks anonymity. In the
following, we give the details of this scheme.

4.1 Setup

On input 1λ and output the public parameters of bilinear groups bgpp = (p,G1,
G2,G3, ê, G,H), where λ is the security parameter. We choose random elements
F,K, T ∈ G1. On input bgpp run the setup algorithms for Groth-Sahai proofs
and return two reference strings crs1, crs2 and the corresponding extraction
keys ek1, ek2. The two reference strings and the extraction keys are used for the
first round and the second round of the automorphic blind signature scheme
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which is used for issuing the group blind signature on the e-cash. The opener’s
commitment key and extraction key are (ckop = crs2, ekop = ek2). On choose
sGM ← Zp and output the key pair of group manager (skGM = sGM , pkGM =
(S1 = GsGM

1 , S2 = GsGM
2 )). The public key of multiple-bank e-cash is mbpk =

(bgpp, F,K, T, crs1, crs2, pkGM ). H is a collision-resistant hash function.
Each bank Bi chooses sBi , s

′
Bi

← Zp and creates two key pairs (bsskBi =

sBi , bspkBi = (S1 = G
sBi

1 , S2 = G
sBi

2 )) and (bgskBi = s′Bi
, bgpkBi = (S1 =

G
s′Bi
1 , S2 = G

s′Bi
2 )). The first key pair is the bank’s personal key pair. The second

one is used for signing the e-cash. Each user Ui chooses sUi ← Zp and generates
the key pair (skUi = sUi , pkUi = (S1 = G

sUi
1 , S2 = G

sUi
2 )). Each merchant Mi

also creates the key pair (skMi = sMi , pkMi = (S1 = G
sMi

1 , S2 = G
sMi

2 )).

4.2 The Joining Protocol

The joining protocol allows the bank to obtain a certificate from the group
manager. In order to issuing e-cash, each bank firstly joins into the group whose
manager is GM . Then the bank Bi obtains the certificate certi. Using the certifi-
cate and the key pair (bgsk, bgpk), the bank issuing the e-cash. In the following,
we give the details of the protocol.

1. (Bi → GM). The bank Bi generates the signature sigi = ABSign(bsski,

bgpki). Then Bi sends sigi, bgpki = (Sbg
1 = G

s′Bi

1 , Sbg
2 = G

s′Bi

2 ) to the group
manager GM .

2. (GM → Bi). GM checks whether the public key bgpki has existed in the

database DBpk or verifies ê(Sbg
1 , G2) �= ê(G1, S

bg
2 ). If it is not, GM verifies

the signature sigi. If ABSverify(bspki, bgpki, sigi) = 1, GM generates the
certificate certi = ABSign(skGM , bgpki). At last, GM sends certi to Bi.

3. Bi verifies the correctness of the certificate. If ABSverify(pkGM , bgpki,
certi) = 1, Bi saves the certificate certi.

4.3 The Withdrawal Protocol

The withdrawal protocol allows Ui to withdraw an e-cash from Bi. cm is defined

as the commitment and corresponding proof to the message m. C
ckop
m is defined

as the commitment to m using the commitment key ckop. In the following, we
give the protocol in detail.

1. (Ui → Bi). Ui chooses sm ← Zp and generates the serial number S =
(Gsm

1 , Gsm
2 ). Ui also chooses q1, q2 ← Zp and computes Q1 = Gq1

1 , Q2 =
Gq1

2 , Q3 = Gq2
1 , Q4 = Gq2

1 . Ui picks at random nonces ι1, ι2 ← Zp. To hide
the serial number, Ui generates the following commitments cS and the correct
proofs πS by using the commitment key ckop of the opener. Ui also generates
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the commitment cpkUi
and the correct proof πpkUi

to Ui’s public key pkUi =

(S1 = G
sUi
1 , S2 = G

sUi
2 ).

cS = (C
ckop

Gsm
1

, C
ckop

Gsm
2

, C
ckop

Q1
, C

ckop

Q2
, U1 = T ι1 ·Gsm

1 ),

πS ← GSPOK{crs1, {Gsm
1 , Gsm

2 , Q1, Q2}, ê(Gsm
1 , G2) = ê(G1, G

sm
2 ) ∧

ê(Q1, G2) = ê(G1, Q2) ∧ ê(T,Q2) · ê(Gsm
1 , G2) = ê(U1, G2)},

cpkUi
= (C

ckop

G
sUi
1

, C
ckop

G
sUi
2

, C
ckop

Q3
, C

ckop

Q4
, U2 = T ι2 ·GsUi

1 ),

πpkUi
← GSPOK{crs1, {GsUi

1 , G
sUi
2 , Q3, Q4}, ê(GsUi

1 , G2) = ê(G1, G
sUi
2 ) ∧

ê(Q1, G2) = ê(G1, Q2) ∧ ê(T,Q2) · ê(GsUi

1 , G2) = ê(U2, G2)}.
At last, Ui sends {pkUi , cS , πS , cpkUi

, πpkUi
} to Bi.

2. (Bi → Ui). Bi verifies the public key pkUi , πS and πpkUi
. If GSV erify(crs1,

πS) = 1 and GSV erify(crs1, πpkUi) = 1, Bi generates the group blind
signature GGBS(S, pkUi) [22] on cS and cpkUi

by using the definition 2 in
[23]. GGBS(S, pkUi) includes the signature σ(S,pkUi

) and the proof πσ(S,pkUi
)
.

πσ(S,pkUi
)
gives a proof that σ(S,pkUi

) is a valid signature on cS and cpkUi
.

At last, Bi sends πσ(S,pkUi
)
to Ui.

3. Ui verifies πσ(S,pkUi
)
. If it is OK, to obtain the signature of the messages

(Gsm
1 , Gsm

2 ) and (G
sUi
1 , G

sUi
2 ), Ui re-randomizes the proof πσ(S,pkUi

)
into

π′
σ(S,pkUi

)
.

At last, Ui obtains the e-cash coin = {S, cpkUi
, π′

σ(S,pkUi
)
}.

4.4 The Spending Protocol

The spending protocol allows Ui to spend an e-cash to the merchant M . In order
to hide Ui’s identity, Ui randomizes cpkUi

and π′
σpkUi

by RdCom and RdProve.

1. (M → Ui). M computes R = H(pkM ||Date||r) and sends {R, pkM , Date, r}
to Ui, where r ← Zp is a random value.

2. (Ui → M). Ui also computes R = H(pkM ||Date||r). The commitment to

Ui’s public key is cpkUi
= (C

ckop

G
sUi
1

, C
ckop

G
sUi
2

, C
ckop

Q3
, C

ckop

Q4
, U1 = T ι2 · GsUi

1 ). In

order to hide Ui’s public key, Ui chooses ι
′
2, t

′, μ′, ν′, ρ′ ← Zp and randomizes
cpkUi

into c′pkUi
[24].

Ui computes Y = G
1

sm+1

1 and the security tag T = pkUi · ê(Y,GR
2 ). Mean-

while, Ui gives the following NIZK proofs πY , πT . πY gives a proof that

Y = G
1

sm+1

1 and sm in Y is equal to sm in S. πT gives a proof that the
security tag T is correctly formed.

πY ← GSPOK{crs1, {Y, φY , sm}, ê(G
1

sm+1

1 , Gsm
2 ·G2) = 1G3 , ê(Y/φY , h

θ) = 1G3},
πT ← GSPOK{crs1, {T, φT , Y, φY }, {T = pkUi · ê(Y,GR

2 ), ê(Y/φY , h
θ) = 1G3 ,

ê(T/φT , h
θ) = 1G3}},
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where φY , φT ← G1 are auxiliary variables, and θ ← Zp is a variable [11].

At last, Ui sends the e-cash coin′ = {S,R, c′pkUi
, T, πcoin′ = {π′

σ(S,pkUi
)
,

πY , πT }} to M .

3. M verifies the proofs. If they are correct, M saves coin′ and supplies serves
to Ui.

4.5 The Deposit Protocol

M can deposit the e-cash to any bank. We assume that M has an account in Bi.
When M wants to deposit a coin coin′ to Bi, M just sends coin′ to Bi. Bi checks
the validity of πcoin′ and the consistency with S. If coin′ is not a valid coin, Bi

rejects the deposit. Else, Bi checks if there is already the serial number S in the
database. If there is not entry in the database, then Bi accepts the deposit of the
coin coin′, credits the M ’s account and adds coin′ in the database. Else, there is
an entry coin′′ = {S,R′, c′′pkUi

, T ′, π′
coin′} in the database. Then, Bi checks the

freshness of R in coin′ compared to coin′′. If it is not fresh, M is a cheat and Bi

refused the deposit. If R is fresh, Bi accepts the deposit of the coin′, credits the
M ’s account and add (coin′, coin′′) to the list of double spenders. For recovering
the identity of double spender, Bi executes the Identify algorithm.

4.6 Identify

The Identify algorithm makes sure that when a double-spending is found, Bi

recovers the identity of double spender. The description of the Identify algorithm
is as follow.

Bi knows two coins coin1 = {S,R1, {c′pkUi
}1, T1, π1} and coin2 = {S,R2,

{c′pkUi
}2, T2, π2}. Therefore, Bi directly recovers the public key pkUi by

computing (TR2
1 /TR1

2 )
1

R2−R1 .

4.7 Verify

Any one can verify the correctness of the double spenders and the signer (bank).
In order to verify the correctness of the double spenders, any one executes the al-
gorithm V erifyGuilt. One can parse the coin1 and coin2 as (S,R1, {c′pkUi

}1, T1,

π1) and (S,R2, {c′pkUi
}2, T2, π2) and next run Identify on these values. If the

algorithm Identify returns a public key, then one can check if π1 is consistent
with (S,R1, {c′pkUi

}1, T1) and if π2 is consistent with (S,R2, {c′pkUi
}2, T2).

In order to verify the correctness of the signer (bank) who is opened by opener,
any one executes the algorithm V erifySigner. The input of the algorithm is
(mbpk, i, bspki,m, πm, τS). After verifying the correctness of πm, any one can
check if the signature is signed by the bank.
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4.8 Signer Tracing

Signer tracing is that the opener OP can recover the identity of the signer Bi. Ui

obtains the signature π(σS ,σpkUi
). Using the Open algorithm [22], OP extracts

(σ(S,pkUi
), certi, bgpki) from π(σS ,σpkUi

). Therefore, we know which bank signs

the e-cash.

4.9 Efficiency Analysis

We analyze the efficiency of our scheme, Chen’s scheme [19] and Jeong’s scheme
[17] from the following 5 aspects, namely the efficiency of the joining protocol,
the efficiency of the withdrawal protocol, the efficiency of the spending protocol,
the efficiency of the deposit protocol and security model. It is somehow hard to
quantify the exact cost of the spending protocol in [17] as the instantiation of the
SKREP is very complex. We thus simplify the comparison by stating the total
multi-exponentiations needed. The comparison is given in the following Table 1.

We assume that C1 is the computation cost of the joining protocol. C2 is the
efficiency of the withdrawal protocol. C3 is the efficiency of the spending proto-
col. C4 is the efficiency of the deposit protocol. C5 is the security model. ME
represents the number of multi-exponentiation. ROM represents the random
oracle model. SM represents the standard model.

Table 1. Efficiency comparison between related work and our scheme

C1 C2 C3 C4 C5

Chen’s scheme [19]
Bi 62ME Bi 91ME M 580ME

Bi 285ME ROM
GM 273ME Ui 71ME Ui 61ME

Jeong’s scheme [17]
Bi 11ME Bi 10ME M 12ME

Bi 12ME ROM
GM 12ME Ui 19ME Ui 11ME

Ours
Bi 17ME Bi 17ME M 101ME

Bi 76ME SM
GM 17ME Ui 36ME Ui 26ME

Based on the Table 1, the number of multi-exponentiation in our scheme is
less than one in Chen’s scheme [19], but more than Jeong’s scheme [17]. However,
our scheme is proven secure in the standard model. We know that the scheme
proven secure in the standard model is more securer than one proven secure in
the random oracle model. Therefore, our scheme is more secure.

5 Security Analysis

Regarding the security of our construction, We have the following theorem.

Theorem 1. Our multiple-bank e-cash system is secure under the following as-
sumptions: unforgeability of automorphic blind signature and Ghadafi group blind
signature, pseudorandomness of the Dodis-Yampolskiy PRF and soundness, wit-
ness indistinguishability and re-randomness of Groth-Sahai proofs system.
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6 Conclusion

In this paper, we present a multiple-bank e-cash which is proved secure in the
standard model. We achieve the dual privacy requirement (the users anonymity
and the bank anonymity) by using the Ghadafi group blind signature. To hide the
identity of the user, we re-randomize the commitment to the user’s public key by
using the re-randomness of the Groth-Sahai proofs system. To ensure the security
of the security tag, we use the pseudorandomness of the Dodis-Yampolskiy PRF.
At last, we prove the security properties in the standard model.
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Abstract. This paper presents a fast chaos-based confusion-diffusion type image 
cipher which introduces a diffusion mechanism in the confusion stage through a 
novel bit-level permutation. As the pixel value mixing effect is contributed by 
both stages, the workload of the time-consuming diffusion stage is reduced, and 
hence the performance of the cryptosystem is improved. Compared with those 
recently proposed bit-level permutation algorithms, the diffusion effect of the 
proposed scheme is significantly enhanced as the bits are shuffled among dif-
ferent bitplanes rather than within the same bitplane. Moreover, the pseudoran-
dom locations for bits permutation are produced in a parallel manner, which 
further increase the performance. Lorenz system is employed as generation of 
keystream for diffusion. Extensive cryptanalysis has been performed on the 
proposed scheme, and the results demonstrate that the proposed scheme has a 
satisfactory security level with a low computational complexity, which renders it 
a good candidate for real-time secure image transmission applications. 

Keywords: Image cipher, bit-level permutation, logistic map, Lorenz system, 
parallel iteration. 

1 Introduction 

With the rapid developments in multimedia and communication technologies, a great 
deal of concern has been raised in the security of image data transmitted over open 
channels. Conventional block ciphers, such as Triple-DES (Data Encryption Standard), 
AES (Advanced Encryption Standard) and IDEA (International Data Encryption Al-
gorithm), are not suitable for practical image cipher due to the size of image data and 
increasing demand for real-time communication. To meet this challenge, a variety of 
encryption technologies have been proposed. Among them, chaos-based algorithms 
suggest an optimal trade-off between security and performance. Since the 1990’s, many 
researchers have noticed that the intrinsic properties of chaotic dynamical systems such 
as extreme sensitivity to initial conditions and system parameters, ergodicity and 
mixing property naturally satisfy the essential design principles of a cryptosystem such 
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as avalanche, confusion and diffusion. The fundamental architecture of chaos-based 
image cipher was firstly proposed by Fridrich in 1998  [1]. Under this structure, the 
pixels of a plain image are firstly rearranged in a secret order, so as to eliminate the 
strong correlations between adjacent pixels. Then in the diffusion stage, the pixel 
values are altered sequentially and the modification made to a particular pixel usually 
depends on the accumulated effect of all the previous pixel values, so as to diffuse the 
influence of each pixel to the whole cipher image. Following Fridrich’s pioneer work, 
a growing number of chaos-based image cryptosystems with confusion-diffusion 
architecture, their cryptanalysis, and improvements have been proposed [2-25]. A brief 
overview of some major contributions is given below. 

In [2-3, 12], the 2D chaotic cat map and baker map are generalized to 3D to enhance 
the effectiveness of pixel permutation. It can be seen that these two improved chaotic 
maps can perform the operation of shuffling the pixel positions in a more efficient 
manner than 2D-based methods. In [5], Xiang et al. proposed a selective image en-
cryption scheme, which only ciphers a portion of significant bits of each pixel by the 
keystream generated from a one-way coupled map lattice. It is reported that an ac-
ceptable level of security can be achieved by only encrypting the higher 4 bits of each 
pixel, and therefore the encryption time is substantially reduced. In [7], a way of im-
proving the security of chaos-based cryptosystem is proposed, using a hierarchy of one 
dimensional chaotic maps and their coupling, which can be viewed as a high dimen-
sional dynamical system. In [8, 9], Gao et al. reported two chaos-based image encryp-
tion schemes, which employ an image total shuffling matrix to shuffle the positions of 
image pixels and use a hyperchaotic system to confuse the relationship between the 
plain image and the cipher image. In [10], Wong et al. suggested to introduce certain 
diffusion effect in the confusion stage by simple sequential add-and-shift operations. 
The purpose is to reduce the workload of the time-consuming diffusion part so that 
fewer overall rounds and hence a shorter encryption time is needed. To overcome the 
drawbacks of small key space and weak security in the widely used one-dimensional 
chaotic system, Sun et al. [11] proposed a spatial chaos map based image encryption 
scheme. The basic idea is to encrypt the image in space with spatial chaos map pix-
el-by-pixel, and then the pixels are confused in multiple directions of space. In [13], 
Rhouma et al. presented a one-way coupled map lattice (OCML) based color image 
encryption scheme. To enhance the cryptosystem security, a 192-bit-long external key 
is used to generate the initial conditions and the parameters of the OCML by making 
some algebraic transformations to the secret keys. In [14], Xiao et al. analyzed the 
cause of potential flaws in some chaos-based image ciphers and proposed the corres-
ponding enhancement measures. In [15], Wang et al. suggested a chaos-based image 
encryption algorithm with variable control parameters. The control parameters used in 
the permutation stage and the keystream employed in the diffusion stage are generated 
from two chaotic maps related to the plain image. As a result, the algorithm can effec-
tively resist all known attacks against permutation-diffusion architectures. In [16], 
Wong et al. proposed a more efficient diffusion mechanism using simple table lookup 
and swapping techniques as a light-weight replacement of the 1D chaotic map iteration. 
They reported that at a similar security level, the proposed cryptosystem needs about 
one-third the encryption time of a similar cryptosystem. In [18], Amin et al. introduced 
a new chaotic block cipher scheme for image cryptosystems that encrypts block of bits 
rather than block of pixels. The scheme employs the cryptographic primitive operations 
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and a non-linear transformation function within encryption operation, and adopts round 
keys for encryption using a chaotic system. In [19], Wang et al. proposed a fast image 
encryption algorithm with combined permutation and diffusion. In their scheme, the 
image is firstly partitioned into blocks of pixels, and then, spatiotemporal chaos is 
employed to shuffle the blocks and, at the same time, to change the pixel values. In 
[23], a novel bidirectional diffusion strategy was suggested to promote the efficiency of 
the most widely investigated permutation-diffusion type image cipher. By using the 
proposed strategy, the spreading process is significantly accelerated and hence the 
same level of security can be achieved with fewer overall encryption rounds. In [25], 
Seyedzadeh et al. proposed a novel chaos-based image encryption algorithm by using a 
Coupled Two-dimensional Piecewise Nonlinear Chaotic Map, called CTPNCM, and a 
masking process. Distinct characteristics of the algorithm are high security, high sen-
sitivity, and high speed that can be applied in encryption of color images. 

Very recently, bit-level permutation algorithms were suggested by some scholars 
[20-22, 24]. As the permutation is performed on bitplane rather than pixel plane, the 
bit-level permutation has the effects of both confusion and diffusion. The workload of 
the time-consuming diffusion stage is reduced as the pixel value mixing effect is con-
tributed by both stages, and hence the performance of the cryptosystem is improved. 
However, those proposed schemes shuffle each bitplane of an image independently. 
The bits distribution of a bitplane significantly affects the diffusion effect, i.e., if a 
bitplane contains pixels of nearly all 1s or 0s, the introduced diffusion effect will be 
negligible. To further enhance the diffusion effect introduced in the confusion stage, 
this paper proposes a novel bit-level permutation scheme which shuffles the bits among 
different bitplanes rather than within the same bitplane. The new method swaps each bit 
with another bit at a location chosen by three chaotic logistic maps that work parallelly. 
The architecture of the proposed image encryption scheme is shown in Fig. 1.  

 

Fig. 1. Architecture of the proposed cryptosystem 

In the diffusion stage, Lorenz system is employed as generation of keystream. 
Compared with 1D chaotic maps such as logistic map, tent map, and Chebyshev map, 
the Lorenz system has more complicated dynamical property and number of state 
variables. Consequently, cryptosystem based on Lorenz system has stronger unpre-
dictability and larger key space, which are essential for secure ciphers. The whole 
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confusion-diffusion operations need to be performed alternatively for m (m > 1) rounds 
according to the security requirement. Obviously, the more rounds are processed, the 
more secure the encryption is, but at the expense of computations and time delays. 

The rest of this paper is organized as follows. Section 2 discusses the proposed 
bit-level permutation strategy using parallel-iterated logistic maps. Then the Lorenz 
system based image diffusion process is described in Section 3. In Section 4, the security 
of the proposed cryptosystem is analyzed in detail. Finally, Section 6 concludes the paper. 

2 Bit-Level Permutation Using Parallel-Iterated Logistic Maps 

As it is known, in digital imaging, a bit is the smallest unit of data. For example, each 
pixel in an 8-bit grayscale image can be described by 

 ( , ) (7) (6) (5) (0)P x y b b b b=  ,                     (1) 

where P(x, y) is the value of the pixel at coordinate (x, y) and the number in parentheses 
indicates the bit index from highest bit 7 to the lowest bit 0. Accordingly, we can 
decompose a L-bit image into L independent bitplanes and each bitplane is a binary 
image because there are only two possible intensity values (0 and 1) for each pixel. 

Three parallel-iterated chaotic logistic maps are employed to implement the pro-
posed permutation algorithm. The logistic map is described by 

 
1 (1 ),  [0,  1],n n n nx x x xμ+ = − ∈  (2) 

where μ and xn are parameter and state values, respectively. When μ∈[3.57, 4], the 
system is chaotic. The initial value x0 serves as the key for confusion process.  

Without loss of generality, we assume the plain image is of M×N pixels with L-bit 
color depth. The detailed permutation procedure is described as follows.  

Step 1: The L bitplanes of the plain image are extracted from highest to lowest bit, 
respectively. 

Step 2: The three logistic maps are iterated parallelly for N0 times to avoid the 
harmful effect of transitional procedure, where N0 is a constant. Each thread is assigned 
with an individual initial value Kct (t=1, 2, 3) as part of the confusion key. 

Step 3: The logistic maps are iterated continuously. Exchange current bit with the bit 
at location (m, n) of the rth bit plane, where 
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 = ×


= ×
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 (3) 

where x1n, x2n, are x3n are current state values of the three maps, respectively, mod(x, y) 
returns the remainder after division, and floor(x) returns the value of x to the nearest 
integers less than or equal to x. In our scheme, all the state variables are declared as 
64-bit double-precision type. According to the IEEE floating-point standard, all the 
variables have a 15-digit precision, and hence the decimal fractions of the variable are 
multiplied by 1014. 
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Step 4: Return to Step 3 until all the bits in each of the L bitplanes are swapped from 
left to right, top to bottom.  

Step 5: Combine all the L shuffled bitplanes together and the permutated image is 
produced. 

Let P′(x, y) be the value of the pixel at coordinate (x, y) in the bit-level shuffled 
image, as described by 

 '( , ) '( 1) '( 2) '(0)P x y b L b L b= − −  , (4) 

where b′(i) (i = 0, 1, … , L−1) are the bits swapped from other locations of different 
bitplanes. Obviously, the following formula holds 

 [ ] 1
( , ) '( , )

2

L

Prob P x y P x y
 ≡ =  
 

, (5) 

and thereby an effective diffusion mechanism is introduced.  
The application of above discussed algorithm to a grayscale test image is demon-

strated in Figs. 2−3. Fig. 2(i) shows the plain image of 256×256 pixels with 256 grey 
levels, and (a)−(h) show the 8 bitplanes of the plain image from highest bit to the 
lowest, respectively. The 8 shuffled bitplanes are shown in Figs. 3(a)−(h), respectively, 
and the resultant permutated image is shown in (i) of Fig. 3. Fig. 4 demonstrates the 
results of conventional bit-level permutation algorithm. As can be seen from Figs. 2 
and 4, the bits in the 2nd bitplane of the plain image are not well-distributed, which 
significantly affect the confusion effect of the corresponding shuffled bitplanes pro-
duced by the conventional algorithm. However, the bits in all the 8 shuffled bitplanes 
produced by the proposed permutation algorithm are uniformly distributed, as the bits 
are shuffled among different bitplanes rather than within the same bitplane. As a result, 
the diffusion effect introduced by the proposed algorithm is superior to that of con-
ventional algorithm. The quantitative comparison of the two algorithms will be given in 
Sec. 4.2. 
 
 

 

Fig. 2. Bitplanes of plain image. (a)−(h) are the bitplanes of (i) from highest bit to the lowest, 
respectively. 
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Fig. 3. The application of the proposed bit-level permutation algorithm. (a)−(h) are the 8 shuffled 
bitplanes, respectively, and (i) is the resultant permutated image. 

 
Fig. 4. The application of the conventional bit-level permutation algorithm. (a)−(h) are the 8 
shuffled bitplanes, respectively, and (i) is the resultant permutated image. 

3 Image Diffusion Using Lorenz System 

In 1963, Edward Lorenz, an early pioneer of chaos theory, developed a simplified 
mathematical model for atmospheric convection. The model is a system of three or-
dinary differential equations now known as the Lorenz equations, as described by 

 

( ),

( ) ,

,

dx
y x

dt
dy

x z y
dt
dz

xy z
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β

 = −

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
 = −

 (6) 

where t is time and σ, ρ, β are the system parameters. When σ=10, ρ=8/3, β=28, the system 
exhibits chaotic behavior. The initial state values x0, y0 and z0 serve as the diffusion key. 
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The detailed diffusion process is described as follows: 
Step 1: Iterate Eq. (6) for N0 times for the same purpose as explained above. To solve 

the equation, fourth-order Runge-Kutta method is employed, as given by 
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and the step h is chosen as 0.0005. 
Step 2: The Lorenz system is iterated continuously. For each iteration, three key 

stream elements can be quantified from the current state of the chaotic system ac-
cording to 
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 (8) 

where n = 1, 2, ... represents the nth iteration of the Lorenz system, and round(x) rounds 
x to the nearest integers. 

Step 3: Calculate the cipher-pixels value according to Eq. (9). 

 
3 ( 1) 1 3 ( 1) 1 3 ( 1)

3 ( 1) 2 3 ( 1) 2 3 ( 1) 1

3 ( 1) 3 3 ( 1) 3 3 ( 1) 2

{[ ]   2 } ,

{[ ]   2 } ,

{[ ]   2 } ,

L
n xn n xn n

L
n yn n yn n

L
n zn n zn n

c k p k mod c

c k p k mod c

c k p k mod c

× − + × − + × −

× − + × − + × − +

× − + × − + × − +

 = ⊕ + ⊕
 = ⊕ + ⊕
 = ⊕ + ⊕

 (9) 

where c3×(n−1)+m, p3×(n−1)+m (m = 1, 2, 3) are the output cipher-pixels and currently 
operated pixels, respectively, and ⊕ performs bit-wise exclusive OR operation. One 
may set the initial value c0 as a constant, which can be regard as part of secret key. 
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Step 4: Return to Step 2 until all the pixels of the permutated image are encrypted 
from left to right and top to bottom. 

The decipher procedure is similar to that of the encipher process described above, 
and the inverse of Eq. (9) is given by 
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 (10) 

4 Security Analysis 

An effective cryptosystem should be robust against all kinds of known attacks, such as 
brute-force attack, known/chosen plaintext attack, statistical attack and differential 
attack. Detailed security analysis has been carried out in this section to demonstrate the 
robustness of the proposed scheme.  

4.1 Key Space Analysis 

The key space is the set of all possible keys that can be used in a cipher. The key space 
must be large enough to avoid opponents from guessing the key using a brute-force 
attack, but small enough for practical encryption and decryption. The key of the pro-
posed cryptosystem is composed of two parts: confusion key Keyc and diffusion key 
Keyd. As mentioned above, Keyc is composed of initial conditions (Kc1, Kc2, Kc3) of 
three logistic map and Keyd is composed of initial conditions (x0, y0, z0) of Lorenz 
system. As all the state variables are declared as 64-bit double-precision type, the total 
number of possible values of Keyc and Keyd are both approximately 1045. The two parts 
of the key are independent of each other. Therefore, the total key space of the proposed 
cryptosystem is 

 45 45 298
1 2 3 0 0 0( , , ) ( , , ) 10 10 2 ,total c c c c dKey Key K K K Key x y z= × ≈ × ≈  (11) 

which is larger than that of the well-known Triple-DES (2168), IDEA (2128), and AES 
(2128, 2192 and 2256) algorithms. Therefore, the proposed image cryptosystem is secure 
against brute-force attack. 

4.2 Statistical Analysis 

Statistical analysis is one the most common cryptanalysis techniques in use today. In 
this subsection, the proposed image cryptosystem has been proved to be robust against 
various statistical analyses by calculating the histogram, the correlation of two adjacent 
pixels and the information entropy. 

4.2.1   Histogram 
The frequency distribution of cipher-pixels is of much importance to an image  
cryptosystem. It should hide the redundancy of plain image and should not reveal the 
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relationship between plain image and cipher image. Histogram analysis is often used as 
a qualitative check for data distribution. An image histogram is a graphical represen-
tation showing a visual impression of the distribution of pixels by plotting the number 
of pixels at each grayscale level. Figs. 5(a), (c), (e), (g) show the plain image, bit-level 
permutated image using conventional algorithm, bit-level permutated image using 
proposed algorithm and the output cipher image, respectively. Their corresponding 
histograms are shown in (b), (d), (f) and (h) of Fig. 5, respectively. 

As can be seen from Fig. 5, the histogram of the output cipher image is fairly evenly 
distributed and therefore does not provide any hint to employ statistical analysis. 
Moreover, though the histogram of the bit-level permutated image using the proposed 
algorithm is not distributed in a perfectly uniform, its uniformity is much better than 
that of the bit-level permutated image using conventional algorithm owing to the su-
perior diffusion effect introduced in the permutation process. 

4.2.2   Correlation of Adjacent Pixels 
Pixels in an ordinary image are usually highly correlated with their adjacent pixels 
either in horizontal, vertical or diagonal direction, but the correlation of the adjacent 
pixels in a cipher image should be as low as possible so as to resist statistical analysis. 
The correlation of adjacent pixels can be graphically measured by the following pro-
cedure. First, randomly select 3000 pairs of adjacent pixels in each direction from the 
image. Then, plot the distribution of the adjacent pixels by using each pair as the values 
of the x-coordinate and y-coordinate. The correlation distribution of two horizontally 
adjacent pixels of the plain image, bit-level permutated image using conventional 
algorithm, bit-level permutated image using proposed algorithm and the output cipher 
image are shown in Figs. 6(a)−(d), respectively. 
 

    
 (a)                                   (b)                                 (c)                                  (d) 

    
(e)                                    (f)                                  (g)                                 (h) 

Fig. 5. Histogram analysis. (a) plain image. (b) histogram of (a). (c) bit-level permutated image 
using conventional algorithm. (d) histogram of (c). (e) bit-level permutated image using pro-
posed algorithm. (f) histogram of (e). (g) output cipher image. (h) histogram of (g). 
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(a)                                                       (b) 

     
(c)                                                        (d) 

Fig. 6. (a)−(d) are correlation of horizontal adjacent two pixels of plain image, bit-level permu-
tated image using conventional algorithm, bit-level permutated image using proposed algorithm 
and output cipher image, respectively. 

To quantify the correlations of adjacent pixels in an image, the correlation coeffi-
cient rx,y is calculated by using the following three formulas: 
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where xi and yi are grayscale values of ith pair of adjacent pixels, and N denotes the total 
number of samples. 

Table 1 lists the results of the correlation coefficients for horizontal, vertical and 
diagonal adjacent pixels in the four images. As can be seen from Fig. 6 and Table 1, the 
strong correlation between adjacent pixels in the plain image is completely eliminated 
in the cipher image produced by the proposed image cryptosystem. Moreover, the 
correlation coefficients of the bit-level permutated image using the proposed algorithm 
are comparable with that of the output cipher image, and evidently better than that of 
the bit-level permutated image using conventional algorithm.  
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Table 1. Correlation coefficients of two adjacent pixels 

Direction 
Plain 
image 

Bit-level permutated 
image using conven-
tional algorithm 

Bit-level permutated 
image using pro-
posed algorithm 

Output cipher 
image 

Horizontal 0.9589 0.2069 −0.0136 0.0131 

Vertical 0.9435 −0.0557 0.0017 −0.0036 

Diagonal 0.9162 −0.1146 −0.0249 −0.0075 

4.2.3   Information Entropy 
Information theory, introduced by Claude E. Shannon in 1948, is a key measure of the 
randomness or unpredictability of the information. Information entropy is usually 
expressed by the average number of bits needed to store or communicate one symbol in 
a message, as described by 
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where X is a random variable with n outcomes {x1, ..., xn} and P(xi) is the probability 
mass function of outcome xi. Therefore, for a random image with 256 gray levels, the 
entropy should ideally be H(X)=8. 

Table 2 lists the entropies for plain image, bit-level permutated image using con-
ventional algorithm, bit-level permutated image using proposed algorithm and the 
output cipher image. It can be seen from Table 2 that the entropy of the output cipher 
image is very close to the theoretical value of 8. This means we can regard the output 
image as a random source. Also, the entropy for the bit-level permutated image using 
the proposed algorithm is close to the theoretical value and significant superior to that 
of the bit-level permutated image using conventional algorithm. 

Table 2. Information entropy for different images 

Plain image 
Bit-level permutated 
image using conven-
tional algorithm 

Bit-level permutated 
image using pro-
posed algorithm 

Output cipher 
image 

7.0097 7.6239 7.9729 7.9970 

4.3 Key Sensitivity Analysis 

Another essential property required by a cryptosystem is key sensitivity, which ensures 
that no data can be recovered from ciphertext even though there is only a minor dif-
ference between the encryption and decryption keys. To evaluate the key sensitivity 
property of the proposed cryptosystem, the test image (Fig. 2(i)) is firstly encrypted 
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using a randomly selected key Kc=(0.56197972394051, 0.40110866517742, 
0.14837430314112) and Kd=(3.73946235774965, 5.83069041022533, 2.8370061767- 
4220). Then the ciphered image is tried to be decrypted using three keys with a slight 
difference to the confusion key while keeps the diffusion key unchanged. The em-
ployed keys are: (i) Kc=(0.56197972394052, 0.40110866517742, 0.1483743031411 2), 
(ii) Kc=(0.56197972394051, 0.40110866517743, 0.14837430314112), and (iii) 
Kc=(0.56197972394051, 0.40110866517742, 0.14837430314113). The resultant de-
ciphered images are shown in Figs. 7(a)-(c), respectively, from which we can see that 
even an almost perfect guess of the key does not reveal any information about the plain 
image. Similar results are obtained with a slight change in the diffusion key. 

4.4 Differential Analysis 

To implement differential analysis, an opponent usually makes a slight change in a 
plain image and then compares the two produced cipher images to find out which 
parts are different. With the help of other analysis methods the secret key may be 
obtained. However, if the slight change can be effectively diffused to the whole cipher 
image, then such differential analysis is infeasible. To measure the diffusion perfor-
mance of a cryptosystem, two criteria NPCR (number of pixel change rate) and UACI 
(unified average changing intensity) are commonly used.  
 

     
 (a)                                    (b)                                     (c) 

Fig. 7. Results of key sensitivity test. (a) deciphered image using key (i). (b) deciphered image 
using key (ii). (c) deciphered image using key (iii). 

The NPCR is used to measure the percentage of different pixel numbers between two 
images. Let P1(i, j) and P2(i, j) be the (i, j)th pixel of two images P1 and P2, respectively, 
the NPCR is defined as: 

 1 1
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D i j

NPCR
W H

= == ×
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where W and H are the width and height of P1 or P2. D(i, j) is set to 0 if P1 (i, j)= P2(i, 
j), and 1 otherwise. 

The second criterion, UACI is used to measure the average intensity of differences 
between the two images. It is defined as 
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The NPCR and UACI values for two truly random images, which are expected es-
timate for a good image cryptosystem, are 99.609% and 33.464%, respectively. To test 
the NPCR and UACI of the proposed cryptosystem, two plain images with only one bit 
difference at the lower right corner pixel are employed, as shown in Figs. 8(a) and (b). 
The two test images are encrypted using the same key and their corresponding cipher 
images are shown in Figs. 8(c) and (d), respectively. The differential image between the 
two cipher images can be found in Fig. 8(e). We obtain NPCR=99.59% and 
UACI=33.45%, which indicate that the proposed scheme is secure against differential 
attack. 
 

   
(a)                                   (b) 

     
 (c)                                   (d)                                     (e) 

Fig. 8. Results of diffusion performance test. (a) and (b) are two plain images with only one bit 
difference at the lower right corner pixel. (c) cipher image of (a). (d) cipher image of (b). (e) 
differential image between (c) and (d). 

5 Conclusions 

This paper has proposed a fast chaos-based image encryption scheme with confu-
sion-diffusion architecture. To address the performance issues of confusion-diffusion 
type image cipher, the proposed scheme introduces an effective diffusion mechanism in 
confusion process through a lightweight bit-level shuffling algorithm. As the pixel 
value mixing effect is contributed by both stages, the same level of security can be 
achieved in a fewer number of overall rounds, and hence the performance of the 
cryptosystem is improved. Compared with those recently proposed bit-level permuta-
tion algorithms, the diffusion effect of the proposed scheme is significantly enhanced as 
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the bits are shuffled among different bitplanes rather than within the same bitplane. 
Moreover, the three logistic maps used for producing pseudorandom locations for bits 
permutation are iterated in a parallel manner, which further increase the performance. 
We have carried out an extensive security analysis of the proposed image cryptosystem 
using key space analysis, statistical analysis, key sensitivity analysis and differential 
analysis. Based on the results of our analysis, we conclude that the proposed image 
encryption scheme is perfectly suitable for the real-time secure image transmission 
over public networks. 
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Abstract. As data transmitted in the smart grid are fine-grained and
private, the personal habits and behaviors of inhabitants may be revealed
by data mining algorithms. In fact, nonintrusive appliance load monitor-
ing (NALM) algorithms have substantially compromised user privacy in
the smart grid. It has been a realistic threat to deduce power usage pat-
terns of residents with NALM algorithms. In this paper, we introduce
a novel algorithm using an in-residence battery to counter NALM al-
gorithms. The main idea of our algorithm is to keep the metered load
around a baseline value with tolerable deviations. Since this algorithm
can utilize the rechargeable battery more efficiently and reasonably, the
metered load will be maintained at stable states for a longer time period.
We then implement and evaluate our algorithm under two metrics, i.e.,
the step changes reduction and the mutual information, respectively.
The simulations show that our algorithm is effective, and exposes less
information about inhabitants compared with a previously proposed
algorithm.

Keywords: Smart grid, information security, privacy, utility,
rechargeable battery.

1 Introduction

In recent years, electric utilities are increasingly making the transition to smart
grids, which exploit large-scale smart meter deployments at power users for bi-
directional realtime communications using Internet protocols [1]. For example,
the US government has allocated more than 4.3 billion dollars for smart grids
and similar programs are in progress in Asia and the EU [2]. A smart meter is
an advanced meter that not only measures power consumption in much more
detail than a conventional electricity meter, but may also potentially commu-
nicate with a number of appliances and devices. Smart meters are expected to
provide accurate readings automatically at requested time intervals to the util-
ity company, the electricity distribution network, or the wider power grid [3].
In a word, smart meters provide further information about power consumption
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patterns of users, which may contribute to improved forecasts of demands in the
near future, allowing for appropriate reactions on the supply side. On the other
hand, county and town residents can also benefit from the deployment of smart
meters in individual houses. A practical assumption is that users can shift their
electricity consumption to different times according to the realtime electricity
price.

Unfortunately, along with these positive effects of smart grids, some security
and privacy threats are inevitable [4–6]. Since messages transmitted in the smart
grid may contain sensitive data and much more personal information is delivered
to the electricity supplier, the personal habits and behaviors of inhabitants will
be revealed by data mining algorithms [7–9]. In fact, nonintrusive appliance load
monitoring (NALM) algorithms have substantially compromised user privacy in
the smart grid. It should be pointed out that such privacy concerns have already
jeopardized the mandatory deployment of smart meters in some countries, lead-
ing to a deployment deadlock [10]. Thus, how to preserve user privacy in smart
grids has become a hot topic of research recently. Nevertheless, power usage
must always be accurately measured and reported, which means that we have
to protect consumer privacy in the presence of profile-exposing smart meters.

One of the viable approaches to resolving the problem of user privacy disclo-
sure in the smart grid is to disguise appliance load signatures using a rechargeable
battery [11]. That is, a rechargeable battery and a control system are deployed
between the smart meter and the circuit breaker in their houses. By mixing util-
ity energy with energy provided or consumed by the battery to offset spikes and
dips in power consumption, the load observed by the smart meter is smoothed.
Then appliance load characteristics will be modified or obscured so that power
usage events can be hidden. Note that this approach will not compromise the ac-
curacy of the metered load, which means the utility provider can always establish
the correct amount to charge the user.

On account of limited battery capacity, emphasis is placed on the search for an
appropriate algorithm in system control, by which user privacy can be improved
given feasible battery size. In this paper, we introduce a novel algorithm to trans-
form the power usage data for the goal of hiding appliance load characteristics.
The main idea of the algorithm is to keep the metered load around a baseline
value with tolerable deviations. Since this algorithm can utilize the rechargeable
battery more efficiently and reasonably, the metered load will be maintained
at stable states for a longer period of time. The steady state means the hiding
of appliance load characteristics. Therefore, the risk of privacy leakage can be
reduced. We also implement and evaluate our algorithm under two metrics, i.e.,
the step changes reduction and the mutual information (MI), respectively, and
demonstrate its validity and efficiency.

The remainder of this paper is organized as follows. The next section reviews
relevant research related to user privacy in the smart grid. In Section 3, we will
provide a brief background on appliance load profiles and NALM algorithms.
System model and main notions are also given in Section 3. Details of the al-
gorithm are elaborated in Section 4, followed by evaluations in terms of step
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changes reduction and mutual information in Section 5. Finally, conclusions are
summarized in Section 6.

2 Related Work

Security and privacy issues have become a hot research topic recently in the
smart grid and many efforts have been made. A good overview of the various
approaches and the state of the art is given in [12]. There exist mainly two types
of solutions to preserving user privacy in the smart grid. The first type relies on
the encryption or the perturbation of raw metered data to protect user privacy
from exposure, while the second type hides the actual power consumption by
using intelligent power routers and battery buffers in individual houses.

It has been demonstrated in [13] and [14] that power consumption patterns
can be extracted and tracked with the use of NALM algorithms, which made the
threat of user privacy leakage realistic. The protocols proposed in [15] preserve
appliance usage privacy by masking the metered load in such a way that an
adversary cannot recover individual readings, while the sum of masking values
across meters is set as a known value. In [16], the metered power usage data
are divided into attributable data and anonymous data along with a trusted
escrow service. A secure data aggregation scheme for the smart grid was pre-
sented in [17] using homomorphic encryption. The protocol proposed in [18]
utilizes commitments and zero-knowledge proofs to privately derive the bill of
an individual.

In [11], a pioneering approach was presented that exploits home electrical
power routing through the use of rechargeable batteries, and alternates power
sources to moderate the effects of load signatures. By charging and discharging
the battery, an individual can manipulate the metered load to obscure some sen-
sitive information contained in the original load. Thus, an appropriate algorithm
for charging and discharging is needed to minimize information leakage. A “best
effort” (BE) policy was proposed in [11], which tries to hold the metered load to
its most recent value, while in [19] a stochastic policy was presented and exper-
imentally demonstrated to be more effective in minimizing information leakage.
It has been shown in [20] that BE algorithm is valid in combating data mining
algorithms. In [21], another algorithm was proposed to maintain the metered
load as constant as possible. Distinct from the BE policy, the metered load is
pre-determined instead of being changed continually as its most recent value. A
novel algorithm called stepping approach was introduced in [22], aiming at max-
imizing the error between the load demanded by a household and the metered
load.

3 Background

3.1 Appliance Load Profiles

Distinct from conventional electromechanical residential meters deployed in the
legacy power grid, smart meters play a vital role in implementing realtime mon-
itoring and dispatch such as load management, distributed energy storage, and
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distributed energy generation. That is, smart meters can measure power con-
sumption at the granularity of seconds or minutes other than months. In normal
conditions, the collected fine-grained time series of electric demand by smart
meters is defined as appliance load profiles, which are delivered to authorized
parties (e.g., the utility provider) at or near real time for load forecasting and
fraud detection. With those data in hand, NALM algorithms can be employed
to extract individual appliance events. Then, along with known appliance load
signatures, sensitive chronic behaviors will be revealed.

3.2 Nonintrusive Appliance Load Monitoring

NALM algorithms can extract the power consumption of individual appliances
from appliance load profiles in order to deduce what electric appliances are being
used [13]. They take advantage of the correspondence between power loads and
appliances being turned on and off. As an appliance load profile is the aggregation
of various appliances and the times during which each is operating, this technique
aims to decompose the appliance load profile into individual load signatures.
Besides, the approach is called “nonintrusive” because appliance load data can be
gathered remotely without the knowledge of residents instead of placing sensors
on each of the individual appliances. A step change is characterized by a sharp
edge in the power consumed by the household. By detecting pairs of the edges
with equal magnitude and opposite direction, and matching them with specific
load signatures, NALM algorithms can expose individual appliance events from
aggregated load profiles.

3.3 System Model and Notation

First of all, we introduce the main notions used in the sequel, which are given in
Table 1. We adopt the rechargeable battery model presented in [11]. That is, in
our system model, a rechargeable battery is deployed between the smart meter
and household appliances, which can be discharged or charged within a metering
interval Δt with power lb(t), adjusting the amount of electricity the household
consumed from the power grid. Thus, the actual consumption load la(t) will be
partially disguised to reduce the information leakage from smart meter readings.
A system overview is illustrated in Fig. 1.

Note that in this model, we assume la(t) ≥ 0, which indicates that the
home energy system cannot send electricity back to the power grid. Besides,
the rechargeable battery is only used to supply electricity for appliances in the
house rather than be discharged back into the power grid. In addition, we also
assume our rechargeable battery model is idealized. That is, neither charging
nor discharging the battery will cause additional energy loss, and the battery
life is long enough.

With the moderation of the battery, the metered home load, i.e., the smart
meter reading becomes l(t) = la(t) + lb(t). When lb(t) > 0, the battery is being
charged and when lb(t) < 0, the battery is being discharged. Then, lb(t) =
0 means that no power from the battery is mixed with the actual household
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Fig. 1. A general framework of rechargeable battery system. The arrow shows the
direction of power flow.

load, which does not happen frequently. We aim to moderate lb(t) in order to
distort l(t) in such a way that makes la(t) undetectable. That is, la(t) cannot be
extracted with the knowledge of l(t).

Table 1. Notation for TD algorithm and system parameters

t A point in time
Δt A metering interval
la(t) The actual appliance load at some point
l(t) The measured value of the household load by the smart meter
lb(t) The confusion value provided by the rechargeable battery
b(t) The current battery level at some point
bm The upper bound of the battery capacity
vb The baseline value of l(t)
σ The upper bound of the fluctuation range versus vb

To evaluate privacy protection, it should be clear here what need to be pre-
served. Given a load profile la(t), the differences between successive power mea-
surements represent changes in the state of some appliances as they are turned
on or off. These are called step changes, which are considered as private infor-
mation because they can reflect user behaviors. Hence, our goal is to smooth
the metered load profile l(t) as much as possible to reduce step changes. Surely,
if l(t) is constant, then no information beyond the total power consumption is
leaked. However, it is feasible only with quite large battery capacity, which is
not practical. The emphasis is placed on the problem how to maximize privacy
protection, given any set of appliance load la(t) with limited battery capacity
and no knowledge of the future.

4 Proposed Scheme

It should be pointed out that when employing NALM algorithms, we pay more
attention to the amplitude changes from the previous sample of appliance loads
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instead of the amplitudes themselves. Since appliance loads are typically repre-
sented by pairs of (time; amplitude), the step changes are generated as corre-
sponding pairs of (time; Δamplitude). For example, the smart meter recorded a
four-minute load profile: t0:40W; t1:140W; t2:640W; t3:640W; t4:140W, then we
can obtain the following step changes: (t1; +100W), (t2; +500W), (t3; 0W), (t4;
− 500W). That is, only those samples with prominent amplitude changes can
serve as valuable data sources for NALM algorithms. Therefore, for the purpose
of resisting NALM algorithms, an intuitive and effective approach is to reduce
the step changes in appliance load profiles as far as possible.

Algorithm 1. TD Algorithm

1: d = la(t)− vb;
2: if |d| ≤ σ then
3: l(t) = la(t); {current load is in given range}
4: else
5: if d > 0 then
6: (discharge the battery)
7: if b(t) ≥ d then
8: l(t) = randchoose(vb, (vb + σ)); {battery energy is enough}
9: b(t) = b(t)− (la(t)− l(t));
10: else
11: l(t) = la(t)− b(t); {provide maximum battery energy}
12: b(t) = 0;
13: end if
14: else
15: (charge the battery)
16: if (bm − b(t)) ≥ |d| then
17: l(t) = randchoose((vb − σ), vb); {remaining battery capacity is enough}
18: b(t) = b(t) + (l(t)− la(t));
19: else
20: l(t) = l(t) + (bm − b(t)); {fully charge battery}
21: b(t) = bm;
22: end if
23: end if
24: end if

A “best-effort” privacy algorithm was proposed in [11], whose idea is to main-
tain a constant metered load l(t) if the battery capacity is kept within a safe
limit. That is, when the appliance load la(t) is larger (or smaller) than the pre-
viously metered load l(t−Δt), the battery will be controlled by the algorithm to
discharge (or charge) in order to make l(t) equal l(t−Δt). Of course, the premise
is that the battery bound is not reached. While BE algorithm can obscure appli-
ance load signatures to some extent, in [19] a finite state model was proposed to
demonstrate that the stochastic battery policy is better than BE algorithm in
reducing information leakage. However, we argue that this conclusion is not so
precise. As in the model of [19], the battery capacity is set at 1 and will be used
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up with just one regulation, which does not accord with the actual situation. If
the battery capacity were infinite, the metered load l(t) would be constant all
the time, and little information would be leaked. Hence, the main idea of BE
algorithm is reliable.

Since BE algorithm is not optimal, in this paper we propose a novel algorithm
called “tolerable deviation” (TD) which outperforms BE algorithm in reducing
information leakage. The core idea of TD algorithm is to keep the metered load
around a baseline value with tolerable deviations. More specifically, given an ac-
tual appliance load la(t) at some point, BE algorithm tries to hold the metered
load to its most recent value by setting l(t) = la(t − Δt), while TD algorithm
first selects an appropriate baseline value vb along with a tolerable deviation σ,
and then chooses a random value in (vb−σ, vb+σ) as the metered load l(t). That
is, the transformed metered loads by TD algorithm are changing dynamically.
For the same sake of maintaining a “constant” metered load l(t), we make the
following contributions. First of all, we replace the rigid constant la(t−Δt) with
a flexible choice in a tolerable range around the baseline value as (vb−σ, vb+σ).
This approach is feasible, as tiny step changes will be regarded as noise and
then filtered out by NALM algorithms. Namely, samples of the amplitudes with
no changes or tiny changes can be ignored for analysis. What is more crucial,
TD algorithm’s flexibility is conducive to utilizing limited battery capacity more
efficiently due to the introduction of vb and σ. That is, TD algorithm can main-
tain the metered load at approximately constant values for a longer period of
time compared with BE algorithm. On the other hand, we can even intention-
ally introduce some fake step changes by choosing a large deviation. In this
case, some amplitudes may become so large that they cannot be filtered out any
longer by NALM algorithms. As the corresponding original loads remain stable,
these step changes are considered fake. The outline of TD algorithm is given in
Algorithm 1.

Algorithm 2. An Extension of Step 3 in TD Algorithm

1: d = la(t)− vb;
2: if |d| ≤ σ then
3: if b(t) is below safe lower limit then
4: l(t) = vb + σ; {choose maximum metered load to charge battery}
5: b(t) = b(t) + (l(t)− la(t));
6: else if b(t) is above safe upper limit then
7: l(t) = vb − σ; {choose minimum metered load to discharge battery}
8: b(t) = b(t)− (la(t)− l(t));
9: else if b(t) is within safe limit then
10: l(t) = la(t);
11: end if
12: end if

Note that in Step 3 of Algorithm 1, we simply set l(t) = la(t) without any
modifications because the current load is in the given range around the baseline
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value. In fact, TD algorithm can still take the following steps in Algorithm
2 to utilize the rechargeable battery more efficiently. That is, if the remaining
capacity of battery is too small, TD algorithm will set the metered load l(t) as its
maximum allowed value vb+σ in order to charge the battery; on the contrary, if
the remaining capacity is too large, TD algorithm will set the metered load l(t) as
the minimum allowed value vb−σ so that the battery can be discharged to release
storage space. However, the battery may be used too frequently in this case,
which should not be ignored since we must take battery life into consideration.
Thus, TD algorithm can provide distinct levels of privacy protection for residents.
When the current load is in the given range around the baseline value, i.e.,
la(t) ∈ (vb − σ, vb + σ), if the user has strong requirements on security and
privacy, more often than not Algorithm 2 will be employed. Otherwise, just
setting l(t) = la(t) can also be acceptable.

Our TD algorithm is a two-factor transformation. Both the baseline value
and the deviation play a vital role in hiding appliance load characteristics. Con-
sequently, the choice of these two parameters to a large extent determines the
effectiveness of the method. Pre-selected as these two parameters are, they can be
updated when required so as to keep the metered load stable as long as possible.
In general, the user selects the baseline value according to her/his own realtime
power consumption. To be specific, if the appliance load of an individual is heavy
in a period, then a relatively large vb is appropriate. On the contrary, the user
will update vb with a relatively small value when the appliance load is low for a
while. As for the deviation, the choice of σ plays a subtle role in TD algorithm.
On the one hand, a small value of σ contributes to tiny changes of output loads,
so the mutual information will be reduced. Nevertheless, this strategy poses a
huge strain on the battery, which signifies an increased probability of battery
failure. Then more step changes will be revealed. On the other hand, a large
enough value of σ results in the invalidation of TD algorithm. Because in this
case, the output load profiles are exactly the same as the original load profiles.
As a matter of fact, it is still a problem how to generate the optimal σ. Detailed
simulation results will be given in the following section.

5 Evaluations

5.1 Datasets and Experimental Methods

In our experiments, we choose two typical datasets for detailed analysis, which
are referred as D1 and D2. Both D1 and D2 are ten-minute resolution datasets,
which are collected through simulating the day-to-day activities of an ordinary
household and a corporate office, respectively. We optimize the model as much as
possible to make the outputs consistent with the real world. Besides, we argue
that the implementation costs for our work are acceptable according to [23],
as the major overhead lies in the communications between the controller and
the smart meter. In consequence, this approach is practical for most households
equipped with rechargeable batteries.
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To begin with, we operate two transformations on both datasets with the
battery in the same size as 4.5kWh and the deviation fixed at 10W. The step
changes from both original datasets and corresponding transformed datasets are
counted to show to what extent can TD algorithm reduce step changes compared
with BE algorithm. Then, D1 and D2 are transformed by BE algorithm and TD
algorithm, respectively, for eleven batteries increasing in size from 0kWh to
5kWh with the same deviation as 10W. The mutual information between the
original datasets and the transformed datasets is calculated for further analysis.
Finally, we set the battery capacity at 4.5kWh and run our TD algorithm for
D1 with an increasing sequence of deviation from 0W to 300W. We calculate
the mutual information between the original dataset and the outputs from TD
algorithm, and count total step changes along with fake step changes in order
to find the optimal deviation. In addition, when the current load is in the given
range around the baseline value, we just set l(t) = la(t) for simplicity.

5.2 Intuitive Observation Results

An intuitive feeling of TD algorithm’s effect and its comparison with BE algo-
rithm are given by Fig. 2 and Fig. 3. We can clearly see that the behaviors of
TD algorithm are in such a way that steady realtime loads with tolerable de-
viations comprise the majority of the TD algorithm’s output profiles. That is,
the controller maintains the target steady load as far as possible by charging

Fig. 2. Comparison between original appliance load profile and transformed load pro-
files in BE and TD, respectively, for dataset D1. The abscissa represents a ten-min
time base for the whole day.
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Fig. 3. Comparison between original appliance load profile and transformed load pro-
files in BE and TD, respectively, for dataset D2. The abscissa represents a ten-min
time base for the whole day.

or discharging the battery. As the battery capacity is limited, the key point of
maintaining a longer steady state lies in the choice of vb and σ. In our experi-
ments, to simplify the operation, we adopt just two different values of vb, which
are the means of total power consumption in day and night, respectively. We
argue that the value of vb can be updated more frequently such that the steady
state will last longer. Besides, the choice of σ will be discussed in further detail
below.

It cannot be neglected that a number of step changes still appear in the TD
algorithm’s output profiles outside of steady states. These step changes tend to
appear during daylight high-demand periods instead of during night off-peak
hours. If the residual battery capacity is not enough, the steady state cannot be
maintained any longer and the exposure of some step changes will be inevitable.
Nevertheless, while these large trends reveal some information about the resi-
dent, most notably the likelihood of human presence at home or in the office,
they do not disclose the more fine-grained details such as how many occupants
are or what their activities are. Compared with those in the original load profiles
and the transformed outputs from BE algorithm, the step changes in the TD
algorithm’s output profiles show smaller amplitudes and last a shorter period,
which benefits from the wiser use of the rechargeable battery. In addition, since
vb is updated continually and independent of realtime loads, the battery will be-
come invalid at unpredictable points in time, resulting in some fake step changes
in the TD algorithm’s output profiles.
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5.3 Quantitative Results

Next, our analysis will focus on quantifying the TD algorithm’s validity in reduc-
ing individual appliance load characteristics in load profiles. We present two sorts
of numerical experimental results, the step changes reduction and the mutual
information, respectively.

Table 2 shows the step changes reduction of TD algorithm in our experi-
ments. It can be seen that when the original load profiles are transformed by
TD algorithm, the number of step changes drops dramatically (around 50.23%)
compared with that of BE algorithm (around 29.02%). Note that step changes
here include fake step changes. These fake step changes will interfere with the
process of NALM algorithms to some extent. On the other hand, since the output
load is randomly chosen in the given range, it will be more difficult to perform
a sister matching algorithm in order to extract symmetric ON/OFF pairs from
the step changes. In a word, our TD algorithm can effectively counter NALM
algorithms to preserve user privacy in the smart grid.

Fig. 4 depicts the comparison of TD algorithm with BE algorithm under
the mutual information metric with datasets D1 and D2. As can be clearly
seen from the above figure, the mutual information is heavily dependent on the
battery capacity, which is a matter of course based on the analysis in Section 4.
Though TD algorithm outperforms BE algorithm in the step changes reduction,
it seems that TD algorithm does not have an advantage on reducing the mutual
information especially when the battery capacity is large enough. One crucial
reason for this result is the introduction of σ. As the value of l(t) is randomly
chosen in the given range, the output load profiles of TD algorithm will contain

Table 2. Step changes reduction by BE and TD for datasets D1 and D2

Dataset Original BE TD

D1 420 273 189
D2 221 182 130
Total 641 455 319

(a) For dataset D1. (b) For dataset D2.

Fig. 4. MI between original load and transformed load with varying values of battery
capacity
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more various amplitudes, which contributes to the larger mutual information.
Nevertheless, different from step changes, the mutual information only suggests
the dependency between events in load profiles, but does not have a substantial
effect on privacy disclosure. That is, the larger mutual information is not the
equivalent of more step changes.

5.4 Extended Discussion of Deviation

Finally, we turn to the discussion of σ. An evaluation of TD algorithm with
increasing values of σ under the mutual information metric is given in Fig. 5(a).
We can see that when σ grows from 0W to 80W, the corresponding mutual
information increases slowly from 0.0705 to 0.1845, which is in accord with our
previous analysis. When σ is between 80W and 200W, the corresponding mutual
information unexpectedly decreases slightly. Then, when σ is large enough, e.g.,
300W, the corresponding mutual information nearly reaches its maximum. It can
be learned from Fig. 5(a) that the mutual information does not change distinctly
so long as the value of σ is not too large. Consequently, we need not pay much
attention to the mutual information in search for the optimal σ.

(a) MI between original load and trans-
formed load.

(b) Number of step changes in transformed
load.

Fig. 5. Effect of σ on MI and number of step changes for TD with dataset D1

Now we consider how the number of step changes changes over σ. As shown
in Fig. 5(b), when σ grows from 0W to 60W, both the number of total step
changes and that of fake step changes decrease. The larger the value of σ is,
the longer time period the stable states can be maintained for. As a result,
fewer step changes will be leaked. Note that a sharp fluctuation appears while
σ is between 60W and 100W. Based on this observation, we can choose 80W as
the optimal σ, because both the number of total step changes and that of fake
step changes reach maximums. That is, the number of useful step changes holds
steady with almost no changes, while fake step changes increase. In fact, the
number of useful step changes is nearly unchanged during all the periods until
the value of σ becomes too large.

6 Conclusion

We have proposed a novel algorithm called TD using an in-residence rechargeable
battery to reduce information leakage in appliance load profiles. TD algorithm
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adopts the strategy of maintaining the metered load around a baseline value
with tolerable deviations, in order to utilize the limited battery capacity more
efficiently and reasonably. As a result, we can keep the metered load at stable
states for a longer time period, which contributes to the hiding of appliance
load characteristics and the reduced risk of privacy leakage. Intuitive observa-
tions along with quantitative results are then given by simulations. We employ
two metrics for evaluations, i.e., the step changes reduction and the mutual in-
formation, respectively. The experimental results confirm the TD algorithm’s
validity and efficiency in preserving user privacy in the smart grid. Besides, the
transformed load profiles expose less information compared with BE algorithm.
Future work will focus on the choice and the update of vb and σ to minimize
private information disclosure.
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Abstract. Security of biometric templates in a fingerprint authentication system 
is highly critical because the number of fingers of a person is limited and the 
raw fingerprints cannot be reset or replaced. A cancelable template is an 
efficient and powerful means to provide template protection. However, in most 
cancelable fingerprint templates, the many-to-one based non-invertible 
transformation acts on each single minutia, which may greatly decrease the 
discriminative capability of its feature representation, and more importantly, 
single minutia is more sensitive than a local structure to the non-linear 
distortion present in a fingerprint image. In this paper, we propose a cancelable 
template by utilizing some nice properties of Delaunay triangle-based local 
structures, e.g., excellent local structural stability, to achieve satisfactory 
performance. The non-invertible transformation is applied to each Delaunay 
triangle-based local structure rather than to each individual minutia so as to 
mitigate the influence of non-linear distortion and retain the discriminative 
power of the feature data after the many-to-one mapping. Experimental results 
on the publicly available databases demonstrate the validity of the proposed 
scheme. 

Keywords: Cancellable template, Delaunay triangles, fingerprint, local 
structure, biometrics, security. 

1 Introduction 

Fingerprint authentication technique is widely used in military and civil applications, 
e.g., banking systems, building entry systems and security systems, and occupies the 
most market due to the distinctiveness and stability that fingerprints can supply 
compared to some other biometrics, such as face, iris, trait, voice and so on [1]. 
Fingerprint authentication systems, which verify “Are you whom you claim to be?” to 
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achieve authentication, is composed of two stages, the enrollment stage and 
authentication stage. In the enrollment stage, fingerprint feature data are captured and 
stored in the database as templates. In the authentication stage, a person who wants to 
pass the authentication presents his/her fingerprint, from which the query feature data 
are extracted and compared with the templates [2] to make a match or non-match 
decision. Fingerprint authentication systems provide a more efficient and secure way 
than traditional authentication methods, e.g., passwords and tokens, thus the problems 
of remembering long passwords and token loss can be avoided [3]. 

However, template protection for fingerprint authentication systems is a critical 
issue that more attention should be directed to. The storage of raw template data 
would cause some serious security concerns for the reason that the number of fingers 
of a person is limited and the raw fingerprints cannot be replaced or reset. Once they 
are compromised, they cannot be changed or re-issued like passwords or tokens. 
Furthermore, the same template is usually used in different applications, which means 
template loss in one application equals its loss in all other applications [4]. 

Cancellable biometrics and biometric cryptosystems are two major techniques that 
are employed to provide secure fingerprint template protection. In cancellable 
biometric systems, a non-invertible transformation is applied to the original template 
data to output transformed data in a different format during the enrolment stage. The 
query data, which are extracted during the authentication stage, are also transformed 
into a new format by utilizing the same non-invertible transformation function. The 
matching is conducted between the transformed template and query data instead of 
the original data. In this way, even though the transformed templates are 
compromised, the original templates are still secure and cannot be recovered because 
the transformation is non-invertible [5]. 

Ratha et al [5] first proposed the concept of the cancellable biometrics. In their 
research, three different transformations, Cartesian transformation, polar 
transformation and functional transformation, are proposed and applied to the 
fingerprint minutiae to generate a transformed template. A new transformed template 
can be re-issued just by changing the transformation key when the stored template is 
compromised. Subsequent to [5], several cancelable biometrics [6-13] are also 
proposed. Among them, [12] and [13] are two recent research works. Specifically, in 
[12], Ahmad et al. proposed an alignment-free pair-polar coordinate-based cancelable 
template to avoid fingerprint image registration that has been considered as non-trivial 
in poor quality and rotated images [14-16]. Meanwhile, a many-to-one mapping 
algorithm was applied to realize non-invertibility. Different from [12] which 
concentrates on the relative location between minutiae pairs in a pair-polar coordinate 
system, Wang and Hu [13] mainly considered the non-invertible transformation 
function and proposed a densely infinite-to-one mapping (DITOM) method to achieve 
the non-invertible property. 

We observe that, in most of the existing cancelable fingerprint template design, the 
non-invertible transformation is loaded upon each single minutia. However, 
individual minutiae are more sensitive to non-linear distortion than a local structure 
which is composed of several neighboring minutiae. Motivated by this, in this paper 
we propose a local Delaunay triangle-based cancelable fingerprint template. The main 
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contribution of our work is three-fold. First, instead of focusing on individual 
minutiae, the non-invertible transformation is applied to each local Delaunay triangle 
which is structurally more stable under distortion. Second, each local structure is 
composed of several Delaunay Triangles, so the feature data extracted from it are 
apparently more discriminative than the feature data extracted from only a single 
minutia or triangle. Third, the new feature, the distance from the incircle center of a 
triangle to the polar space center, is more insensitive to non-linear distortion than the 
lengths of three edges of a triangle that are used by most existing methods. 

The rest of the paper is organized as follows. The proposed Delaunay triangle-
based cancelable fingerprint template is presented in Section 2. In Section 3, 
experimental results are demonstrated and discussed. The conclusion and future work 
are given in Section 4. 

2 Proposed Method 

The employment of the Delaunay triangle-based local structure is attributed to the 
nice properties that such a structure can provide [17, 18]. First, each minutia in a 
Delaunay triangle-based local structure is likely to preserve a similar structure with its 
neighborhood minutiae under translation, rotation and little scale change due to 
nonlinear distortion. Second, missing and spurious minutiae influence the Delaunay 
triangulation net only locally. In other words, when some local structures are changed 
by some noisy minutiae, other structures would not be affected. Thus, the 
employment of the Delaunay triangle-based local structure in the proposed cancelable 
template can mitigate the negative influence of non-linear distortion present in the 
fingerprint images. 

2.1 Delaunay Triangle-Based Local Structure 

The generation of the Delaunay triangle-based local structure is based on the 
Delaunay triangulation net. Given a fingerprint image which contains a set of 
minutiae 1{ }N

i iM m == , where N is the number of minutiae, as shown in Figure 1(a), a 

Voronoi diagram which partitions the entire fingerprint region into several small cells 
is generated. In each cell, a minutia im is located in the center and all the points in the 

cell around im  are closer to im  than to any other minutiae, as shown in Figure 1(b). 

Then, by linking the centers of every cell and its neighbor cells, the Delaunay 
triangulation net is constructed, as shown in Figure 1(c). In this case, there is a total of 
(2×N-2-K) Delaunay triangles produced by the Delaunay triangulation net, where K is 
the number of minutiae on the convex hull of the Delaunay triangulation net. The 
Delaunay triangle-based local structure used in our implementation is composed of 
those Delaunay Triangles that share a common vertex. N Delaunay triangle-based 
local structures would be generated. The example of a Delaunay triangle-based local 
structure aTS , which centers around vertex a, is given in Figure 1(d). We can see that 

the local structure aTS  is made up of seven triangles abc , acd , ade , aef ,

afg , agh , and ahb , and all these seven triangles share the common vertex a. 
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Fig. 1. (a) A set of minutiae (b) The Voronoi diagram (c) The Delaunay triangulation net (d) 
An example of a Delaunay triangle-based local structure aTS  

2.2 Feature Data Generation 

For each Delaunay triangle-based local structure iTS , we consider its center minutia 

as the origin of the coordinate system and the center minutia’s orientation acts as the 0 
degree axis in the polar space. Take the local structure aTS  which centers at minutia 

a as an example. Several features can be extracted from each of its Delaunay 
triangles. Below, we define some local features from the Delaunay triangle abc : 
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- aol , the length between the vertices a and o which is the incircle center of 

abc .; 
- caxα , the angle between the 0 degree axis (or X axis) and edge ac in the 

counter clock-wise direction; 
- baxα , the angle between the 0 degree axis (or X axis) and edge ab in the 

counter clock-wise direction; 
- bcβ , the orientation difference between the orientation bθ of vertex b and 

the orientation cθ of vertex c; 

Therefore, a set of feature data, e.g., ( , , , )abc ao cax bax bcf l α α β= as shown in Figure 2, 

can be extracted from each triangle of a Delaunay triangle-based local structure. 
 

aol

caxα
baxα

bθ

cθ

 

Fig. 2. Feature data ( , , , )abc ao cax bax bcf l α α β= extracted from triangle abc  

2.3 Non-invertible Transformation of the Delaunay Triangle-Based Local 
Structure 

In cancellable templates, a non-invertible transformation is applied to conceal the 
original feature data. As previously mentioned, three different transformations, 
Cartesian transformation, polar transformation and functional transformation, are 
proposed by Ratha et al [5]. Here, we employ a similar polar transformation. In 
contrast to [5] and [12] which apply the polar transformation to each single minutia, 
in our implementation the polar transformation is applied to every triangle of a local 
structure iTS .  
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c1

b1

S=1,L=1S=2,L=1

S=3,L=1 S=4,L=1

o1

 

Fig. 3. The original triangle abc and transformed triangle 1 1 1a b c  

In the polar transformation, a polar space is divided into S angles and L levels. The 
process of the polar transformation is equivalent to the process of changing sector 
positions. The transformation through the matrix sM and lM can be expressed as, 

 
 s sT S M= +                              (1) 

 
                 l lT L M= +                              (2) 

 
Again we take the triangle abc in the local structure aTS which centers at minutia a as 

an example. We assume that the polar space, which centers at vertex a, is divided into 
S angles and L levels. For example, We set S=4, L=1, and define the transformation 
matrix sM =[5, 7, 10, 15]. Then the transformation can be expressed as 

 

[1, 2,3, 4] [5,7,10,15]

[mod(6,4), mod(9, 4),mod(13, 4), mod(19, 4)]

[2,1,1,3]

s sT S M= +
= +
=
=      

       (3) 

 
This transformation is a many-to-one mapping, we can see that the points/triangles 
originally located in angle sectors S=2 and S=3 are both mapped to angle sector S=1. 
Since each triangle, e.g., abc , has three vertices, we choose its incircle center as the 
reference point for this polar transformation. As shown in Figure 3, the incircle center 
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o of abc originally located in S=1 and L=1, together with its three vertices a, b and 
c, would be mapped to the sector of S=2 and L=1 to generate a new triangle 1 1 1a b c . 

After this non-invertible transformation, the feature data extracted from the 
transformed triangle 1 1 1a b c are surely different to those extracted from the original 

triangle abc . 
The union of transformation matrixes, sM and lM , acts as a secret key k. If the 

template data are compromised by the adversary, a new template could be re-issued 
by simply changing the transformation key k. 

2.4 Fingerprint Matching 

In the fingerprint matching procedure, a certain extent of deformation should be 
allowed to the feature data because of the elasticity of finger skin. To tolerate these 
feature differences between template and query images, the quantization technique is 
utilized to assign a same symbol to those feature values that are located in the same 
range. The quantization step sizes for distance, angle and orientation difference are 
denoted by lss , ssα , ssβ , respectively. As mentioned in [19], a small quantization step 

size would be very sensitive to tiny distortions while a large quantization step size 
would result in losing the discriminative power of the feature data. So the selection of 
these quantization step sizes is crucial to the performance of the proposed system. 

After quantization, each triangle is denoted by four quantized values. For  
instance, the transformed triangle 1 1 1a b c  would be expressed by

1 1 1 1 1 1 1 1 1 1 1
( , , , )a b c a o c a x b a x b cqf ql q q qα α β= . If two triangles are considered as a matching 

pair, all their four corresponding elements should be the same.  
Matching between a local structure [1, ]T

T
i NTS ∈ from the template image Tfp and a 

local structure [1, ]Q

Q
j NTS ∈  from the query image Qfp  depends on how many triangles 

from them are matched, where NT and NQ are the number of local structures in Tfp

and Qfp , respectively. Assume the number of matched triangles between [1, ]T

T
i NTS ∈

and [1, ]Q

Q
j NTS ∈ are Nij, then the similarity between them is calculated by  

 

ij ij
ij

T Q

N N
S

N N

×
=

×
                              (4) 

 
If ijS is equal to or larger than a pre-defined threshold ijt , then these two local 

structures [1, ]
T
i NTTS ∈ and [1, ]

Q
j NQTS ∈ are considered as a match, and the number of 

matched local structures TQN between Tfp and Qfp would increase by one. After all 

the local structure matches between Tfp and Qfp  are done, if TQN is equal to or 

larger than a pre-defined threshold TQt , Tfp and Qfp  are judged to be matching and 

the authentication is passed. 
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3 Experimental Results 

In order to evaluate the performance of the proposed scheme, we test it on two 
publicly available databases, namely, FVC2002 DB1 and DB2. Each database 
contains 800 gray-level fingerprint images collected from 100 different fingers with 
eight images for each finger. To extract the minutiae from fingerprint images, we 
adopt the software VeriFinger 6.0 from Neurotechnology [20]. 

Three performance indices are used in this paper to evaluate the performance of the 
proposed cancelable fingerprint template: 
 
(1) False Reject Rate (FRR) - the ratio of unsuccessful genuine attempts to the total 
genuine attempts. 
(2) False Accept Rate (FAR) - the ratio of successful impostor attempts to the total 
impostor attempts. 
(3) Equal Error Rate (EER) - the error rate when the FRR and FAR are equal. 
 
The matching protocol employed in this experimental is same as that in [12]. 
Specifically, the 1st image of each finger in the databases is set as the template and the 
2nd image from the same finger is set as the query to compute FRR. And the 1st image 
from each finger in the database is set as the template image and compared with the 
2nd image which acts as the query image from the remaining fingers in the databases 
to compute FAR. So there are 100 genuine matching tests and 9900 impostor 
matching tests over each database. 
 

 

Fig. 4. Performance of the proposed method before and after transformation in terms of EER 
over databases FVC2002 DB1 and DB2 
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In the experiments, we set the quantization step sizes, =20 pixels,

and ; the similarity threshold is set to be 0.25; the angles and levels are set 

to be S=8 and L=3, for both databases. Performance of the proposed scheme before 
and after transformation in terms of the EER is indicated in Figure 4. 

From Figure 4, we can see that after the non-invertible transformation, the 
performance of the proposed scheme is slightly worse than that before transformation 
on both databases. This is because the many-to-one mapping tends to make some of 
the triangles from template and query images that originally match become non-
matching after the non-invertible transformation. To be specific, on database 
FVC2002 DB1, the EER is increased from 5.41% (before transformation) to 5.93% 
(after transformation). But we can see that the increase of 0.52% in the EER is little. 
The performance on database FVC2002 DB2, before and after transformation, is 
EER=2.82% and EER=4%, respectively. 

Table 1. Performance comparison of the proposed method with some existing methods in terms 
of EER(%) 

Methods FVC2002DB1 FVC2002DB2 

Ahmad et al. [12] 9.0% 6.0%

Wang and Hu [13] 3.5% 4.0%

Proposed 5.93% 4.0%

 
In Table 1 we compare the EER of the proposed cancelable template with some 

existing cancelable design recently proposed. We can see that the proposed method 
performs better than the method in [12] on both databases FVC2002 DB1 and DB2, 
and performs the same as the method in [13] on database FVC2002 DB2 and slightly 
worse than [13] on FVC2002 DB1. However, in [13] each minutia has to be paired up 
with all other minutiae in the image and fingerprint matching is quite cumbersome. 
By contrast, the proposed method forms the Delaunay-based local structure in an 
efficient manner and just needs one layer of comparison in fingerprint matching. 

4 Conclusion and Future Work 

Cancelable fingerprint templates are an efficient and powerful means to protect 
biometric templates; however, the non-invertible transformation loaded on each 
individual minutia tends to increase the template’s sensitivity to non-linear distortion 
and decrease the discriminative capability of the feature data since the many-to-one 
mapping may map multiple minutiae into one position. To address the issue, in this 
paper we propose a local Delaunay triangle-based cancelable fingerprint template by 
exploiting some nice properties of Delaunay triangles. The proposed cancelable 
template achieves reasonable performance after the non-invertible transformation. For 
future work, we will perform more extensive testing to explore the best parameter 
setting and further improve the performance of the proposed method. 

lss 5
36ss π

α =
5

36ss π
β = ijt
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We are also interested in investigating cancelable template design for other 
biometrics such as ECG [21], and keystroke dynamics [22]. Multi-modal cancelable 
dynamics have been least investigated which needs more attention. Existing biometrics 
cancelable templates are vulnerable to record multiplicity based cryptographic attacks 
[23]. How to design a biometric template that can resist such attacks will be a good 
research topic in the future. 
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Abstract. Software-Defined Networking (SDN), which offers program-
mers network-wide visibility and direct control over the underlying
switches from a logically-centralized controller, not only has a huge im-
pact on the development of current networks, but also provides a promis-
ing way for the future development of Internet. SDN, however, also brings
forth many new security challenges. One of such critical challenges is how
to build a robust firewall application for SDN. Due to the stateless of
SDN firewall based on OpenFlow, the first standard for SDN, and the
lack of audit and tracking mechanisms for SDN controllers, the exist-
ing firewall applications in SDN can be easily bypassed by rewriting
the flow entries in switches. Aiming at this threat, we introduce a sys-
tematic solution for conflict detection and resolution in OpenFlow-based
firewalls through checking flow space and firewall authorization space.
Unlike FortNOX [1], our approach can check the conflicts between the
firewall rules and flow policies based on the entire flow paths within an
OpenFlow network. We also add intra-table dependency checking for
flow tables and firewall rules. Finally, we discuss a proof-of-concept im-
plementation of our approach, and our experimental results demonstrate
our approach can effectively hinder the bypass threat in real OpenFlow
networks.

Keywords: SDN, Firewall, Openflow, Security.

1 Introduction

Software-Defined Networking (SDN) is an innovational network framework in-
troduced by Clean Slate [17] at Stanford University. It enables programmers
to control and define the networks by software programming, which makes it
be regarded as a reformation in the network field. As the core technology of
SDN, OpenFlow [12] is a new network transfer model which separates the func-
tion of network controlling and network flows. This model enables users to con-
trol the operation of the packets in the networks by inserting flow entries into
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switches. It also provides promising method to the research on designing new In-
ternet infrastructure. Nowadays, OpenFlow has been deployed in many research
institutions such as Stanford University [9], Internet2, JGN2plus, etc. Also,
many network device manufacturers have produced wired and wireless devices
supporting OpenFlow.

SDN separates data plane and control plane in the networks, while in a tra-
ditional network, such two planes are implemented in switches and routers. In
an SDN network, the control plane controls the flow tables in the switches via
OpenFlow protocol. Through this way, the control plane realizes the centralized
control to the whole network. A controller will compute the shortest flow paths
for specific work and control the forwarding behaviors made by the switches.
The controller could be a device, a virtual computer, or a physical server [10].

Although SDN introduces many advantages in the development of networks,
it also brings forth some new security challenges. One critical challenge is how
to build a robust firewall application for SDN networks. A major limitation of
OpenFlow is that it is almost stateless. If a host or a network device send a flow
to the network, only the first packet of the flow will be checked by the controller
while the subsequent packets will be directly forwarded by the switches without
any exploration. Neither audit nor tracking mechanism is set towards flows in
the controller. Thus, the existing firewall applications for SDN could be easily
bypassed by inserting the flow entries with rewriting operations deliberately [1].

To address such a threat, we introduce a systematic approach for conflict
detection and resolution in SDN firewall via checking flow space and firewall au-
thorization space. We search the flow paths in the entire network and check them
against all firewall deny rules to find out whether the flow paths conflict with the
firewall rules. Then, we present different conflict resolution strategies according
to different operations in the firewall rules or the flow tables. Considering that
the address space of a flow path may be different from the address space of the
conflicting firewall rules, we introduce a method that is to insert specific blocking
flow entry into the ingress switch or the egress switch of the flow path. Through
this method, the firewall application could block the packages that is in conflict
with the firewall rules without disrupting other normal packages. By creating
and maintaining a shifted flow graph, we establish a tracking mechanism for
flows and therefore solve the bypass problem fundamentally.

The major contributions of this paper are summarized as follows:

– We address the threats and security challenges of SDN through demonstrat-
ing why SDN firewalls could be easily bypassed.

– We propose a novel policy conflict detection approach for SDN firewalls
through checking shifted flow space and firewall authorization space.

– We present a flexible conflict resolution mechanism to facilitate a fine-grained
conflict resolution according to different operations of flow entries and
firewall rules.

– We implement an SDN firewall application in FloodLight [15] based on
our proposed approach and evaluate the effectiveness and efficiency of our
application.
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The remainder of this paper is organized as follows. In section 2, we discuss the
security challenges of OpenFlow networks. In section 3, we analyze these chal-
lenges and introduce a systematic conflict detection and resolution framework.
In Section 4, we discuss the implementation of our approach and the evaluation
of our firewall application. Section 5 overviews the related work and we conclude
this paper in Section 6.

2 Security Challenges of OpenFlow Networks

SDN, as a new network paradigm, was just introduced a couple of years ago.
Because it allows network applications to operate with switches in the networks
directly, it faces a variety of security challenges [3].

First, in SDN, controller cannot ensure that there is no conflict among the
various applications. Also, the firewall or other security applications can easily
be bypassed by adding deliberated flow tables.

Considering a simple bypass example in Figure 1, there are four hosts, three
switches and one controller in a network topology. A firewall application locates
in the controller which blocks the communication between host A (IP:10.0.1.12)
and host C (IP:10.0.3.32). Now, we insert three flow tables respectively into the
three switches and each flow table consists of one flow entry. The first flow entry
modifies the source IP address of the packet with 10.0.1.x as the source address
to 10.0.4.x; the second flow entry modifies the destination IP address of the
packet whose source address is 10.0.4.x to 10.0.3.x; The last flow entry forwards
the packet whose source address is 10.0.4.x and destination address is 10.0.3.x.
If host A sends a packet with 10.0.4.22 as the source address and 10.0.3.32 as
the destination address, this packet will bypass the firewall and arrive Host C
through the rewriting behavior because it doesn’t match any firewall rules.

Second, the exiting approach [1] overlooks the intra-table dependency among
the firewall rules or flow entries. The Security Enforcement Kernel introduced
in [1] devises a conflict detecting algorithm for OpenFlow networks. However,
the proposed algorithm is incapable of identifying intra-table dependency, and
therefore couldn’t accurately detect conflicts.

Considering the topology in Figure 1, suppose there are two rules in the
firewall as shown in Figure 2. The first rule “IP:10.0.1.12->10.0.3.22 Allow”
allows all the packets whose source address is 10.0.1.12 and destination address is
10.0.3.22. While, the second rule “IP:10.0.1.12,10.0.4.22->10.0.3.22 Deny” drops
all packets whose source address is 10.0.1.12 or 10.0.4.22 and destination address
is 10.0.3.22. Since the first rule has higher priority than the second one, the first
rule overlaps the second rule partially. Therefore, when detecting the conflicts,
such a rule dependency must be considered to enable precise conflict detection.

3 Our Approach

3.1 Overview of Header Space Analysis

Our conflict detection and solution algorithm is based on Header Space Anal-
ysis (HSA) [5]. A uniform and protocol-agnostic model of the network using a
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Fig. 1. Rewriting flow entries to bypass an SDN firewall

 Condition Action 

1 IP:10.0.1.12->10.0.3.22 Allow 

2 IP:10.0.1.12,10.0.4.22->10.0.3.22 Deny 

3 ... ... 

 

Overlap 

Fig. 2. Overlap of firewall rules

geometric model of packet processing is provided by HSA. A header is defined
as a point in space {0, 1}L which is called header Space (L is the length(in bit)
of the packet). Network boxes are modeled using a Switch Transfer Function T,
which transfers received header h in the input port to a set of packet headers on
one or more output ports:

T : (h, p) → {(h1, p1), (h1, p1), . . .}
For example, define the transfer function T between a and b as:
Ra→b =

⋃
a→bpaths{Tn(Γ (Tn−1(. . . (Γ (Tn−1(h, p) . . .))}

So the paths between a and b are several transfer function groups, each like
{T1, T2, T3, . . . , Tn}. The switches between a and b are:

a → S1 → . . . → Sn−1 → Sn →b
Using the range inverse at each step in a path, a set of headers can be found,

the process is :
ha = T−1

1 (Γ (. . . (T−1
n−1(Γ (T−1

n ((h, b)) . . .)), using the fact that Γ = Γ−1.
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3.2 Shifted Flow Space and Denied Authorization Space

If we want to check whether the firewall rules conflict with flow tables in Open-
Flow switches, we should track all the packets and calculate all the destinations
which the packets can reach and the header space at each destination. We com-
pare the source address and destination address in the header space of every
flow paths with the address space derived from the firewall policy. If they have
intersection, the flow rules are considered in conflict with the firewall policy.

In a general way, the firewall rule consists of 5 fields: source address, source
port, destination address, destination port, and protocol. The ingress header space
of a flow path consists of three fields: source address, source port, and protocol.
The egress header space of the flow path consists of two fields: destination ad-
dress, destination port. Through the ingress and egress spaces, which constructs
a tracked space of a flow path, we can figure out the source and the destina-
tion of a traffic flow path. All flow paths form a flow graph, which is called the
netplumbing graph [6].

Our conflict resolution approach just considers the flow paths which have
rewriting actions, because we aim at hindering the bypass threats towards an
SDN firewall. We call flowpaths which consists of rewriting flow entries shifted
flow paths. Those shifted flow paths compose a graph named Shifted Flow Path
Graph. Also, the rules in a firewall build an Authorization Space. When detecting
the conflicts between the firewall policy and flow policies, we just compare the
Deny Authorization Space and the Sifted Flow Path Space.

3.3 Conflict Detection and Resolution

Before detecting conflicts, we should get the Deny Authorization Space and the
Shifted Flow path Space. For each rule in the Deny Authorization Space and the
tracked space of each shifted flow path, we detect whether they have intersec-
tions, if so, we claim that there is a conflict between the firewall policy and the
flow policies.

To resolve such conflicts, we remove the entire flow path in the network or
refuse the insertion of the flow entry that could cause conflicts. We block the
conflicting part of a flow path by inserting corresponding deny rules with a higher
priority. For example, the flow path shown in Figure 3 has a source address 100x
and a destination address 110x. The firewall deny rule is ”101x→ 11xx : DENY”.
Therefore, this rule is conflicting with the flow path. To resolve this conflict, a
new flow rule ”1001 → 111x: DENY” is inserted in the ingress switch of the flow
path and another new flow rule ”101x → 1100: DENY” is added in the egress
switch to block the conflict part of the flow path.

3.3.1 Adding New Firewall Rules
Adding new rules to the firewall may cause conflicts between firewall policy and
flow policies. If the new rules are with the actions other than deny, they will not
cause bypass threats. So we just care about the deny rules. Before detecting the
conflicts, we check the Deny Authorization Space first. We can detect the new
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 Table 1 

Match: src:100x 
       Dst:111x 
Modify: src:101x 

… 
 

 Table 2 

Match: src:101x 
       Dst:111x 
Modify: dst:110x 

… 
 

 Table 3 

Match: src:101x 
       Dst:110x 

Forward 

… 
 

Firewall Rules 

Match: src:1001 
       Dst:1100 

Deny 

… 

 

Block ingress flow table 

Match: src:1001 
       Dst:111x 

Deny 

… 
 

 Block egress flow table 

Match: src:101x 
       Dst:1100 

Deny 

… 
 

 

Fig. 3. Inserting rules to block conflict packets in a conflicting flow path

deny space introduced to the firewall by checking the overlapping relationships
with other deny rules. Then, we get the tracked space of the Shifted Flow Path
Space and then check the conflicts between the new Deny Authorization Space
and the tracked space. If there are conflicts, we resolve the conflicts by adding
new deny rules to the ingress switch and the egress switch of the flow path. If the
new inserted firewall rule introduces new deny space, there may be conflict flow
paths in network due to rewriting the content of packet header fields. Therefore,
the tracked space records the source and destination of the flow path. And it
is easy to detect the conflicts by comparing the tracked space with the firewall
authorization space directly. If the tracked space is smaller than the firewall deny
authoritarian space, this inserting request is rejected. But if the tracked space
is bigger than new introduced deny space in the firewall, we should only block
the conflicting part of the flow path.

As an example shown in Figure 4, when a new rule is inserted into the firewall,
the firewall finds the conflicting flow path’s address space bigger than the address
space of new deny rule. Thus the firewall just denies the conflicting part of
the flowpath at the ingress and egress switches by inserting corresponding flow
entries (deny rules) with a higher priority.

3.3.2 Adding New Flow Entries
When network applications or controllers insert new flow entries to the flow
tables, they may induce new conflicts with the firewall policy. Before checking
the conflicts, we should update the Shifted Flow Path Graph, because new in-
serted flow entry may change current flow paths and/or create new flow paths,
which may introduce new conflicts. Once the conflict are detected, different from
adding new firewall rules, our conflict resolution solution only need to block the
conflicting part of the flow path at its ingress switch. If the tracked space is
smaller, the request of adding new flow entry will be refused directly.

As shown in figure 5, when a new flow entry is added to Table 3, we detect
a conflict between firewall policy and the new flow entry. The address space
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Fig. 4. Adding a deny rule to the SDN firewall

 

Fig. 5. Adding new flow entries to the newtowk

(1110 → x100) of flow path is smaller than the deny authorization space (1110 →
xx00) of the firewall, so the request of adding this new flow entry is refused.

3.3.3 Updating Flow Entries and Firewall Rules
There are other operations to the firewall policy and flow tables: updating/
deleting rules. Updating a flow entry or firewall rule may import new conflicts.
Thus, these operations need to be examined for conflict detection and resolution
as well.

Updating an existing rule in the firewall may change the intra-table depen-
dency. Therefore, we need to update the Deny Authorization Space like adding
firewall rule, and then detect and resolve the conflicts.
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Fig. 6. Implementation framework

Updating an existing flow entry may also import conflicts. In this case, our
approach first updates the Shifted Flow Path Graph and finds the new added
flow paths. Then, the conflicts are detected and and resolved. When resolving
the conflicts, the conflicting part is blocked in both ingress and egress switches.

4 Implementation and Evaluation

4.1 Implementation

Our implement is based on Ubuntu Linux operation system version 12.04 and
Mininet [18] on Virtualbox. The Mininet implements our network topologies
virtually. The Floodlight controller is compiled by Floodlight version 0.9.0 and
hosted on an Intel 2.7GHZ core i3 CPU with 4.0G RAM. We used Python

to implement the topology of network and Java to implement the enhanced
modules. We deployed the Conflict Detection and Resolution module in the
firewall application. On one hand, the detection module obtains all the firewall
rules added by the administrator and all flow entries in every switch. On the
other hand, the resolution module gets the blocking flow entry and inserts it to
corresponding switch or rejects the insertion request. Our implementation has
about 3000 lines of Java code.

As shown in Figure 6, the Detection and Resolution module are implemented
as an module application in the Floodlight controller. The controller reads
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Fig. 7. Simple topology

and stores the topology message by Java API provided by the Topology Man-
ager/Routing module service. At the same time, it reads all the flow tables in
every switch by Java API function and stores them as a Flow Path Graph. When
applications or controllers insert flow entries to the switches, the graph will be
updated accordingly. When the detection module finds the conflicts between the
flow paths and the firewall policy, it will call the resolution module to resolve
these identified conflicts. All flow entries are obtained by Java API provided by
the Floodlight controller platform, while all firewall rules are obtained by the
function we implemented as a new Java API in the Firewall module applica-
tion. To optimize the performance of our application, we convert the source and
destination addresses to binary vectors. Then, our application calculates the in-
tersection of firewall deny authorization space and flow path space by directly
using their binary code for the conflict detection.

4.2 Evaluation

Figures 7 and 8 show a simple topology and a complex topology, respectively,
used for our evalution. We use a remote controller installed our firewall applica-
tion. The simple topology consists of three switches, S1, S2, S3, and four hosts,
h1, h2, h3, h4, while the complex topology consists of eight switches and sixty-
four hosts. Flow tables in these switches form the flow paths. The topologies
use a remote controller, Floodlight, which controls the switches based on the
OpenFlow standard. If a flow entry in each switch is changed, the switch will
send a Flow-Removed type message [12] to Floodlight. Thus, Floodlight could
update the topology in real-time and the detection module could calculate the
spaces timely.

We insert the firewall rules and flow rules to network boxes in a virtual network
environment. Our conflict detection and resolution algorithms could find the
shifted flow paths in the network and conflicts between the firewall policy and
flow policies, and resolve the conflicts by inserting blocking entries to ingress
and egress switches.
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Fig. 8. Complex topology

In our experiment, our goal was to measure the delay caused by detecting the
conflicts between a resident firewall policy and a number of active flow entries. To
achieve the goal, we excluded the time used for getting the firewall rules and the
flow entries by setting the functions to record the delay time. We pre-configured
one firewall rule in the firewall module and check it against the sets of 100, 200,
300, ..., 1000 candidate flow entries. We did our evaluation in terms of both the
simple topology and the complex topology. Figure 9 shows our analysis results.
The results show the computing costs increase linearly along with the increasing
numbers of candidate flow entries. In addition, we can observe the difference of
computing costs with respect to two topologies.

5 Related Work

With the quick development of SDN techniques, the security issues in SDN have
attracted more attentions recently. In [4], the researchers introduced FLOVER,
a model checking system, which verifies that the aggregate of flow policies in-
stantiated within an OpenFlow network does not violate the network’s security
policy. Their system detects faults leading to invalid and invisible routes, but it
doesn’t consider firewall policies. The key components of SDN includes Open-
Flow switches and controllers. There is a few research talking about the firewall
application security in the controller. In [2], the authors proposed PermOF, a
fine-grained permission system, as the first line of defense to apply minimum
privilege on applications. They summarized a set of 18 permissions to be en-
forced at the API entry of the controller. Our work is most closely related to
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Fig. 9. These plots illustrate the performance in conducting conflict evaluation per
firewall rule against 100, 200, 300, 400, 500, 600, 700, 800, 900, 1000 flow entries

FortNOX [1], which uses single IP address to identify potential bypass violations
and provides a conflict detection and resolution approach. However, it detects
conflicts only based on pairwise comparisons, while ignores ignores rule depen-
dency in both flow tables and firewall polices. Also, it could not build an globe
view of network state. In contrast, our approach is able to build an entire view
of network through tracking all flow path for accurate conflict detection. In ad-
dition, our approach can check conflicts dynamically when any network state
changes, such as adding, deleting and modifying firewall or flow rules.

Recently, some work could enable dynamic reachability checking and build an
globe view of network state by real-time network verification [6]. Even though
these approach can be applied for policy conflict detection, they could not pro-
vide effective mechanisms for policy conflict resolution. In contrast, our work
provides a systematic solution for policy conflict detection and resolution in
SDN.

6 Conclusion

In this paper, we addressed the challenge of building a robust SDN firewall. In
our approach, the source and destination addresses of firewall rules and flow
entries are first represented by binary vector. Then, conflicts between firewall
rules and flow rules are checked through comparing the shifted flow space and
deny firewall authorization space. During the conflict detection, the rule depen-
dencies in both flow tables and firewall policies are considered. Furthermore, our
approach provides a fine-granted conflict resolution. Finally, we implemented
our security-enhanced SDN firewall application in Floodlight. Our experiment
showed that our application can effectively and efficiently prevent bypass threats
in OpenFlow networks.
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Abstract. There is little work has been done to mine attack models online in 
IDS alerts from the network backbone. The contributions of this paper are 
three-fold. Firstly, we put forward a software-pipeline online attack models 
mining framework suited with alert clustering mining methods. Secondly, we 
propose an online alert reduction method and improve two-stage clustering 
method. Thirdly, we propose an approach to adjust parameters used in the 
framework on the fly. The experiment shows that the data feature is stable in 
sequence length to apply the parameters self-adjustment algorithm, and 
parameters self-adjustment works well under the online mining framework. The 
online mining attack models is efficient compare to offline mining method, and 
generated attack models have convincing logic relation. 

Keywords: Attack model mining online, alert reduction, two-stage clustering, 
sequence analysis, behavior analysis, parameters adjustment. 

1 Introduction 

Nowadays, IDS is one of the most common security components deployed on the 
Internet. It provides basic information about network intrusion behaviors happening 
on network, but it helps network administrator little as it provides too much details for 
network administrator to understand them all together. Researchers in this field have 
proposed variety methods to generate a high-level succinct perspective of the 
intrusion information to tackle this problem in recent ten years. These methods help 
network administrator a lot to keep the network away from thoroughly compromised 
by some attacker and help them to discover related attack models occurred on the 
network. And among these methods, the clustering mining method is a promising one 
as it works without predefined rules or presupposition. 

Through there are a lot of methods provide a succinct perspective of the intrusion 
behaviors, it is still a hard problem the researchers facing to nowadays to provide an 
online perspective of the intrusion behaviors, especially for these based on clustering 
methods. To provide a real-time high-level perspective of the intrusion information 
based on clustering method should tackle a serial challenges while the Internet 
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improved rapidly these years. And the methods we proposed in the paper are mainly 
related to the problems listed below. 

How to design an online framework suits well with clustering method. It’s a 
challenge for us to design an online mining framework working well with clustering 
method. As we know that the clustering is one of the data mining methods which mines 
knowledge from data, and generally speaking, more history data always makes a better 
result. It contradicts with the time criterion of online framework, so we should propose a 
new framework that works well with clustering method. 

How to handle huge amount of IDS alerts efficiently. One of the most challenges to 
mine attack models online is the rapidly increase amount of the IDS alerts, which makes 
it difficult to realize a time critical mining method, so it is the space cost we should 
focus on, especially for alerts from network backbone. And the high redundancy of the 
alerts makes it possible to handle the huge amount of alerts, and it is necessary to 
propose an online redundancy reduction method to handle the huge amount of IDS 
alerts. 

How to make parameters adjusted on the fly. The parameters are used to control 
the process of the software-pipeline, and even a tiny change in them may result in a 
big difference in result. The parameters are environment related, and they should be 
tuned from time to time to be suited with the changing environment. However, it’s a 
hard problem that to evaluate the correlation process without any information of the 
correlation method. It’s necessary to make parameters adjustment online with the 
information about specified correlation method. 

In this paper, a software-pipeline online mining framework is proposed and works 
well with the two-stage clustering method. An online redundancy reduction method 
based on statistic measurement is proposed to reduce the redundant alert which makes 
the mining system successfully to handle the huge amount of IDS alerts. And we 
propose a parameter self-adjustment method to make sure the parameters are suited 
well with the ever changing environment. 

The reminder of this paper is organized as follows: It is related works done in the 
alerts correlation and the state of the art in section 2. We address the approaches 
proposed in this paper in detail in section 3. In section 4 we introduce the experiment 
procedure, present the results of the experiment and analyze the result. And in section 5 
here is conclusion of this paper and discussion about some ideas to do in future research. 

2 Related Work 

As it is difficult for network administrators to find out the intrusion behaviors from 
huge amount of low-level IDS alerts generated on the monitor network, to make a 
high-level network intrusion behavior alert analysis is needed and helpful. It has 
become a hot-point in security area. A comprehensive correlation approach is 
proposed by Valeur, et al. [1] , and a typical process of alert correlation is shown in 
Fig. 1. Lot methods have been proposed, and we put them into three classes. The first 
class of approaches is based on matching the attack scenario knowledge pre-defined. 
e.g., ADELE [2], STATL [3], LAMBDA [4] and methods which correlate alerts by 
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matching the knowledge database. The second class of approaches is based on 
rebuilding the causal relationship between alerts, e.g., the JIGSAW [5] and methods 
which correlate alerts according to the consequences among them. The third class of 
approaches is based on clustering the similar alerts, e.g., the EMERALD [6] and 
methods which correlate alerts by clustering the alerts considering the similarities 
among alerts. 

 

Fig. 1. An overview of the attack model mining 

Methods proposed to reduce the alert redundancy are different from each other. 
Levera, et al. [7] aimed at false positive data and used a data cube and median polish 
method, and they did an experiment with a sound result on DARPA 1999 Intrusion 
Detection data set [8]. Xiao, et al. [9] reduced the redundancy alert by clustering 
method based on similarity among alerts. Ming Xu, et al. [10] proposed a prior 
restricted conditions (PRC). Considering the data feature of the alert from the network 
backbone and the staged followed by the reduction method. The reduction method 
proposed in this paper is based on statistic which is simple and effective. 

Methods to correlate alerts could be put into the three classes as mentioned above. 
Compared to graph mining[11], a more promising classes is the clustering methods, 
and the clustering method has been used in the correlation procedure with different 
purposes. Valdes, et al. [12] use clustering method to correlate alerts based on the 
similarity of alerts which is measured by a set of alert attribute functions. Porras, et al. 
[6] used clustering method to construct accurate and complete attack sensors in a 
multilevel alert fusion. Siraj, et al. [13] used clustering method to strengthen the 
reliability of alerts fusion with a causal knowledge based inference technique. Zhang, 
et al. [14] used clustering method with fuzzy technique and get a reliable result on 
LLS DDOS2.0. Peng, et al. [15] used an improved clustering method to acquire the 
high level perspective of network intrusion behavior with a quantum-behaved particle 
swarm optimization algorithm to generate the parameters. In this paper, a two-stage 
clustering method with parameters self-adjustment is proposed to acquire a higher 
level perspective of the network intrusion behaviors through a two-phase analysis.  

Online mining of attack models poses some major challenges for correlation 
approaches. First, the online mining method should cope with the high rate of lower-
level alerts generated by the sensors on the network. Secondly, the proposed method 
for models extraction should develop attack models incrementally. And seldom work 
has been proposed on those points. Bernhard Amann, et al. [16] proposed an Input 
Framework to introduce the intelligence online, and they control the input data rate 
successfully. V.SrujanaReddy et al. [17] proposed a patterns’ update algorithm, and 
incrementally generate the patterns. Reza Sadoddin et al. [18] proposed a framework 
to generate incremental frequent structure in real-time alert correlation. In this paper, 
we propose a novel framework suites well with clustering method and tune it to be a 
balanced software-pipeline. 
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3 Attack Models Online Mining 

The attack models online mining system consists of an online mining framework with 
balanced software-pipeline, alert reduction method and two-stage clustering 
procedure with parameters’ self-adjustment. The online mining framework is shown 
in Fig. 2. The framework is based on approaches which we proposed in our previous 
work [19, 20]. We apply new techniques to these offline mining methods to meet the 
requirement of online mining, and the key technique is a balanced software-pipeline 
with parameters self-adjustment. The two-stage clustering method under online 
mining framework re-organizes the workload of each procedure. The parameters’ 
self-adjustment includes self-adjustment of OL-RMSR’s parameter, self-adjustment 
of TSCA’s parameter, and self-adjustment LLCS’s parameter. During the self-
adjustment procedure, the parameters are updated while the online mining procedures 
suspended. In the remaining part of this section, we will discuss the methods 
mentioned above in detail. 

3.1 Online Mining Framework 

Online mining is a time and space critical problem, and there are serials of time-
related strategies to achieve a better performance. In this paper, we design our online 
mining framework as an adaptation of software-pipeline, and the framework is shown 
in Fig. 2. What we input into the system is IDS alerts, and what the system outputs is 
the knowledge of the attack models about intrusion behaviors took place on the 
network which the IDS monitors. 

  

Fig. 2. The framework of attack models online mining 

As shown in the framework, the pipeline consists of the following parts: real-time 
alerts reduction, online correlation, attack models incremental extraction, and attack 
models update. There is a blocking buffer between each pair-part. The system 
organizes the alerts from IDS sensor into a form of FIFO queue. IDS sensors push the 
alerts generated on the network in the front of the queue, and simultaneously the 
system pops the alerts at the back of the queue, the alerts in the queue are ordered by 
the time attribute of the alert. The alert online reduction part pops the alerts directly 
from the alerts queue, and then filters the redundant alert data to reduce the workload 
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of the system to process in the following procedures. The online correlation part is 
made up by two sub-parts: the sequence clustering and behavior clustering. The 
former part rebuilds the alerts into the form of sequence and the latter part clusters the 
sequences into behavior-clusters. The attack models incremental extraction part 
extracts the attack model implicated in the clusters of behaviors. And the last part 
maintains the attack models and makes store the attack models into the knowledge 
database. 

The balance of the pipeline is a hardcore problem. A bad-balanced software-
pipeline will lead to a bad performance even if the architecture designed well. So it is 
necessary to divide the workload into stages according to the cost of each stage in 
software-pipeline and get a better performance. 

3.2 Alert Reduction with Parameter Self-adjustment 

The alert reduction ratio is a very important aspect of alert correlation method. It 
reflects the workload the system to handle and influences the quality of the result. 
However, the reduction ratio is data related. It means that an alert reduction method 
may have different performance on different data. So it is necessary to consider the 
environment produced the alert data when we propose an alert reduction method, and 
it is needed to modify the alert reduction method while the data’s feature structure 
changed. 

Alerts Queue

Measurement 
CalculationAlerts Caching

Alert Feature 
Extraction

Filter List Gen

Alerts Filtering

 

Fig. 3. The scheme of OL-RMSR 

We propose an online reduction method based on statistical redundancy (OL-
RMSR), as shown in Fig. 3, to reduce the redundancy of the original IDS alerts from 
the network backbone. It will cache the alert data and calculate the measurement 
features periodically. And the reduction procedure will filter the redundant alert 
according filter list. When an alert popped from the alerts queue, it will be cached as 
well as to get the alert feature. Each alert fetched from the alerts queue will have the 
redundant feature extracted and then make the decision whether it should be flowed to 
next stage or not, according to value of the redundant feature. At the same time, the 
alerts are cached in a buffer, a trigger is set to calculate the redundant measurement, 
and a filter list of alert types is generated according to the redundant measurement 
value. 

When an alert comes into the system, it will also be cached into a buffer. The 
redundant list generation procedure will begin if the buffer is full. Redundant list 
generation mainly consists of four steps. First, it gets the statistics number of the alert  
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flows. Alert flow consists of alerts have the same source and destination IP addresses 
in the time sequence. Second, it gets the statistics vector of alert types in the alert 
flows with an enumerative ratio over a threshold εer which used to control the 
percentage of the alert type should be included in statistic procedure. Then it 
computes the redundant value of the alert types have a ratio over a threshold εatr which 
is used to control the percentage of the flow to be included in redundancy ratio 
calculation procedure. The redundancy value of each alert type is calculated as we 
proposed in previous work [19]. At last, the reduction list of redundant alert types will 
be output after it ordered by its redundancy ratio value. 

3.3 Two-Stage Clustering Alert Correlation with Parameters Self-adjustment 

As shown in Fig. 4, the two-stage clustering alert correlation method consists of 
sequences clustering and behaviors clustering. The first stage of clustering is used for 
spatial and temporal analysis, and the last two procedures is the second stage 
clustering, which is used for behavior analysis. The parameters of clustering 
procedures will be updated accordingly while the clustering procedure ongoing. The 
details of parameters adjustment procedure will be discussed in the next section. 

  

Fig. 4. The flow chart of the two-stage clustering with parameters adjustment 

In the first stage of clustering, the input data is a queue of attribute vectors, the 
output data is a set of sequences with high-similarity alerts. The similarity of alerts 
determines the sequence correlation result. The similarity function is a weighted sum 
of the functions with attributes: the IP addresses, the time interval and the alert types. 
The functions are proposed in our previous work. 

It is needed to pop out the sequence immediately after it finished. Once there 
comes an alert there will be a time-over check to see if there are some sequences have 
run out of the time interval, these sequences will be removed out of the sequence 
clustering pool into the incidents pool. And time interval may change from time to 
time so it’s necessary to make dynamic parameters adjustment when the system is 
running. Considering the time cost and the memory space needed to get proper 
parameters set, we use a buffer here to recalculate the parameters periodically. 
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Sequence clustering (SC) parameters adjustment will begin when the incidents 
pool is full. And there is just one buffer to store the incidents generated by the first 
stage clustering. The adjustment procedure consists of three procedures: sequences 
rejoin measurement calculation and sequence clustering parameters adjustment. 

As shown in Fig. 5, once the buffer of incidents is full we rejoin the sequences and 
rebuild the sequences into a more complete form if two or more sequences in the pool 
are pieces of alerts sequence related to a same malicious behavior. The sequences 
rejoin procedure will check each end alert and initial alert of all the sequences to find 
sequences may relate to same intrusion behavior. If there is one end alert and one 
initial alert belong to different sequence and they have a similarity over the threshold 
without consider the time interval εtd then we will rejoin these two sequences into one. 
Then the alerts with same type in one sequence will be filtered out, and the 
measurement calculation procedure will get a proper time interval εtd` for the 
sequence clustering. The time interval εtd` will replace εtd and be applied to the 
sequence clustering procedure just after the adjustment. 

In the second stage clustering, we use the Edit Distance Ratio (EDR) to measure 
the similarity of two incidents. Compared to the Edit Distance, the EDR is much more 
effective especially when the sequences have a big difference in length. 

 

Fig. 5. The sequence clustering parameters adjustment procedure 

The behavior clustering (BC) parameters adjustment procedure is almost the same 
as the sequence clustering parameters procedure. The measurement calculated here is 
the statistic information of the clusters’ size εcsize, and the size bigger than the majority 
of the clusters will be chosen to be the size εcsize to trigger the action that move the 
clusters of behavior from the ongoing pool to the behaviors pool which will be 
accessed by the next stage. 

3.4 Balanced Software-Pipeline 

However, a bad-balanced software-pipeline will lead to a bad performance even if the 
architecture designed well. So it is necessary to balance the cost of each stage of 
software-pipeline and get a better performance. As shown in Fig. 6, it’s a software 
pipeline with 6 stages, the input framework read alerts, the online RMSR reduces 
alerts redundancy, the sequences clustering with sequences clustering parameters 
adjustment, the behaviors clustering and the behaviors clustering parameters 
adjustment, the attack models extraction and the attack models output. Between the 
each pair of adjacent stages, a blocking buffer is set here to store the temporary data 
used by adjacent stages. The stages not neighboring each other could execute 
simultaneous. 
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Input(1) Input(2) Input(3) Input(4) Input(5)     

 RMSR(1) RMSR(2) RMSR(3) RMSR(4) RMSR(5)    

  SC(1) SC(2) SC(3) SC(4) SC(5)   

   BC(1) BC(2) BC(3) BC(4) BC(5)  

    LLCS(1) LLCS(2) LLCS(3) LLCS(4) LLCS(5) 

Fig. 6. The stages of online mining software-pipeline 

Considering the time of each part of the system cost and the function of each 
procedure are not equal to each other, we reorganized the stages to reach a better 
balanced time cost. It is a hard problem as the time cost of each stage is different from 
each other. After a few test on several data-set with huge amount of alerts, we obtain 
run time cost of each stage on these data-set. The clustering stage have a much longer 
time cost than the others’. To tackle this problem, we improve the clustering stage to 
be a parallel clustering method, both sequences clustering and behaviors clustering, 
we propose multithread clustering method to accelerate the clustering process as there 
is potential parallelism in them. The clustering level pseudo-code of the algorithm is 
shown in Fig. 7. 

 

 

Fig. 7. The multithread behaviors clustering algorithm 

4 Experiment and Result Analysis 

In this chapter, we report and analyze the results of experiments performed for 
evaluating the function of proposed methods and the performance of the proposed 
framework. We set up the experiment in two steps with a real world alert data-set 
conducted for evaluating the main components of the framework separately. A long 
history of real world alerts is used to test the performance of the online mining 

Input: Behaviors queue BQ 

Output: The clusters BC in BQ 

 
1. BC←Remaining BC in last run; 

2. IF (sizeBC>εbcsize)   //mutilthread clustering 
3.    Pop-out a behavior bq in BQ; 
4.    Segment the BC into small bc; 
5.    Create a threads pool; 
6.    Get min distance between bq and behaviors in bc; 
7.    Get min distance d between bq and BC; 

8.    IF (d<εbcdist) 
9.       Add into corresponding cluster; 
10.    ELSE 
11.       Create a new cluster; 
12.    ENDIF 
13. ELSE 
14. Do single thread clustering 

15. ENDIF 
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framework proposed, and also used to test the attack models reconstruction function 
by the two-stage clustering correlation method. The performance of the framework is 
evaluated through making an analysis on the size of the data processed and the time of 
each stage of the of the pipeline cost in multi-times running of the framework with 
performance log. The second purpose of the experiment performed is to test the 
reconstruction function by check the result of the framework generated, the result 
checking is mainly done in our previous work, and in the experiment performed in 
this paper we primarily tested the parameters adjustment function. 

4.1 Experiment Setup 

In order to obtain a more convincible result, we developed an input framework with 
speed controlling to scan more than 30G real world alerts log and input these alerts 
into the framework, exactly there are 126783512 raw alerts generated by IDS sensor. 
During the setup process, we normalized the alerts data, and each raw alert is 
normalized as a vector consists of the following 3 fields:  

(1) Time: The time stamp;  

(2) Endpoints: The endpoints with source and destination IP, port;  

(3) Alert-Type: The alert type with PID, SID, and MSG. 

The time stamp of alerts crosses from 14-Nov-2011 16:56:19 to 28-Nov-2011 
09:31:07, and it’s about 13 days and 17 hours. There are 4234104 different source IP 
addresses, 4695029 different destination IP addresses, and 2050328 IP addresses 
appeared both in sources and destinations. Among these alerts there are 402 alert 
types marked by different PID and SID pairs. The number of the alerts marked by 6 
most alert types is 116985806, or it says that 92.3% of all the alerts are marked by 
less than 1.5% alert types. It is believed that most of these alert types have little 
information about the intrusion behavior. For instance, among the alert types of the 
real world data we used the most common alert type is about the event generated 
when the http_inspect preprocessor detects anomalous network traffic. 

4.2 Experiment Result 

Since the stability of alerts is an important basic hypothesis for the proposed online 
mining framework. We first check the stability both in quantity and in time. The 
sequence continuity is shown in Fig. 8 and Fig. 9, the sequence length varies from 
alert number to alert number in the same real world data, and also varies from time to 
time as the mining process goes on. When sequences reconstructed in quantity by the 
scale of million, the sequences’ length varies from 5 to 11, and when sequences 
reconstructed in time by the scale of 24 hours, the sequences’ length varies from 9 to 
17. The later ones are longer than the former ones both in minimal sequence length 
and in maximal sequence length. It is because alerts number between each stage in the 
later one is larger than the alerts number of the former one, and at the same time the 
time interval is bigger than the duration among every million alerts. 
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Fig. 8. Sequence length continuity in quantity 
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Fig. 9. Sequence length continuity in quantity 

It is important to have a stable adjustment time cost for mining process scheduling, 
as a stable time cost will make the scheduling predictable. Using the large real world 
data as input alerts, we get the time cost of adjustment process. The cost of time 
varies from 20 seconds to 95 seconds, and the median number of them is 58.8531 
seconds. The adjustment result of time interval changes from 6553.6 seconds to 
52428.8 seconds according to the data window it is in. 
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Fig. 10. Sequence length continuity in quantity 

The online mining method spent much less time during the clustering procedure 
compared to the offline mining method, and the attack models’ incremental extraction 
works well in the online environment. The offline mining algorithm took more than 
12 hours to get the attack models. The time spent to mining attack models from alerts 
by the online algorithm is cross from 16:51:41 to 20:54:24, and that’s 4 hours 2 
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minutes and 43 seconds. On the average, it’s about 1037.4 alerts per second. The 
pipeline plays an important role, especially the stage of parallel clustering. 

The online mining procedure generates almost the same attack models as the 
offline mining procedure we proposed in [19]. In the Appendix of it, we give a list of 
attack models extracted by our online method from the two day duration alert data. 
The steps of these attack models have a strong logic relation. For example, as shown 
in Table 1, there is an attack model about some kind scan intrusion behavior. The first 
two steps are to obtain the SNMP information of target, then scan the information 
about PCAnywhere, followed by an attempt to obtain Back Orifice information, and 
afterward scan of Amanda version is made with MISC AFS access attempt at last. In 
the table, an “Alert Type” is an triple marked with “SID-GID-RID”, and the “Msg” is 
msg information in alert. 

Table 1. An attack model about scan 

Steps Alert Type Msg 

1 1-1419-12 SNMP trap udp 

2 1-1413-13 SNMP private access udp 

3 1-566-6 POLICY PCAnywhere server response 

4 105-2-1 (spo_bo) Back Orifice Client Traffic detected 

5 1-634-5 SCAN Amanda client-version request 

6 1-1504-8 MISC AFS access 

 

The attack models online mining system can extract attack models without explicit 
IDS sensor rules information, as well as to extract attack model with instinct rules 
information shown in table 1. For instance, there is an attack model extracted about 
some kind of remote-exploitation. In this remote exploitation process, it firstly 
transfers shellcode to the target system, then a malformed packet with abnormal FIN 
number, and then downloads executable binary file and policy.  

Table 2. An attack model extracted 

Steps Alert Type Msg 

1 1-1394-12 SHELLCODE x86 inc ecx NOOP 

2 129-16-1 FIN number is greater than prior FIN 

3 1-648-10 SHELLCODE x86 NOOP 

4 1-15306-4 Portable Executable binary file transfer 

5 1-16313-6 POLICY download of executable content x-header 

5 Discussion 

In this paper, we put forward an online attack models mining framework with a two-
stage clustering method. Considering the huge amount alerts from the network 
backbone, we propose an online alert reduction method based on statistics with 
parameters online adjustment. The parameters online adjustment is built into the 
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online mining framework and generates parameters suited the running environment 
from time to time. The parameters adjustment is built into the two-stage clustering 
method as well. The experiment shows that the data feature is stable in sequence 
length to apply the parameters self-adjustment algorithm, and parameters self-
adjustment works well under the online mining framework. The online mining attack 
models is efficient compare to offline mining method, and generated attack models 
have convincing logic relation. 

And there is still considerable work to do. The attack models mining is based on 
the alerts generated by the sensors deployed, and it relies heavily on the sensor’s 
detection ability. It’s impossible for the mining framework to extract an attack model 
without the basic alert information from sensor, especially for these unknown 
malicious behaviors. And it’s desired that some work to improve the quality of alerts. 
It is still a hard problem to evaluate the quality of the attack models, further works 
need to be done to put the evaluation of parameters and the evaluation of attack 
models together. 
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Abstract. The Command and Control communication of a botnet is
evolving into sophisticated covert communication. Techniques as encryp-
tion, steganography, and recently the use of social network websites as a
proxy, impede conventional detection of botnet communication. In this
paper we propose detection of covert communication by passive host-
external analysis of causal relationships between traffic flows and prior
traffic or user activity. Identifying the direct causes of traffic flows, al-
lows for real-time bot detection with a low exposure to malware, and
offline forensic analysis of traffic. The proposed causal analysis of traffic
is experimentally evaluated by a self-developed tool called CITRIC with
various types of real Command and Control traffic.

Keywords: Botnets, Network Intrusion Detection, Computer Networks.

1 Introduction

Detection of Command and Control (C&C) communication is an important step
in identifying infected hosts. Much effort has been put in the identification of
traffic properties that are suitable for detection of C&C communication. Com-
mon properties that are used for detection are: signatures, misuse related IP-
addresses, correlation with attack traffic or other C&C traffic, and flow statistical
properties[3][8][11][12][18]. The success of the presented techniques is often due
to the presence of noisy attack traffic, as DDoS attacks, spam, and network scans.
However, there is a growing number of botnets with sophisticated covert C&C
communication that produces minimal noise. This is particularly true for espi-
onage bots that infiltrate an enterprise network. C&C communication that uses
websites of popular services and social networks as a proxy, is an effective method
to hide the C&C traffic, because malicious and legitimate traffic share the same
destinations and protocols. Secrecy can further be enhanced with steganography
and encryption. If these techniques are applied in the right manner and not re-
lated with other observable attack behavior, detection of C&C communication
can become extremely difficult [16].

In this paper, we introduce a new approach to detect covert communication by
identifying direct causal relationships between network flows and prior events.

G. Wang et al. (Eds.): CSS 2013, LNCS 8300, pp. 117–131, 2013.
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Fig. 1. Deployment of TFC-detection in a LAN

We will refer to this type of detection as Traffic Flow Causality detection or
TFC detection. TFC detection can be deployed as a network IDS. It addresses
the common situation of typical client computers, as PC’s or mobile devices,
located in a LAN of a corporate network, and protected from the Internet by
a stateful firewall as shown in Figure 1. TFC detection inspects passively the
network traffic per computer. User activity from the mouse and keyboard is
also captured per computer by additional hardware or a software agent, and
transported to the TFC detector by a separate channel. An infected computer
will regularly produce traffic by “phoning home” to a malicious entity in addition
to the legitimate traffic. We assume this situation throughout the paper.

The captured traffic can be organized as bidirectional flows: an aggregation
of all IP-packets between two computers, on both sides identified with a unique
IP-address and a Layer 4 port. A stateful firewall forces all bidirectional flows to
initiate from the client computer. Traffic flows are often caused by other traffic
or user activity. An example is the visit to a website: A mouse click can trigger a
DNS flow, followed by a HTTP flow to the resolved IP-address. The downloaded
HTML object contains URL’s of other HTTP objects that can result in new
HTTP flows with or without intermediate DNS flows. The flows can be organized
by their causal relationships, in a tree-shaped graph, as shown in Figure 2. We
will refer to this type of graph as a Traffic Flow Causality graph or TFC graph.
In addition we will refer to the first flow of a tree as the root flow and the tree
itself as a TFC tree. If a new flow starts, it will be either a child, connected to
an existing tree, or the root flow of a new tree. The result is a forest of TFC
trees, growing on the event of each new flow.

A TFC graph can be constructed by observing traffic and user activity, as
mouse clicks and key strokes. An important step in the construction process is
the selection of the most suitable event as the direct cause of a new flow, since
there can be multiple events that qualify as potential cause of a new flow. We
have developed for this selection the Optimal Cause Selection algorithm or OCS-
algorithm. It evaluates the time between an event and a new traffic flow, and for
some events, the presence of a reference to the destination of a new flow in the
payload of prior traffic. If a root flow, initiated from a client computer, is not
caused by user activity, it must be caused by an automatic process. This can
be legitimate traffic, such as an automatic update of a normal application, but
it can also be the C&C traffic of a bot instance. A root flow and its offspring
are classified as anomalous, if the root flow is not caused by user activity. In
addition, a whitelist can prevent anomaly classification of traffic that is caused
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Fig. 2. Scenario of a visit to the website Example.com by a mouse click with the TFC
graph of the resulting traffic flows (vertices) and their direct causes (edges)

by known legitimate automatic processes. This method allows for the detection
of all types of “phone home” traffic.

Section 2 gives an overview of related work. Section 3 elaborates the construc-
tion of TFC graphs and the associated anomaly detection by the OCS algorithm.
Section 4 presents CITRIC, a self-developed framework that implements TFC
detection and visualization of TFC graphs. Section 5 describes experiments, con-
ducted with CITRIC and traces of normal and botnet C&C traffic. Section 6
elaborates evasion and improvements. Section 7 and 8 summarize conclusions
and future work.

2 Related Work

Our work involves anomaly detection by identifying direct causes of traffic flows,
obtained from passively captured network traffic and user activity. There are
many proposed and implemented anomaly detectors that analyze captured net-
work traffic. We compare here our work with other work that involves associa-
tions between traffic flows.

Cui et al. present Binder [6], a detection approach that also measures causal
relations between user events and traffic events. Zhang et al. propose a sim-
ilar approach, called CR-Miner[21]. CR-Miner constructs Traffic Dependency
Graphs that resembles our TFC graphs. However, both Binder and CR-Miner
have fundamental differences with our approach:

– Both depend on host-internal information, as process ID’s. Our TFC-detection
captures passively traffic outside the observed host. Even the capture of user
events can be implemented in hardware, outside the software environment of
the host.
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– CR-Minor constructs dependency trees by the Referer field in the HTTP
header. To prevent tampering, CR-Minor signs from within the browser each
HTTP header. This requires a browser that is not compromised by malware.
However on an infected computer, the risk of browser compromise is sig-
nificant. Another problem is that legitimate HTTP requests do not always
specify the Referer field. In contrast our approach identifies direct causes by
time measurements and matches between the destination of a new flow and
a reference in the payload of an earlier flow. Forgery of the destination of a
new flow by malware is difficult, since it will result in failed communication
with the remote malicious instance.

– Our TFC graphs include all flows per host, including DNS, which allows a
more complete analysis of covert communication.

Burghouwt et al. demonstrate the detection of a Twitter-based C&C channel
by causally relating Twitter.com traffic with user events [4]. Our TFC detection
extends this work, by identifying causal relationships between flows. In addition
TFC detection does not depend on Twitter specific properties.

Karagiannis et al. present Blinc to classify traffic flows by their originating
applications [15]. They use graphlets to represent flows that share L4 ports or
addresses. Unlike our approach, no causal relationships are evaluated.

Iliofotou et al. introduce Traffic Dispersion Graphs that present connection
patterns between different hosts [14]. Our TFC graphs are different, because
they represent flows and causal relationships instead of hosts and connections.

Asai et al. map causal relations between flows in Traffic Causality Graphs
to profile application traffic [2]. The resulting graphs are constructed without
the use of destination references in the payload, resulting in a high uncertainty
of the identified causal relationships. In addition user events are not taken into
account.

3 Causal Analysis of Flows and Anomaly Detection

A bidirectional flow or dialogue is the aggregation of IP-packets, exchanged
between a local and remote computer, and identified by the 5-tuple {prot, IPlocal,
IPremote, portlocal, portremote }, referring to the IP addresses and port numbers of
the local and remote computer. RFC5103 [20] refers to these bidirectional flows as
biflows. The direction of a bidirectional flow is defined as the direction of the first
packet. Since in the remainder of this paper all traffic flows are bidirectional, the
adjective “bidirectional” will be omitted. In this section we present the algorithm
that identifies causal relationships between flows, and detects anomalous flows
by the cause of the root flow.

3.1 The Direct Cause of a Flow

We define the direct cause of a traffic flow as the event that ultimately triggers
the flow. In addition, there can be multiple indirect causes or additional precon-
ditions that must be satisfied. If a web page shows a hyperlink and a user clicks
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on the link, the induced flow is directly caused by the mouse click and indirectly
caused by the already open web page with the hyperlink.

Traffic events are the most common direct cause of a new traffic flows. An
example is the reception of an IP-address in a DNS reply that is used immediately
as destination of a new HTTP flow. Flows that are caused by traffic events
contribute to the branches of trees, but can never be a root flow.

User events are certain user actions by mouse, keyboard, touch screen or
another input device. Popular actions that can cause new traffic flows are the
release of a mouse button and the press of the Enter key. Flows, directly caused
by a user event, are always root flows.

Process events are state transitions in software processes that trigger auto-
matically new flows, such as a software update or a check for new email. Most
legitimate flows, caused by automatic processes, are well known per host and
their destinations can be defined in a whitelist. Flows, directly caused by a pro-
cess event, are always root flows.

Server events are new flows, initiated from external computers to the observed
computer. This is only possible if incoming connections are allowed. Since this
is normally blocked for clients behind a stateful firewall, we will not elaborate
further on this event type.

A traffic flow is classified as anomalous if the direct cause is a process event,
and the remote address or hostname is not whitelisted. Exact determination of
the direct cause of a flow requires detailed analysis of the program execution of
all processes inside the observed host. This is complex, platform dependent, and
entails a high risk of detection and compromise by the malware. The solution
for this problem is the selection of direct causes from traffic events and low level
user events, both captured outside the monitored host. If no direct cause can be
selected from the observed traffic and user events, and if the remote host is not
whitelisted, then the flow is classified as malicious. However, the host-external
approach is less accurate, because in some cases the direct cause of a new traffic
flow must be selected from multiple available candidate causes. If the wrong
cause is selected, a root flow can erroneously be absorbed as a branch in a tree
or associated with a user event. The absorption of a malicious root flow in a tree
of legitimate flows or its association with user event, results in a False Negative.
On the other hand, if a direct cause is not found, a flow can erroneously be
dispersed as a root flow of a new tree. This can result in a False Positive.

3.2 Optimal Selection of the Direct Cause

To select from the traffic and user events the most likely direct cause of a new
flow, with minimal absorption and dispersion risk, we developed the Optimal
Cause Selection Algorithm or OCS Algorithm.

For every new flow the OCS algorithm tries to find a direct cause by searching
in succession through different types of events that have occurred in a defined
time window before the start of the new flow. The algorithm differentiates traffic
events in four different types. Combined with user events, OCS distinguishes five
different types of events:
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Algorithm 1 OCS Algorithm for TFC graph building and anomaly detection.

for each new flow do
if (findDNSEvent(X.IPremote, Tdns)) then

cause = DNSEvent; addToFoundTree(X);
else if findURLEvent(X.nameremote, Turl) then

cause = URLEvent; addToFoundTree(X);
else if findUserEvent(X,Tuser) then

cause = USEREV ENT ; createT ree(X);
else if findHTTPSEvent(X,Thttps) then

cause = HTTPSEVENT ; addToFoundTree(X);
else if findHTTPEvent(X,Thttp) then

cause = HTTPEVENT ; addToFoundTree(X);
else if isWhiteListed(X) then

cause = WHITELIST ; createT ree(X);
else

cause = UNKNOWN ; createT ree(X); signalAnomaly(X);
end if

end for

1. DNS Event : The detector caches recently captured DNS-lookups. If a new
flow X is non-DNS, the function findDNSEvent(X.IPdest, Tdns) searches in
its cache for a DNS translation that matches the remote address X.IPremote.
If the most recent matching DNS-record is received within the time window
Tdns before the start of the new flow X, the event is chosen as direct cause of
X. Flow X will become a child of the DNS-flow that carried the record and
automatically inherits the normal or anomalous classification of the related
tree.

2. URL Event : The detector caches the hostnames of URL’s, parsed from re-
cently captured HTTP-payloads. If a new flow X is non-DNS, the remote
IP address is first translated to a hostname, X.nameremote, by the DNS-
cache. If the new flow is DNS, the hostname in the DNS-request is chosen
as X.nameremote. Then the function findURLEvent(X.nameremote, Turl)
searches for a cached URL with a matching hostname. If the most recent
matching URL is received within the time window Turl before the new flow
X, the event is chosen as direct cause of X. Flow X will become a child of
the HTTP-flow that carried the URL and automatically inherits the normal
or anomalous classification of its tree.

3. User Event : Mouse clicks and specific key presses, as the Enter key are
seen as events that can trigger new flows. An agent captures and sends user
events from the observed computer to the detection system. Software imple-
mentation of the agent increases significantly the exposure to the malware.
Malware with root privilege can suppress or mimic user events. The expo-
sure can be reduced by the implementation of the agent in a hypervisor [13],
or in hardware that reads the electrical connection of input devices [4]. The
function findUserEvent(X,Tuser) selects the most recent event as direct
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cause of flow X if it is within Turl. The flow is classified as a user caused
root flow.

4. HTTPS Event : An HTTPS event is defined as a sudden decline of the re-
ceived IP packet size in a flow. This occurs typically when the last part
of a requested object is received. It does not necessarily indicate the ter-
mination of the flow, because in the case of a persistent connection, as in
HTTP1.1, other object requests and replies can follow within the same flow.
The completion of an object downloaded, indicated by a sudden decrease
of the packet size, can initiate a new flow X that depends on the received
object. The function findHTTPSEvent(X,Thttps) searches for the most re-
cent HTTPS event that occurred within the time window Thttps before the
start of the new flow. If a HTTPS event is found, Flow X will become a child
of the HTTPS-flow and will automatically inherit the normal or anomalous
classification of the tree.

5. HTTP Event : Similar as HTTPS, but with packet size decrease in HTTP
traffic.

If no suitable event types are found and the remote destination is not whitelisted,
the flow is classified as an anomalous root flow. In practice not all URL’s will be
identified in the payload. Typical causes of missed URL’s are: TLS-encryption
of the payload, as HTTPS, client caching of a prior received HTTP messages,
and complex scripts that compose URL’s from received code and data. This can
result in tree dissection and false positives. OCS solves the problem of missed
references by searching for the more generic HTTP and HTTPS events, after an
unsuccessful search for a URL event. Since this search is only based on time and
not on string matching, the related expiration windows Thttps and Thttp must be
kept as small as possible, to reduce the risk of false negatives by absorption. For
simplicity OCS evaluates only traffic reference events in DNS and HTTP traffic.
However, this type of cause evaluation can be extended to other less popular
traffic types that carry references in the payload, such as SIP traffic that carries
IP-addresses for media streams.

3.3 Detection Performance

In some cases TFC-detection can miss anomalous flows, by selecting the wrong
event as direct cause. This is especially the case for the HTTP, HTTPS, and
user events that are selected by merely their presence within a time window.
The probability that an HTTP, HTTPS, or user event is erroneously selected
as the direct cause of a malicious flow, starting at a random moment, can be
approximated by Twindow.fevent if Twindow << 1/fevent with f defined as the
average frequency of HTTP, HTTPS, or user events. A True Positive is only
possible if none of the event types is selected as a direct cause. Assuming mutual
independence between all events, the True Positive Rate or detection ratio DR
is estimated by Equation 1.

DR ≈ (1 − Tuser.fuserEvent).(1− Thttp.fhttpEvent).(1 − Thttps.fhttpsEvent) (1)
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Equation 1 shows that the DR benefits from small time windows. The frequency
of user events can be minimized by optimal selection of only those user events
that are really potential triggers of a new flow. Other solutions to improve the
DR by removing the HTTP and HTTP factors are discussed in Section 6

4 CITRIC: Practical Implementation of TFC Graph
Construction and Detection

TFC graph construction and detection is evaluated by our self-developed frame-
work, called CITRIC (Causal Inspection To Recognize Illegal Communication).
The main components of CITRIC are:

– Traffic sensor : Device that captures passively real time internet traffic in
PCAP format.

– User event sensor : Either a hardware device that is inserted between key-
board, mouse, and the computer, or a software agent to capture and signal
user events.

– Flow aggregator : A software object that constructs bidirectional flows of
captured IP-packets. When a packet is captured and the flow already exists,
flow parameters are updated. In case of a new flow, the aggregator calls the
appropriate analyzers, to place the flow in a tree.

– DNS analyzer with cache: A software object that analyses DNS traffic and
caches name-to-IP translations.

– HTTP analyzer : A software object that searches for potential URL events,
received in HTTP traffic. In addition it searches for generic HTTP and
HTTPS events by monitoring the payload size between two consecutive
ingress packets of the same flow. All potential events are temporarily stored
in a cache.

– Cause Analyzer : The central software object that constructs TFC graphs by
the OCS algorithm with adjustable time windows.

– Anomaly detection alert : A software object that logs important events and
alerts detected anomalies

All components, with the exception of the user event sensor, are implemented in
C++ on a Linux computer that bridges all LAN traffic. In addition to real-time
capture, CITRIC can analyze files with prerecorded traffic in PCAP format,
including signaled user events.

4.1 Implementation Issues and Solutions

During development many implementation-specific issues had to be solved. The
most important issues are summarized below.

1. Some operating systems use for DNS flows the same client port or a lim-
ited set of client ports. This creates a risk that different DNS queries are
aggregated in the same flow. To prevent this, the DNS transaction number
is added to the flow tuple, to keep the tuple unique.
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2. Virtual hosting and Content Delivery Networks use IP addresses with mul-
tiple hostnames, resulting in ambiguity of the translation of an IP address
to a hostname by cached DNS records. This is solved by first expanding the
search for potential causal relationships to all possible names that map to
the same IP of a new flow, and then choosing the most recent URL that
refers to any of the hostnames.

3. In some cases scripts construct host names by combining strings. When there
is no exact match between a hostname and the cached URL’s, CITRIC will
test a match of at least the 4 last characters of the second level domain
name. In case of a well-known public suffix, such as .co in .co.uk, this partial
match is expanded to the third level domain name.

4. To accomplish a fast search of matching destinations and references, hash
tables are used. For the described experiments the hash is 8 bit, resulting
in a 256 times smaller average seek time than in the case of a linear search.
Similar hash techniques are implemented for fast DNS search by IP address
and flow search by tuple.

5. Many popular websites only deliver gzipped HTTP replies. CITRIC can
unzip and merge chunked HTPP replies.

6. If a DNS query fails or the answer takes too long, some DNS clients will
swiftly repeat the question, resulting in multiple DNS flows that query the
same name. This can lead to multiple root flows, instead of one. This is
solved by combining identical queries that start within a small time window.

5 Experimental Evaluation

We have evaluated TFC detection experimentally by running CITRIC with four
different traces of traffic, captured in a controlled environment.

The first trace is used for the evaluation of False Positives and contains the
complete captured traffic from visits to the 30 most popular websites of the
Internet. Visits to popular websites result in many additional traffic flows, caused
by advertisements, mesh-ups, scripts, etc. The amount and variety of direct
causes tests the TFC detection under difficult circumstances. Missed causes will
result in false positives. The popular websites were derived from the rankings of
Alexa [1] and Google [10]. All doubles were removed and of the remaining sites
only the 30 most popular were used. Each visit started by typing the name in
the browser address bar, followed by at least one typical activity, as a login on
Facebook, a search in Google, etc. Traffic was captured and stored in PCAP-
format by Gulp [19], a capture tool with a low probability of packet loss. The
visiting computer was a laptop with a fresh installation of Windows 7 and a
Firefox browser with plugins for Flash and Java. At the start of the capture
both the web cache and DNS cache were emptied. A software agent, installed
on the visiting host, captured mouse clicks and key strokes and transmitted
every event as a special UDP-packet. Hence the events were automatically part
of the captured traffic. The resulting trace, to which we will refer as Top30,
contains 113505 packets, representing 4179 flows. The most popular protocols
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are DNS, HTTP and HTTPS. Since we assume that the captured traffic is not
contaminated with malicious traffic, every detector alert is a false positive.

The other traces, intended for the evaluation of the C&C detection, are com-
posed of the Top30 trace with injected C&C traffic. For each trace we infected
a clean Windows 7 instance with real malware and manually isolated exactly
one representative tree of the captured C&C traffic. The malicious tree was in-
jected in the Top30 trace at ten different equidistant times. We developed for
the injection special software that could modify packet timestamps, IP-source
addresses, and colliding ephemeral L4 port numbers of the malicious traffic. The
result was a consistent trace with exactly ten separated C&C trees, during the
thirty legitimate website visits. We composed in this way three infected traces
in PCAP format, each with a different type of C&C traffic as shown in Table 1.

Table 1. Overview of the three different traces, infected with botnet traffic

Bot C&C type Injected in Top30 trace

Kelihos HTTP [7] 10 x DNS and HTTP flow
Tbot Peer to Peer [5] 10 x TCP flow, port 9001
Twebot Twitter as proxy [17] 10 x DNS, HTTP, and HTTPS flow

5.1 Empirical Determination of the Optimal Windows Sizes

The accuracy of a TFC graph depends on the size of the five time windows as
defined in Section 3.2.

An optimal choice of the window Tdns depends on the maximum expected
delay between the reception of a DNS-resolved IP address and its first usage
in a new flow. Therefore the cumulative distribution of the delay was measured
in the clean Top30 trace. Delays, during which one or more user events took
place, were excluded, because in those cases it was not clear what triggered
the new flow. About 90% of 726 measured delays was less than 2ms. We chose
Tdns=500ms, resulting in only 6 flows with delays above 500ms, all related with
DNS prefetches from distant websites that loaded very slowly.

In a similar way the distribution of Turl was determined. However this dis-
tribution was more spread out and about 10% of the 1314 measured delays
was above 10s. Manual inspection also revealed that long delays were caused
by missed URL’s in both HTTP and HTTPS traffic. Further manual inspection
revealed that undesired absorption of user-caused root flows could occur at win-
dow sizes above 10s. To prevent this, Turl was set to 10s. However, with this
window size, URL causes with a delay of more than 10s are missed. We solved
this problem by adding a second findURLEvent() test in the OCS algorithm
with a window of 30s immediately after the findUserEvent() test.

To determine the optimum size of Thttps, the OCS-algorithm was run with
different values for Thttps with Tdns=500ms, Turl=10s/30s, Tuser=0, Thttp=0. A
larger window then 500ms resulted in the undesired absorption of user caused
root flows.
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Finally we ran the OCS-algorithm for different values of Tuser . The False
Positive Rate (FPR) could directly be derived from the number of detected
anomalous flows, since the Top30 trace did not contain malicious flows. The
expected Detection Rate (DR) for the Top30 trace was indirectly calculated by
Equation 1. Figure 3 shows the influence of Tuser on the FPR and DR in an
ROC graph. In general, an ROC graph shows the effect of a parameter on the
DR and FPR of a detector [9]. The ROC curves of three different setups are
displayed:

– Setup 1: Detector with Tdns=500ms, Turl=10s/30s, Thttps=500ms, Thttp=0s.
Optimum at Tuser=100ms with FPR=0.005 and DR=0.95.

– Setup 2: Detector with Tdns=500ms, Turl=10s/30s, Thttps=500ms, Thttp

=50ms. Optimum at Tuser=100ms with FPR=0.0017 and DR=0.85.
– Setup 3: All windows zero except Tuser . Unsuitable for detection
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Fig. 3. ROC graph of TFC detection with different settings and a varying Tuser

The ROC graph shows that Setup 3 is totally unusable. The reason that we
tested Setup 3 is to show that a simplified algorithm, that only evaluates user
events as direct causes, does not work. The ROC graph of Setups 1 or 2, shows
that TFC detection can optimally detect covert channels for Tuser=100ms. In
all cases only the communication of the user event agent was whitelisted.

5.2 TFC Detection of Real C&C Traffic

The Detection Rate (DR) of Section 5.1 was indirectly estimated by the non-
overlapping accumulated time of the open windows in the clean Top30 trace
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and was not really measured with malware. Therefore we tested TFC detection
with the three malware infected traces. The applied window sizes are equal
to Setup 2 of Section 5.1 with Tuser=100ms. Table 2 shows the results. The
observed DR is close to the estimated value of Section 5.1. False Negatives are
caused by absorption of malicious root flows in legitimate traffic, affected by the
windows Thttp and Thttps, and by wrong classification of root flows as user-caused,
affected by Tuser. One malicious tree of the TweBot C&C traffic was absorbed
in a legitimate tree with a URL to Twitter.com. The experiments show that
TFC detection performs, as predicted in Section 3 and it detects C&C traffic,
including the covert traffic of social media based C&C.

Table 2. Experimental performance of TFC detection with 4 different traces

Trace FP TP FPR DR

cleanTop30 7 - 0.0017 -
Top30+Kelihos 7 8 0.0017 0.8
Top30+Tbot 7 8 0.0017 0.8
Top30+Twebot 7 7 0.0017 0.7

5.3 Visualization of the TFC Graphs

TFC graphs reveal causal relations between flows. This can be used in forensic
situations to isolate a tree of related flows. We have built a tool as an exten-
sion of CITRIC to visualize each tree separately by post-analysis of the CITRIC
logs. Flows are represented by the vertices, annotated with the most impor-
tant properties as destination and protocol. Direct causes are represented by
the edges, annotated with the event type and the delay between parent and
child. The cause of the root flow is indicated as an extra annotated vertex with
specification. Optionally colors can indicate the protocol. Figure 4 shows an au-
tomatically generated image of a visit to Google.com. The tree starts with a user
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Fig. 4. Part of a TFC Graph, automatically visualized by CITRIC, of a visit to
Google.com. For readability of the generated captions in this figure, the initial part
of the tree is manually magnified.
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event. After some DNS and HTTP redirection flows, the main page and addi-
tional objects are loaded. A large number of DNS stubs in one of the branches
of the tree is caused by browser DNS prefetching.

6 Evasion and Related Improvements of TFC Detection

Discovery of TFC detection by malware is difficult, because both traffic and
user activity are captured passively and can completely be implemented outside
the software environment of the observed computer. If the malware is aware of
TFC detection, it can adapt its communication to evade detection by hitchhiking
legitimate events. The malware monitors traffic or user events and waits for a
suitable moment to initiate communication. In general hitchhiking requires root
privileges, to monitor network traffic or user activity. Monitoring these type of
events is an anomaly that can easily be detected by a host IDS.

6.1 Solutions against Hitchhiking

Hitchhiking HTTP and HTTPS events can be prevented by removing these
events from the OCS algorithm. However the evaluation of HTTPS events is nec-
essary by the inability of the OCS-algorithm to inspect the payload of HTTPS
traffic for the more selective URL events. This problem can be solved by a trans-
parent TLS-proxy that is trusted by the observed client computers. If a client
computer uses the certificate of the proxy, all communication can be decrypted
in the LAN or proxy, and the more selective findURLEvent() function can find
potential URL events, making the findHTTPSEvent() superfluous.

The evaluation for HTTP events is necessary, because not all potential destina-
tion references are found in the HTTP payload. Sometimes URL’s are composed
by the client on the fly by scripts. Improvement of the search for destination refer-
ences in HTTP traffic can be achieved by feeding the received payloads to an envi-
ronment that emulates the browser engine of the client, to compose references in a
similar way as the browser. This would make the findHTTPEvent() superfluous.

With the removal of the HTTPS and HTTP events, it still remains possible
to hitchhike user events. A possible solution is a more complete evaluation of the
user input, to estimate the likelihood that a particular root flow is generated by
a particular user event. An example is the search of potential host and object
names in the typed input from the user, and matching these with destinations of
new flows. This is not possible with mouse clicks on hyperlinks, but inspection
of recent received hyperlinks and whitelisting can limit the number of possible
new destinations after a click. A totally different solution is the replacement of
the direct capture of user events by alternative heuristics that select the direct
cause of a root flow by the likelihood that a destination reference is clicked or
typed by a user.

Hitchhiking URL and DNS events is also possible, but more difficult than the
other events types, because the malicious and legitimate communication must
simultaneously visit the same destination. This can be the case when popular
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websites, as social media, are used as proxy. This type of hitchhiking can be
countered by not only matching the hostname, but also the path of the URL
reference. An example is the matching of Twitter.com/tlab32768 instead of Twit-
ter.com. It is highly unlikely that both malware and legitimate processes visit
the same resource on the same host within a short time interval.

7 Conclusions

By identifying the direct cause of traffic flows, it is possible to organize the traf-
fic in tree-shaped graphs and detect C&C communication by anomalous causes.
The OCS algorithm selects the optimal direct cause for each new traffic flow
from passively captured traffic events and user events. Experiments with rep-
resentative popular HTTP traffic and different types of malicious C&C traffic
support the effectiveness of TFC detection by the OCR algorithm.

While TFC detection allows for real-time detection of all types of covert traffic,
it is particularly suitable for detection of covert botnet C&C to popular websites.

Although user events need to be captured in addition to network traffic, the
risk of compromise can be kept low by implementation outside the software
environment of the observed computer.

Visualization of the constructed TFC graph can be used in forensic analysis.

8 Future Work

While FTC detection can successfully and feasibly detect malware, further re-
search is needed to extend OCS to other protocols, and to develop and test the
proposed improvements against hitchhiking. In particular the determination of
user caused root flows by only traffic properties instead of the captured user
events, will result in a detector that is easier to deploy.
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Abstract. Recent attacks are better coordinated, difficult to discover,
and inflict severe damages to networks. However, existing response sys-
tems handle the case of a single ongoing attack. This limitation is due
to the lack of an appropriate model that describes coordinated attacks.
In this paper, we address this limitation by presenting a new formal de-
scription of individual, coordinated, and concurrent attacks. Afterwards,
we combine Graph Theory and our attack description in order to model
attack graphs that cover the three attacks types. Finally, we show how
to automatically generate these attack graphs using a logical approach
based on Situation Calculus.

1 Introduction

Modern attack tools are rapidly evolving to become more powerful and sophisti-
cated. Networks and information systems are frequently targeted by coordinated
attacks, which can cause deterioration in system’s performance and induce great
damage to physical assets. Distributed large-scale attacks [1] are examples of
the most dangerous coordinated attacks. Attackers can scan large numbers of
hosts simultaneously to search for software vulnerabilities (e.g. stealthy scans) ;
they can use self-replicating computer programs to spread their malicious code
to thousands of vulnerable systems within a short time period (e.g. worms) ; and
they can use thousands of compromised hosts from different network domains
to overload a targeted system to disrupt its service (e.g. Distributed Denial of
Service (DDOS)).

A coordinated attack is the collaboration of several attacking sources to
achieve a common goal. In order to achieve their goal, attacking sources, con-
trolled by one or several attacking entities, may cooperate by resource sharing,
task allocation, synchronization, etc. As presented in [2], the great danger of
coordinated attacks is that they can induce damage in the system that would
not be provoked by any of the attacks if performed individually. These attacks
can even mislead intrusion detection systems. Moreover, effort sharing between
several attackers reduces the time needed to achieve their goal. Consequently, a
security officer will have even less time to block such attack before it has caused a
severe damage. Stuxnet threat [3], that targeted the Iranian nuclear control sys-
tem in 2010, is a proof that coordinated attacks’ damage knows no boundaries.

G. Wang et al. (Eds.): CSS 2013, LNCS 8300, pp. 132–150, 2013.
© Springer International Publishing Switzerland 2013
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The situation can become more critical and dangerous, when different assets of
a system network are threatened at the same time by collaborating groups of
attackers, and several separated individual attackers. In such simultaneous at-
tacks context, different Individual Attack (IA) actions and Coordinated Attack
(CA) actions are concurrently executed.

Existing response systems proposals consider the case of a single ongoing
attack [4] [5] [6]. To tackle such limitation, a model of potential simultaneous
attacks must be established first. Among the numerous formal models of attack
description, like LAMBDA [7], JIGSAW [8], a modified version of STRIPS [9],
and so on ; we did not find a description that corresponds to a CA. Therefore, we
propose in this paper a new formal description of attack actions that corresponds
to both individual and coordinated attacks.

We then use the Situation Calculus (SC), a dialect of first-order logic with fea-
tures to reason on changes due to action execution. SC is an adequate framework
to reason on different types of attacks. It provides means to describe concurrent
actions, which makes it appropriate to model simultaneous and concurrent at-
tacks. Another major advantage of SC is that actions can easily be correlated
using theorem-proving and planning capabilities. Consequently, for a set of crit-
ical assets (or services) in a system, we can derive potential sequence(s) of cor-
related concurrent attacks that aim at deteriorating them. Hence, based on SC
planning capabilities, we propose a Simultaneous Attacks planner (SAP) that
dynamically takes a snapshot of detected attackers and system’s state, to gener-
ate all simultaneous attacks scenarios these attackers may potentially execute in
the system. This is an original contribution of our paper that extends previous
work on attack graphs restricted to individual attacks [10] to coordinated and
simultaneous attacks. Attack graphs depict ways in which an adversary exploits
system vulnerabilities to achieve a desired state. In a simultaneous attacks con-
text, security administrators need to visualize, in a same graph, individual and
coordinated attack scenarios that are simultaneously possible in the network.
We propose in this paper, a new method that benefits from (i) a sequence of
concurrent attacks generated by SAP, and (ii) Graph Theory, to generate online
Simultaneous Attacks Graphs (SAG).

The paper is organized as follows. Section 2 presents our formal description
of attacks. Section 3 formally defines SAGs. Section 4 is organized as follows:
we present the basics of SC and show how it is efficient to model IA, CA and
concurrent attacks; we then explain the SC planning task, and provides SAP’s
description. Section 5 discuss SAP’s complexity and performance. Section 6 dis-
cusses related work. Section 7 concludes this paper.

2 Formal Description of Attacks

In order to formally describe all types of attacks, we model system’s state in
terms of predicates. And we consider three disjoint sets of predicates:
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– The set Γ of system-related predicates: it includes predicates that describe
the evolution of system’s state. Attributes of a system-related predicate are
always system assets, e.g. is on(Server).

– Two disjoint sets A and B of attacker-related predicates: they include pred-
icates that describe the evolution of the attacker’s state. The subject of an
attacker-related predicate is always an attackerID which is a unique way of
identifying an attacker (e.g. the IP address of a compromised machine). A
is the set of predicates describing the attacker’s privilege relatively to the
system assets, e.g. is registered(AttackerID, SIP Server). B is the set of
predicates describing the knowledge gained by an attacker after exploiting a
particular characteristic of the system, e.g. knows(AttackerID, is on(User)).

We model attacks by the generic definition 1 specifying: the subject(s) perform-
ing the action, the action’s object(s) and six different subsets of A, B and Γ .
These attack patterns are interpreted by the action precondition and postcon-
dition. The precondition is a conjunction of one logic condition on the required
number of participating subjects, and three logic conditions on the action’s pred-
icates (in AX , BX and ΓX) to be satisfied in order to start executing this action.
The postcondition is a conjunction of three logic conditions on the action’s pred-
icates (in A′

X , B′
X , and Γ ′

X) that become true after executing it. When several
subjects participate in an action, we denote them by coordinated subjects. Be-
sides, we adopt the most pessimistic hypothesis from the defender point of view:
We assume that it if there is knowledge that should be acquired by all coordi-
nated subjects in the action’s precondition, it is sufficient that one of the subjects
has this knowledge, to consider that all of the others have it. Actually, we are
based on the fact that knowledge can be shared between coordinated subjects.
Hence, every predicate in BX needs to be fulfilled by only one of the subjects.
Similarly, for the knowledge gained after the action’s execution, we consider that
each coordinated subject fulfills all the predicates in B

′
X .

Definition 1. Action X(subjectX , objectsX)
Attack Patterns: subjectsX = {s1, s2, ..., so} ; objectsX = {o1, o2, ..., on}

AX = {α1, α2, ..., αk} ; BX = {β1, β2, ..., βl} ; ΓX = {γ1, γ2, ..., γm}
A

′
X = {α′

1, α
′
2, ..., α

′
k′} ; B

′
X = {β′

1, β
′
2, ..., β

′
l′} ; Γ

′
X = {γ′

1, γ
′
2, ..., γ

′
m′}

Precondition: minX < | subjectX | ≤ maxX ∧
[∀α ∈ AX , ∃−→o ∈ objectsX , ∃−→s ∈ subjectsX | α(−→s ,−→o )]
∧ [∀ β ∈ BX , ∃−→o ∈ objectsX , ∃s ∈ subjectsX | β(s,−→o )]
∧ [∀ γ ∈ ΓX , ∃−→o ∈ objectsX | γ(−→o )]

Postcondition:
[
∀ α

′ ∈ A
′
X , ∃−→o ∈ objectsX , ∃−→s ∈ subjectsX | α′

(−→s ,−→o )
]

∧
[
∀ β

′ ∈ B
′
X , ∃−→o ∈ objectsX | ∀s ∈ subjectsX , β

′
(s,−→o )

]
∧
[
∀ γ

′ ∈ Γ
′
X , ∃−→o ∈ objectsX | γ′

(−→o )
]
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2.1 Individual Attacks

IA is an elementary action executed by a single attacking source. The subject
of an IA is an AttackerID. Hence, minIA=0 and maxIA=1. For example, the
attack patterns of an IA performed by the attacker AttackerID and consisting
in cracking the password of a system user U through an authentication server
S, can be represented as follows:

IA passCrack({AttackerID},{S,U})
ApassCrack = {network access(AttackerID, S)}
BpassCrack = {knows(AttackerID, is on(S)), knows(AttackerID, user access(U, S))}
ΓpassCrack = {is on(S), user access(U, S)}
A

′
passCrack = {is connected as(AttackerID, U, S)}

B
′
passCrack = {knows(AttackerID, password(U, S))}

Γ
′
passCrack = {¬user access(U,S)}

2.2 Coordinated Attacks

CA is an action made of joint individual actions executed by several collaborating
attackers. Hence, the subject is a Group of Coordinating Attackers GCA =
{attackerID1, ..., attackerIDo}. Here, we need to specify which attacker of the
group fulfills which predicate of the CA subsets. Thus, we distinguish three types
of CAs depending on the type of collaboration between the attackers: (a) CA
with Load Accumulation (CALA), (b) CA with load distribution (CALD), and
(c) CA with Role Distribution (CARD). The attack patterns of each type differ
in, (i) the attackers’ required number, (ii) the A-related conditions, and (iii) the
A′-related conditions. Therefore, we will only consider these three distinguishing
patterns.

2.3 Coordinated Attack with Load Accumulation (CALA)

CALA is a CA that is beyond the capability of a single attacking source, and
for which attackers accumulate their capacities offering a distributed and simul-
taneous execution of this action. Definition 2 describes the distinguishing terms
of a CALA X . Although every attacker of the GCA group executes exactly the
same individual action, the overlapping of all the individual effects leads to a
compromised state. Consequently, each attacker fulfills all attacker-related pred-
icates in the ACALA X set. And after a CALA is executed, all attackers gain
the same system privileges α′. Additionally, CALA X needs a minimum number
minCALA X of coordinating attackers to be successful. This number is striclty
greater than one, and can be estimated based on the characteristics of the attack
target (i.e. objects).

Definition 2. CALA X(GCAX , objectsX)
| GCAX |≥ minCALA X

AX -condition: ∀α ∈ AX ,∃−→o ∈ objectsX | ∀attackerID ∈ GCAX , α(attackerID,−→o )

A′
X -condition: ∀α′ ∈ A′

X , ∃−→o ∈ objectsX | ∀attackerID ∈ GCAX , α′(attackerID,−→o )
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An internal DDoS attack is a CALA example. Consider a group of several
dozens compromised machines connected to a company’s network with a limited
bandwidth in sending requests to a server S. As a consequence, the flow rates of
attacking sources is also limited by the compromised machines bandwidth. How-
ever, to disrupt server S, the incoming flooding traffic should exceed a certain
threshold. This can be attained if coordinated attacking sources join simulta-
neously their flooding actions to deliver a global output rate that exceeds the
server capacity. If we consider that S becomes overloaded if flooded simultane-
ously by ten machines, then the system is threatened by a DDoS attack. Here
are the signature and the subsets of a CA corresponding to an internal DDoS
attack:

CALA DDoS(GCADDoS , S)

minDDoS = 10

ADDoS = {network access(attackerID, S)}; A′
DDoS = {}

BDDoS = {knows(attackerID, is on(S))}; B′
DDoS = {knows(attackerID, DDoS(S))}

ΓDDoS = {is on(S)}; Γ ′
DDoS = {DDoS(S)}

2.4 Coordinated Attack with Load Distribution (CALD)

CALD is a shareable attack accomplished by a group of attackers. By contrast
to CALA, CALD is an action which execution can be either done sequentially
by a single attacker, or partitioned into several independent parts performed
simultaneously by several attackers. Consequently, a CALD X must have the
same predicates in its subsets, as those of the IA of the same attack. Hence,
ACALD X = AIA X , BCALD X = BIA X , etc. Major advantages of distributing
the action load are, to allow collaborating attackers to achieve their attack in
shorter time, and to avoid detection. Especially considering that nowadays Intru-
sion Detection Systems fail to correlate actions with different subjects. Definition
3 describes the distinguishing terms of a CALD X . Here, collaborating attackers
race to get a knowledge of the system. Therefore, they execute similar actions,
but with different variants. The one who executes the action with the correct
variant gets the knowledge first, and acquires a certain privilege, accomplishing
by this the goal of the group. Consequently, each attacker of the GCA should
fulfill all the attacker-related predicates of AX set. After a CALD is executed,
attacker-related predicates of A′

X set are fulfilled by a single attacker (i.e. the
one who tried the correct variant). Additionally, unlike other CA types, only
two attackers are sufficient to do a CALD.

Definition 3. CALD X(GCAX , objectsX)
| GCAX |≥ 2
AX -condition: ∀α ∈ AX ,∃−→o ∈ objectsX | ∀attackerID ∈ GCAX , α(attackerID,−→o )

A′
X -condition: ∀α′ ∈ A′

X , ∃−→o ∈ objectsX | ∃!attackerID ∈ GCAX , α′(attackerID,−→o )

A coordinated password cracking attack is a CALD example. Consider a
server S that handles confidential information in a company, and two inter-
nal machines compromised by two collaborating attackers. Consider also that
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one of the attackers discovers the identity of a legitimate user U and com-
municates it to his partner. In order to guess the victim’s password, attack-
ers send REGISTER messages to the authentication server with different pass-
words using a dictionary. By dividing the dictionary into equal parts that each
coordinating attacker uses for its registration attempts, attackers are able to
divide the load and time to guess U ’s password. The first who finds the pass-
word will be connected from U account, accomplishing the goal of the GCA.
CALD passCrack(GCApassCrack, S, U) is the signature of a coordinated pass-
word cracking attack. Attacker related and system related sets corresponding
to the pre/postconditions of this action are the same as those of the individual
password cracking attack of section 2.1.

2.5 Coordinated Attack with Role Distribution (CARD)

CARD is a multi-task action, for which attacking sources distribute the roles or
the tasks to accomplish their goal and avoid detection. Contrarily to other CA
types, tasks performed by each coordinating attacker are different, and should
be simultaneously executed. Note that, some multi-task actions can be done by
a single attacker if he/she is able to execute more than one action at the same
time. Therefore, similarly to CALD, some CARD can have the same predicates
in their subsets, as those of the IA of the same attack. Moreover, as each coordi-
nating attacker is allocated a different task, there are attacker-related predicates
in ACARD X that must be fulfilled by only one attacker. Besides, the number
of coordinating attackers who can participate is limited to the number of tasks
maxCARD X that should be simultaneously executed. Consequently, any addi-
tional attacker to a group of maxCARD X attackers will not bring additional
help. Definition 4 describes the distinguishing terms of a CARD X . Provided
that attackers do different tasks, the A′

X -condition states that they do not nec-
essarily gain same privileges.

Definition 4. CARD X(GCAX , objects)

2 ≤| GCAX |≤ maxCARD X

AX -condition: ∀α ∈ AX ,∃−→o ∈ objectsX | ∃attackerID ∈ GCAX , α(attackerID,−→o )

∧ ∃α ∈ AX , ∃−→o ∈ objectsX | ∃!attackerID ∈ GCAX , α(attackerID,−→o )

A′
X -condition: ∀α′ ∈ A′

X , ∃−→o ∈ objectsX | ∃attackerID ∈ GCAX , α′(attackerID,−→o )

It is possible to consider a coordinated version of the Mitnick attack as a
CARD example. Two compromised attacking agents will cooperate in order to
hack a machine. First, one of the agents detects a trust relationship between
two hosts h1 and h2. Afterwards he determines the TCP sequence number of h2.
Attackers can now distribute the tasks: the first executes a SYN flooding on host
h1 as a Denial of Service attack. Meanwhile, the second spoofs the IP address
of h1 to send a SYN request to h2. Using a correct TCP sequence number, he
compromises h2. Here are the signature and the subsets corresponding to the
coordinated Mitnick attack.



138 L. Samarji et al.

CARD Mitnick(GCAMitnick, h1, h2)
maxCARD Mitnick = 2
AMitnick = {network access(attackerID, h1), network access(attackerID, h2),
predicted seq(AttackerID, h2)}; A′

Mitnick = {hacked(attackerID, h2)}
BMitnick = {knows(attackerID, trust relation(h2, h1))}; B′

Mitnick = {}
ΓMitnick ={trust relation(h2, h1)}; Γ ′

Mitnick ={trust relation(h2, attackerID),
DoS(h1)}

In this section, we proposed a new formal description of IA and CA. The
next section makes use of these actions to define simultaneous attacks graphs.
Later on in the paper (sections 4.2, 4.3), we show how to use SC language to
automatically generate these attack graphs.

3 Attack Graphs Modeling

3.1 Individual Attack Graphs (IAG)

In Set theory, a Strictly Totally Ordered Set STOS is a set with a strict total
order over its elements (i.e. any pair of its elements are comparable under <).
In Graph theory, a totally ordered graph 〈N,E,<〉, where N is the set of nodes
and E is the set of edges, is a graph with a strict total order over its nodes.
In such graph, the parents of a node are the nodes that are joined to it and
preceding it in the ordering. In other words, n is a parent of m if (n,m) ∈ E and
n < m. Let us define an Individual Scenario Graph (ISG) as a totally ordered
graph that fulfills the following property:

∀n ∈ N, ∀m ∈ N, |(n < m) ∧ (¬∃l ∈ N | l > n ∧ l < m) ↔ (n,m) ∈ E
An ISG is then a sequence of nodes where every node, except the first and the
last nodes, has a single parent, and is itself a parent of one and only other node.

Let us define a bijective application T which, for every element in a STOS,
matches a node in an ISG, preserving over the nodes the same strict total order
relation that exists over the set elements. Accordingly, given a STOS, it is pos-
sible to conceive only one ISG using T . Consider now a sequence of individual
attacks executed by a single attacker. If we associate with each attack the time
at which it was executed, then attacks can be compared by their timestamps
and the set of these attacks is a STOS. We then define an Individual Attack
Graph as the ISG that results from applying T to the set of individual attacks.

3.2 Simultaneous Attacks Graphs (SAG)

In Set theory, a Strictly Partially Ordered Set SPOS is a set with a strict partial
order over its elements (i.e. not every pair of its elements are comparable). Con-
sequently, every subset of a SPOS having every pair of its elements comparable
is then a STOS. A SPOS can thus correspond to the union of several STOSs.

Consider now an offline generated sequence of individual and coordinated
attacks performed by several attackers. If we associate with each attack, the
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time at which it was executed, and we consider that the comparable attacks are
those performed by the same attacker, then the set of these attacks is a SPOS.
Applying the bijection T , we can now generate, for every STOS in this SPOS, the
IAG corresponding to each attacker. Finally the union of all these IAGs is what
we call a Simultaneous Attacks Graph. Note that, if there is a coordinated action
(see section 2.2) in the SPOS, it will be included in each STOS corresponding
to a collaborating attacker for this action.

Here is an example of a system threatened simultaneously by three different
attacking sources: AttackerIDa, AttackerIDb and AttackerIDc. Consider that
we generated the following possible sequence of attack actions:

SPOS = {A1(AttackerIDa, t1), B1(AttackerIDb, t2), C1(AttackerIDc, t3), AB2

({AttackerIDa,AttackerIDb}, t4), C2(AttackerIDc, t5), A3(AttackerIDa, t6)}
For each attacker, we extract the corresponding STOS as follows:

STOSAttackerIDa = {A1(AttackerIDa, t1), AB2({AttackerIDa,AttackerIDb}, t4),
A3(AttackerIDa, t6)}

STOSAttackerIDb = {B1(AttackerIDb, t2), AB2({AttackerIDa,AttackerIDb}, t4)}
STOSAttackerIDc = {C1(AttackerIDc, t3), C2(AttackerIDc, t5]}
Figure 1 depicts the SAG that results from the union of the IAGs corresponding
to these STOSs.

AttackerIDa 

AttackerIDb 

AttackerIDc 

Time t1 t2 t3 t4 t5 t6 

A1 

AB2 

C1 

A3 

C2 

B1 

Fig. 1. Simultaneous Attacks Graph.

This section showed how to construct SAG given a sequence of simultane-
ous attacks. In section 4.5, we conceive a Situation Calculus (SC) planner for
simultaneous attacks to automatically generate such sequence.

4 The Situation Calculus (SC)

4.1 Basics of the Situation Calculus

Situation Calculus [11] [12] is a dialect of first order logic, with second order-logic
terms for representing dynamic change. It basically consists of:

– Situations: a situation is a first-order term denoting a sequence of actions.
It represents the system’s state, and the action’s history (i.e. sequence) from
an initial empty action sequence S0.
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– Fluents and Predicates: the world is described in terms of static predicates
and fluents. Static predicates do not change, no matter what actions are
taken. Whereas fluents are predicates that can vary over time, and thus must
take situations as arguments. For example, Server(Serv) is a static predicate
meaning that Serv is a server. While, network access(AttackerID, Serv, s)
is a fluent meaning that AttackerID has a network access to Serv in sit-
uation s. Additionally, Fluents can be either relational, or functional. Re-
lational fluents return boolean values, e.g. is on(Serv, s), while functional
fluents return a non boolean value, e.g. received flow(Serv, s) = 500.

– Actions: consist of a function symbol and its arguments. For example,
ip spoof(AttackerID, h) is the action of spoofing the IP address of host h
by AttackerID. In order to reason about the effects of an action, we need
to be able to refer to the situation that results from the execution of this
action. This is done using the do function. do(a, s) denotes the situation that
results from doing action a in situation s.

SC also provides essential axioms to represent dynamic changes:

– Action precondition axioms: for each action a, there is a predicate Poss(a, s)
that states if it is possible for action a to be executed in situation s.

– Successor state axioms: there is one for each fluent F . It characterizes the
conditions under which a fluent F (x, do(a, s)) changes from situation s to
situation do(a, s), providing by this a solution to the frame problem [13].

4.2 Modeling Individual Attacks with Situation Calculus

SC provides semantics for pre/postconditions that are not provided by other lan-
guages. The precondition of action a is represented by Poss(do(a, s)). Whereas
the postcondition is represented by the function do(a, s) which denotes the flu-
ents that change after applying action a to situation s. SC provides an expressive
framework for encoding actions whose effects are functions of the state in which
they are executed. Therefore, SC was adopted in [14] to describe individual
cyber attacks whose effects depend crucially on the system’s state, and to repre-
sent dynamic changes which is the case for network systems exposed to attacks.
Knowledge in SC [12] is represented by a fluent knows(AttackerID, Φ, s). Here
is the SC modeling of the password cracking IA, formally described in 2.1.

passCrack (AttackerIDx, Servery, Userz)
Poss(passCrack(AttackerIDx, Servery , Userz), s) ↔
network access(AttackerIDx, Servery, s) ∧ Knows(AttackerIDx,
is on(Servery), s) ∧ knows(AttackerIDx, user access(Userz, Servery), s)
∧ is on(Servery , s) ∧ user access(Userz, Servery, s)
do(passCrack(AttackerIDx, Servery, Userz), s) = s′ → knows(AttackerIDx,
password(Userz), s

′) ∧ is connected as(AttackerIDx, Userz, Servery, s
′)
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4.3 Modeling Coordinated Attacks with Situation Calculus

By contrast to languages of first-order logic, SC provides second order terms
through functional fluents. These fluents return situation-related values, which
are essential to model CA as described in section 2.2. For instance, the num-
ber of attackers participating in a CA, Cardinal(GCAx, s) should be modeled
with a functional fluent. Besides, SC affords all logical operators and quantifiers
needed for CA modeling. As an example, we give a SC model of the coordinated
password cracking attack.

passCrack (GCAx, Servery, Userz)
Poss(passCrack(GCAx, Servery,Userz), s) ↔ Cardinal(GCAx, s) ≥ 2
∧ ∀AttackerIDi ∈ GCAx, network access(AttackerIDi, Servery, s) ∧
∃AttackerIDk ∈ GCAx,Knows(AttackerIDk, is on(Servery), s)] ∧
∃AttackerIDj ∈ GCAx, knows(AttackerIDj , user access(Userz, Servery), s)]
∧ is on(Servery , s) ∧ user access(Userz, Servery, s)
do(passCrack(GCAx, Servery , Userz), s) = s′ → ∀AttackerIDa ∈ GCAx,
knows(AttackerIDa, password(Userz), s

′) ∧ ∃AttackerIDb ∈ GCAx,
is connected as(AttackerIDb, Userz, Servery, s

′)

4.4 Modeling Simultaneous Attacks with Situation Calculus

In [15] and [16], SC ontology was expanded to handle concurrency. A new sort
concurrent is added. Every concurrent variable c is a set of concurrent sim-
ple actions a. In our case IA and CA are simple actions. The binary function
do(c, s) returns a situation term that results from the application of concurrent
actions c in situation s. And item Poss(a, s) is extended to concurrent actions.
Consequently, Poss(c, s) means that concurrent actions set c is possible in situ-
ation s. Additionally, in a simultaneous actions context, some actions can not be
performed concurrently. This is due to incompatibility between actions in terms
of resources that each action uses. For instance, if action a1 needs a resource
for its execution, and another action a2 needs the same resource, then the set of
concurrent actions c = {a1, a2} can not be executed unless this resource can be
shared. As a solution, Pinto [16] proposed to add a finer level of granularity by
appealing to the notion of resource: xres(a, r) means that action a requires the
exclusive use of the resource r, and sres(a, r) means that action a requires the
use of the resource r for its execution, but r can be shared. Finally, poss(c, s)
makes use of a precondition Interaction predicate preInt to test compatibility
between actions:

preInt(c) ↔ ∃a1, a2 ∈ c, ∃r | [(xres(a1, r) ∧ xres(a2, r)) ∨
(xres(a1, r) ∧ sres(a2, r)) ∨ (sres(a1, r) ∧ xres(a2, r))]

Poss(c, s) ↔ [∀a ∈ c, Poss(a, s)] ∧ ¬preInt(c)
In a simultaneous attacks context, different IA and CA are launched at the same
time (i.e. in the same situation). And, it is likely that an attacking source finds
itself unable to execute its action because of an incompatibility with another
action executed by a non collaborating attacking source. Therefore, concurrent
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SC is appropriate to model simultaneous attacks actions. For example, consider
two attack entities threatening a system: (1) a group of coordinated attackers
GCAx, and (2) an individual attacker AttackerIDy. Consider also, that we de-
fined in the attack model, the following predicates:

xres(DDoS(GCA,Server), Server)
sres(passCrack(AttackerID, Server, User), Server)

Unlike the case of a password cracking attack, in a DDoS attack, an overflowed
server can not participate or interact in any other action. To determine whether
it is possible for the two entities to execute simultaneously a DDoS attack, and
an individual password cracking attack, we can test:

poss({DDoS(GCAx, Serv), passCrack(AttackerIDy, Serv, User)}, s)
In this example poss returns false, because the following predicate returns false.

preInt(DDoS(GCAx, Serv), passCrack(AttackerIDy , Serv, User))

Considering this feature, we can eliminate all attack scenarios where concurrent
actions are incompatible. Advantageously, response systems can avoid launching
unnecessary responses.

In the next section, we show how to generate all potential simultaneous sce-
narios and the corresponding attack graphs.

4.5 Planning Simultaneous Attacks in Situation Calculus

In [12], the author presented and implemented the world’s simplest breadth-first
planner (wspbf). wspbf is a SC planner for an agent who can perform concurrent
or sequential actions. It is supplied with a goal predicate plannerGoal(s), and
a domain dependent predicate, badSituation(s). This latter is true if, based on
domain specific knowledge, and depending on the goal, s is considered to be
a bad situation for the planner. badSituation is also a domain specific search
control heuristic added to reduce in practice the theoretical complexity of the
planner. Here is the Golog [17] program of the wspbf :

proc wspbf(n)
plans(0, n)
endProc
proc plans(m,n)
m ≤ n?; [actionSequence(m); plannerGoal? | plans(m+ 1, n)]
endProc
proc actionSequence(n)
n = 0? |
n > 0?; (πc) [concurrent actions(c)?; c] ;¬badSituation?; actionSequence(n−1)
endProc

The planner generates all sequences of concurrent actions c avoiding bad sit-
uations. It terminates with failure if it does not find a sequence, which length is
smaller or equal to n, that fulfills the plannerGoal.
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In order to construct simultaneous attacks graphs, we need to exhaustively
generate all potential sequences of concurrent attacks as an input to our pro-
posed method in section 3.2. Therefore, we propose SAP, a Simultaneous Attacks
Planner, by generalizing Reiter’s work to the case of several attack entities that
can perform, concurrently or sequentially, a set of individual and coordinated
actions. We also adopt the following hypothesizes, allowing SAP to reason in
simultaneous attacks contexts:

– In a situation S, an attacker can not be a member of two independent GCAs.
This hypothesis can be expressed through the following logic rule:

Hypothesis 1. conflict(ActionX(GCAX ,ObjectsX),
ActionY (GCAY ,ObjectsY ), S) ↔ ∃attackerID(A) | A ∈ GCAX , A ∈ GCAY .

– In a situation S, an attacker does not execute the same attack that he/she has
already executed successfully in an anterior situation, unless he/she changes
the parameters (i.e. objects) of this attack. This hypothesis can be expressed
by adding a condition to the poss predicate of each action, as follows:

Hypothesis 2. poss(ActionX(SubjectsX ,ObjectsX),S) ↔ (AX-condition ∧
BX-condition ∧ ΓX-condition) ∧ ¬postconditions(ActionX(SubjectsX ,
ObjectsX),S).

– Due to some unshareable resources, some attacks can not be executed to-
gether. Therefore, we add the preInt predicate described in 4.4, to SAP.

– The badSituation heuristic used in wspbf lowers the execution time of the
decision procedures by avoiding paths that will not converge to the plan-
ner’s goal. In our case, this heuristic limits the creativity of attackers in
constructing different paths to reach their goals. In other words, by defin-
ing bad situations related to a given goal, we may eliminate some sequences
that attackers can follow to reach this goal. Therefore, we avoid using such
heuristic in SAP.

To define the planner’s goal, an expert should first describe undesired states
for critical assets. Every detected attacker has an attack goal that matches with
one of these states. Hence, a solution goal for the planner would be to find
a situation (i.e. a sequence of simultaneous attacks) where every attacker has
reached an attack goal, either individually, or through coordinating in a GCA.
Another possibility of a solution goal is to have an attacker becoming inactive
at a certain level of the attack sequence. In this case, the attacker is unable
to progress because he/she was accidentally blocked by another independent
attacker. We formally describe SAP’s goal as follows:

plannerGoal(S) ↔ ∀attackerID(A), [ attack goal(A,S) ∨
(∃GCA | A ∈ GCA, attack goal(GCA,S)) ∨ blocked(A,S) ].

with
blocked(A,S) ↔ [ (¬∃ ActionX(A,ObjectsX)) ∨
(¬∃ ActionX(GCAX , ObjectsX) | A ∈ GCAX) ] | poss(ActionX , S).

Here again, we notice the benefit of using SC. Contrarily to first-order logic
languages, SC allows to quantify over actions in blocked(A,S) description.
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As a simultaneous attacks planning example, we consider a set of servers
and users within a system. Here, an undesired state is reached when one of the
servers gets overflowed, or when one of the users’ accounts is highjacked. Hence,
the attack goal can be described with the following logic rule:

attack goal(Attack Entity, S) ↔ overflowed(Attack Entity, Server, S) ∨
highjacked((Attack Entity, User, S).

Attack Entity can represent a single attacker or a GCA. Then, we describe in
SC (as in sections 4.2 and 4.3) all attacks and legitimate actions that assets can
execute in the system. As attack examples, we consider a DDoS, a password
cracking, and a user registration highjacking that an attacker can execute once
he/she finds a user’s password. Consider now that we observed the following
threats: ten of the enterprise’s machines, {a1, a2, ..., a10}, were compromised,
and one of them has discovered the presence of a server servx. Additionally, two
other compromised machines, {a11, a12} discovered the presence of a user usery
which has network access to server servy. We can now run SAP to find potential
simultaneous attacks scenarios. For scenarios of length 2, the results of SAP are
those presented after:

1 : [ DDoS({a1, a2, ..., a10}, servx), passCrack({a11, a12}, servy, Usery) ],
[ highjack(a11, usery) ].

2 : [ DDoS({a1, a2, ..., a10}, servx), passCrack({a11, a12}, servy, Usery) ],
[ highjack(a12, usery) ].

3 : [ DDoS({a1, a2, ..., a10}, servx), passCrack(a11, servy, Usery),
passCrack(a12, servy, Usery) ], [ highjack(a11, usery) ]

4 : [ DDoS({a1, a2, ..., a10}, servx), passCrack(a11, servy, Usery),
passCrack(a12, servy, Usery) ], [ highjack(a12, usery) ]

5 : [ passCrack({a11, a12}, servy, Usery) ],
[ DDoS({a1, a2, ..., a10}, servx), highjack(a11, usery) ]

6 : [ passCrack({a11, a12}, servy, Usery) ],
[ DDoS({a1, a2, ..., a10}, servx), highjack(a12, usery) ]

7 : [ passCrack(a11, servy, Usery), passCrack(a12, servy, Usery) ],
[ DDoS({a1, a2, ..., a10}, servx), highjack(a11, usery) ]

8 : [ passCrack(a11, servy, Usery), passCrack(a12, servy, Usery) ],
[ DDoS({a1, a2, ..., a10}, servx), highjack(a12, usery) ]

We can verify that in the trivial use case of search for scenarios of length 2,
SAP exhaustively generates all possibilities of two attacks steps which can be
performed by the 12 considered attackers. For instance, in solutions 1 and 2,
attackers {a1, a2, ..., a10} coordinate to execute a DDoS attack, while attackers
{a11, a12} coordinate to execute a password cracking attack. In the next step
one of the second group highjacks usery’s account. Whereas, in solutions 3 and 4,
a11 and a12 are two independent attackers, they concurrently execute password
cracking attacks. In the next step, one of them highjacks usery’s account, block-
ing by this the other attacker from reaching its goal. Solutions 5 till 8 differ from
the first four solutions by having DDoS executed in the next step, concurrently
with highjacking attack.
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5 Complexity and Performance of SAP

By postulating the hypothesizes presented in section 4.5, we were able to reduce
the theoretical complexity of the planner from (Nactions)

Nattackers×Length , for the
original wspbf , to (1-ConlictRatio)×(Nactions

e )Nattackers×(Length−1), for our SAP.
Nactions is the number of modeled actions, ConflictRatio is an estimated number
of incompatible actions over the total number of actions, Length is the desired
length of attacks sequences, and finally, Nattackers is the number of attackers.
This latter can reach, in the worst case, the number of machines in the system.

In order to evaluate SAP’s performance, we conducted three different ex-
periments associated with Nattackers, Nactions, and Length. The measures are
collected on a machine with a Core2 Duo processor clocked at 2.26 GHz and
1.94 GB of RAM. We used SWI prolog1 as a Situation Caluclus interpreter.
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Fig. 2. SAP performance with respect to the number of attackers

In the first experiment, presented in figure 2, we generated several random
attackers, and measured the time needed by SAP to fulfill the planner’s goal.
The measure confirms that a o(n3) complexity is achieved, and that SAP is able
to generate all solution sequences for 80 attackers in less than 2 seconds. This
result is very competitive for an average-size network.

In the second experiment, presented in figure 3, we added several random at-
tacks to the model, and measured the time needed by SAP to fulfill the planner’s
goal. The measure confirms that a o(n4) complexity is achieved, and that SAP
is able to generate all solution sequences for 15 different attacks in less than 3
seconds. This result is convenient for networks running a small number of ser-
vices, where a small number of attacks are modeled. However, for multi-service

1 www.swi-prolog.org

www.swi-prolog.org
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systems, for which a huge number of attacks have to be modeled, SAP may take
greater time to generate solutions.

In the third experiment, presented in figure 4, we measured the time needed by
SAP to fulfill the planner’s goal with respect to the length of solution sequences.
We found that SAP’s performance drops with an exponential rate o(2n). Despite
this complexity, SAP is able to generate all sequences of length 5 in less than
2 seconds. As a reference, if we look at most striking attacks performed in the
recent days, like the Stuxnet attack2, we see that they can be accomplished in

2 www.isssource.com/stuxnet-report-v-security-culture-needs-work/

www.isssource.com/stuxnet-report-v-security-culture-needs-work/
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less than 5 attack steps. Moreover, response systems are more interested to react
against attackers that can reach their goals within few steps than those who need
a greater number of steps to procure a considerable damage in the system.

Note that, without our added hypothesizes, the planner’s performance drops
with exponential rates for the three different experiments. Hence, performance
results are coherent to our complexity calculus. In other words, the reduction
in complexity we introduced in SAP, using the hypothesizes, is experimentally
noticeable.

6 Related Work and Discussion

Attack Modeling has been an active topic, and several languages were proposed.
LAMBDA is a pre/postcondition based language [7] to model attack actions.

The various steps of the attack process are associated with events, which may
be combined using specific algebraic operators, generating by this the sequence
of actions that the attacker has to do before reaching its goal.

The JIGSAW [8] language describes attack components in terms of capabil-
ities and concepts. It provides a Requires/provides model for computer attacks.
But, rather than thinking of attacks as a series of events, sees attacks as a set of
capabilities that provides support for abstract attack concepts, while providing
new capabilities to support other concepts.

Unfortunately, both of these languages lack concurrent actions description,
which is a very important feature for modeling simultaneous attacks.

Modified STRIPS [9], formally models coordinated attacks using a modified
version of a first-order logic language, STRIPS, to describe concurrent attacks.
An action is described by: a subject, preconditions, other actions performed con-
currently, and effects. Compatibility between actions is captured by a concurrent
action list. It specifies what actions must, or must not, be executed concurrently
in order to enable positive synergy. Unfortunately, this language has a limited
scalability, and needs a lot of expertise. For each new added attack action, an
expert should study its compatibility with all the others. Moreover, every attack
should be modeled differently when the number of attackers changes. The effects
of an action should be studied depending on other concurrent attackers’ actions.
Therefore, this language is limited to CARD modeling where a maximum at-
tackers number can be estimated. Besides, it is not mandatory for attackers’
individual actions to be concurrent to perform a CA. In CALD, for instance,
attackers may execute their actions sequentially to avoid detection.

A common limitation of these languages is the lack of functional fluents, and
second-order logic terms that allow the quantification over actions as explained
in 4.5. Moreover, they do not provide solutions for the frame problem.

Concerning planning with concurrent actions, a variant of modified STRIPS,
POMP [18], was the preferred representation of the planning community for
several years. However, being a first-order logic language, modified STRIPS lan-
guage is not as much expressive as concurrent SC. Moreover, the performance
of POMP is greatly affected by the ordering of agenda items / actions. Hence,
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heuristics were proposed through defining subgoals for each goal. However, find-
ing subgoals in network attacks requires a high level expertise, especially when
goals can be reached by several paths. This is not the case for SAP, which per-
formance is relatively satisfactory without using heuristics.

Concerning attack graphs, a coordinated attack graph is defined in [9] as pos-
sible sequences of concurrent actions executed by all the attackers observed in
the network. However, guessing whether attackers are collaborating, or simply
simultaneous is not possible. Their graphs lack CA nodes. Actually, determining
GCAs enables response systems to select exclusive and more effective responses
for those groups. For example, if in a DDoS attack, the response system knows
about coordinated attacking sources, it can respond by blocking exclusively in-
coming requests from these sources. Otherwise, it will apply a threshold on the
total received flow by the server, which may have a more penalizing effect (e.g.
discarding requests of legitimate users). Moreover, approaches based on offline
attack graphs generation modules has been proposed (e.g. [19]). With those
approaches, an abstract attack graph covering all possible attacks paths is gen-
erated before running the system, and then attacks nodes are instantiated as
corresponding attacks are observed online. Nevertheless, we think that our ap-
proach of dynamically generating instantiated SAG is more suitable for response
systems: On one side, considering a SAG, when an attacker does not continue its
trip to reach a critical goal, we can deduce that he is been blocked by another
one. This exclusive property offers the safe possibility to avoid reacting against
already blocked attackers. On the other side, when a minor change occurs in
the system (e.g. adding a machine), it can be easily taken into consideration
when dynamically generating instantiated attack graphs. This is not the case for
offline graphs, which should be regenerated each time the system changes.

7 Conclusion

In this paper, we introduced a new formal description of attacks that models
individual, coordinated and simultaneous attacks. We then chose an appropri-
ate language, the Situation Calculus, to model these actions. Additionally, we
presented a new method, based on Set Theory and Graph Theory, to generate
simultaneous attacks graphs. These graphs leverage response systems means to
estimate the global risk inferred by simultaneous ongoing attacks, and to rea-
son about appropriate responses. Finally, we presented a Simultaneous Attacks
Planner that generates attack scenarios, which are required for graphs construc-
tion. The complexity and performance of this planner is studied, and it turns to
be competitive for an average-size system.

As future work, we intend to estimate the risk [20] inferred by simultaneous
attacks on a system network. Precisely estimating this risk is crucial for response
system to react intelligently against the most dangerous attacks. We will also
study the applicability of SC to model a response system that is able to launch,
concurrently, different reactions against simultaneous ongoing attacks.
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Abstract. Geolocation, the mapping of a network entity with its geo-
graphical position is used frequently in today’s internet. New location
aware applications like e-commerce, web site content and advertisements
are just some examples of what has appeared since the last couple of years.
Regarding network security, Geolocation also has a significant impact,
since it offers possibilities for advanced network security (e.g., including
sophisticated geo-based attack correlation/classification). However, deter-
mining the physical position of a network entity is challenging, as there
is no inherent relationship between an IP address and its geographical
location. In addition, with the introduction of IPv6, the address space
is enhanced by a factor of 296 making the process far more complex in
comparison to IPv4. Although numerous techniques for Geolocation are
existing, each strategy is subject to certain restrictions. Therefore, this
publication illustrates and evaluates different approaches of Geolocation.
Furthermore, strategies to obtain additional information related to the lo-
cation of IP addresses are examined. After considering procedures how
to verify the achieved data and following the ideas of Endo et al., we are
designing an architecture for a combination of different methods for opti-
mized Geolocation. Finally we introduce and evaluate our Proof of
Concept called geolabel, a tool capable of mapping IPv4 as well as IPv6
addresses to certain geographical locations on a country level.

Keywords: IP Geolocation, IPv6, prosecution of computer fraud, at-
tack attribution, network analysis.

1 Introduction

Within the Internet, addressing a host or an entity in general is nowadays almost
exclusively done by the use of the TCP/IP protocol suite and here especially with
the use of the Internet Protocol (IP) and the corresponding address (also called
IP address respectively IP).

1.1 Problem Statement

The IP address space of the Internet is maintained by the Internet Assigned
Numbers Authority (IANA) which in turn subdelegates its responsibility - de-
pending on the geographical location to five so called Regional Internet Registries

G. Wang et al. (Eds.): CSS 2013, LNCS 8300, pp. 151–170, 2013.
c© Springer International Publishing Switzerland 2013



152 R. Koch, M. Golling, and G.D. Rodosek

(RIR). In return the RIRs are assigning smaller address ranges to different Local
Internet Registries (LIR), National Internet Registries (NIR) as well as Internet
Service Providers (ISP) [1].

Latest at the level of the ISPs, the hierarchical allocation of IP addresses be-
comes far less stringent. ISPs are given an high level of freedom on how they like
to allocate their addresses to their customers. So, very often different methods
are in place. In addition, larger organizations such as Apple or IBM have their
own address block (in case of Apple the block 17.0.0.0 / 8). This can lead to the
fact that, within a few square meters, completely different IP addresses resp. IP
addresses of different address blocks, depending on the ISP of the user, are in
place. An obligation to publish details about the geographical distribution of IP
addresses however does not exist at this level.

1.2 Examples for Geolocation

Content Localization: The main application for Geolocation is content local-
ization. An example would be someone who types the word “cars” into a search
engine and only receiving results on cars in the local area [2]. Geolocation al-
lows to present content dynamically in different languages or provide the local
weather forecast. Another field of application is targeted advertising for placing
ads based on the estimated geographical origin of a user.

Network Management and Routing: In the field of academic research and
for ISPs, Geolocation helps to simplify network management and supports net-
work diagnostics, for instance to detect routing anomalies. Furthermore it is a
key enabler for efficient routing policies, traffic labeling and load balancing. Con-
tent Delivery Networks optimize the load balancing between their servers and
provide better traffic management for downloads based on information gained
through Geolocation.

Network Security: New location aware applications like e-commerce, web site
content and advertisements are just some examples of what has been appeared
since the last couple of years. Regarding network security, Geolocation also has
a significant impact, since it offers possibilities for advanced network security
(e.g., including sophisticated geo-based attack correlation/classification): Cur-
rently, due to the way the Internet works, attacks can be executed from nearly
everywhere. However, for an attribution, besides knowledge of logical addresses
(e.g., IPs and Ports), knowledge about geographical addresses is also very im-
portant - the origination of an attack. Thus, Geolocation is a prerequisite for
criminal prosecution, especially in the context of a cyberwar, in order to be
able to trace back an attacker (ex post investigation/forensic). As a recent study
from the security company Mandiant [3] - claiming to analyze China’s Cyber
Espionage Units - proclaimed, “a large share of hacking activity targeting the
US could be traced to an office building in Shanghai”. Although the Chinese gov-
ernment has denied the accusations [4], the political pressure on China from the
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US continues. In return, it also seems that the US government has been hacking
Hong Kong and China for years [5]. Both examples show how important an attri-
bution in cyber space is and thus the rising importance of Geolocation to support
attribution. Geolocation is also a necessary condition for identifying and exam-
ining the network structure of the opponent in order to (i) counterattack (for
example in a Cyber Conflict) and to (ii) finally bring down the attack. Although
numerous techniques can be used to scramble the real IP address of an attacker
(e.g., NAT, proxies, anonymizing networks like TOR or the use of Bots, which
are under control of the attacker), here, tracing and locating the geographical
position can also support subsequent activities like isolating a system.

Besides that, Geolocation can also be used very successfully to increase the
security of a network during its operation mode (i.e. before an intrusion actually
has taken place; ex ante). Based on attacks detected (e.g., by Intrusion Detection
Systems such as Snort), a correlation of these attacks with new connections is
possible as well. Thus as a consequence, new connections originating from a
location very close to where a recent attack was launched may be inspected
in more detail in comparison to normal network traffic. Analog to greylisting in
emails, Geolocation allows to (i) correlate attacks detected with new connections
(attack correlation) and as a consequence (ii) to classify traffic a priori as more
suspicious (thus particularly allowing to inspect this traffic in more detail, for
instance performing a deep packet inspection on this traffic while the regular
traffic is only inspected flow-based).

1.3 Structure of the Publication

The aim of this publication is to design a method for advanced Geolocation of
IP addresses with specific focus on IPv6. Following the idea of Endo et al. [6],
this publications tries to overcome shortcomings of existing approaches with a
combined solution of different methods.

The paper is structured as follows: A short overview of state-of-the-art Geolo-
cation techniques and tools is presented in Section 2. Thereafter, our architecture
is illustrated (Section 3) as well as the corresponding Proof of Concept (Section
4), before an evaluation is performed in Section 5. Finally, Section 6 contains a
Conclusion and Outlook.

2 Related Work

This section starts with giving a brief overview of the differences of IPv4 com-
pared to IPv6. After that, an overview of Geolocation strategies, including a
brief summarization regarding signification and eligibility in respect of IPv6 is
given.

2.1 IPv4 versus IPv6

The main addressing scheme in recent networks, including the global Internet,
is based on the Internet Protocol. The most prevalent version IPv4 is mentioned
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in RFC 791 [7]. According to information from 2010 [8], about 47.3% of the
IPv4-address space is allocated to the United States, followed by 39.7% for the
rest of the top 15 countries of the world. This is mainly due to the historical
development [9]. Hence, there is only 13% of the whole IPv4-address space left
for other countries as well as for future services where more and more devices
will communicate with IP [9]. Consequently, in February 2011, IANA allocated
the last blocks of IPv4 addresses.

RFC 2460 [10] describes the next generation of the Internet Protocol, known
as IPv6, which is an evolution of its predecessor with focus of keeping the tried
and trusted, and to overcome the weaknesses of version four. Thus, scalability
and flexibility is given priority to address the expansion rate of the Internet as
well as the requirements of the current and future services [9]. Amongst others,
main new features of IPv6 include [11]:

– Increased address space (from 232 addresses to 2128)
– Simplifying and improving the protocol frame (header data), which relieves

routers computational effort
– Stateless Address Autoconfiguration (SLAAC) of IPv6 addresses; stateful

methods such as Dynamic Host Configuration Protocol (DHCP) are unnec-
essary when using IPv6

– Build-in support of Mobile IP and multihoming
– Implementing IPsec in IPv6 standards, which allows for encryption and ver-

ification of the authenticity of IP packets (but not mandatory any longer)
– Support of network technologies in terms of quality of service and multicast

2.2 Existing Methods for Geolocation

Endo et al. [12] divides Geolocation approaches in two main categories:

– IP address mapping based strategies (passive)
– Measurement based strategies (active)

This corresponds with other classification efforts, e.g., Dahnert [13] and Eriks-
son [14]. Padmanabhan et al. [15], whose work is to be considered as the first in-
vestigation on IP address Geolocation, describes three different categories which
nevertheless can be classed in those mentioned above [16].

Passive IP Address Mapping Based Strategies
Usually approaches based on IP address mapping are relying on lookups against
databaseswithout direct interactions involving the target system [12, 17].
Relating examples are the Domain Name System (DNS), datasets maintained
by the five RIRs or analysis of Border Gateway Protocol (BGP) message (see
below). This can also be done by crawling websites and extracting associated
Geolocation information [18].
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Geolocation Databases: The use of Geolocation databases (also known as geoser-
vices) for mapping a given IP address to a physical location is common for
services relying on coarse-grained estimations only. Geoservice provider like Max-
Mind [19] or Quova [20] offer their products either for free or commercial use,
whereby commercial ones are more accurate [21, 22]. The location estimation is
performed by looking up a given IP address in the corresponding datasets. Hence,
accuracy, reliability and scope depends on the geoservice provider [21–23]. Most
provider seem to use exhaustive tabulation of public as well as private data re-
ceived through cooperating ISPs [15, 24]. However, due to the lack of concrete
knowledge how the datasets are collected and the missing large scale ground-
truth, an evaluation is difficult [23]. In addition, the algorithms and method-
ologies employed by the provider are proprietary; as a consequence, accuracy
and credibility of such services has to be considered as questionable [22, 25, 26].
Nevertheless different empirical studies [21–23] have proven an accuracy of geo-
databases from 96% up to 98% at country level.

Regional Internet Registries: Information about which RIR is currently main-
taining a certain IP address block can be obtained by downloading the latest
delegations. These files are also indicating, besides Autonomous System Number
(ASN) and IP version, related geographic data on country level. More detailed
intelligence about particular addresses respectively ranges is available by using
the Whois protocol [27]. The client application Whois is named the same way
and integral part of each common OS. Querying a RIR for a given IP typically
results in information like relating IP range, customer respectively organization
details, point of contact as well as listing country, city, zip codes and further
geographic details. Several approaches using such data have been published tak-
ing advantage in terms of Geolocation. NetGeo [28] [15], which uses a database
build by Whois records as well as ASN (to map IP addresses onto geographic
locations [12]), is one example.

Domain Name System: In addition to querying the databases of the five RIRs,
the Whois client application can also be used to extract geographic information
through the Domain Name System [29], which is a worldwide hierarchical system
for mapping FQDN respectively domain names to IP addresses [17]. In compar-
ison to the RIRs, there are no central regional administrations. Since the name
space is divided into categories such as ”Generic top-level domain” (gTLD) or
”country code top-level domain (ccTLD)” and structured in a hierarchical way,
queries have to be performed along this hierarchy, resulting in location infor-
mation as well as further intelligence like organization, nameserver (valuable
starting point for obtaining further intelligence) or point of contact [17, 30].
Another way to benefit from DNS in terms of Geolocation is the approach pub-
lished in RFC 1876 [31]. In his experimental paper “A Means for Expressing
Location Information in the Domain Name System” [31] Davis proposes to add
geographic data such as longitude, latitude and altitude within a new DNS re-
source record, called LOC record. Although this record is not widely established,
it still holds information according to the location of a relating (sub)network or
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host. Since this may be a security risk, accuracy and reliability are depending
on the responsible administration [31, 32].

GeoCluster divides the entire IP address space into blocks or clusters. The basic
assumption is that all IP addresses of a cluster can be found in the same region.
Thus, based on the allocation of a cluster to a geographic region, the actual
location of the destination system is suggested. Consequently, in order to assign
a logical address to a cluster, extensive information on the general distribution
of the IP portfolio is required. This information is obtained by the evaluation of
Border Gateway Protocol (BGP) routing tables/BGP address prefixes, Whois
databases and information gathered from other sources such as ISPs or registry
data from Service Providers. Due to the fact that the records of the databases
are usually not checked intensely for correctness, a deliberate falsification is
possible. The same applies to the Whois protocol. A mapping of a single IP to
a precise location is also not easily possible, because usually only the address of
the headquarters of the owner is deposited. This in turn brings no benefit if the
corresponding autonomous system is geographically widely distributed.

Active (Measurement-Based) Strategies
In comparison to strategies based on IP address mapping, measurement-based
approaches are inferring the approximate geographical location of a host, either
through active delay measurement by probing the target system, or
passive traffic analysis which does not insert additional packets [25]. To be suc-
cessful, passive techniques require appropriate measurement equipment [33] as
well as a traffic generating target systems. Furthermore, it is necessary that this
traffic passes installed monitoring systems [17].

GeoPing: Common approaches like GeoPing [15] are working with well known
location information of reference hosts, also called Landmarks or Vantage Points
[12, 15]. GeoPing is a method that utilizes the correlation between latency val-
ues (such as Round Trip Time; RTT), and a geographical distance [34]. The
existence of this relationship is a fundamental part of the GeoPing algorithm
and at the same time represents a major challenge. In contrast to conventional
opinions, that such a correlation does not exist, Ziviani et al. confirm their very
existence [35]. The conclusion to the geographical position of a host is done
using so-called landmarks (entities with known location). For this purpose, the
minimum RTT of the client to the landmarks is measured and the results are
then transferred to a map (see Figure 1). The granularity of the results depends
largely on the amount and location of usable landmarks [35]. Also distortion
caused by, for example, routing loops, the last mile and safety aspects repre-
sent fundamental problems in locating an IP address. The accuracy of the re-
sults provided in GeoPing is limited to a discrete solution space, which in this
context means a concrete landmark and not a region. GeoPing has an impor-
tant shortcoming, since it relies on a discrete set of possible geographical loca-
tions. To overcome this, techniques like Constraint-based Geolocation have been
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Fig. 1. Functionality of GeoPing

introduced [36], which are using multilateration and are resulting in continuous
reliability areas for position estimation.

Constraint Based Geolocation (CBG) was developed to deal with the problems
of a discrete solution space for the localization, using landmarks (see GeoPing)
[6]. In ”Constraint-based geolocation of internet hosts” [37] Gueye et al. provide
an approach based on multilateration (see Figure 2), where the position of a
host is also determined based on the distance to known landmarks. Here, a
continuous solution space is achieved by using two values: a minimum and a
maximum distance. Based on latency measurements of signals in fiber optic
cables as well as the assumption that up to the last mile (respectively satellite
links) almost all lines are made of fiber, the theoretical minimum distance is
assumed to be min = 2

3c; where c is the speed of light [38] (represented in
Figure 2 by complete circles), the maximum distance is represented by max = c
(represented in Figure 2 with the use of dashed circles). The intersection over
all discovered circular functions (minimum and maximum distance) is used to
determine a geographic region whose center is assumed to be the exact position
[37]. CBG deliberately makes an overestimation of the upper limit to ensure that
the solution space is not empty. This, however, at the same time increases the
intersection and thus the potential target area. Accuracy is influenced by the
number of available landmarks [35] and their positions. A fundamental problem
in this case are firewalls, proxies and Intrusion Detection Systems. Since CBG
exclusively uses Ping-based methods to determine the delay, it can be assumed
that many measurements are faulty.

Hybrid Approaches
Basically, hybrid approaches are combining delay measurement and IP mapping-
based strategies to increase accuracy and reliability of the location estimation
by overcoming the respective general limitations.

Topology Based Geolocation (TBG) is an evolved variant of CBG, also taking
topological aspects into account and thus increasing the accuracy significantly.
TBG is only an extended version of the CBG-algorithm and thus raises the
same problems. In addition, the reduction of errors is done at the expense of
performance.
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Octant is a modular framework for Geolocation, which uses a variety of geometric
curves, known as Bézier curves, to determine the physical location of a target
system, as well as positive and negative conditions [6, 40] (see Figure 3). The
framework, developed by Wong et al. [40], was built on the results of TBG
and extends this approach by using network nodes of the path towards the
client as additional landmarks. The modular design enables Octant to formulate
additional constraints that can limit a possible geographic region significantly.
These constraints are based on collected demographic data, for example, and may
limit the location of a possible site to inhabited areas. Other possibilities are the
introduction of information from RIRs and the use of Geoservice providers such
as MaxMind or Quova. Nevertheless, also Octant has the same problems TBG
or CBG has.

Geolocation IPv6
In general, IP mapping-based as well as measurement-based approaches can be
applied for geolocating IPv6 addresses, since the basic principles are protocol in-
dependent. Thus, the same limitations apply. Considering the enhanced address
space of IPv6 by factor 296 and new introduced features, certain further con-
straints have emerged. The larger address space itself has no direct implications
from the point of Geolocation. However, due to Stateless Address Autoconfigura-
tion (SLAAC) and a discontinuity of the Dynamic Host Configuration Protocol
(DHCP), the distribution of IP addresses is differently in comparison to its pre-
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decessor. In combination with the abolishment of Network Address Translation
(NAT), an opportunity to track a particular host is offered. Basically this is pos-
sible, since the Interface Identifier, a part of the IPv6 address, is partly derived
from the MAC address of the corresponding network interface [9, 17]. This prob-
lem has already been addressed by randomization, although it is not common
for every device and implementation [41, 42]. Considering that, according to
Trostle et al. [41] an IPv6 address narrows the approximate physical location of
its relating host to at least city level.

Overview of Methods and Approaches
Table 1 provides a brief overview of methods and approaches for Geolocation.
Column one lists some of the previously discussed methods. The second col-
umn indicates whether the approach relies on the use of landmarks. The third
column indicates whether the approach uses active/passive methods or a com-
bination (hybrid). The fourth column provides information about the solution
space. Column number five indicates whether the approach is suitable for IPv4
and/or IPv6. Finally, resources needed referring to technical (amount of devices,
knowledge etc.) as well as economical aspects are listed in column six.

Table 1. Overview of Geolocation approaches

Method Landmarks Passive/ Solution IP Resources/

required Active/Hybrid Space version Effort

Geoservices - passive discrete 4 & 6 middle
Address block based - passive discrete 4 & 6 low
Whois RIR - passive discrete 4 & 6 low
Analysis of FQDN - passive discrete 4 & 6 middle
DNS LOC record - passive discrete 4 & 6 low
Whois DNS - passive discrete 4 & 6 low
GeoCluster - passive discrete 4 & 6 middle
GeoTrack - passive discrete 4 & 6 middle
NetGeo - passive discrete 4 low
IPv6 IP-LOC - active/passive discrete 6 middle
Pure delay measuring

√
active/passive discrete/continuous 4 & 6 high

CBG
√

hybrid continuous 4 & 6 high
TBG

√
hybrid continuous 4 & 6 high

Octant
√

hybrid continuous 4 & 6 high

2.3 Evaluation of Related Work

Performing an evaluation of the approaches presented is not easy (see Table 2).
This is mainly due to the fact, that (i) not all of them publish information about
the corresponding accurateness and (ii) the source code is not publicly available.
Since NetGeo was officially discontinued in 1999 and thus is no longer developed
and - as a consequence - is no longer fully available as a web-based solution, this
approach is no longer considered for further considerations within this paper
[43, 44]. Due to the lack of access to the information needed, GeoCluster and
GeoTrack are also not considered within the architecture and the corresponding
Proof of Concept (PoC) [34].
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3 Overview of our Architecture

The previous section has shown that each strategy is subject to certain restric-
tions. E.g., the accuracy is too low, a complex infrastructure is needed for the
execution of the programs or no selection of active or passive measurements is
possible. Following the idea of Endo et al., we already presented a new algorithm
which combines several Geolocation techniques to increase the accuracy [45]. The
algorithm is able to locate IPv4 addresses with a high accuracy of 99 percent on
country level, outperforming current approaches (see Table 2). Because of the (i)
usage-limitation to single IP addresses and (ii) the restriction to IPv4 addresses,
it was not an appropriate solution for building comprehensive datasets based on
IP blocks or ranges, nor a future-oriented solution (in terms of IPv6). Therefore,
we present a new algorithm for the Geolocation of IPv6 addresses and IP ranges.

Table 2. Evaluation of Related Work

Method Localisation Level Accuracy

IP2Geo Country/ISP 98%
(GeoPing,GeoCluster, GeoTrack) [46] Region 75%

City 63%
CBG [37] Western Europe (Median Error) below 25 km

U.S. (Median Error) below 100 km
Octant [47] Median Error 22 miles
Structon [48] Province 93,5%

City 87,4%
Our Approach [45]
Paranoid Mode Country 99,78%

City 87,57%
Regular Mode Country 99,78%

City 90,49%

3.1 Components of the Algorithm

Our new algorithm is built from components as follows:

Geodatabases
Since geodatabases are commonly proprietary and the methodologies employed
by geoservice providers (to build and maintain them) are neither clear nor pub-
licly available, their consistency and accuracy is considered questionable [49].
But according to Poese et al. [22] such datasets are providing correct geographic
locations at country level in 96% to 98% of the cases, at least in terms of IPv4.
Additional other studies have revealed similar results [21, 23].

Regarding IPv6, to the best of our knowledge, no comprehensive research, ex-
cept Zander [50], has been published. But even in this case, it can be assumed
that at least on a country basis, those sets are providing correct location estima-
tions depending on the geoservice provider. Although 96% to 98% (for IPv4) is
quite high, we have decided to crosscheck the information with other geographic
data in order to improve the results. The former PoC uses four geodatabases
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for a first coarse-grained location estimation and to limit the possible solution
space by restricting further steps to particular countries. Therefore, it is obvi-
ous to use the same geoservice providers (MaxMind, HostIP, IP2Location and
IPInfoDB) again [19, 51–53]. However, current investigations have shown that
IP2Location and IPInfoDB are now under the same administration and therefore
provide the same results (IPInfoDB uses the IP2Location Lite version and refers
to the IP2Location Commercial version) [54]. Moreover, even the free databases
are only available after a registration, which was not possible during our work,
because neither a registration email nor further information could be obtained.

HostIP, a database mainly relying on voluntary information, has been eval-
uated as less accurate than the other ones [22, 23] and thus has the lowest
influence on the location estimation within the former PoC. As, the database
not available in the Internet any longer, HostIP is therefore not presenting a
suitable alternative.

In comparison, MaxMind has been evaluated several times and is also the only
provider which was analyzed in terms of IPv6 [50]. In addition it “is one of the
pioneers in geolocation, founded in 2002, and it provides a range of databases”
[55] as well as monthly updates and APIs for different programming respectively
script languages like Perl and C.

Because of the lack of free and appropriate alternatives, MaxMind is now the
only geoservice provider left for an adaption within the scope of the PoC. In
addition, MaxMind provides different levels of accuracy, ranging from (i) coun-
try to longitude and latitude, and (ii) free to commercial sets. Although the free
databases offered by MaxMind are less accurate than the commercial ones, stud-
ies have shown that this difference is slightly lower than expected [21–23, 50].
Keeping this in mind as well as the objectives of our work, the free databases -
as shown in Table 3 - are used within the new PoC.

Table 3. Overview of used MaxMind databases (date: July’13). GeoLite City IPv6 is
currently in beta state.

Database Records ASN AS IP Blocks/ country

Provider Ranges

GeoLite City 1 999 247 - -
√ √

GeoLite City IPv6 15 095 - -
√ √

GeoLite ASN 197 447
√ √ √

-
GeoLite ASN IPv6 12 651

√ √ √
-

Databases of RIRs
As already stated, a crosscheck is used within our approach to improve the
results. Therefore, after the analysis of the IP address (based on geodatabases)
is performed, data of the RIRs is used for the verification of the results. Therefore,
the cost-free Whois-service is integrated into the algorithm. Unfortunately, the
different RIRs are using different query and output schemes. Because of that, it
must be differentiated where the address is registered to execute a correct direct
query. Pattern matching and regular expressions are used to analyze and extract
the geoinformation from the result sets.
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Code Databases
For the further analysis of the fully qualified domain name (FQDN), the algo-
rithm is using code databases. Four types of such databases are available: City-,
regional-, airport- and radiobeacon-codes. For the implementation, cumulated
databases of the International Air Transport Association (IATA) and Very high
frequency Omnidirectional Radio range (VOR) are used. In addition, beacon
codes are considered, too. Here, the network entity, the primary DNS server iden-
tified by the Start of Authority (SOA) Record and the hops in the catchment
area of the target address identified by route tracing are examined. Therefore,
the country code of the targets (queried from one of our databases) is used to
narrow down the results. Each FQDN is split into its individual segments with
the help of pattern matching and regular expressions. The verification of the
Geolocation based on code-databases is the last step of the process. In order to
merge the output of the three components of the algorithm, different weightings
are used based on the concrete usage of the algorithm (see below). In particular,
three basic modes are implemented, whereof two are presented in more detail in
Section 4: create and verify.

3.2 Sources of Error

Because of the heterogeneity of the different databases and information sources,
different errors are possible. On the one hand, the transfer of million of records
into a common format is nontrivial. On the other hand, other aspects have
to be considered, e.g., failures when querying the RIR databases or errors in
the traceroute runs. In detail, different sources of error in the weighting and
verification process are:

Geodatabases
As different empirical studies have shown, geodatabases are by far not complete
[56–59]. Deliberate or unwanted falsifications are possible within the data sets. As
HostIP for instance is filled entirely based voluntary input, this is particularly a
risk for corruption. By using multiple verification steps, as used in our algorithm,
different results can be recognized and attenuated.

Databases of RIRs
The databases of the RIRs can have errors or can be manipulated as well. Also,
there is no standardized query. This strongly hampers the automatic evaluation
of addresses.

Code Databases
The most important problem arising by the use of code databases is the overlap-
ping of information. Especially airport- and radiobeacon-codes can have many
overlaps among each other.

Therefore, it is recommended to use the country code as the precondition
before the verification process (with the code databases) is performed (as done in
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our PoC). This may lead to additional errors, because a preliminary containment
is required.

4 Proof of Concept

Within this section, the PoC (called geolabel) for the Geolocation of (IPv6) ad-
dresses and IP ranges is presented.

4.1 Program Modes

Two basic program modes are available to cover the requests for assignment,
namely:

– Create: The mode create is one of the three basic features. It is responsible
for obtaining all required resources as well as querying the RIR according
to the prefix. In addition, the responses are analyzed in terms of location
information and further intelligence.

– Verify: The verify mode is executed after the create mode and tries to ver-
ify the extracted location information by comparing it with different other
resources like for example the geodatabases provided by MaxMind. Hereby,
the weighting algorithm is applied to respect the significance of the different
data sources (see below).

4.2 Weighting Algorithm

With regard to Geolocation, the verify mode is quite important, since it compares
different sources according to their location estimation. Here, each source has
to be weighted after certain aspects: The first stage of the verify mode is to
obtain all needed files, like the MaxMind GeoLite databases. Afterwards all sets
are correlated, processed and stored. The data is then used to update missing
records. Therefore an Patricia-Trie is used, which allows to compare IP ranges
bit by bit. Geolabel provides certain parameters which can be used to define the
amount of bits to be shifted. The pitfall at this point is that by shifting bits,
correct IP prefix to ASN mappings can not be guaranteed. Hence this has to be
included in the weighting algorithm. After the updates are done, all tables are
correlated to build a dataset for each IP range (extracted in create mode). One
set consist of an IP range, the relating address prefix and four country codes
obtained by the following sources: To determine which country may be inferred
for the location estimation of a certain IP range, the country code from each
source is considered individually. Based on this, several variables are used to
calculate an estimation value for each estimation according to the source, see
Table 4. Since it has been demonstrated that geodatabases are accurate by 96%
up to 98% [22], the lower bound is chosen to express this fact.

All country estimations are analyzed according to their validity or if they are
equal to EU (European Union) or AP (Asian Pacific), which causes a depreci-
ation, since both are usually only used when a specific country code has not
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Table 4. Influence of different variables on the estimation value according to the source

Source Country Code Netmask Bit Shifting Rank

Whois queries
√ √

- 3
MaxMind geodatabases

√
-

√
4

Relating address prefix
√ √ √

2
Relating ASN

√
-

√
1

been designated (for instance satellite connections or the IP range is currently
not assigned). For the codes obtained by Whois queries and address prefixes,
the prefix length respectively the netmask will be taken into consideration. Ac-
cording to Freedman et al. [60] prefixes with short netmasks tend to be more
geographically dispersed than longer ones. Considering that, a longer prefix has
less influence than a shorter one. All sources which are updated or correlated
by bit shifting are weighted additionally, since this may cause wrong assignment.
Thus the amount of bits shifted has to be taken into consideration. To determine
an overall country inference including an overall estimation value, all obtained
country codes as well as the calculated estimations values are correlated. This is
done according to the following cases:

1. Decision by majority
2. If two solutions are possible (parity), the decision is made by taking into

account the weighting factors
3. If there is no consensus at all, the decision is made according to the rank of

each source, whereby the geodatabase has the highest one and thus is chosen
in the first place if a country is provided

All countries which are obtained, but not used for the overall country inference,
are marked and stored as optional solutions, but without any rating. Thus the
solution space is increased.

After that, the analysis of the hops can be done. If it was possible to resolve
the complete path, the last two hops are examined. Otherwise, the last hop
which can be resolved is examined. Finally, if a VPN connection had been used,
the connection is closed down and the program run is completed.

4.3 Known Shortcomings

Different studies have shown [21–23] that geodatabases are commonly based on
proprietary methodologies. Thus they are questionable in terms of reliability,
scalability and maintainability. Considering that “prefixes within databases are
not clearly related to IP prefixes as advertised in the routing system” [22], the
datasets may be corrupted by unwanted or intentional falsifications [45]. In ad-
dition, data provided by Whois may be outdated, incomplete or even hijacked
[17]. Thus the obtained information has to be verified. Next to incomplete sets,
malformed records have also been observed. For the lack of groundtruth and con-
crete figures, the weighting algorithm is based on assumptions which have been
deduced from research work and studies over the past few years (see also [45, 61]).
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In addition, because of missing recent studies in terms of IPv6 Geolocation, the
algorithm is applied for both versions in the same way.

5 Evaluation

To evaluate the accuracy of the PoC, testruns with tuples of known IP address to
location mappings have been applied. Obtaining an appropriate amount of these
tuples is difficult because of a missing groundtruth. Therefore, it is typically
done by using personal connections to certain ISPs or other sources which are
able to provide such data. Research networks are another way to obtain the
needed information and thus are used as well. Two active measurement projects,
Archipelago (Ark) maintained by the Cooperative Association for Internet Data
Analysis (CAIDA) and RIPE Test Traffic Measurement Service (TTM) [62, 63],
are publishing FQDNs as well as relating geographic positions. In addition, all
monitors of the RIPE TTM project are equipped with GPS. Another source
which has been identified is TOR, which provides the possibility to specify the
countries where the Exit-Node is located.

The first step of the testing procedure is to build a basic dataset using the
create mode for both IP versions. Afterwards the obtained information are ana-
lyzed by using the verify mode, which results in a dataset used in the evaluation
procedure. In preparation for the evaluation per se, all testing sets have to be
processed to a proper format, since the address information obtained from Ark
and RIPE TTM are only provided as FQDN. Thus the IP addresses have to be
queried by using the host command or dig, for instance. In addition, all verified
sets are used to build a Patricia-Trie with an IP range as (primary) key and the
relating country as well as optional ones as value. Next, the created Patricia-Trie
was used to match all IP addresses of the evaluation set to a certain range and
compared to the relating countries. If the countries are not matching in the first
place, optional ones are used for further investigations, resulting in consensus or
no match at all and thus no positive rating on a country level.

About 59% of the IP addresses have matched in first or second place (see Table
5). While the datasets provided by Ark and RIPE TTM are considered to be
accurate, TOR is still based on assumptions. Without TOR, the matching rate
raises up to about 72%. But this value has to be considered carefully, because
now the set consists of 163 tuples which is not enough to prove a certain accuracy.
Since the results are much lower than expected, it has to be questioned what
the reasons therefore are, considering the supposed accuracy of the involved
geodatabases. One reason may be that no bit shifts have been applied. There
are several possibilities during the whole procedure (of creating and verifying)
to adjust the amount of bits shifted and thus to increase the likelihood for a
successful IP to country mapping. Another reason may be corrupt or outdated
sets from MaxMind, since all tests have been conducted with the same GeoLite
databases which have not been updated for over one month. Also, the reliability
and accuracy of all sets based on TOR may be disputable.

As already determined, an accurate evaluation for IPv6 is not possible yet due
to the lack of a comprehensive groundtruth. Table 6 shows the current results
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according to the available test field: Therefore, the PoC has an accuracy of
about 79% on country level. Considering the enlarged address space of IPv6 as
well as the fact that the results are obtained without any use of bit shifting, the
matching rate may be increased by applying certain bit shifts.

Table 5. Evaluation result IPv4, E describes the amount of test IP addresses, locipr
describes a match in first and locOptipr second place, ∅ stands for no match at all. S
is the amount of sets to check against, after verify mode has been applied

Source E locipr locOptipr ∅
Ark 77 46 1 30
RIPE TTM 86 70 0 16
TOR 3 722 2 554 78 1 090∑

3885 2670 79 1136
% (overall) 100 68.73 2.03 29.24
% (Ark & TTM only) 100 71.17 0.61 28.22

|S| = 6 032 219

Table 6. Evaluation result IPv6

Source E locipr locOptipr ∅
Ark 23 18 0 5
RIPE TTM 36 29 0 7∑

59 47 0 12
% 100 79.66 0 20.34

|S| = 192 368

6 Conclusion and Outlook

Determining the physical position of a network entity is challenging as there is
no inherent relationship between an IP address and its geographical location.
Thus research facilities, legal authorities as well as industry are showing an
increasing interest on certain Geolocation strategies. With the introduction of
IPv6, the address space is enhanced by a factor of 296, rendering this process even
more complex in comparison to IPv4. Regarding IPv6 Geolocation in general,
except Zander et al. [50], no comprehensive research work is available. Since
the groundtruth data set obtained for an evaluation in terms of IPv6 is not
sufficient, it is difficult to assess the PoC in this field. Hence, without further
information (e.g., how IPv6 is applied in general for instance dispersion according
to IP address blocks as well as ASN), it is difficult to evaluate the accuracy of a
PoC. During the process of evaluation, some noticeable problems were observed.
For example, reserved IP address ranges respectively IP addresses have been
identified (192.168.0.0/16 etc.) during all tests; they have been extracted from
Route Views datasets obtained by CAIDA. Considering that, this implies that
they are announced by BGP, which may be subject to router misconfigurations.
The PoC is able to map IP addresses and ranges to a specific location on country
level. Despite the accuracy problem, the PoC has several advantages towards
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approaches which are not based on bulk data copies. One of them is that dial-
up users can also be located, since at least smaller ISPs tend to assign certain
address ranges regionally. The accuracy of the developed approach is currently
not as high as expected. The reasons for that may be outdated sets of involved
geodatabases. Considering the different results with increased accuracy by using
only groundtruth from Ark and Ripe TTM, this leads also to the question if
geodatabases are as accurate as they claim to be? Bit shifting may help to address
the problem and lead to a significant increase of the matching rate, but this has
to be analyzed in further investigations. To build further groundtruth, already
existing addresses can be traced and analyzed in terms of relating nameservers.
After extracting these information, the SOA as well as the last hops have to be
geolocated. Since SOA and last hops tend to be geographically near to the end
user [15, 64, 65], it can be inferred that they are located near the addresses of
the groundtruth set. This procedure may be applied recursively on every address
which is taken into consideration.

References

1. Internet Corporation for Assigned Names and Numbers (ICANN), Number Re-
sources (2013), https://www.iana.org/numbers

2. CSN interviews Frank Bobo, “You can really do that?” - the power of Geolocation
technology, ClientSide News Magazine 10(6), 6–9 (November/December 2010)

3. Mandiant, APT1 - Exposing One of China’s Cyber Espionage Units (2013),
http://intelreport.mandiant.com/Mandiant_APT1_Report.pdf

4. Jie, C.: Ministry of National Defense, The People’s Republic of China, China has
no cyber warfare troops: spokesman (2013),
http://eng.mod.gov.cn/Press/2013-03/01/content_4434894.htm

5. Lam, L.: South China Morning Post, Edward Snowden: US government has been
hacking Hong Kong and China for years (2013), http://www.scmp.com/
news/hong-kong/article/1259508/edward-snowden-us-government-has-been-

hacking-hong-kong-and-china

6. Endo, P., Sadok, D.: Whois based geolocation: A strategy to geolocate internet
hosts. In: 2010 24th IEEE International Conference on Advanced Information Net-
working and Applications (AINA), pp. 408–413. IEEE (2010)

7. Postel, J.: Internet Protocol, RFC 791 (1981)
8. BGPexpert.com, 2010 IPv4 Address Use Report (July 27, 2013),

http://bgpexpert.com/addrspace2010.php

9. Hagen, S.: IPv6. Grundlagen - Funktionalität - Integration, 2nd edn. Sunny Edition
(2007)

10. Deering, S., Hinden, R.: Internet Protocol, Version 6 (IPv6), RFC 2460 (1998)
11. Stockebrand, B.: IPv6 in Practice: A Unixer’s Guide to the Next Generation Inter-

net, 2007th edn. Springer (2006)
12. Endo, P.T., Sadok, D.F.H.: Whois Based Geolocation: a strategy to geolocate In-

ternet Hosts, IEEE International Conference on Advanced Information Networking
and Applications, Tech. Rep. (2010)

13. Dahnert, A.: HawkEyes: An advanced IP Geolocation approach: IP Geolocation
using semantic and measurement based techniques. In: Cybersecurity Summit, Sec-
ond Worldwide (WCS) (June 2011)

https://www.iana.org/numbers
http://intelreport.mandiant.com/Mandiant_APT1_Report.pdf
http://eng.mod.gov.cn/Press/2013-03/01/content_4434894.htm
http://www.scmp.com/news/hong-kong/article/1259508/edward-snowden-us-government-has-been-hacking-hong-kong-and-china
http://www.scmp.com/news/hong-kong/article/1259508/edward-snowden-us-government-has-been-hacking-hong-kong-and-china
http://www.scmp.com/news/hong-kong/article/1259508/edward-snowden-us-government-has-been-hacking-hong-kong-and-china
http://bgpexpert.com/addrspace2010.php


168 R. Koch, M. Golling, and G.D. Rodosek

14. Eriksson, B., Barford, P., Maggs, B., Nowak, R.: Posit: An Adaptive Framework
for Lightweight IP Geolocation, BU/CS, Tech. Rep. (July 2011)

15. Padmanabhan, V.N., Subramanian, L.: An investigation of geographic mapping
techniques for internet host, ACM SIGCOMM, Tech. Rep. (2001)

16. Stiemert, L.: Geolokalisation - Verfahren und Methoden, Seminararbeit, Univer-
sität der Bundeswehr München, Institut für Technische Informatik (October 2011)
(unpublished)

17. Thorvaldsen, Ø. E.: Geographical location of internet hosts using a multi-agent
system, Ph.D. dissertation, Norwegian University of Science and Technology (2006)

18. Guo, C., Liu, Y., Shen, W., Wang, H.J., Yu, Q., Zhang, Y.: Mining the web and
the internet for accurate ip address geolocations, INFOCOM, Tech. Rep. (2009)

19. MaxMind, Inc., MaxMind Geolocation Service (August 19, 2013),
http://www.maxmind.com

20. Quova, Inc., Quova’s geolocation services (August 19, 2013),
http://www.quova.com/

21. Huffaker, B., Fomenkov, M., Claffy, K.: Geocompare: a comparison of public and
commercial geolocation databases, Network Mapping and Measurement Confer-
ence (NMMC), Tech. Rep. (May 2011)

22. Poese, I., Kaafar, M.A., Donnet, B., Gueye, B., Uhlig, S.: IP Geolocation Databases:
Unreliable? Deutsche Telekom Lab./TU Berlin, Germany, Tech. Rep. (March 2011)

23. Shavitt, Y., Zilberman, N.: A Study of Geolocation Databases, School of Electrical
Engineering, Tech. Rep. (July 2010)
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Abstract. In Wireless Sensor Networks (WSNs), providing a robust
security mechanism with limited energy resources is very challenging
because of sensor node’s limited resources. Symmetric-key can fulfill the
requirement, but if the number of nodes is large, asymmetric-key cryptog-
raphy is the best natural method because of its scalability. Asymmetric-
key cryptography is power-hungry; nevertheless, Elliptic Curve
Cryptosystems (ECC) are feasible and more flexible for sensor nodes.
Scalar multiplication is the most widely used operation on ECC. Various
methods for fast scalar multiplication are based on the binary/ternary
representation of the scalar. In this paper, we present a novel technique to
make fast scalar multiplication on ECC over prime field for light-weight
embedded devices like sensor nodes. Our method significantly reduces
the computation of scalar multiplication by an equivalent representation
of points based on point order in a given interval. Since our technique can
act as a support for most existing methods, after an analytical and effi-
ciency analysis, we implement and evaluate its performance in different
scenarios.

Keywords: Elliptic Curve Cryptography, Fast Scalar Multiplication,
Wireless Sensor Networks.

1 Introduction

Security in Wireless Sensor Networks has attracted more and more attention in
recent years. Symmetric cryptography is the most suitable application in con-
strained platforms such as sensor devices. For a large number of devices, the
natural method employed is the asymmetric key cryptography algorithm be-
cause of its scalability. Compared to other asymmetric cryptosystems like RSA,
Elliptic Curve Cryptography is an emerging favorite due to its shorter key length
requirements for the same level of security strength [1]. The mathematical hier-
archy of elliptic curve involves three arithmetic levels: scalar arithmetic, point
arithmetic and field arithmetic [2]. Point operations involve points addition and
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doubling, tripling or quadrupling (or similar operations). Scalar multiplication
denoted by kP where P represents a point on the ellipic curve and k repre-
sents a scalar. The scalar multiplication is the central and most time-consuming
operation in ECC because it is used for key generation, encryption/decryption
of data and signing/verification of digital signatures. To perform fast computa-
tion of scalar multiplication, which is the major computation involved in ECC,
much research has been devoted to the point arithmetic level and the scalar
arithmetic [3-10]. On the scalar arithmetic level, the double-and-add technique
is the traditional binary algorithm which is based on points operations, namely
doubling of a point and addition of points. Also, well-known algorithms, such as
Non-Adjacent Form (NAF), window NAF, and sliding window [3], [9], can ef-
fectively reduce the number of point operations. Again, some other algorithms,
such as double-base chains, have been developed to compute faster scalar mul-
tiplication by using binary and ternary representation[4-6]. Thus, algorithms,
based on the aforementioned algorithms, optimize faster scalar multiplication[7],
[8], [10].

In addition, on point arithmetic, some schemes use algebraic substitutions of
the multiplication operations with squaring operations and other cheaper field
operations such as addition, subtraction and multiplication or division by a small
constant [10].

Recently, a new concept of using multiprocessor architectures to process sev-
eral operations of scalar multiplication simultaneously has been developed. At
the point arithmetic level, some algorithms parallelize ECC formulas to reduce
the time complexity of scalar multiplication [11]. At the scalar arithmetic level,
the algorithm in [12] parallelizes the series of doubling and addition operations
of a point on the binary algorithm with two processor architectures. For other
solutions, parallelization is done by partitioning the scalar into n equal-length
bit substrings on multiprocessor architectures [13],[14]. In very recent research,
this partitioning technique is used on the sensor nodes in [15].

In this paper, we propose a method to accelerate scalar multiplication. For a
given scalar multiplication kP, we replace it with an equivalent representation
dP where the scalar d <k . Our technique is based on point order and the
negative of point. Current research shows this is the first method based on this
technique. The proposed technique has the same level of security and retains all
the advantages of ECC. All the above mentioned algorithms can basically use
our technique to perform faster computation on scalar multiplication.

The rest of this paper is organized as follows: Section 2 describes some prelim-
inaries about ECC over prime fields; in Section 3, we present our new scalar re-
duction. After outlining the context of our contribution (Section 3.1), we describe
the new scalar reduction (Section 3.2), and make respectively, an analytical eval-
uation and efficiency analysis (Section 3.3) and (Section 3.4). In order to verify
our claims we implemented a simulator in Java and analyze its performance
(Section 3.5). Finally, Section 4 is related to our conclusions and perspectives.
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2 Preliminaries on Elliptic Curves over Prime Fields

In this section, a brief background description about ECC over finite prime fields
is given. An elliptic curve E over finite field F (of order n ) denoted by E(F) can
be defined by the long Weierstrass equation [2]:

E : y2+ a1xy+a3y=x3+a2x
2+a4x+a6 . (1)

where a1, a2, a3,a4 and a6 are elements in F.
The field generally used in cryptography relates to the prime field denoted

by Fp where p= qm and q a prime number called the characteristic of Fp. If
qm=p, Fp is called a prime field. In this paper, we work with a prime field Fp ,
where p >3. For prime fields, if the characteristic is more than 3, the Weierstrass
equation can transform to:

E : y2=x3+ax+b . (2)

where a and b ∈ Fp.
To be used for cryptography, the necessary condition is the discriminant of poly-
nomial:

f(x) = x3 + ax+ b,� = 4a3 + 27b2 �= 0. (3)

The points (x, y), where integer coordinates x, y satisfy the above equation
and the point at infinity denoted by ∞ is also a point on the curve and form
an abelian group. The group law mainly consists of two basic operations: point
doubling (2P) and point addition (P+Q) where P and Q are two different points
on the curve.

Given P=(xp,yp) and Q=(xq,yq) two points (�= ∞ ) which are on the elliptic
curve over Fp denoted by E (Fp). The points addition P+Q=(xpq,ypq) or point
doubling 2P=P+Q=(xpq,ypq) if P=Q can be calculated as:{

xpq = λ2 − xp − xq

ypq = λ(xp − xp+q)− yp
(4)

⎧⎪⎪⎨
⎪⎪⎩
λ =

yq − yp
xq − xp

, ifP �= Q

λ =
3x2

p + a

2yp
, ifP = Q

(5)

The negative of a point only involves the change of at most one of its coordi-
nate values in the point representation. For example, the negative of a point P
= (xp,yp) is its reflection in the x -axis: the point -P is (xp,-yp). Notice that for
each point P on an elliptic curve, the point -P is also on the curve.

3 New Scalar Reduction Method

3.1 Context

In this section, we present a new improvement in the scalar arithmetic level. This
improvement is based on specific reduction of the scalar in a selected interval.



174 Y. Faye et al.

Assume that Fp has a characteristic greater than 3. Let E (Fp) be an elliptic
curve over a prime field. Let #E (Fp) denotes the number of points of the elliptic
curve over E (Fp). #E (Fp) is also called the order of group of points. A well-
known theorem of Hasse states that [2]: |#E (Fp) - p - 1 ≤ 2

√
p |. Let G be a

cyclic group of E (Fp) of order n generated by a base point P (namely generator
point). The points in G are expressed as multiples of P : G=〈P〉={∞, P, 2P, .....,
(n-2)P, (n-1)P}⊆ E (Fp) with nP=∞. The order of point P (denoted by #P)
is n.

3.2 Description of Our New Scalar Reduction Method

In our approach, we replace the point, namely kP, in the main scalar multipli-
cation operation by an equivalent representation point dP (k and d two scalars
and k > d) in the interval [�n/2�+1, n-1], where �n/ 2� denotes the integer-part
function of n/ 2. As the negative of a point is obtained freely, we use it to make
fast computation. Given the point P=(xp, yp) in affine coordinates, to compute
the negative (inverse) of the point kP=(xkp, ykp), we can compute kP=(xkp,
ykp) and then change the sign on the y-coordinate (ykp). Notice that for each
point P on an elliptic curve, the point -P is also on the curve. Thus, we can
replace the point kP by an equivalent point representation dP utilizing the neg-
ative of point. For a secret scalar k (integer number), by the point kP, we get
an equivalent points representation dP by following the equations, in a general
case: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

a. If k > n , kP = dP where d = (k− �k/2�.n);
b. If k ∈ ]�n/2�, n-1], kP = dP where d = (k− n);

c. If k ∈ ]0, �n/2�], kP = dP where d = k;

d. If k=n or 0 or -n, kP = ∞;

e. If k ∈ [-(n-1), -�n/2�[, kP = dP where d = (n+ k);

f. If k ∈ [-�n/2�, 0[, kP = dP where d = k;

g. If k <- n, kP=dP where d=k+n.�|k|/2�.

(6)

In Elliptic Curve Cryptography k ∈ ]0, (n-1)], we get an equivalent representation
for point dP by equations (6.b) and (6.c) following:{

(b) If k ∈ ]�n/2�, n-1], kP = dP where d = (k− n);

(c) If k ∈ ]0, �n/2�], kP = dP where d = k.

We use an example of the above description in order to better express our re-
duction method.

Example: We choose the prime number p =23. Note that this process mainly
reflects our new protocol. In real cases, the p is much bigger than this. If we con-
sider the elliptic E over F23 defined by E (F23): y

2=x3+x+1, then # E (F23)=28,
E (F23) is a cyclic group. Let P(0,1) be a generator point. The points in E (F23)
are shown below:
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P=(0, 1) 2P=(6, -4) 3P=(3, -10) 4P=(-10, -7)
5P=(-5, 3) 6P=(7, 11) 7P=(11, -3) 8P=(5, -4)
9P=(-4, -5) 10P=(12, 4) 11P=(1, -7) 12P=(-6, 3)
13P=(9, -7) 14P=(4, 0) 15P=(9, 7) 16P=(-6, 3)
17P=(1, 7) 18P=(12, -4) 19P=(-4, 5) 20P=(5, 4)
21P=(11, -3) 22P=(7, -11) 23P=(-5, -3) 24P=(-10, -7)
25P=(3, 10) 26P=(6, 4) 27P=(0, -1) 28P=∞

For this example, the general and elliptic curve cryptography cases can be
shown respectively in Figure 1 and Figure 2. On one hand, we can see the gen-
eral case from Figure 1 that the points -34P, -6P, 22P, 50P have the same
coordinates. To process the point -6P (the negative of 6P), we compute the
point 6P and affix the minus sign to the y-coordinate. Thus, computation of -6P
is free and almost equal to computing 6P . The scalar multiplication using our
method in the the general case would be computed as follows:

to calculate 50P, we compute -6P by applying formula; (6.a)
to calculate 22P, we compute -6P by applying formula; (6.b)
to calculate -34P, we compute -6P by applying formula. (6.g)

On the other hand, for the special case of ECC, we can see from Figure 2 that
computing the points from [15P,16P,.........26P, 27P ] can be replaced respectively
by [-13P, -12P,.........,-2P, -P ]. In this case, computing 27P can be replaced by
-P and is almost free.

28P=∞ 27P
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24P
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14P

7P

1P
2P

3P

4P

5P

6P

21P
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12P
13P 15P

16P

17P

18P

19P

20P
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Fig. 1. General elliptic curve case

3.3 Analytical Evaluation

Since sensor nodes are in low-power energy, replacing computation kP by com-
putation dP using formula (6.b) in [�n/2�+1, n-1 ] can help us deduce faster
computation on scalar multiplication. Meanwhile, the scalar k can be chosen
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Fig. 2. Elliptic Curve Cryptography case

only in this interval for computation in WSNs. From formula (7), we can scan
all scalars in a given interval:

n−1∑
k=1

kP =

�n/2�−1∑
k=1

kP + �n
2
�P +

n−1∑
k=�n/2�+1

kP (7)

where
n−1∑

k=�n/2�+1

kP=

�n/2�−1∑
k=1

kP+ 2

�n/2�−1∑
k=1

kP

By using our method, if we replace respectively [15P,16P,.........26P, 27P ] by
[-13P, -12P,.........,-2P,-1P ] in the interval [�n/2�+1, n-1] the expression :

n−1∑
k=�n/2�+1

kP can be replaced by

�n/2�−1∑
k=1

|k|P , see formula (9).

n−1∑
k=1

kP = 2

�n/2�−1∑
k=1

kP + �n
2
�P + 2

�n/2�−1∑
k=1

kP (8)

By using our method, the equation (8) can be replaced by equation (9):

n−1∑
k=1

kP =

�n/2�−1∑
k=1

kP +

�n/2�−1∑
k=1

|k|P + �n
2
�P. (9)

By scanning all scalars k for computation of kP in the interval [�n/2�+1, n-1

],we can see from formulas (8)-(9), that we gain a rate of
∑�n/2�−1

k=1 2kP . The
speed-up for a given scalar kP is 2(k-(n/2)). For example, in Figure 2, comput-
ing kP=22P, is equal to computing 6P, the speed-up is 2(22-(14/2))= 16P since
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16P+ 6P= 22P. In fact, the complexity of scalar multiplication is determined
by the length bit of k which is equal to�log2(k)�+1 or log2(k) if k=2x, where x
is an integer. In binary representation, log2(k) can be replaced in our method
by:

log2(k − 2(k − n

2
)) = log2(k) + log2(k +

n− 2k

k
) (10)

Thus, the speed-up in length bit is:

|log2(k +
n− 2k

k
)| = |log2( |d|

k
)|, where log2(k +

n− 2k

k
) < 0.

Since our reduction method is not possible for n=1, from Figure 3, we can see
in interval [�n/2�+1, n-1] the sum of all scalars. For a scalar in [2, �n/2�] ,
our method is not used since its design is only for the interval [�n/2�+1, n-1 ].
Consequently, it is very efficient in Figure 3,in which we only consider scalars in
this interval. From formula (11), we make the average computation of all scalar
k in interval[�n/2�+ 1, n− 1], where our technique can be applied

1

n− 1− �n/2� (
n−1∑

k=�n/2�+1

kP ) =
1

n− �n/2�(
�n/2�−1∑

k=1

kP ). (11)

The average of scalar k can be found in Figure 4, where we can also apply our
technique in the interval[�n/2�+1, n-1]. Optimization can be done in the interval
[�n/2�+1, n-1] by using only even numbers for order n.

If the order n >2 is an even number:
∑n−1

k=�n/2�+1 kP=3
∑�n/2�−1

k=1 kP .

If the order n ≥3 is an odd number: 3
∑�n/2�−1

k=1 kP >
∑n−1

k=�n/2�+1 kP ≥
2
∑�n/2�−1

k=1 kP . Figure 5 shows the speed-up between even and odd numbers. We
can see that if n is even, the speed-up curve is a horizontal line whose equation
is y=3. But if n is odd, the line y=3 is a horizontal asymptote for the speed-up
curve. If we work with even order, the speed is three times faster. If the order is
odd, the enhancement is > 2, and < 3.

Fig. 3. Sum of all k values function of order n in [�n/2
+1, n-1]
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Fig. 4. Average of all k values function of order in [�n/2
+1, n-1]

Fig. 5. Speed-up rate between even and odd order

3.4 Efficiency Analysis

The unit of this speed-up can be the length bit or the number of doubling/addition
operations. For example, NAF needs log2(k) doubling and log2(k)/3 addition.
In the interval [�n/2�+ 1, n− 1], three cases are possible for the speed-up:

– If log2(n)=x, where x is an integer, our method can speed up the scalar
multiplication in interval [�n/2�+ 1, n− 1] by reducing the length bit of k.

– If log2(n)=x, where x is not an integer, our method can speed up the scalar

multiplication only in interval [2
�log2

n

2
�+1

, n− 1]
– If k= (n-1), we reach the maximum speed-up, the length bit of the scalar k

is maximum (equal to log2(n− 1), where it is equal to one bit for d. In this
case, our method does not require computation.

From Table 1 and Table 2, we can see the speed-up in length bit for some
values of the scalar k.

3.5 Performance Evaluation

To test the performance of our solution, we have implemented a simulator in
Java. The program is then run on an Intel Core i5-2520 processor taking into
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Table 1. Speed-up S for some values of k for x integer

Values of k �n/2� + 1 >=(�n/2� + 1) (n-1)

Speed-up(bits) 1 1 < S < log2(k) log2(k)

Table 2. Speed-up S for some values of k for x not integer

Values of k 2
�log2

n

2
�+1

>= 2
�log2

n

2
�+1

(n-1)

Speed-up(bits) 1 1 < S < log2(k) log2(k)

account the computing power difference between this processor and a MSP 430
MCU. During the test, we choose an elliptic curve over Fp using NIST-192 rec-
ommended parameters which are given in Table 3. p is the size of prime field Fp,
and a, b are coefficients of the simplified Weierstrass form of our curve. P (xP , yP )
is chosen as the generator point, and its order equals n.

Table 3. NIST-192 recommended elliptic curve parameters

Parameter NIST-192 recommended values

p 2192 − 264 − 1

a −3

b 0x 64210519 e59c80e7 0fa7e9ab 72243049 feb8deec c146b9b1

xP 0x 188da80e b03090f6 7cbf20eb 43a18800 f4ff0afd 82ff1012

yP 0x 07192b95 ffc8da78 631011ed 6b24cdd5 73f977a1 1e794811

n 0x ffffffff ffffffff ffffffff 99def836 146bc9b1 b4d22831

As indicated in equation (6.b), when we need to perform a scalar multiplica-
tion kP for cryptographic purpose, we choose k < n where n is the order of the
generator point P , which means nP = ∞. In addition, theoretically our method
works only when k ∈]�n

2 �, n−1]. To prove this property, we have chosen 6 values
of 192 bits for k which are distributed uniformly in ]0, n− 1] (see Table 4).

Table 4. Values of k chosen for performance evaluation

k Value in hexadecimal

n/6 0x 2aaaaaaa aaaaaaaa aaaaaaaa 99a5295e 58bca19d 9e2306b2

n/3 0x 55555555 55555555 55555555 334a52bc b179433b 3c460d65

n/2 0x 7fffffff ffffffff ffffffff ccef7c1b 0a35e4d8 da691418

2n/3 0x aaaaaaaa aaaaaaaa aaaaaaaa 6694a579 62f28676 788c1aca

5n/6 0x d5555555 55555555 55555555 0039ced7 bbaf2814 16af217a

n− 1 0x ffffffff ffffffff ffffffff 99def836 146bc9b1 b4d22830
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Table 5. Running times (ms) using affine coordinates (SR: Scalar reduction)

NAF SR n/6 n/3 n/2 2n/3 5n/6 n− 1

6579 6572 7604 6555 6931 7471√
6282 6326 5317 6239 6698 5114√
6578 6573 7600 6416 6600 27√ √
6279 6325 5320 6445 6556 28

We have tested our method using both affine and jacobian coordinates, the
scalars are represented respectively in binary and NAF form combined with the
proposed scalar reduction method. The test results are given in Tables 5 and 6,
and illustrated graphically in Figure 6 and 7.

Fig. 6. Running times (ms) using affine coordinates

In both cases, we can notice that, firstly when the scalar is in NAF form, the
computation is faster than the one using binary form. Secondly when k ∈]0, n

2 ],
we cannot apply the proposed scalar reduction method. However, if k ∈]n2 , n−1],
we may accelerate slightly the computation by reducing the scalar. Especially
when the value of k is close to n−1, the computation can be done instantaneously
since (n− 1)P = −P .

Table 6. Running times (ms) using jacobian coordinates (SR: Scalar reduction)

NAF SR n/6 n/3 n/2 2n/3 5n/6 n− 1

3066 3102 3621 3072 3202 3520√
3053 3074 3592 3071 3189 3541√
3070 3100 3622 3030 3107 9√ √
3050 3075 3597 3194 3136 9
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Fig. 7. Running times (ms) using jacobian coordinates

When we use jacobian coordinates, as we don’t need to repeat the modular
inverse (see equation (5)), the computation is obviously faster than the first
case. Same as the results obtained using affine coordinates, our scalar reduction
method can be used during the computation only when k ∈]n2 , n− 1]. When it’s
applied, the scalar is reduced, and the computation can run faster.

According to the results of performance evaluation, our scalar reduction
method does speed up the computation of scalar multiplication on a standard
NIST-192 elliptic curve. The acceleration rate strongly depends on the value of
the scalar used. The scalar k can be reduced if k ∈]n2 , n− 1], and once applied,
the computation task can be simplified and carried out more quickly.

4 Conclusion

In this paper, we have proposed a novel method based on point order and the
negative of point to speed up the computation of scalar multiplication on elliptic
curve cryptosystems. On one hand, the proposed method will significantly reduce
the computation time in the interval [�n/2�+1, n-1 ]. On the other hand, we show
that the usage of even order is more efficient than odd order. Our method is a
very suitable tool for embedded devices such as WSNs. Also, it can be easily ap-
plied to almost all existing fast scalar multiplication methods as shown in NAF.
Thus, that’s comparisons are nor required regarding some existing schemes. Ad-
ditionally, a thorough analysis and simulation based on evaluations will show
that the proposed solution does speed up the computation of scalar multiplica-
tion on a standard NIST-192 elliptic curve. Our future research plans will be
oriented towards experimenting our current technique on real sensor nodes with
elliptic curves over finite prime fields.
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Abstract. Alert correlation is a system which receives alerts from heterogene-
ous Intrusion Detection Systems and reduces false alerts, detects high level pat-
terns of attacks, increases the meaning of occurred incidents, predicts the future 
states of attacks, and detects root cause of attacks. To reach these goals, many 
algorithms have been introduced in the world with many advantages and disad-
vantages. In this paper, we are trying to present a comprehensive survey on al-
ready proposed alert correlation algorithms. The approach of this survey is 
mainly focused on algorithms in correlation engines which can work in enter-
prise and practical networks. Having this aim in mind, many features related to 
accuracy, functionality, and computation power are introduced and all algo-
rithm categories are assessed with these features. The result of this survey 
shows that each category of algorithms has its own strengths and an ideal corre-
lation frameworks should be carried the strength feature of each category.  

Keywords: Network Security, Intrusion Detection System, Alert, Alert Correla-
tion, Attack Scenario, Similarity-based, Knowledge-based, Statistical-based. 

1 Introduction 

An intrusion detection system (IDS) contains a widespread set of software or hard-
ware whose mission is to detect improper behaviors by receiving information from 
their network. In terms of data processing types, such systems are divided into two 
categories: Anomaly-based and Misuse-based IDSs. Anomaly-based IDSs detect ab-
normal behaviors by checking statistical information about system execution and 
maintains normal behavioral patterns. Misuse-based IDSs maintain suspicious or at-
tack patterns categories. Whenever the received information is in correspondence with 
the IDS signature or in contradiction with normal behavioral patterns, an alert is gen-
erated. Nowadays, many networks use such systems either commercially or open 
source versions. However, problems such as bad parameter settings and inappropriate 
IDS tuning which should be dealt with in a higher level [1]. The existence of such 
problems makes the alert processing system necessary. Such problems are as follows: 

• Large amount of alerts: One of the very crucial problems of using intrusion de-
tection systems is the large number of generated alerts by these systems. The main 
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reasons for this large number of alerts might be imprecise incident definition,  
incompatibility in network, and sometimes number of real intrusions or illegal be-
haviors, which tend to mislead the system supervisor from the main attack or the 
attack goal. Anyhow, the usual number of alerts is too much to enable the system 
supervisor checking all of them manually. As a result, only a portion of them is 
checked. 

• Heterogeneous alerts: The supervisor usually receives a wide range of alerts from 
different sensors and different sensors generate alerts with different formats. 
Hence, in order to process the alerts, it is required to normalize them. 

• False alerts and unidentified incidents: In all types of intrusion detection sys-
tems, false in detection are made due to the lack of information describing inci-
dents and inaccuracy of the attack pattern. Thus, a very useful activity of higher 
level systems is to detect mistakes made by IDSs, and correcting mistakes as much 
as possible. These mistakes are divided into two categories: wrong reports of illeg-
al or unusual events which even have not occurred or their occurrence has been un-
successful; and unreported events which must be reported.  

• Inability in connecting current alerts with the previous ones: Nowadays, most 
attacks are sequential activities, which the intruders provide many phases for 
reaching their goals. Detecting such connections among the attack phases is some-
times very difficult, as the pattern of the first attack stage is not necessarily unique 
all the time and is not definitely determinable. On one hand, some attacks might 
not be successful due to unusual reasons or the attacker does not some parts of at-
tack due to having direct information sources. On the other hand, the attacker 
might take another step of an attack in spite of the unsuccessful previous step. Be-
ing able to detect several patterns, the system supervisor would have the ability to 
predict the next attack step and can stop the attack before it reaches its goal. 

• Not providing the reliability level and alert priorities: The existence of compre-
hensive factors for evaluating an alert importance and reliability will ease prioritiz-
ing assessments for system supervisors. But, many intrusion detection systems do 
not report a factor for the reliability of generated alerts, and in cases of provided 
criteria, the presented results are not comparable with other recourse results due to 
the lack of common standardization among all resources. On the other hand, the 
importance of an alert depends on the target importance which is not related to the 
IDSs. So, if a higher level system is able to assess the alert importance and priori-
ties, it would be a valuable help to system administrators to choose alert priorities 
correctly. 

To fulfill these requirements, Alert Correlation Systems are introduced. In the sim-
plest manner, an alert correlation engine functions exactly as the derived meaning of 
the word “correlation”. In fact it correlates alerts in a way that a new meaning is de-
rived. Sometimes the number of events is so many that its manual analysis is impossi-
ble. In such cases, the correlation engine can reduce a large amount of information to 
a manageable rate. In addition, it can identify malicious activities from an overall and 
abstract view, instead of analyzing each alert separately. In other words, an alert  
correlation system is a system which receives incidents from various heterogeneous 
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systems, reduces the required information for assessments, removes false alerts, and 
detects high level attack patterns. 

Different algorithms have been introduced in alert correlation. To the best of our 
knowledge, some surveys have been presented. The first research [2] made a deep 
review on published papers and available tools with the aim of explaining some  
differences between them. In another research [3], presented a mapping among 
framework components and proposed techniques. In this survey, we aim to present 
taxonomy in which the weaknesses and strengths of previous proposed algorithms are 
explained. The emphasis of our survey is on some features which help correlation 
engine designer to propose a more accurate, practical, extendable, and low cost com-
putation power. We believe that our approach gives a better understanding of this area 
as more literature works are presented and the blind area related to algorithms benefits 
will be kindled. 

The remainder of this paper is outlined as follows. In Section 2, we provide a gen-
eral categorization on alert correlation algorithms. Each category is completely intro-
duced and its advantages and disadvantages are explained in Section 3, 4, and 5. In 
Section 6, we compare different algorithms based on various factors and we present 
conclusion and future work in Section 7. 

2 Alert Correlation Algorithms 

Alert correlation algorithms can be divided into three categories based on their cha-
racteristics: 1) Similarity-based, 2) Knowledge-based and 3) Statistical-based [4]. The 
similarity-based and statistical-based algorithms need less context information and 
they are able to correlate only based on similarities between alert features and learned 
information from previous steps whereas knowledge-based algorithms completely 
perform base on alert meanings. It has to be known that this categorization is not 
completely precise and some algorithms are on the edge between two categories. 
Thus, assigning an algorithm to a category is based on the fact that the algorithm has 
the most similarity to which one. Each category is introduced in the following sub-
sections and in next sections the most important algorithms will be described. 

2.1 Similarity-Based Algorithms 

The basis for this category of algorithms is defining factor to compare the similarity 
of either two alerts or an alert with a cluster of alerts (meta-alert). If an alert or meta-
alert has needed similarity, each one of them is merged with the alert or meta-alert 
and otherwise a new meta-alert is created. Thus, the goal of these algorithms is to 
cluster similar alerts in time. The most important advantage of these algorithms is that 
there is no need for precise definition of attack types. Moreover, the correlation can be 
done only with definition of similarity factors for alerts features. 

Three main subcategories are assumed for these types of algorithms. The first sub-
category is based on defining very simple rules for expressing relations between 
alerts. The second subcategory is presented with the goal of identifying basic  
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drawbacks in the network structure. The third subdirectory includes algorithms which 
produce comparison factors using models based on machine learning. In the following 
subsections, different researches in each subcategory will be described. 

2.2 Knowledge-Based Algorithms 

This category is based on a knowledge base of attack definitions. Algorithms existing 
in this category are divided into two main subcategories: 1) Pre-requisites and Conse-
quences and 2) Scenario. The basis of Pre-requisites and Consequences algorithms is 
on the definition of pre-requisites and possible occurring results. Thus, each incident 
is chained to other incidents by a network of conjunction and disjunction combina-
tions and generates the possible network of attacks. Hence, this idea is placed in an 
higher level than correlation based on features similarities and in a lower level than 
combining based on pre-defined attack patterns. Although these algorithms do not 
require precise definition for each attack scenario like scenario-based algorithms, the 
previous knowledge is necessary for determining pre-requisites and all existing inci-
dent results. Scenario algorithms are based on the idea that many intrusions include 
various steps which must run one by one to success the attack. Thus, low level alerts 
can be compared with pre-defined intrusion steps and correlate a sequence of alerts 
related to each attack. Thus, a set of different attack scenarios definitions exist in a 
knowledge base in this type of algorithm. A list of current attack scenarios are main-
tained when the correlation system is operating, which this list includes all scenarios 
that at least one step of them are done recently. By the arrival of a new alert, it is 
compared to the current scenario and if the possibility is more than a certain thre-
shold, it will attach to the scenario. Otherwise, if the alert is compatible with one of 
the possible scenario definitions inside the knowledge base, a new current scenario is 
generated using this alert. The main challenge for these algorithms is definition of 
attack scenarios even with existing automatic attack scenario learning methods. Also, 
these algorithms are completely deficient against new attacks. 

2.3 Statistical-Based Algorithms 

The basic idea of these algorithms is that relevant attacks have similar statistical 
attributes and a proper categorization can be found by detecting these similarities. 
These types of algorithms store causal relationships between different incidents and 
analyses their occurred frequencies in the system education period using previous data 
statistical analysis and then attack steps are generated. After learning these relation-
ships and being confirmed by the supervisor, this knowledge is used for correlating 
different attack stages. Pure statistical algorithms do not have any prior knowledge on 
attack scenarios. But scientific results indicate that using these algorithms is possible 
only in very specific domains in which domain attributes are taken in account of de-
signing algorithms and otherwise, high error rate exist. In addition, combining data 
using this algorithm is impossible if the previous sensors provide incomplete or ab-
normal information. This category is also divided into three subcategories. The first 
subcategory’s goal is to detect alerts which are regularly repeated and finding their 
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repetition pattern. The purpose of the second subcategory is estimating causal rela-
tionships between alerts, predicting next alert occurrence, and detecting attacks and 
the third subcategory’s goal is combining reliability with completely similar alerts. 

2.4 Assessment 

To be able to describe the advantages and disadvantages of algorithms and assess 
their functionalities, we extracted several factors and explained each algorithm based 
on these factors. Important factors for this assessment are: 

1. Algorithm Capability: Expected capabilities in algorithms are: Alert Verifica-
tion, Similar Alert Clustering, Attack Sequence Detection, and Repeti-
tive/Unimportant Alert Reduction. 

2. Algorithm Accuracy: As this system is to omit incorrect alerts and combine a 
large number of them with the aim of expressing a summary of system states, it 
should have a significant exactness of errors and not to ignore any event by 
mistake. 

3. Algorithm Computation Power: According to the high amount of calculation 
for correlation engine and necessity of fast and online correlation, it is neces-
sary to assess memory usage and processing power of algorithms. 

4. Required Knowledge Base: It is necessary to know the required information for 
each algorithm, from where this data is extracted and whether all the required 
data is accessible according to local presented system conditions. 

5. Algorithm Extendibility and Flexibility: How much and how is the algorithm 
performance procedure changeable, localizable and adaptable to new condi-
tions, by the user. 

3 Similarity-Based Algorithms 

3.1 Simple Rules 

The main idea of this subcategory can be seen in EMERALD product [5]. The func-
tionality of this idea is based on defining very simple rules to express relations among 
alert features which can be combined together. In this subcategory, algorithms try to 
define simple rules in order to compute similarity between attributes of alerts and find 
the relation. 

The significant works are presented in [5], [6], [7], [8], and [9]. The major required 
knowledge for this style of correlation rules are rule structures and required functions 
for checking similarity. Thus, these algorithms do not rely so much on knowledge 
bases. These algorithms can be used in different hierarchical levels and alerts are cor-
related form various aspects. In the detecting attack sequence capability, these algo-
rithms include limits for defining attack types and can only detect sequences specified 
based on attack class. If the pattern definition is in a form that partitions conditions of 
the domain of that alert which alerts can be combined together into separate sets, it 
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can also allocate input data to parallel processors for each pattern based on these con-
ditions. Thus, these algorithms have a very good parallelism capability. These algo-
rithms require maintaining all generated meta-alerts in the current time window for 
each pattern. Thus, its required memory is linearly proportional to alert input rate 
multiplied by the time window length. 

3.2 Hierarchical Rules 

This subcategory includes algorithms which have formed abstraction levels hierarchi-
cally and it makes decisions about security event detections based on these abstraction 
levels. This set of algorithms introduces researches that express similarity factors in a 
hierarchical of concept generalization. 

The methods presented in [10], [11] and [12] are examples of such algorithms 
which is designed to detect root causes in networks. These algorithms include a me-
thod for comparing alert values, with a linear calculation degree proportional to gene-
ralization hierarchy tree depths. The required memory for these algorithms is also 
linear and equivalent to generalization tree sizes. Previous knowledge requirement 
level in these algorithms is up to defining generalization trees and thus precise and 
deep network structure and elements knowledge is not necessary, except in case of 
needing definition for address values and attack classes hierarchy. 

3.3 Machine Learning 

The last subcategory is algorithms in which comparison factors are generated auto-
matically. Pre-requisite for supervised algorithms is the existence of a set of clustered 
alerts which the learning algorithm can set the parameters of its decision making 
model based on them. Algorithms without such a requirement (unsupervised), give 
the responsibility for training how to measure similarity to the algorithm. Three 
branches are considered for this type of algorithms. 

In the first branch, the algorithms presented in [13] and [14] cluster alerts based on 
decision tree learning by previous data features. This algorithm exists in single-step 
and multi-step clustering (detecting similar alerts and attack sequences). This algo-
rithm requires a huge and comprehensive set of training examples for creating a deci-
sion tree about how to perform correlation and in case that this set is incomplete, there 
is no guarantee for the correct performance of this algorithm. In terms of the required 
processing resources amount, it is similar to simple comparison algorithms, because 
each new alert must be compared to all meta-alerts existing in the current time win-
dow and the comparison procedure must be carried out with one decision tree with 
linear time cost. The necessary comparison structure makes it possible to divide the 
algorithm to few processors for comparing meta-alerts existing in the memory. Also 
based on the generated decision tree, partitioning input alerts and dividing them  
between different processors also might exist before correlation. Flexibility, compati-
bility with new conditions and extendibility are very hard in this algorithm and need 
pre-training the decision tree with new data. 
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In the second branch, the algorithms presented in [15] and [16] perform alert clus-
tering based on alert Reconstruction Error by a neural network. The application of this 
algorithm is in single-step clustering and decision making based on cluster statistics. 
The only previous knowledge used in this algorithm is a set of alerts and it does not 
use any knowledge base and so, not using any environmental knowledge makes it 
hard to rely on the detection precision of this algorithm. In terms of required 
processing power and comparison modularity, this algorithm is very fast and simple, 
because of the arriving of each alert; it calculates the reconstruction error, completely 
independent from existing meta-alerts in the system. In case of re-learning with new 
condition data sets, still there is no guarantee for algorithm behavior change, because 
the used training model only focuses on alert re-creation precision and previous mis-
takes do not help the re-learning precision and new data might not have much impact 
on the new generalization model. 

In the last branch, the algorithms described in [17] and [18] learn and apply true 
and false alert patterns based on labeled data by the system supervisor. The algorithm 
has online training capability and very good flexibility and its decision making factors 
are mostly based on information related to similar alerts in time ranges close to new 
alert arriving. Due to dependency of decision making about each alert to a wide range 
of similar alert statistical features, partitioning this algorithm is only possible if limit-
ing under observation alert features to specific clusters capable of being partitioned 
and it is done in each unit centralized and without parallelism. This can also be men-
tioned for the used memory. Each executive unit in this algorithm must whether main-
tain statistical information related to all clusters of its own processor in the memory 
which is practically impossible, or check close similar cases in the permanent storage 
resource for each decision making. Thus, it requires a lot of access to one of the two 
permanent or temporary memories. 

4 Knowledge-Based Algorithms 

4.1 Prerequisites/Consequences 

The algorithms in this subcategory observe and control meanings of alerts and exist-
ing concepts in the network and then detect a security event. In addition, makes  
extracting and forming a relation between different attack stages possible, with the 
pre-assumption of knowing a knowledge base which describes all existing prerequi-
sites/consequences of an alert, and a database describing the network configurations 
and structure. 

One of the first algorithms in using the background knowledge has been proposed 
in [19]. Following this idea, a model with a simpler and applicable expression has 
been proposed in [20], [21], [22] and [23]. In these algorithms, alerts are modeled 
using first order logic and causal relationships are defined for backgrounds, and con-
sequences of each event. Thus, a graph of possible alerts and relationships between 
them can be created and provide appropriate tools to reduce the amount of informa-
tion shown to the user. To continue, some researches expanded the mentioned tools to 
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identify attack scenarios, analyzed the attack procedure [24] [25] [26] and also de-
tected lost components of an attack [27] [28]. 

In terms of the reliance amount on environmental knowledge, these algorithms 
have the most requirements and in contrast, generate conclusion outputs without any 
bias and completely based on real alert meanings. Given that these algorithms do not 
use any pre-assumed information in addition to default environmental knowledge, 
they are very flexible and extendable algorithms and the algorithms behavior changes 
in real time with any change in the environmental knowledge. In addition,  

In cases of required processing power, unity, parallelism ability and required pre-
vious data, these algorithms are in the heaviest existing algorithms range, because on 
one hand with the arrival of each new alert, any kind of its relationship with all other 
alerts in the active time window must be checked and this task needs a huge amount 
of adjustments between alert types, prerequisites/consequences, and their information 
details like source and destination address. On the other hand, because these algo-
rithms are performing around meanings, continuous maintaining and updating a lot of 
incidents for different resources can play a very important role in the algorithm preci-
sion. Algorithm presented in [19], [20], [21], [22], [24], [25], [26], [27], [28], [29] and 
[23] limit the user checking domain to overcome processing problems and making the 
resulting data usable. In [30] [31] [32] another method is introduced which solves the 
problem of requiring processing power by sacrificing the memory. 

4.2 Scenario 

The main application of this set of algorithms is detecting multi-step attacks and their 
reliance is on the existence scenario of these kinds of attacks. Some of these works are 
presented in [33], [34], [35], [36], [37], [38] and [39]. Various languages are pre-
sented for describing these scenarios but the main idea in all of them is specifying 
attack steps and prerequisites and its goals. Thus, in terms of required amount of envi-
ronmental knowledge, this set of algorithms require a higher level of knowledge than 
pre-requisites and results-based algorithms, but this knowledge can have less amount 
and domain. So, required processing resources in this branch is based on defined 
rules, can be less than the pre-requisites and results-based algorithms. But due to the 
very wide range of possible cases, unitizing and paralleling will be difficult. In case of 
defining a context language for expressing scenarios, these algorithms are completely 
flexible and extendable, because the system behavior must change in real time accord-
ing to any change or extension in rules. The required memory for detecting scenarios 
rises according to the number of defined scenarios and required time window. 

5 Statistical-Based Algorithms 

5.1 Statistical Traffic Estimation 

In this subcategory of statistical-based algorithms, patterns of occurred alerts are rec-
ognized and the repetition pattern is derived and non-similarity with these patterns 
will be detected in the future. 
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The goal of algorithms presented in [40], [41] and [42] is creating a statistical net-
work traffic model, predicting it, and removing predictable cases. An important cate-
gory of this kind of alerts contains alerts which occur periodically, due to wrong net-
work or security system adjustments. These algorithms do not need any context 
knowledge and all of their activities are carried out based on the statistics of each 
alert. According to this point that each of these filters is defined on a certain alert 
domain (according to choices made by the system supervisor), parallelism is easily 
possible in this application and before processing, and the alert processing unit can be 
easily specified. The processing load of this algorithm completely depends on the 
used statistical model, but all models presented in previous researches had linear and 
less processing load. The algorithm requirement of data set is determined based on the 
model time depth, but due to the use of only statistical information, storing or access-
ing real alerts is not necessary and only the relatively low and constant memory ca-
pacity is necessary. All presented statistical models in mentioned researches include 
online training and thus, compatibility with current conditions and flexibility based on 
new changes, are completely possible. 

Also, the algorithms described in [43], [44] and [45] are expressed based on Asso-
ciation Rules for detecting alerts which normally occur together. An important appli-
cation of this method is determining alert priorities based on this that which alerts 
have occurred together and have these accompaniments occurred on a usual procedure 
or a new pattern is observed, but also this algorithm can be used for creating related 
meta-alerts. Training is carried out offline in this algorithm and it is done in a time 
other than the execution time, but it can update model parameters in the run time and 
optimize the model according to new data. This algorithm does not need environmen-
tal knowledge and knowledge base and makes decision completely based on alert 
statistics. The algorithm requirement amount to memory is determined based on activ-
ity time window and windows are defined separately. In each window, statistical  
information about all alerts is calculated and the resulted statistics are compared to 
previous ones. Based on the determined domain by the user for applying this algo-
rithm, arrived data from different units can be pre-partitioned and thus alerts related to 
each unit can be processed independently and only in their own processing unit, and 
processing in each unit is also very much  parallelizable according to the need of 
counting different alert combinations.  

5.2 Causal Relation Estimation 

The purpose of this subcategory is finding alert sequence or association dominant 
patterns and using these patterns for detecting false cases, or proper combinations. 
Some of these algorithms are more proper for learning attack patterns and some for 
detecting false alerts or lost ones. 

Several works were introduced based on analyzing causal relationships between 
alerts according to assessing the impact amount of using an alert in predicting other  
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occurrence statistics of an alert [46] [47] [48]. The goal of these algorithms is creating 
a possible model for determining correlation relationships between alerts. Using this 
model, alerts can be correlated without environmental knowledge, but gaining a pre-
cise and reliable model requires a huge amount of previous data about the attacks. The 
algorithm acts in two separate training and functional phases. Training is performed 
offline and it is performable on archive data and thus its relatively huge processing 
load does not create any problems for practice use. In the test phase, due to the use of 
previous data, the model processing load is not too much and it can be decreased very 
much using some optimizations. Due to the high dependency of the training algorithm 
to huge data amount, flexing the algorithm against new conditions is not much easy, 
but with the direct user interference in learned relationships in the training phase, the 
algorithm behavior can be changed fast. Extending the algorithm is also possible us-
ing more data and wider education.  

In [49], very simple algorithm for finding existing attack sequences is introduced. 
In this algorithm, first the possible attack graph is generated like previous algorithms 
and then, passed procedures in this graph are specifies in a set of previous stored 
alerts, and their correlation possibility is determined based on the cases that two 
steps of this graph have occurred in a row in real attacks [50]. In [51], an algorithm 
has been presented a completion of [49] idea by implementing it with Hidden Mar-
kov Model (HMM). A different feature of this algorithm is the possibility of defining 
the possibility of each scenario occurrence and performing each attack step based on 
previous steps. The knowledge of this algorithm is completely gained based on pre-
vious stored and categorized data and thus, training a strong Markov model requires 
a huge amount of data and correctly categorizing and specifying previous attacks. 
This style is focused on attacks with specified source and destinations, due to this 
input data are completely able of being partitioned for dividing the processing proce-
dure into parallel processors, but the processing is relatively centered and undivida-
ble in each unit. The flexibility of this algorithm against new conditions is very  
slow due to high dependency to a huge amount of training data, but increasing it is 
possible a little by the direct interference of the system supervisor and changing 
Markov possibility table. For extending the algorithm, training with new labeled data 
is necessary. 

5.3 Reliability Degree Combination 

The goal of this subcategory is introducing an algorithm for combining reliability with 
completely similar alerts [52] [53]. In this type of algorithm, changing the reliability 
to alerts is proposed based on equivalent alert repetitions. The goal is changing the 
importance\priority of an alert, based on its approval by other resources. The pre-
sented algorithms require a huge amount of labeled previous data for generating prob-
ability models. The main idea can be simplified by removing all possible processing 
details and only accept the amount of an alert repetition as a factor independent from 
alert importance and resource history. The main algorithm acts in two training and  
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function phases and thus the relatively huge amount of processing load does not have 
any impact on speed in time. Also the algorithm speed in execution time is completely 
proper and from the order of O (1). Due to the independency of the algorithms process 
for alert clusters, input data are completely able of being partitioned and due to the 
high simplicity of the processing inside each cluster; there is no need of parallelism. 
Flexibility against new conditions is slow due to the need of training with a lot of 
data, but the reliability to different resource opinions can change by the direct interfe-
rence of the system supervisor and changing the algorithm behavior in real time. In 
addition, extending the algorithm requires extending learning data. 

6 Comparison 

In this section, we compared different algorithms from different viewpoints. In Table 
1, we provided an overall comparison between three main categories of algorithms. 
Also, Table 2 compared all subcategories based on various factors. Considering the 
surveyed literature, it is obvious that in case of detection accuracy, the second catego-
ry either prerequisite/consequence or scenario is high and has noticeable difference 
with other categories. Beside the accuracy factor, all categories have their own advan-
tages in case of algorithm capability. We cannot ignore any of the categories because 
of the condition, attack and sensor type. Thus, to solve this problem, usually a hybrid 
approach can be used. Considering the required memory and the computation power, 
it should be noticed that statistical-based algorithms and the first two subcategories of 
similarity-based algorithms need average resources. But in the third subcategory, 
requirement defer according to the taken clusters. Also in the prerequisite/ 
consequence algorithm, while there is a need for high amount of memory, there is a 
little need for computation power. But in contrast to prerequisite/consequence, scena-
rio algorithms needs average resources. Another important point to be mentioned can 
be the weakness of statistical-based algorithm in which they have less flexibility and 
extendibility compared with the other categories. Also, algorithms in second category 
are not parallelizable because of their inner type of behavior and if partitioned, they 
wound have much accuracy. 

Table 1. Overall comparison 

Characteristic 
Similarity-

based
Knowledge-

based
Statistical-

based 
Combining alerts from various sensors Yes Yes No 

Requiring Prior knowledge Yes Yes No 
Detecting false alerts Yes Yes Guessing 

Detecting multi-stage attacks Hardly Yes Guessing 
Find new attacks Yes No Yes 

Error rate Average Low High 
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Table 2. Comparison based on different factors 

7 Conclusion and Future Work 

Regarding the analysis of many algorithms, it is necessary to take the advantages of 
different categories. As it is clear from the term “correlation”, the more abstract the 
system is in networks, the better perspective the network managers have. Using more 
correlation measurements in this section will face great number of Events per Second 
(EPS). As a result, it is very important to pay attention to computation power in  
designing algorithms. To continue the research in future, we will take advantage of 
algorithms in each category to design an algorithm which has the least possible com-
putation power consumption and can process multi thousand EPS and also has an 
extendable and flexible design. 

H High 

A Average 

L Low 

AD Require Attack Definition 

AM Require Alert Meaning 
 

A
ccuracy 

F
lexibility 

E
xtendibility 

R
equired 

M
em

ory 

C
om

putation 
P

ow
er 

P
arallelizing 

K
now

ledge 
base 

Sim
ilarity-based 

Simple Rules A H H A A H - 

Hierarchical Rules A H H A A H AD 

Machine Learning 
(Decision Tree) 

A A A A A A - 

Machine Learning 
(Re-creation) 

A A A L H H - 

Machine Learning 
(Verification) 

A A A H H L - 

K
now

-
ledge-
based

Prerequisites/Consequences H H H H L L AM 

Scenario H H H A A L H 

Statistical-based 

Statistical Traffic Estimation A H A L H H - 

Statistical Traffic Estimation 
(Association Rules) 

A L L A A A - 

Causal Relationship Estimation 
(Ganger Test) 

A L L A A H - 

Causal Relationship Estimation 
(Markov Model) 

A L L A A A - 

Reliability Degree Combination A L L A A H - 



 Alert Correlation Algorithms: A Survey and Taxonomy 195 

References 

[1] Tjhai, G.C., Papadaki, M., Furnell, S.M., Clarke, N.L.: Investigating the Problem of IDS 
False Alarms: An Experimental Study Using Snort. In: Proceedings of the IFIP TC 11 
23rd International Information Security Conference, pp. 253–267 (2008) 

[2] Pouget, F., Dacier, M.: Alert Correlation: Review of the state of the art. EURECOM, 
Technical Report (2003) 

[3] Sadoddin, R., Ghorbani, A.: Alert correlation survey: Framework and techniques. In: 
Proceedings of ACM International Conference on Privacy, Security and Trust: Bridge the 
Gap Between PST Technologies and Business Services (2006) 

[4] Al-Mamory, S.O., Zhang, H.: A survey on IDS alerts processing techniques. In: Proceed-
ing of the 6th WSEAS International Conference on Information Security and Privacy 
(ISP), pp. 69–78 (2007) 

[5] Valdes, A., Skinner, K.: Probabilistic alert correlation. In: Lee, W., Mé, L., Wespi, A. 
(eds.) RAID 2001. LNCS, vol. 2212, pp. 54–68. Springer, Heidelberg (2001) 

[6] Debar, H., Wespi, A.: Aggregation and correlation of intrusion-detection alerts. In: Lee, 
W., Mé, L., Wespi, A. (eds.) RAID 2001. LNCS, vol. 2212, pp. 85–103. Springer,  
Heidelberg (2001) 

[7] Cuppens, F.: Managing alerts in a multi-intrusion detection environment. In: Proceedings 
of the 17th Annual Computer Security Applications Conference, ACSAC (2001) 

[8] Valeur, F., Vigna, G., Kruegel, C., Kemmerer, R.A.: Comprehensive approach to intru-
sion detection alert correlation. IEEE Transactions on Dependable and Secure Compu-
ting, 146–169 (2004) 

[9] Elshoush, H.T., Osman, I.M.: Intrusion Alert Correlation Framework: An Innovative  
Approach. In: IAENG Transactions on Engineering Technologies, pp. 405–420 (2013) 

[10] Julisch, K.: Mining alarm clusters to improve alarm handling efficiency. In: Proceedings 
of 17th Annual Computer Security Applications Conference (ACSAC), pp. 12–21 (2001) 

[11] Julisch, K.: Clustering intrusion detection alarms to support root cause analysis. ACM 
Journal Name 2(3), 111–138 (2002) 

[12] Al-Mamory, S.O., Zhang, H.: IDS alerts correlation using grammar-based approach. 
Journal of Computer Virology 5(4), 271–282 (2009) 

[13] Dain, O.M., Cunningham, R.K.: Building scenarios from a heterogeneous alert stream. 
In: Proceedings of IEEE Workshop on Information Assurance and Security (2001) 

[14] Dain, O., Cunningham, R.K.: Fusing a heterogeneous alert stream into scenarios. In: Pro-
ceedings of ACM Workshop on Data Mining for Security Applications, pp. 1–13 (2001) 

[15] Smith, R., Japkowicz, N., Dondo, M., Mason, P.: Using unsupervised learning for net-
work alert correlation. In: Advances in Artificial Intelligence, pp. 308–319 (2008) 

[16] Smith, R., Japkowicz, N., Dondo, M.: Clustering using an autoassociator: A case study in 
network event correlation. In: Proceedings of the 17th IASTED International Conference 
on Parallel and Distributed Computing and Systems (2008) 

[17] Pietraszek, T., Tanner, A.: Data mining and machine learning towards reducing false po-
sitives in intrusion detection. Information Security 10(3), 169–183 (2005) 

[18] Pietraszek, T.: Using adaptive alert classification to reduce false positives in intrusion de-
tection. In: Jonsson, E., Valdes, A., Almgren, M. (eds.) RAID 2004. LNCS, vol. 3224, 
pp. 102–124. Springer, Heidelberg (2004) 

[19] Templeton, S.J., Levitt, K.: A requires/provides model for computer attacks. In: Proceed-
ings of the Workshop on New Security Paradigms, pp. 31–38 (2001) 

[20] Ning, P., Cui, Y.: An intrusion alert correlator based on pre-requisites of intrusions 
(2002) 



196 S.A. Mirheidari, S. Arshad, and R. Jalili 

[21] Ning, P., Cui, Y., Reeves, D.S.: Constructing attack scenarios through correlation of in-
trusion alerts. In: Proceedings of the 9th ACM on Computer and Communications Secu-
rity, pp. 245–254 (2002) 

[22] Ning, P., Cui, Y., Reeves, D.S., Xu, D.: Techniques and tools for analyzing intrusion 
alerts. ACM Transactions on Information and System Security (TISSEC) 7(2), 274–318 
(2004) 

[23] Cuppens, F., Autrel, F., Miege, A., Benferhat, S.: Correlation in an intrusion detection 
process. In: Proceedings SEcurite des Communications sur Internet (SECI), pp. 153–171 
(2002) 

[24] Ning, P., Xu, D.: Learning attack strategies from intrusion alerts. In: Proceedings of the 
10th ACM Conference on Computer and Communications Security (CCS), pp. 200–209 
(2003) 

[25] Ning, P., Cui, Y., Reeves, D.S.: Analyzing intensive intrusion alerts via correlation. In: 
Wespi, A., Vigna, G., Deri, L. (eds.) RAID 2002. LNCS, vol. 2516, pp. 74–94. Springer, 
Heidelberg (2002) 

[26] Ning, P., Cui, Y., Reeves, D.S., Xu, D.: Towards automating intrusion alert analysis. In: 
Workshop on Statistical and Machine Learning Techniques in Computer Intrusion Detec-
tion (2003) 

[27] Ning, P., Xu, D.: Hypothesizing and reasoning about attacks missed by intrusion detec-
tion systems. ACM Transactions on Information and System Security (TISSEC) 7(4), 
591–627 (2004) 

[28] Ning, P., Xu, D., Healey, C.G., Amant, R.S.: Building attack scenarios through integra-
tion of complementary alert correlation methods. In: Proceedings of the 11th Annual 
Network and Distributed System Security Symposium, NDSS (2004) 

[29] Zhai, Y., Ning, P., Iyer, P., Reeves, D.S.: Reasoning about complementary intrusion evi-
dence. In: 20th Annual IEEE Computer Security Applications Conference (ACSAC), pp. 
39–48 (2004) 

[30] Wang, L., Liu, A., Jajodia, S.: An efficient and unified approach to correlating, hypothe-
sizing, and predicting intrusion alerts. In: De Capitani di Vimercati, S.,Syverson, P.F., 
Gollmann, D. (eds.) ESORICS 2005. LNCS, vol. 3679, pp. 247–266. Springer, Heidel-
berg (2005) 

[31] Wang, L., Liu, A., Jajodia, S.: Using attack graphs for correlating, hypothesizing, and 
predicting intrusion alerts. Computer Communications 29(15), 2917–2933 (2006) 

[32] Zali, Z., Hashemi, M.R., Saidi, H.: Real-Time Intrusion Detection Alert Correlation and 
Attack Scenario Extraction Based on the Prerequisite-Consequence Approach. The ISC 
International Journal of Information Security 4(2) (2013) 

[33] Cheung, S., Lindqvist, U., Fong, M.W.: Modelling multistep cyber-attacks for scenario 
recognition. In: DARPA Information Survivability Conference and Exposition, pp.  
284–292 (2003) 

[34] Eckmann, S.T., Vigna, G., Kemmerer, R.A.: STATL: An attack language for state-based 
intrusion detection. Journal of Computer Security 10(1/2), 71–104 (2002) 

[35] Cuppens, F., Ortalo, R.: LAMBDA: A language to model a database for detection of at-
tacks. In: Debar, H., Mé, L., Wu, S.F. (eds.) RAID 2000. LNCS, vol. 1907, pp. 197–216. 
Springer, Heidelberg (2000) 

[36] Morin, B., Mé, L., Debar, H., Ducassé, M.: M2D2: A formal data model for IDS alert 
correlation. In: Wespi, A., Vigna, G., Deri, L. (eds.) RAID 2002. LNCS, vol. 2516, pp. 
115–137. Springer, Heidelberg (2002) 

[37] Morin, B., Mé, L., Debar, H., Ducassé, M.: A logic-based model to support alert correla-
tion in intrusion detection. Information Fusion 10(4), 285–299 (2009) 



 Alert Correlation Algorithms: A Survey and Taxonomy 197 

[38] Al-Mamory, S.O., Zhang, H.: Intrusion detection alarms reduction using root cause 
Analysis and clustering. Computer Communications 32(2), 419–430 (2009) 

[39] Kabiri, P., Ghorbani, A.A.: A rule-based temporal alert correlation system. International 
Journal of Network Security 5(1), 66–72 (2007) 

[40] Viinikka, J., Debar, H.: Monitoring IDS background noise using EWMA control charts 
and alert information. In: Jonsson, E., Valdes, A., Almgren, M. (eds.) RAID 2004. 
LNCS, vol. 3224, pp. 166–187. Springer, Heidelberg (2004) 

[41] Viinikka, J., Debar, H., Mé, L., Séguier, R.: Time series modelling for IDS alert man-
agement. In: Proceedings of Information, Computer and Communications Security, pp. 
102–113 (2006) 

[42] Viinikka, J., Debar, H., Mé, L., Lehikoinen, A., Tarvainen, M.: Processing intrusion de-
tection alert aggregates with time series modelling. Information Fusion 10(4), 312–324 
(2009) 

[43] Manganaris, S., Christensen, M., Zerkle, D., Hermiz, K.: A data mining Analysis of 
RTID alarms. Computer Networks 34(4), 571–577 (2000) 

[44] Treinen, J.J., Thurimella, R.: A framework for the application of association rule mining 
in large intrusion detection infrastructures. In: Zamboni, D., Kruegel, C. (eds.) RAID 
2006. LNCS, vol. 4219, pp. 1–18. Springer, Heidelberg (2006) 

[45] Ren, H., Stakhanova, N., Ghorbani, A.A.: An online adaptive approach to alert correla-
tion. In: Kreibich, C., Jahnke, M. (eds.) DIMVA 2010. LNCS, vol. 6201, pp. 153–172. 
Springer, Heidelberg (2010) 

[46] Lee, W., Qin, X.: Statistical causality Analysis of INFOSEC alert data. In: Managing 
Cyber Threats, pp. 101–127 (2003) 

[47] Qin, X., Lee, W.: Attack plan recognition and prediction using causal networks. In: 20th 
Annual Computer Security Applications Conference (ACSAC), pp. 370–379 (2004) 

[48] Qin, X., Lee, W.: Discovering novel attack strategies from INFOSEC alerts. In: Data 
Warehousing and Data Mining Techniques for Cyber Security, pp. 109–157 (2007) 

[49] Geib, C.W., Goldman, R.P.: Plan recognition in intrusion detection systems. In: DARPA 
Information Survivability Conference and Exposition, pp. 46–55 (2001) 

[50] Dorigo, M., Maniezzo, V., Colorni, A.: Ant system: Optimization by a colony of coope-
rating agents. IEEE Transactions on Systems, Man, and Cybernetics 26(1), 29–41 (1996) 

[51] Ourston, D., Matzner, S., Stump, W., Hopkins, B.: Applications of hidden markov mod-
els to detecting multi-stage network attacks. In: Proceedings of the 36th Annual IEEE 
Hawaii International Conference on System Sciences (2003) 

[52] Gu, G., Cardenas, A.A., Lee, W.: Principled reasoning and practical applications of alert 
fusion in intrusion detection systems. In: Proceedings of ACM Symposium on Informa-
tion, Computer and Communications Security, pp. 136–147 (2008) 

[53] Siraj, A., Vaughn, R.B.: Multi-level alert clustering for intrusion detection sensor data. 
In: Annual Meeting of the North American on Fuzzy Information Processing Society, pp. 
748–753 (2005) 



Construction and Verification of Mobile Ad Hoc

Network Protocols

Natsuki Kimura and Noriaki Yoshiura

Department of Information and Computer Science, Saitama University,
255, Shimo-ookubo Urawa-ku, Saitama City, Japan

Abstract. In recent years, Mobile Ad hoc Networks (MANETs) have
been focused with the development and the spread of mobile devices.
However, MANETs have a security problem. MANETs do not have choke
points like Firewalls. It is difficult for MANETs to have choke points be-
cause each mobile device in MANETs moves and because fixed routing
does not exist. Moreover there are many kinds of attacks in MANETs
such as packet sniffing, tampering, spoofing, etc. Gang Xu et al. pro-
posed a method for constructing secure MANETs. The method is con-
sidered to prevent attacks against MANETs because each mobile device
in MANETs uses Trusted Platform Module (TPM). TPM can become
foundation of security because Tamper-resistance of TPM is difficult to
analyze. However, Gang Xu et al. does not present the concrete protocol.
This paper constructs the concrete protocol from the proposal of Gang
Xu et al and verifies the concrete protocol by SPIN to construct secure
protocol. This paper presents the process of constructing secure proto-
cols from ideas of protocols. As a result of constructing and verifying
the protocols, this paper concludes that the secure protocol cannot be
constructed from the proposal of Gang Xu et al without the connection
with certificate authority (CA) of public keys.

Keywords: Mobile Ad Hoc Network, Model Checking, Protocol Verifi-
cation, SPIN.

1 Introduction

Recent development of mobile devices such as mobile phones, tablet PCs, note
PCs or so on enables to carry communication tools outdoors easily. Current wire-
less communication systems use base stations of mobile phones or access points
of wireless networks. As new wireless communication system, mobile Ad hoc net-
works (MANETs) have been researched[6,7,8,9,10]; MANETs do not use base
stations or access points. Each mobile device in MANETs has a function of for-
warding packets such as WiFi direct. However, MANETs have several problems,
one of which is security because MANETs do not have firewalls or choke points
that can exist in current wireless networks. It is difficult to install choke points in
MANETs because mobile devices in MANETs can move and do not have fixed
routing information. Thus the methods of constructing secure MANETs without
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choke points have been proposed[11]. Gang Xu et al. proposed the method of
constructing secure MANETs by using Trusted Platform Module (TPM)[1]. The
proposed method also uses Satem[2], which is software using TPM and guaran-
tees tamper-resistance of OS kernel and software. Gang Xu et al. assert that the
proposed method keeps security of MANETs[1].

Gang Xu et al. proposed the method of constructing secure MANETs[1],
but do not proposed the concrete protocol; they proposed only overview of the
protocols. Thus, it is uncertain whether the concrete secure protocol can be
constructed from the idea of Gang Xu et al. This paper constructs the concrete
secure protocol from the idea of Gang Xu et al. by using SPIN to verify the
security of constructed protocols. SPIN is a software verification tool[5] and is
also used as protocol verification[4]. The procedure of constructing protocols is
to construct the protocol from the idea and to verify the protocol by SPIN. If
the verification shows that the constructed protocol is insecure, the protocol is
revised and verified again. The construction of the protocol is finished when the
verification shows that the constructed protocol is secure.

After trying to construct the concrete protocol, this paper concludes that the
protocols that are based on the idea of Gang Xu et al. cannot become secure.
To construct secure protocols requires that all mobile devices in MANETs can
communicate with certificate authority (CA) of public keys. Usually all network
equipment in the Internet can connect with CA, but all MANETs do not connect
with the Internet; some of MANETs are intranets. This paper constructs the
concrete protocol that uses CA via the Internet and verifies that shared keys in
MANETs are not known to attackers by SPIN. The result of the verification is
that the concrete protocol that uses CA via the Internet is secure for the threats
of impersonation attacks.

This paper is organized as follows: Section 2 explains Mobile Ad hoc Networks
and Section 3 explains the MANET protocol that is proposed by Gang Xu et al.
Section 4 constructs and verifies the protocol based on the idea of Gang Xu et
al. Section 5 concludes this paper.

2 Mobile Ad Hoc Networks

MANETs (Mobile Ad hoc Networks) are wireless networks in which each mobile
device has a function of forwarding packets. Mobile devices in MANETs are
called nodes. Nodes in MANETs are connected so that each node in MANETs
can access any node in MANETs by tracing the nodes between the two nodes.
The nodes of MANETs are supposed to be note PCs, mobile phones and so on.

MANETs have several advantages, one of which is to construct wireless net-
works in wide areas without base stations or access points. This advantage en-
ables to construct wide area wireless networks with low cost. Another advantage
is that the nodes can participate in and leave MANETs easily. This advantage
enables to construct urgent wireless networks under disasters, temporary simple
wireless networks for events, and inter-vehicle communication networks. For ex-
ample, it is difficult to construct wireless networks for vehicles in tunnels with
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access points, but if each vehicle works as access point, MANETs can be available
in tunnels.

2.1 Overview of MANETs

Current wireless networks are based on access points or base stations. Each mo-
bile node communicates with access points or base stations directly and nodes
communicate with other nodes or the Internet via access points or base stations.
MANETs do not require access points or base stations; MANETs are scalable
and mobile nodes that would like to join MANETs can join MANETs by con-
necting one of nodes in MANETs. To keep security of MANETs requires to
authenticate or authorize nodes that try to join MANETs. If some bad mobile
devices join MANETs, MANETs are insecure; the bad mobile devices can be
relay spoof, tap or tamper with packets between some nodes in MANETs. Thus,
the protocols that are used in joining MANETs are very important. Many re-
searches have proposed protocols that are used in joining MANETs and Gang Xu
et al. provide one protocol of joining MANETs to keep security of MANETs[1].

2.2 Problems of Mobile Ad Hoc Networks

Spreading MANETs into worlds has several problems as follows:

1. Routing
The nodes in MANETs move so often; some nodes often move outside of radio
wave range of the nodes that they connect directly. In MANETs, most nodes
are client nodes and relay nodes, and movement of nodes causes some trou-
bles in communication in MANETs. Each node must construct new routing
information at movement of some nodes. Many researches focus on dynamic
routing or reconstructing communication path after movement of nodes[3].

2. Operating time
Electric powers of mobile devices are usually batteries. Durations in which
nodes participate in MANETs depend on the capacity of the batteries, pro-
cessing protocols and software of MANETs. Thus, it is important to develop
low-power protocols and software of MANETs.

3. Security
In constructing MANETs, each node must occasionally communicate with
the nodes that it does not identify. Each node does not always communi-
cate with strange nodes directly, but it has possibilities of sending data to
destination nodes via some nodes that it does not identify. Thus, MANETs
always have possibilities of attacks of spoofing, tapping or tampering with
packets. MANET protocol requires functions of detecting and preventing
these kinds of attacks.

Regarding security, public key encryption is one of security measures. Public
key encryption enables to detect and prevent several kinds of attacks, but public
key encryption requires certificate authority (CA) to detect and prevent the at-
tacks. The nodes in MANETs are mobile devices and are likely to repeat coming
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into and going out of the range of radio wave; the repetition changes MANET
topology. If the nodes in MANETs use public key encryption in participating in
MANETs to identify other nodes, they must communicate with CA and identify
the nodes that they try to communicate with directly whenever they participate
in MANETs. This procedure takes time and electric power. Moreover, using
CA requires another network that the nodes use to communicate with CA. The
mobile devices that have public key certificates of CA can identify other nodes
without communicating with CA, but all mobile devices do not have public key
certificates of CA. Therefore, this is an assumption of using CA when CA is
used to identify nodes in MANETs. However, this assumption undermines the
advantages of MANETs and this paper focuses on security issues of constructing
MANETs.

3 MANET Protocol Proposed by Gang Xu et al.

This section explains the protocol that is proposed by Gang Xu et al.

3.1 TPM and Satem

Gang Xu et al. proposed the secure method of constructing MANETs. This
method uses TPM and requires that all nodes in MANETs have TPM. This
method also uses Satem, which is software that guarantees integrity of other
software. The integrity of Satem is guaranteed by TPM. The following explains
TPM and Satem[13,14].

TPM. TPM is both the name of a published specification detailing a secure
cryptoprocessor that can store cryptographic keys, and implementations of
that specification. TPM specification is made by Trusted Computing Group
(TCG)[17]. The chips of TPM include the following functions: calculation,
generating and storing key, hash calculation and so on. The chips of TPM
also have tamper resistance; it is difficult to analyze the inside of the chips
of TPM[1].

Satem. Satem is software that guarantees integrity of other software or data.
Specifically, Satem constructs commitments that guarantee integrity of soft-
ware or data. Commitments are based on TPM. If devices such as note PCs
are asked to guarantee integrity of software or data by other software or other
devices that are connected via networks, the devices ask Satem to generate
commitments of the software or data. The integrity of Satem is guaranteed
by TPM[1]. The commitments consist of hash values of OS kernel image
or binaries that may be executed in the software. The devices send com-
mitments to software or other devices that require integrity of software or
data. The software or devices that receive commitments ask Satem to check
the commitments. Satem compares hash values in commitments to check
integrity of OS kernel or software.
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Gang Xu et al. proposes the secure protocol that is used in joining MANETs.
This protocol requires several commitments in joining MANETs; the method
requires commitments for integrity of boot strap program, OS kernel image and
applicant. The applicant is the software that applies security policies to nodes.
Security policies are sets of rules that nodes must obey to keep security and
fairness of MANETs. Strictly, Satem cannot guarantee the security of MANETs.
Satem only guarantees that boot strap program, OS kernel image and application
software are not tempered.

3.2 Realizability

The method proposed by Gang Xu et al. is realizable because many note PCs
and smart phones and so on have TPMs. The widespread use of TPMs owes
to reducing cost of computers and downsizing of TPMs. In the near future,
mobile phones, tablet PCs and PDA (Personal Digital Assistants) will have
TPMs because of downsizing of TPMs. Thus, the method proposed by Gang Xu
et al. will be used in construction of MANETs with many computers and many
mobile phones[1].

3.3 Communication Protocol

The method proposed by Gang Xu et al. uses two communication protocols to
construct MANETs. One is JOIN protocol, which is used when a node partic-
ipates MANETs and the other is MERGE protocol, which is used when two
MANETs combine[1]. This paper verifies JOIN protocol. The reliability of JOIN
protocol depends on TPMs. The specification of JOIN protocol is described un-
der the assumption that TPM is not destroyed physically or tempered.

The proposed protocol gives not only a secure method of joining MANETs,
but also a method of applying security policy of MANETs to the new nodes that
join MANETs. The nodes in MANETs should obey security policy of MANETs.
Security policies are different in MANETs; each MANET has its own security
policy. Keeping security of MANETs requires security policy and all nodes in
MANETs must obey security policy. If one malicious node of MANETs sends
attack packets to other nodes of MANETs, other nodes of MANETs relay or
receive packets and have serious security problems. Thus, it is important to
check whether the nodes that would like to join MANETs are not malicious. This
check is other function of the protocol that is used in joining nodes to MANETs.
Thus, JOIN protocol must not only authenticate the nodes that would like to
join MANETs but also check whether the nodes obey the security policy of
MANETs.

3.4 JOIN Protocol

This subsection explains the JOIN protocol that is proposed in [1]. Fig. 1, which
is used in [1], shows the behavior of JOIN protocol. In this figure, Node A tries
to participate MANETs and Node B is a member of MANETs. Node B is an
entrance of MANETs for Node A.
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Fig. 1. Behavior of JOIN protocol[1]

1. Apply to join
When Node A tries to participate MANETs, Node A communicates with
the near node (Node B) that is a member of MANETs and sends ”Apply to
join” message to Node B.

2. Request policy enforcement
After Node B receives ”Apply to join” message from Node A, Node B sends
”Request policy enforcement” message to Node A. This message contains
the policy that Node A should obey.

3. Evaluate policy
Node A evaluates the security policy in ”Request policy enforcement” mes-
sage to decide whether Node A accepts the security policy or not. If Node A
decides that it does not accept the security policy, it finishes communication
with Node B.

4. Guarantee of Satem
After Node A decides to accept the policy in ”Request policy enforcement”
message, Node A confirms and guarantees the integrity of Satem (Trusted
agent) by TPM.

5. Guarantee of software
After the integrity of Satem is confirmed, Satem in Node A confirms the
integrity of software that is used in MANETs.

6. Deliver commitments
Node A constructs commitments that guarantee integrity of Satem and soft-
ware that are used in MANETs. Node A sends the commitments and the
public key of Node A to Node B.

7. Evaluate trustworthiness
Node B confirms the commitments that are sent from Node A.

8. Grant join request and deliver commitments
After confirming the commitments that are sent from Node A, Node B sends
Node A the commitments of Satem and software of Node B. Node B also
sends the shared key that is used for communication between Node A and
B. The commitments and the shared key are encrypted by the public key of
Node A when they are sent to Node A. The shared key is used in communi-
cation between Node A and Node B or among MANETs.



204 N. Kimura and N. Yoshiura

9. Evaluate trustworthiness
By the private key of Node A, Node A decrypts the commitments and the
shared key that are sent from Node B and are encrypted by the public key
of Node A. Node A confirms the commitments. If the commitments do not
guarantee the integrity of Satem and software of Node B, Node A stops
communicating with Node B.

10. Tier communication
Node A participates MANETs if the commitments guarantee the integrity
of Satem and software of Node B.

The advantages of JOIN protocol are as follows[1].

– JOIN protocol enables to apply security policies to nodes in MANETs with-
out choke points such as firewall or proxies.

– JOIN protocol can prevent and detect spoofing by public key encryption.

In the protocol, if attackers know shared keys, all packet are known to attackers.
Thus, it is important to exchange share keys securely.

JOIN protocol has advantages, but the paper [1] only gives the overview of
JOIN protocol. JOIN protocol enables to authenticate the nodes that would like
to join MANETs and to apply security policies of MANETs to the nodes. How-
ever, vulnerability of JOIN protocol is not investigated much. For example, some
of concrete protocols that are constructed from the overview of JOIN protocol
may be vulnerable. The following sections construct secure JOIN protocol from
the overview of the protocol by using SPIN.

4 Construction and Verification of Protocol

This paper uses model checker SPIN to verify the properties of protocols. In
SPIN, the behaviors of protocol and attackers are described by language Promela
and the properties that should hold in protocols are described in linear tempo-
ral logic (LTL). SPIN can check the properties of the protocols exhaustively.
To verify the protocol, SPIN does not require to describe all possible behav-
iors of attackers against the protocol but to describe the behaviors of attackers
nondeterministically; SPIN checks all behaviors of attackers according to the
description of nondeterministic behaviors of attackers. The important point of
using SPIN is that the descriptions of the behaviors of protocol and attackers
must be simple so that SPIN can check the properties[15]; the complexity of
checking the properties of protocol is NP-hard [12] and if the descriptions are
complicated, it takes much time to check the properties.

Fig. 2 shows the overview of the procedure of checking and revising protocols.
At the beginning, the concrete protocol is constructed from the overview of
JOIN protocol. The next step constructs Promela code of the concrete protocol.
An attacker behavior is also implemented by Promela according to the code
of the concrete protocol. Next, the properties that the concrete protocols must
satisfy are described in LTL. From the Promela codes and LTL formulas of the
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Fig. 2. Verification and revision

properties, SPIN generates C program, which verifies that the concrete protocol
satisfies the properties under attackers. The next step compiles the C program
and runs the execution file. If the result of the execution is ”No error”, the
concrete protocol is invulnerable and the procedure finishes. If the result of the
execution is ”Error detection”, the procedure revises the concrete protocol. In
this case, trail files are generated by the execution of SPIN. The trail files include
the protocol behavior in which properties do not satisfy; in other words, the trail
files include the protocol behavior in which attacks succeed. Analyzing the trail
files obtains the behavior of attackers and revising the concrete protocol requires
to prevent the behavior. After revising the concrete protocol, the procedure
revises the behavior of attackers according to the revised protocol and repeats
the whole steps. This repetition finishes when verification programs output ”no
error”.

4.1 Verification of Properties in JOIN Protocol

This paper verifies the property that attackers do not know shared keys that
are used in MANETs. According to the procedure in Fig. 2, this paper describes
the behavior of protocol in Promela and the properties in LTL and verifies the
properties by SPIN. A file JOIN.pml, which is described in Promela, represents
JOIN protocol, the possible behaviors of impersonation attackers and the prop-
erties that should hold in the protocol. Fig. 3 shows a part of Promela code Node
A in JOIN.pml. The result of verification is that the property does not hold in
the protocol and trail files are created. The trail files have information on the
behavior of protocol in failure of the property. The trail file that is created by
the execution of SPIN for the verification has 2389 lines. The trail file shows
the successful behavior of impersonation attack (man-in-the-middle attack) to
obtain a shared key in MANETs. Fig. 4 shows the part of the trail file. This part
is a key point of the successful impersonation attack.
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#define CBUF 5
#define PKnum 0
#define SKnum 1
#define CKnum 2
#define SATEMnum 3

mtype = {request,policy,commitmentA,commitmentB};
mtype = {PK1,PK2,SK1,SK2,CK, UNLOCKED, nothing, SATEM};
mtype NODE_As[ANUM], NODE_Bs[ANUM], EVILs[ANUM];
chan AtoB = [CBUF] of {mtype,mtype,mtype};
chan BtoA = [CBUF] of {mtype,mtype,mtype};
int FirstFlag = 1, RequestFlag = 0;

active proctype NODE_A()
{

mtype stateA,messageA,keyA; int checkFlagA = 0; NODE_As[SATEMnum] = SATEM;
do
::(FirstFlag == 1)||(RequestFlag == 1)->AtoB!UNLOCKED(request,nothing);

FirstFlag = 0 ; RequestFlag = 0;

::(FirstFlag == 0)&&(RequestFlag == 0)->BtoA?stateA(messageA,keyA);
if
::(messageA == policy)->checkFlagA = 0;

if
::(stateA == UNLOCKED)||((stateA == PK1)&&(NODE_As[SKnum] == SK1))
||((stateA == PK2)&&(NODE_As[SKnum] == SK2))
||((stateA == SK1)&&(NODE_As[PKnum] == PK1))
||((stateA == SK2)&&(NODE_As[PKnum] == PK2))
||((stateA == CK)&&(NODE_As[CKnum] == CK))->checkFlagA = 1;

::else->skip;
fi;
if
::(checkFlagA == 1)->

if
::(NODE_As[SATEMnum] == SATEM)
->AtoB!UNLOCKED(commitmentA,PK1);
NODE_As[SKnum] = SK1;

::else->printf("SATEM lost\n"); RequestFlag = 1;
fi

::else->printf("NODE_A can’t decode policy\n"); RequestFlag = 1;
fi

::(messageA == commitmentB)->checkFlagA = 0;
if

::(stateA == UNLOCKED)||((stateA == PK1)&&(NODE_As[SKnum] == SK1))
||((stateA == PK2)&&(NODE_As[SKnum] == SK2))
||((stateA == SK1)&&(NODE_As[PKnum] == PK1))
||((stateA == SK2)&&(NODE_As[PKnum] == PK2))
||((stateA == SK2)&&(NODE_As[PKnum] == PK2))
||((stateA == CK)&&(NODE_As[CKnum] == CK))->checkFlagA = 1;

::else->skip;
fi;
if

::(checkFlagA == 1)->printf("communicable\n");
NODE_As[CKnum] = keyA; NODE_As[PKnum] = false;
NODE_As[SKnum] = false; NODE_As[CKnum] = false;
NODE_As[SATEMnum] = SATEM; NODE_As[PKnum] = false;
NODE_As[SKnum] = false; NODE_As[CKnum] = false;
NODE_As[SATEMnum] = SATEM; RequestFlag = 1;

::else->printf("NODE_A can’t decode reportB\n"); RequestFlag = 1;
fi

::else->RequestFlag = 1;
fi;

od
}

Fig. 3. Promela code for the protocol
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2304: proc 0 (NODE A) JOIN.pml:70 (state 3)
[AtoB!UNLOCKED,request,nothing]

2318: proc 1 (NODE B) JOIN.pml:166 (state 3)
[AtoB?stateB,messageB,keyB]

2330: proc 1 (NODE B) JOIN.pml:186 (state 13)
[BtoA!UNLOCKED,policy,nothing]

2332: proc 0 (NODE A) JOIN.pml:75 (state 7)
[BtoA?stateA,messageA,keyA]

2344: proc 0 (NODE A) JOIN.pml:99 (state 18)
[AtoB!UNLOCKED,commitmentA,PK1]

2348: proc 2 (EVIL) JOIN.pml:242 (state 2)
[AtoB?stateE,messageE,keyE]

2352: proc 2 (EVIL) JOIN.pml:249 (state 4)
[AtoB!UNLOCKED,messageE,PK2]

2360: proc 1 (NODE B) JOIN.pml:166 (state 3)
[AtoB?stateB,messageB,keyB]

2372: proc 1 (NODE B) JOIN.pml:211 (state 29)
[BtoA!keyB,commitmentB,CK]

2374: proc 2 (EVIL) JOIN.pml:258 (state 11)
[BtoA?stateE,messageE,keyE]

Fig. 4. Behavior of successful impersonation attack

The top line (2304) in Fig. 4 represents that the process NODE A (pro-
cess ID is 0) executes [AtoB!UNLOCKED,request,nothing], which is 6th line
in NODE A in Fig. 3. This execution is 2304th step in the behavior in the
trail file. AtoB is a name of communication channel in Fig. 3. In JOIN.pml,
[AtoB!UNLOCKED,request,nothing] represents that the message ”request and
nothing” is sent to the communication channel ”AtoB” without encryption. ”UN-
LOCKED” represents ”without encryption”.

The second line in Fig. 4 shows that the process NODE B (the process ID is
1) executes [AtoB?stateB,messageB,keyB], which is one line of the Promela code
of Node B in JOIN.pml 1. This execution is 2318th step in the behavior in the
trail file. After the step, the variables stateB, messageB and keyB have ”UN-
LOCKED”, ”request” and ”nothing” respectively. Like this, this paper analyzes
the trail file and obtains the procedure of impersonation attacks. The following
shows the procedure of impersonation attacks. In the procedure, EVIL repre-
sents an impersonation attacker and if EVIL knows a shared key that is used in
MANETs, the impersonation attack is successful.

In 5th step in Fig. 1, Node A sends message to Node B and this message
includes public key and the commitment of Node A. In the impersonation at-
tack, the attacker receives this message and sends a fake message to Node B by
replacing the public key of Node A with the public key of the attacker. Node

1 This paper does not show the Promela code of Node B for want of space of this
paper.
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B receives the fake message and confirms the commitment in the fake message.
Node B cannot know that the message is fake because the commitment in the
fake message is created by Node A and is guaranteed by Satem. Thus, Node B
recognizes that the fake message is sent by Node A and uses the public key of
the attacker in the fake message as the public key of Node A. By the public key
of the attacker, Node B encrypts the commitment of Node B and the shared key
that would be used between Node A and Node B. Node B sends the encrypted
commitment and key to Node A. The attacker receives the encrypted commit-
ment and key and decrypts the commitment and the key by the secret key of
the attacker because these are encrypted by the public key of the attacker. As a
result, the attacker can know the shared key that would be used between Node
A and Node B.

This procedure is created from the trail file. This paper finds that an imper-
sonation attack is successful in the protocol of MANETs.

4.2 Revision and Verification of JOIN Protocol

The result of verification shows that the protocol in MANETs is vulnerable to
the threats of impersonation attacks. This section tries to revise the protocol
and verify the revised protocol. This subsection revises the protocol according
to the following two points.

First point
In first step in Fig. 1, Node A sends ”Apply to join” message to Node B. In the
revised protocol, Node A creates commitment, encrypts this commitment by
a random number key and sends ”Apply to join” message with the encrypted
commitment. Node B receives ”Apply to join” message with the encrypted
commitment and keeps the encrypted commitment. Afterward, if Node A
receives ”Request policy enforcement” message, Node A sends the random
number key that was used in encryption of the commitment, the public key
of Node A and the commitment of Node A. By the random number key that
is sent from Node A, Node B decrypts the encrypted commitment that is
sent to Node B at ”Apply to join” message. Node B compares the decrypted
commitment and the commitment that is sent from Node A. If the two
commitments are equal, Node B encrypts, by the public key of Node A, the
shared key that is used between Node A and Node B and the commitment
and sends encrypted data.

Because of this revision, an attacker must obtain the encrypted commitment of
Node A that is sent from Node B in sending ”Apply to join” message. This revi-
sion would enable Node A or Node B to detect impersonation attacks. However,
an attacker can obtain the encrypted commitment of Node A by replay attack
when Node A sends ”Apply to join” message. In this protocol, an attacker can
use the commitment of Node A for replay attack. If an attacker obtains the en-
crypted commitment, it is possible to succeed impersonation attacks. To prevent
the replay attack, the paper revises the protocol as follows.
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Second point
This paper introduces time stamps to messages including commitments.
Without time stamps, the commitments of Node B are equal and it is easy
to use the commitments in replay attack. In this revision, time of creating
commitment is used as time stamp and time stamps are included in com-
mitments. From the start to the end of one processing of ”Apply to join”
message, the same time stamp is used.

This revision enables to detect replay attack of commitments because the com-
mitment that is used for connection request is different from the commitment
that is used in replay attack.

4.3 Verification of Revised Protocol

Fig. 5 is a part of Promela code of Node A in the revised protocol. By SPIN, this
subsection verifies that the revised protocol satisfies the property that shared
keys are not known to attackers. The result of verification is that the revised
protocol does not satisfy the property. In this verification, a Promela code of
attackers is the same as that of the verification of the first version of the protocol.
Fig. 6 is a part of a trail file in the verification of the revised protocol.

Fig. 6 can be read like Fig. 4, but the message format in the revised protocol
is different from that in the first version of the protocol. In the revised protocol,
the messages have six items. In the first version, the messages have three items
and the first item represents whether the other items are encrypted or not. In the
revised protocol, the first, third and fifth items represents whether the second,
fourth and sixth items are encrypted or not. The procedure of impersonation
attack is obtained from the trail file as follows.

In the revised protocol, Node A sends ”Deliver commitments” message that
includes the public key of Node A, a random number key and the commitment to
Node B. If an attacker receives the message, the attacker sends a fake message
to Node B by replacing the public key of Node A with the public key of the
attacker. After Node B receives the fake message, Node B checks a commitment
in the fake message; Node B recognizes that the commitment is guaranteed by
Satem because the commitment is created by Node A correctly. By the random
number key in the fake message, Node B decrypts the commitment that was sent
with connection request because the random key in the fake message is correct.
Node B thinks that the decrypted commitment is the same as the commitment
that was sent with connection request and that the time stamp of the decrypted
commitment is the same as that of the commitment with connection request.
Therefore, Node B recognizes that the fake message would be correct and uses
the public key of the attacker as the public key of Node A. Node B encrypts the
commitment of Node B by the public key of the attacker and sends the encrypted
commitment. If the attacker receives the encrypted commitment, it decrypts the
commitment and obtains the shared key in MANETs.
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active proctype NODE_A()
{

mtype stateA1,stateA2,stateA3,messageA1,messageA2,messageA3;
int n = 0;
NODE_As[PKnum] = UNLOCKED; NODE_As[SKnum] = UNLOCKED;
NODE_As[CKnum] = UNLOCKED; NODE_As[RKnum] = UNLOCKED;
NODE_As[SATEMnum] = SATEM; NODE_As[RKnum] = RK_A;

do
::(FirstFlag == 1)||(RequestFlag == 1)->

atomic{
time++; commitmentA_time = time;
AtoB!UNLOCKED,request,RK_A,commitmentA,UNLOCKED,nothing;
FirstFlag = 0; RequestFlag = 0; printf("A send request\n");
}

::(RequestFlag == 0)->BtoA?stateA1,messageA1,stateA2,messageA2,stateA3,messageA3;
if
::(messageA1 == policy)->checkFlagA = 0;printf("A_get_policy\n");
if

::(stateA1 == UNLOCKED) ||((stateA1 == PK_A)&&(NODE_As[SKnum] == SK_A))
||((stateA1 == PK_E)&&(NODE_As[SKnum] == SK_E))
||((stateA1 == SK_A)&&(NODE_As[PKnum] == PK_A))
||((stateA1 == SK_E)&&(NODE_As[PKnum] == PK_E))
||((stateA1 == CK)&&(NODE_As[CKnum] == CK))
||((stateA1 == RK_A)&&(NODE_Bs[RKnum] == RK_A))
||((stateA1 == RK_E)&&(NODE_Bs[RKnum] == RK_E))->checkFlagA = 1;

::else->skip;
fi;
if

::(checkFlagA == 1)->
if

::(NODE_As[SATEMnum] == SATEM)
->AtoB!UNLOCKED,commitmentA,UNLOCKED,PK_A,UNLOCKED,RK_A; time++;
NODE_As[SKnum] = SK_A; NODE_As[PKnum] = PK_A;
printf("check_A_sent_repoetAandPK\n");

::else->printf("SATEM lost\n"); RequestFlag = 1; break;
fi

::else->printf("NODE_A can’t decode policy\n"); RequestFlag = 1; break;
fi
::(messageA1 == commitmentB)->checkFlagA = 0; printf("check_A_get_commitmentB\n");

if
::(stateA1 == UNLOCKED)||((stateA1 == PK_A)&&(NODE_As[SKnum] == SK_A))

||((stateA1 == PK_E)&&(NODE_As[SKnum] == SK_E))
||((stateA1 == SK_A)&&(NODE_As[PKnum] == PK_A))
||((stateA1 == SK_E)&&(NODE_As[PKnum] == PK_E))
||((stateA1 == CK)&&(NODE_As[CKnum] == CK))
||((stateA1 == RK_A)&&(NODE_Bs[RKnum] == RK_A))
||((stateA1 == RK_E)&&(NODE_Bs[RKnum] == RK_E))->checkFlagA = 1;

::else->skip;
fi;
if
::(checkFlagA == 1)->printf("communicable\n"); NODE_As[CKnum] = messageA2; n = 0;
do

::(n<ABNUM)->NODE_As[n] = UNLOCKED; NODE_Bs[n] = UNLOCKED; n++;
::else->NODE_As[SATEMnum] = SATEM; NODE_Bs[SATEMnum] = SATEM; break;

od;
RequestFlag = 1; break;

::else->printf("NODE_A can’t open commitmentB\n"); RequestFlag = 1; break;
fi;

::else->printf("A get request\n"); RequestFlag = 1; break;
fi;

::else->skip;
od

}

Fig. 5. Promela code for the revised protocol
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105: proc 0 (NODE A) JOIN2.pml:133 (state 10)
[AtoB!UNLOCKED,request,RK A,commitmentA,UNLOCKED,nothing]

113: proc 1 (NODE B) JOIN2.pml:259 (state 7)
[AtoB?stateB1,messageB1,stateB2,messageB2,stateB3,messageB3]

129: proc 1 (NODE B) JOIN2.pml:284 (state 20)
[BtoA!UNLOCKED,policy,UNLOCKED,nothing,UNLOCKED,nothing]

137: proc 0 (NODE A) JOIN2.pml:139 (state 16)
[BtoA?stateA1,messageA1,stateA2,messageA2,stateA3,messageA3]

155: proc 0 (NODE A) JOIN2.pml:163 (state 29)
[AtoB!UNLOCKED,commitmentA,UNLOCKED,P A,UNLOCKED,R A]

157: proc 2 (EVIL) JOIN2.pml:432 (state 50)
[AtoB?stateE1,messageE1,stateE2,messageE2,stateE3,messageE3]

665: proc 2 (EVIL) JOIN2.pml:465 (state 144)
[AtoB!UNLOCKED,commitmentA,UNLOCKED,P E,UNLOCKED,R A]

671: proc 1 (NODE B) JOIN2.pml:259 (state 7)
[AtoB?stateB1,messageB1,stateB2,messageB2,stateB3,messageB3]

693: proc 1 (NODE B) JOIN2.pml:324 (state 44)
[BtoA!messageB2,commitmentB,messageB2,CK,UNLOCKED,nothing]

695: proc 2 (EVIL) JOIN2.pml:489 (state 166)
[BtoA?stateE1,messageE1,stateE2,messageE2,stateE3,messageE3]

Fig. 6. Behavior of successful impersonation attack after revision

4.4 Revision again

The verification of the revised protocol does not show that revise the protocol
satisfies the property. This paper tries to obtain the concrete protocol from the
proposal of [1] again, but this paper cannot obtain the concrete protocol. Thus,
this paper decides that all nodes in MANETs must communicate with certificate
authority (CA) of public keys in the protocol proposed in [1].

This paper constructs the concrete protocol using CA via the Internet and
describes Promela codes of the protocol and attackers for the concrete JOIN
protocol. The result of the verification is that the concrete protocol using CA
via the Internet is secure for the threats of impersonation attacks.

5 Conclusion

This paper constructs the concrete JOIN protocol in MANETs from the proposal
of the protocol in MANETs in [1] because there may be several versions of
protocol in [1] and because this paper does not find the concrete protocol in
[1]. This paper inspects vulnerability of JOIN protocol in MANETs and finds
that JOIN protocol is vulnerable to the threats of impersonation attack. This
paper also revises the protocol to prevent impersonation attack and inspects
vulnerability of JOIN protocol by SPIN. However, this paper cannot construct
the protocol that is invulnerable to the threats of impersonation attack.

Under the assumption that all nodes in MANETs can communicate with
certificate authority (CA) of public keys, this paper constructs the concrete JOIN
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protocol that is invulnerable to the threats of impersonation attack. The future
work is to give the method of determining whether secure concrete protocols can
be constructed from the overview of protocols.
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Abstract. Recent research on Internet traffic classification has achieved
certain success in the application of machine learning techniques into flow
statistics based method. However, existing methods fail to deal with zero-
day traffic which are generated by previously unknown applications in a
traffic classification system. To tackle this critical problem, we propose a
novel traffic classification scheme which has the capability of identifying
zero-day traffic as well as accurately classifying the traffic generated by
pre-defined application classes. In addition, the proposed scheme pro-
vides a new mechanism to achieve fine-grained classification of zero-day
traffic through manually labeling very few traffic flows. The preliminary
empirical study on a big traffic data show that the proposed scheme
can address the problem of zero-day traffic effectively. When zero-day
traffic present, the classification performance of the proposed scheme is
significantly better than three state-of-the-art methods, random forest
classifier, classification with flow correlation, and semi-supervised traffic
classification.

Keywords: Traffic classification, semi-supervised learning, zero-day
applications.

1 Introduction

Classification of traffic can help identify different applications and protocols that
exist in a network, which is a basic tool for network management [1]. For exam-
ple, most of QoS control mechanisms has a traffic classification module in order
to properly prioritize different applications across the limited bandwidth. In ad-
dition, to implement appropriate security policies, it is essential for any network
manager to obtain a proper understanding of the applications and protocols in
the network traffic. In the last decade, traffic classification has absorbed much
attention in the industry and academia.

The existing traffic classification techniques can be classified into three cat-
egories: ports-based method, payload-based method, and flow statistics based
method [2]. Traditional ports-based method relies on checking the standard ports
used by well-known applications. However, it is not always reliable since not
all current applications use standard ports. Some applications even obfuscate
themselves by using well-defined ports of other applications. The payload-based
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© Springer International Publishing Switzerland 2013
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method deeply inspects the application’s signature in IP payload, which can
avoid the problem of dynamic ports. Hence, it is most prevalent in current in-
dustry products. However, more often than not, the payload-based method fails
with encrypted traffic and goes against the user privacy. In recent academic re-
search, substantial attention has been paid on the application of machine learn-
ing techniques into the flow statistics based method. The statistical method uses
only flow statistical features, such as inter-packet time, without the requirement
of inspecting content of IP packets. This new method displays its potential in
identifying complex traffic, but also faces big challenges.

We observe that the flow statistics based method suffers from a critical prob-
lem, namely ‘zero-day traffic’. The zero-day traffic is defined as network traffic
generated by previously unknown applications in a traffic classification system.
Most of flow statistics based methods solve a multi-class classification problem
by using supervised or unsupervised machine learning algorithms. In supervised
traffic classification [3–8], a classifier is learned from the labeled training set,
which classifies any traffic into the predefined known classes. By contrast, the
unsupervised methods [9–11] automatically categorize a set of unlabeled train-
ing samples and apply the clustering results to construct a traffic classifier with
the assistance of other tools such as deep payload inspection (DPI). Under the
assumption that any traffic comes from a known class, a number of promising
results have been reported in the literature. Obviously, these methods are unable
to handle zero-day traffic since they do not belong to any known class. When
zero-day traffic present, the performance of these methods will be influenced
severely by misclassifying zero-day traffic into known classes.

This paper presents a novel scheme to address the problem of zero-day traf-
fic. Taking zero-day traffic into account, we propose to incorporate a generic
unknown class into conventional multi-class classification framework. Thus, the
problem becomes how to obtain the training samples of zero-day traffic. We
furthermore propose to extract zero-day traffic information from a set of unla-
beled traffic which are randomly collected from the target network. The major
contributions of this work are summarized as follows.

– We develop a novel traffic classification scheme with the capability of zero-
day traffic identification.

– We present a new algorithm to automatically extract the samples of zero-day
traffic from a set of unlabeled network traffic.

– We propose a new mechanism to achieve fine-grained classification of zero-
day traffic with little human effort.

– We provide a theoretical study to confirm the effectiveness of the proposed
scheme.

To evaluate the new scheme, a large number of experiments are carried out on
a big traffic dataset. The results show the proposed scheme significantly out-
perform the state-of-the-art traffic classification methods when zero-day traffic
present.

The rest of this paper is organized as follows. Section 2 states the research
problem through a critical review of the flow statistics based method. In
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Section 3, a novel scheme is proposed to deal with zero-day traffic. Section 4
reports the experiments and results. Finally, Section 5 concludes this paper.

2 Problem of Zero-Day Traffic

The flow statistics based method will not be practical until it meets several
big challenges. In years gone by, the biggest challenge is real-time traffic clas-
sification at increasing wire speeds. But now the operators are facing another
challenge - zero-day traffic, which is due to the tremendous rate of development
of new applications. A traffic classification system is difficult to obtain sufficient
information of all existing applications, particularly in current situation with
the explosive growth in the number of web and mobile applications. This section
provides an analysis on the impact of zero-day traffic by critically reviewing the
state-of-the-art flow statistics based methods.

Let’s start with a real-world network scenario. Suppose the traffic dataset, Ω,
consists of K known classes and U unknown classes.

Ω = {ω1, ..., ωK , ω1, ..., ωU}

A known class ωk refers to a well-known application in the traffic classification
system. In this paper, a set of labeled flow samples, ψk, is available for a known
class, ωk. By contrast, an unknown class is associated with a previously unknown
application in the system. Therefore, no labeled flow samples are available for
an unknown class. Given the labeled training samples {ψ1, ..., ψK}, the traffic
classification problem is how to identify the class of flows in Ω.

– A flow consists of successive IP packets with the same 5-tuple: source ip,
source port, destination ip, destination port, transport protocol.

Considering the flow statistics-based method, a number of statistical features,
such as number of packets, packet size, and inter-packet time, are calculated to
represent a flow x.

2.1 K-Class Classification

Conventional flow statistics based methods address a K-class classification prob-
lem without consideration of zero-day traffic [3–14]. A typical K-class classifi-

cation method uses the labeled flow samples, T =
⋃K

i=1 ψi, straightforward and
employs a machine learning algorithm to construct a classifier. The classifier
trained by using T will classify any testing flow into one of the predefined classes.
Thus, the zero-day traffic flows in the unknown classes, {ω1, ..., ωU}, will be mis-
classified into K known classes. It is assumed that all testing flows come from
the known classes, so the classification performance will be severely affected by
zero-day traffic.
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2.2 Semi-supervised Classification

A semi-supervised method [15] was proposed to take unknown applications into
account. Firstly, some mixture of labeled and unlabeled training samples are
grouped into k clusters by using traditional clustering algorithms such as k-
means. Then, the traffic clusters are mapped to ω1, ..., ωK , or unknown according
to the locations of the labeled (supervised) training samples. For traffic classifi-
cation, a flow will be predicted to the class of its nearest cluster. This method
demonstrates the potential of dealing with zero-day traffic generated by unknown
applications. Unfortunately, the performance evaluation about zero-day traffic
identification was not reported in [15]. Moreover, the semi-supervised method
is heuristic in nature. A large k is necessary for generating high-purity clusters,
while it will lead to many false unknown clusters. Later, the ensemble clustering
technique was introduced to improve the semi-supervised method [16]. However,
these semi-supervised methods have been evaluated by only using the data in
known classes, which is against their basic motivation.

2.3 One-Class Classification

Some methods address a one-class classification problem for the purpose of traffic
classification. Considering one-class classification, any testing flow can be deter-
mined whether it belongs to a known class. If the flow does not belong to any
known class, it is identified as unknown traffic. In this way, the problem of zero-
day traffic could be by passed. An early work is creating an one-class classifier
using normalized threshold on statistical features [17]. This method is heuristic
and not reliable since the normalized threshold is hard to tune beforehand es-
pecially without any information of zero-day traffic. A modified one-class SVM
method has been proposed for traffic classification [7]. For a known class ωk,
the training samples in ψk are used to learn a one-class SVM and other training
samples in

⋃i=K
i=1,i	=k ψi are used to adjust the decision boundary. This method

has two big issues. Firstly, one-class SVM normally needs a large number of
training samples and the modified method cannot outperform a traditional two-
class SVM. Secondly, the decision boundary is still poor due to the lake of the
information about unknown classes, {ω1, ..., ωU}.

2.4 Remarks

The above critical review indicates that the classifiers created by using the pre-
labeled samples cannot deal with zero-day traffic. The information of unknown
classes is crucial for zero-day traffic identification. Therefore, this work focus
on discovering the information of unknown classes, {ω1, ..., ωU}. Inspired by the
semi-supervised method [15], we realize that the data randomly collected from
the target network contains traffic flows generated by unknown applications.
Formally, we can obtain a set of unlabeled samples, Ωr ⊂ Ω. Then, the key
problem becomes how to extract the samples of zero-day traffic from Ωr. Finally,
the extracted zero-day traffic samples can be combined with the pre-labeled
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noend 1. Zero-day samples extraction

Require: labeled sets {ψ1, ..., ψK}, unlabeled set Tu

Ensure: zero-day sample set U
1: Tl ←

⋃K
i=1 ψi

2: T ← Tl ∪ Tu

3: Perform clustering on T to obtain clusters {C1, ..., Ck}
4: V ← ∅
5: for i = 1 to k do
6: if Ci does not contain any labeled flows from Tl then
7: V ← (V ∪ Ci)
8: Combine {ψ1, ..., ψK} and V to train a (K+1)-class classifier fc {V is for a generic

unknown class}
9: U ← ∅
10: while Classify all flows in Tu by fc do
11: if x is predicted to the unknown class then
12: Put x into U

training set, T =
⋃i=K

i=1 ψi, to create a super classifier with the capability of
zero-day traffic identification.

3 Proposed Scheme

In this section, we present a new traffic classification scheme with zero-day traf-
fic identification. There are three important modules in the proposed scheme:
unknown discovery, compound identification, and system update. The module
of unknown discovery is aimed to automatically find new samples of zero-day
traffic in a set of unlabeled traffic which are randomly collected from the target
network. The module of compound identification takes the pre-labeled training
samples and the zero-day traffic samples as input to build up a classifier for
robust traffic classification. To achieve fine-grained classification, the module of
system update can intelligently analyze the zero-day traffic and construct new
classes to complement the system’s knowledge.

3.1 Unknown Discovery

Unknown discovery is a key point for the new scheme of zero-day traffic identi-
fication. We propose a two-step method to extract zero-day traffic samples from
a set of unlabeled network traffic. The basic assumption is that the pre-labeled
training set for known classes does not contain zero-day samples. However, zero-
day traffic must exist in the data randomly collected from the target network.

The two-step method for unknown discovery is summarized in Algorithm 1.
Given the pre-labeled training sets {ψ1, . . . , ψK} and an unlabeled set Tu, in
the first step, we roughly filter some zero-day samples out from Tu by using
a semi-supervised idea. The labeled and unlabeled samples are merged to feed
a clustering algorithm, k-means. The k-means clustering aims to partition the
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traffic flows into k clusters (k ≤ |T |), C = {C1, . . . , Ck}, so as to minimize the
within-cluster sum of squares:

argmin
C

k∑
i=1

∑
xj∈Ci

‖xj −mi‖ , (1)

where mi denotes the centroid of Ci and it is the mean of flows in Ci. The
traditional k-means algorithm uses an iterative refinement technique. Given an
initial set of randomly selected k centroids {m0

1, . . . ,m
0
k}, the algorithm proceeds

by alternating between the assignment step and the update step [18]. In the
assignment step, each flow is assigned to the cluster with the closest mean.

Ct
i = {xj :

∥∥xj −mt
i

∥∥ ≤ ∥∥xj −mt
l

∥∥ for all l = 1, . . . , k} (2)

In the update step, the new means are calculated to be the centroid of the flows
in the cluster.

mt+1
i =

1

|Ct
i |

∑
xj∈Ct

i

xj . (3)

By choosing a large k [10, 19], we can obtain the high-purity traffic clusters,
{C1, . . . , Ck}. Then, the pre-labeled training samples can be used to identify
zero-day traffic clusters. The rule is, if a cluster does not contain any pre-labeled
samples, it is a zero-day traffic cluster.

We observe that the zero-day samples detected in this simple way is insuffi-
cient. To fix this issue, in the second step, the flow set V collected for zero-day
traffic in the first step are temporally used as the training set for a generic un-
known class. Thus, we have a specific classification problem which involves K
known classes and 1 unknown class. The pre-labeled training sets {ψ1, . . . , ψK}
and the temporal zero-day training set V can be combined to train a multi-class
classifier, fc, such as random forest. We further apply fc to classify the flows in
Tu, so as to obtain a high-purity set of zero-day samples, U . In particular, to
guarantee the purity of zero-day samples, we apply a new classification method
by considering flow correlation in real-world traffic, which will be described in
details in Section 3.2.

3.2 Compound Identification

For robust traffic classification, we further propose a new compound method to
build up a super classifier with the capability of zero-day traffic identification.
The novelty is to consider flow correlation in real-world network traffic and
classify correlated flows jointly rather than single flows.

Algorithm 2 presents the proposed method of compound identification. Given
the pre-labeled training sets {ψ1, . . . , ψK} and the zero-day sample set U pro-
duced by the module of unknown discovery, we can build up a classifier, fc, for the
(K+1)-class classification. fc is able to categorize zero-day traffic into the generic
unknown class. Following our previous work [8], we incorporate flow correlation
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noend 2. BoF-based traffic classification

Require: labeled sets {ψ1, ..., ψK}, zero-day sample set U , testing set Ωt

Ensure: label set Lt for testing flows
1: Combine {ψ1, ..., ψK} and U to train a (K + 1)-class classifier fc {U represent a

generic unknown class}
2: Construct BoFs X = {Xi} from Ωt according to 3-tuple heuristic {consider flow

correlation in traffic classification}
3: while X �= ∅ do
4: Take a BoF Xi from X
5: for j = 1 to |Xi| do
6: Classify xij by fc
7: Make find decision by aggregating the predictions of flows in BoF Xi

8: Assign the label of Xi to all flows in this BoF

into traffic classification process in order to significantly improve the identifica-
tion accuracy. Flow correlation can be discovered by the 3-tuple heuristic [20],
that is, in a short period of time, the flows sharing destination ip, destination
port and transport protocol are generated by the same application/protocol. For
convenience of traffic classification, we use “bag of flows” (BoF) to model flow
correlation. A BoF can be described by X = {x1, . . . ,xg}, where xi represents
the ith flow in the BoF. Classification of a BoF can be addressed by aggregat-
ing the flow predictions produced by a conventional classifier. In this paper, the
aggregated classifier fbof (X) can be expressed as

fbof(X) = Θx∈X(fc(x)), (4)

where fc(x) denotes the random forest classifier and Θ is the majority vote
method [21]. For BoF X , we have g flow predictions yx1, . . . , yxg which are pro-
duced by fc. The flow predictions can be straightforwardly transformed into
votes,

vij =

{
1, if yxj indicates the i-th class,
0, otherwise.

(5)

Then, the compound decision rule is

assign X → ωl if
g∑

j=1

vlj = max
i=1,...,q

g∑
j=1

vij
(6)

Consequently, all flows in X are classified into ωl. The BoF-based traffic classi-
fication is also used for unknown discovery in Section 3.1.

3.3 System Update

With unknown discovery and compound identification, the proposed scheme has
been able to identify zero-day traffic when performing traffic classification. The
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noend 3. New class detection

Require: zero-day traffic Z
Ensure: training samples for new classes
1: Perform clustering on Z to obtain k clusters {C1, ..., Ck}
2: for i = 1 to k do
3: Randomly select A flows from Ci

4: Manually inspect these A flows {Involve a little human effort}
5: if All flows are generated by the same application then
6: if This is a new application then
7: if It has been identified then
8: Merge Ci and its training set
9: else
10: Create a training set ψ′ for this new application

module of system update is proposed to achieve fine-grained classification of
zero-day traffic. The purpose is to learn new classes in the identified zero-day
traffic and complement the system’s knowledge. The capability of learning new
classes makes the proposed scheme different to conventional traffic classification
method.

The procedure of learning new classes is shown in Algorithm 3. Given a set of
zero-day traffic, Z, which is the outcome of compound identification, we perform
the k-means clustering to obtain the clusters {C1, . . . , Ck}. For each cluster,
we randomly select several sample flows (e.g.,three) for manual inspection. To
guarantee the purity of new training sets, the consensus strategy is adopted to
make prediction. If all of the selected flows indicate a new application/protocol,
we will create a new class and use the flows in the cluster as its training data.
For a new class which has been created during the system update, the flows in
the cluster will be added into the training set of that class. Once the cluster
inspection is completed, the new detected classes will be added into the set of
known classes and the training dataset will be extended accordingly. In this way,
the classification system is able to learn new classes. The updated system can
deal with more applications and achieve more fine-grained classification.

4 Performance Evaluation

This section reports the empirical study on the performance of our scheme. A
large number of experiments are carried out on a complex traffic dataset to
compare our scheme with the state-of-the-art traffic classification methods.

4.1 Traffic Dataset

In this paper, four Internet traffic traces are used for our experimental study.
They are captured from three Internet positions located around the world, such
that the sampling points are heterogeneous in terms of link type and capacity.
The collection time ranges from 2006 to 2010, covering five recent years in which
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Fig. 1. Class distribution of the complex dataset

the Internet has grown and evolved rapidly. Since either partial or full packet
payload is preserved in these traffic traces, we can build the ground truth (i.e.
the actual classes of traffic flows) with high confidence. The keio and wide traces
are provided by the public traffic data repository maintained by the MAWI
working group (http://mawi.wide.ad.jp/mawi/). The keio trace is captured
at a 1Gbps Ethernet link in Keio Universitys Shonan-Fujisawa campus in Japan
and it is collected in August of 2006. The wide-08 and wide-09 traces are taken at
a US-Japan trans-Pacific backbone line (a 150Mbps Ethernet link) that carries
commodity traffic for WIDE organizations. The original traces collected as part
of the ‘a Day in the Life of the Internet’ project last 72 hours on 2008/03/18-
2008/03/20 and 96 hours on 2009/03/30-2009/04/02. For each of them, we use
a 5-hour subset in our work. Forty bytes of application layer payload are kept
for each packet while all IP addresses are anonymized in keio and wide traces.
In addition, the isp data set is a trace we captured using a passive probe at a
100Mbps Ethernet edge link of an Internet Service Provider located in Australia.
Full packet payloads are preserved in the collection without any filtering or
packet loss. The trace is 7-day-long starting from November 27 of 2010.

We focus exclusively on the TCP traffic that constitutes the vast majority
traffic (up to 95%) in the observed networks. In consideration of practical uses,
we adopt a 900-second idle timeout for the flows terminated without a proper
tear-down. To establish the ground truth in the datasets, we develop a DPI tool
that matches regular expression patterns against payloads. Two distinct sets of
application signatures are developed, which are based on previous experience and
some well-known tools such as l7-filter (http://l7-filter.sourceforge.net)
and Tstat (http://tstat.tlc.polito.it). The first set is designed to match
against full flow payload (for the isp trace). For the rest traces in which only 40

http://mawi.wide.ad.jp/mawi/
http://l7-filter.sourceforge.net
http://tstat.tlc.polito.it
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bytes of payload are available in each packet, we tune the second set of signatures
to match against early message keywords. Some effort of manual inspection are
also made to investigate the encrypted and emerging applications.

To evaluate the proposed scheme, we create a complex dataset by random sam-
pling in the pool of the four traffic traces. Considering statistical significance,
some small classes and unrecognized traffic are excluded from the experiments.
Finally, the complex dataset is constituted by over 350,000 traffic flows from
10 major traffic classes. Figure 1 shows the distribution of traffic classes in the
dataset. 20 unidirectional flow statistical features, such as number of packets,
number of bytes, packet size, inter-packet time, etc., are extracted to represent
traffic flows. We apply feature selection to further remove irrelevant and redun-
dant features from the feature set [22]. The process of feature selection yields 9
features for the complex dataset. To simulate zero-day traffic, we manually set a
few classes to “unknown”. In this work, the classes of bt, dns, and smtp are set
to unknown. Therefore, the modified dataset consists of 7 known classes and 3
unknown classes. The flows from the unknown classes compose zero-day traffic.
In the experiments, the dataset is divided into four disjoint parts: pre-labeled
set, unlabeled set, and two testing sets. For known classes, 5% of the flows are
randomly selected from the pre-labeled set to form a supervised training set. It
is important to note that no any samples of unknown classes are available for
the classification system. Some flows are randomly selected from the unlabeled
set and used in the proposed scheme. Two testing sets are used to evaluate the
proposed scheme with or without system update, respectively.

4.2 Experiments and Results

A large number of special experiments are conducted to evaluate our new scheme.
We present the average performance over 100 runs.

Overall Classification Performance. When zero-day traffic present, we com-
pare the proposed scheme with three state-of-the-art traffic classification meth-
ods: random forest, BoF-based method [8], semi-supervised method [15]. For
the sake of fairness, the proposed scheme without system update is evaluated
in the experiments. We take random forest as a representative of conventional
supervised traffic classification methods. In our empirical study, random forest
displays superior performance over other supervised algorithms, such as k-NN
and support vector machine. The BoF-based method [8] is able to effectively
incorporate flow correlation into supervised classification. Our previous work
showed the BoF-based method outperforms conventional supervised methods.
We implement the BoF-based method by employing random forest algorithm
and majority vote rule. In addition, we test Erman’s semi-supervised method
[15] which has the capability of unknown identification. F-measure is adopted
to compare the overall performance of four competing methods. In the proposed
scheme and semi-supervised method, the number of k-means clusters is set to
700 and 5000 unlabelled flows are provided.
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Fig. 2 reports the F-measures of the proposed scheme and three competing
methods. The results show that the proposed scheme significantly outperforms
other methods in any class. For example, the proposed scheme is better than
Erman’s semi-supervised method over 20 percent in class http. In class ftp, the
F-measure of the proposed scheme is higher than the second best method, BoF-
based method, about 15 percent. The proposed scheme displays good robustness
against zero-day traffic. Although the semi-supervised method is able to detect
zero-day traffic, it is sensitive to different classes. For example, in class IMAP,
the semi-supervised method is the worst one among four. One can see that the
proposed scheme can perfectly deal with zero-day traffic as well as traffic flows of
known classes. The reason is that it combines the advantages of the BoF-based
method and semi-supervised method. The BoF model can effectively improve
the classification performance of known classes. In Fig. 2, the BoF-based method
shows higher F-measures than conventional random forest. In class ftp and class
imap, the BoF-based method is even better than the semi-supervised method.
The semi-supervised method has the potential to extract zero-day samples from
unlabelled data. Its F-measure in class unknown can achieve 0.77, while the
supervised methods cannot identify any zero-day traffic.

We observe that the superiority of the proposed scheme is due to its excellent
functionality of unknown discovery. A new two-step unknown discovery is devel-
oped for our traffic classification scheme. The first step borrows the idea of the
semi-supervised method to roughly detect some zero-day samples. The experi-
mental results show the true positive rate of zero-day traffic detection in the first
step is 69.1% and the false positive rate is 3.2%. The second step constructs a
random forest classifier by using the outcome of the first step, which can further
improve the effectiveness of zero-day sample extraction. In the experiment, the
true positive rate raises to 91% and the false positive rate reduces to 0.7%. Thus,
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Fig. 3. Performance of unknown discovery

zero-day samples can be combined with the pre-labelled training data to train a
super classifier with the capability of zero-day traffic identification.

Impact of Parameters. Generally speaking, the setting of parameters is a big
challenge for a traffic classification method which applies machine learning tech-
niques. We perform a set of experiments to test the impact of two parameters,
k and Tu on classification performance of our scheme. k denotes the number of
clusters produced by k-means clustering. We change it from 300 to 1,200 with
an interval of 100. Tu denotes the number of unlabelled flows which feeds to un-
known discovery. Tu is tested from 7‰to 21.5‰with an interval of 1.5‰. These
two parameters could affect the classification performance, since they control
the amount and purity of extracted zero-day samples. Accuracy is adopted in
the experiments for performance evaluation. It is the ratio of the sum of all cor-
rectly classified flows to the sum of all testing flows. This metric can be used to
measure classification performance on the whole testing data.

Totally, we have tested 100 accuracy values produced by 100 pairs of parame-
ters. The results show that our scheme is insensitive to parameters. In particular,
the classification accuracy of using any pair of parameters is between 96.5% and
97.5%. This is a beautiful characteristic, which is convenient for the system oper-
ator to choose the parameters in practice. The cause is that our scheme adopts
the two-steps unknown discovery. The change of parameters could affect the
outcome of the first step, while the second step can make self-adjust to extract
zero-day samples effectively. The slight variations on classification accuracy are
related to the unlabelled dataset which is randomly created and the randomness
of k-means clustering.

We further perform a set of experiments to investigate the robustness of un-
known discovery. Fig. 3 reports the true positive rate (TPR) and false positive
rate (FPR) of zero-day sample detection in the two steps of unknown discovery.
Fig. 3(a) shows the results with a fixed Tu = 5, 000 and various k. One can see
that, FPR produced in the first step is low, while TPR is not high. The second
step can significantly improves TPR and further reduces FPR. TPR of unknown
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discovery changes from about 80% to 92% when k increase from 300 to 1,200.
It is interesting to see that FPR is always close to 0. Consequently, the set of
extracted zero-day samples from Tu has big size and high-purity. This leads to
the classification performance is insensitive to the parameter k. By fixing k to
700 and varying Tu from 7‰to 21.5‰, we obtain Fig. 3(b). This figure shows
that increasing Tu can affect TPR and FPR slightly. Compared with the first
step, the second step can dramatically improve TPR from about 68% to 90%.
At the same time, FPR decreases from 3% to nearly 0. Therefore, we can obtain
sufficient and high-purity zero-day traffic samples with various Tu. In summary,
the proposed scheme relies on the two-step unknown discovery strategy, which
is insensitive to the parameters k and Tu.

Evaluation of System Update. A set of experiments are designed to evalu-
ate the module of system update. We test the classification performance of our
scheme with and without system update. The setting of parameter is: k = 700
and Tu = 5, 000 for unknown discovery. In the module system update, the iden-
tified zero-day traffic is categorized into 200 clusters and 3 flows are randomly
selected from each cluster for new class construction. F-measure is used to eval-
uate the classification results.

Fig. 4 reports F-measures of our scheme before update and after update.
The results show that the proposed scheme with system update can achieve
fine-grained classification of zero-day traffic. For example, zero-day traffic can
be identified with a F-measure of 93% before update. After update, the zero-
day traffic can be classified into three new classes with excellent F-measures. In
the known classes, the performance of our scheme changes very slightly (about
1%) after system update. For example, it changes from 93.3% to 92.8% in class
imap. In class pop3, F-measure raises from 97.5% to 99%. We can draw an initial
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conclusion that system update can achieve fine-grained classification of zero-day
traffic without affecting the performance of known classes.

In the experiments, there are about 32560 flows identified as zero-day traffic.
According to the experimental setting, the rate of manual inspection is 1.8%[≈
(200∗3)/32560]. This rate is very low, which makes it possible for practical using
the module of system update. For example, in attack detection, fine-grained
identification of zero-day traffic is well worth it with the price of a little human
effort.

5 Conclusion

This paper addressed a new problem, zero-day traffic, in the area of Internet
traffic classification. Conventional traffic classification methods suffer from poor
performance when zero-day traffic present since they are misclassifying zero-day
traffic into pre-defined application classes. We proposed a novel scheme which
can identify zero-day traffic as well as accurately classify the traffic generated by
pre-defined application classes. The proposed scheme has three important mod-
ules, unknown discovery, compound identification, and system update. A large
number of well designed experiments were carried out on a complex dataset
which is created from four big traffic traces. The results showed that, consid-
ering zero-day traffic, the proposed scheme without system update significantly
outperforms three state-of-the-art methods, random forest classifier, classifica-
tion with flow correlation, and semi-supervised traffic classification. With system
update, the proposed scheme can further achieve more fine-grained classification
of zero-day traffic. Moreover, a quantitative analysis on flow correlation was also
provided confirm the effectiveness of the proposed scheme.
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Abstract. A MANET (Mobile Ad-hoc NETwork) is a self-configuring
network of mobile devices connected by wireless links. Given its struc-
ture, a MANET has no clear line of defence, so it is accessible to both le-
gitimate network users and malicious attackers. For this reason, MANETs
are vulnerable to security attacks, mainly related to the poisoning of the
routing protocols. The focus of this paper is two-folded, on one hand
it presents a survey of the most significant attacks towards MANETs
and on the other hand it details the design and implementation of an
experimental testbed for assessing the security of a MANET, by allow-
ing to perform the described attacks. The obtained results have shown
that, in some cases, the purely theoretically described attacks presented
in the literature, are in fact not realisable because of some “real world”
operation details left unconsidered in the original paper.

Keywords: MANET, Security Assessment, Network Attacks.

1 Introduction

A MANET is a collection of mobile nodes that can communicate with each other
without the use of pre-existing infrastructure or centralised administration [1].
Each device in a MANET is free to move independently in any direction and
network topology will therefore change frequently.

Each node acts not only as a host but also as a router to forward messages for
other nodes that are not within the same direct wireless transmission range [2].

Due to the lack of central administration, a node communicates with each
other on the basis of mutual trust. In addition, because data are transferred
wirelessly, it can easily be intercepted or interfered with. Finally, restricted en-
ergy supply and limited computational power narrow down the use of complex
security mechanisms. These characteristics make MANET more vulnerable to
be exploited by an attacker [3], with respect to wired networks.

More in detail, most of the security problems typical of a MANET are related
to the routing protocols used in such a network. Indeed, due the previously
described constraints (e.g., the need of having lightweight protocols), the main
routing protocols do not present any security mechanism, meaning that the
exchanged messages are neither authenticated nor encrypted.

G. Wang et al. (Eds.): CSS 2013, LNCS 8300, pp. 228–242, 2013.
� Springer International Publishing Switzerland 2013
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Thus, malicious nodes mainly aim to disrupt the correct operations of the rout-
ing protocol, denying network services. Such nodes can use or modify sensitive
routing information, as for example, the distance metrics used in conventional
protocols (e.g., the number of hops). It is worth noticing that both data packets
and control packets, used by the routing protocol, are vulnerable to attacks [4].

This paper is organised as follow: in Section 2 we describe the related works,
while in Section 3 we provide some insights on the most used routing protocols in
MANETs. Then, Section 4 describes the most important attacks and in Section
5 we detail the design and the implementation of the testbed realised in this
work. Finally, Section 6 concludes the paper with some conclusive remarks.

2 Related Work

In the literature there are several works that describe single security attacks in
MANETs. Apart from these work (most of them will be referred in the following
sections), there are some works that provide a “general” discussion on the attacks
toward MANETS. Among these in [4] we can find a qualitative analysis of the
implications of using either a reactive or a proactive routing protocol on the
effectiveness of a network attack, while in [9] the authors present a survey of
the most prominent attacks described in the literature, in a consistent manner
so as to provide a concise comparison of the different attack types.

Nonetheless, to the best of our knowledge, there is no work in the literature
that provides a discussion on the aspects related to the real implementation of
such attacks and on the “real” impact that the choice of the routing protocol
can have on the security level of the MANET.

3 Routing Protocols

Routing protocols in MANETs can be classified into two main categories: reac-
tive protocols and proactive protocols. Reactive routing protocols are also called
”on-demand” protocols because paths are searched for when needed. Instead, in
proactive routing protocols, all nodes need to maintain a consistent view of the
network topology. Thus, periodical updates are exchanged among the nodes.

In the following we briefly describe the main features of the two most im-
portant protocols (one for each category), just highlighting those characteristics
that are important to better understand the network attacks, while we refer the
reader to the cited documents for a complete description.

3.1 Ad-Hoc on Demand Distance Vector Routing Protocol

In Ad-hoc On Demand Distance Vector (AODV) routing protocol [5], each mo-
bile host in the network acts as a specialised router and routes are obtained as
needed, thus making the network self-starting.
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When a node wants to communicate it initiates a route discovery process
by broadcasting a route request packet (RREQ) to its neighbours. This packet
contains, among the others, a destination sequence number field that is set to
a value that is either zero or the latest sequence number received in the past
for any route towards the destination. The neighbours, upon reception of the
RREQ, rebroadcast it to their neighbours, incrementing the Hop Count field.

RREQ travels from node to node until it reaches the destination node that
generates a route reply packet (RREP) that travels back to the source along the
shortest path. This packet has the destination sequence number field set to the
sequence number of the destination node (that is a state variable maintained by
each node) incremented by one. Hence, it is clear that the RREP destination
sequence number field contains a value that is equal of greater to the value stored
in the destination sequence number of the RREQ.

There is also the case in which a RREP is generated by an intermediate node
on behalf of the destination node. This happens if such an intermediate node has
a route entry for the desired destination with an associated destination sequence
number greater than or equal to the one contained in the RREQ. Such value of
the destination sequence number will be inserted in the RREP. Another field,
that is important to the aim of poisoning the routing protocol is the hop count
field, such a field is initialised to zero by the destination node when creating
the RREP.

It is important to highlight that, if an intermediate node receives a RREP
or RREQ for a destination for which it has a valid route entry, it checks for
the destination sequence number field of the message. If either such a field is
greater or equal and the hop count is smaller than the stored one, the node
updates routing information and propagates the message; otherwise, it drops
this packet [6]. This behaviour will be exploited in several attacks to “modify”
the routing table of the network nodes.

In addition to such messages, the nodes also periodically broadcast local Hello
messages to advertise the neighbours of its presence.

3.2 Optimized Link State Routing Protocol

Optimized Link State Routing (OLSR) protocol [7] is based on periodic ex-
change of topology information. The key concept of OLSR is the use of multi-
point relay (MPR) to provide an efficient flooding mechanism by reducing the
number of required transmissions. In OLSR, each node selects its own MPR from
its neighbours. Only nodes selected as MPR nodes are responsible for advertis-
ing. Generally, two types of routing messages are used in the OLSR, namely a
HELLO message and a Topology Control (TC) message.

The HELLO messages are used for neighbour sensing and MPR selection and
are periodically generated by all the nodes. Such messages contain the address of
the node and the list of its one-hop neighbours. HELLO messages are exchanged
locally by neighbour nodes and are not forwarded further to other nodes. A TC
message is used for route calculation and it is generated periodically. Only MPR
nodes are responsible for forwarding TC messages. Upon receiving TC messages
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from all of the MPR nodes, each node can learn the partial network topology
and can build a route to every node in the network. Each node selects its MPR
set so as to reach all its two-hop neighbours [1].

When calculating a routing table, pure RFC-compliant OLSR simply min-
imises the number of hops towards each destination, even if this means that a
route via a single very bad link will be preferred to a route via two excellent
links, although the later would probably have been the better choice. To solve
this problem, in the implementation used in this work, a Link Quality extension
of OLSR (not complaint with the RFC) is applied. Hence the routing tables
are computed taking into account a new metric, used to describe the quality
of the links. In more detail two parameters are introduced: Link Quality (LQ)
and Neighbour Link Quality (NLQ), that represent the probability that a packet
sent by a neighbour of ours actually make it to us (LQ) and that a packet that
we send actually makes it to our neighbour (NLQ) [8].

4 Attacks

In this section we present an overview of the most important attacks towards
MANETs.

Replay Attack
Replay attack consists in retransmitting valid data: the attacker first records
traffic at a given time, with the aim of later replaying it [13]. This can result
in a falsely detected network topology or help to impersonate a different node
identity [14].

The malicious node doesn’t have to replay control packets back to the node
from which it has received the packets. The only way of detecting replay attacks
is to keep trace of the sequence number of all the exchanged packets, making
the detection of such attacks quite hard [4].

Resource Consumption Attack
Resource Consumption Attack is actually more specific to MANETs. The aim
is to consume or waste resources of other nodes. The idea behind this kind of
attack is to request the services a certain node offers, over and over again, by
constantly making it busy. The attacks could be in the form of unnecessary
requests for routes, very frequent generation of beacon packets, or forwarding of
stale packets to nodes (an example is given by the sleep deprivation attack) [9].

Blackhole, Grayhole and Jellyfish Attacks
These attacks all aim at intercepting the traffic flowing between two legitimate
nodes. The attacks differ one from another according to the actions performed on
the intercepted traffic. Blackhole, Grayhole and Jellyfish Attacks have a common
first step, where the malicious node exploits the routing protocol to advertise
itself as having a valid route to a destination node, even though the route is
spurious, with the intention of intercepting packets.

In the second step Blackhole Attack aims to disrupt the communication be-
tween source and destination, so the attacker drops the intercepted packets
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without forwarding them. Grayhole attacker alternates a correct behavior with
a malicious one, by dropping the intercepted packets with a given probability
or behaves maliciously only for some time duration by dropping packets and
switches to normal behavior later [9].

Finally, the goal of Jellyfish attack is to increment the end-to-end delay and
thus degrade the performance of network services, especially for real time appli-
cations. This attack can be carried out by employing several mechanisms [10],
such as Reorder Buffer Attack or Delay Variance Attack. The former consists in
delivering all received packets, but in scrambled order instead of the canonical
FIFO order [11], while the latter involves holding packets for a random time
before processing them, so as to delay the packets unnecessarily for some amount
of time, thus increasing delay variance [10].

Neighbour Attack
The goal of neighbour attack is to convince two nodes, that are not within the
communication range of each other, that are neighbours. The attacker, which
is necessarily located between the two victims, simply forwards routing packets
without changing them (e.g., without incrementing the hop count field), so that
the nodes believe that they can communicate directly. The result is that data
packets are lost because two extremity of connection aren’t actually linked [9].

Neighbour attack is similar to Blackhole attack in the sense that they both
prevent data packets from reaching the destination. The difference is that in
Blackhole attack, the attacker drops packets, while in neighbour attack, after
poisoning routing, the attacker is not involved any longer [12].

Wormhole Attack
The Wormhole attacker is aimed at poisoning the routing tables, making packets
to be forwarded along the wrong routes. A Wormhole attacker records packets
at one location in the network and tunnels them to another colluding attacker
which forwards them in its area [9]. This tunnel between two attackers is referred
as a wormhole; it can be established by means of a wired link, a high quality
wireless out-of-band link or a logical link via packet encapsulation [15].

The Wormhole attack in reactive protocol aims at disrupting routing and
putting the attackers in a favorable condition, so that they take complete control
over a link in the network and they can sniff traffic, drop packets or launch a
man-in-the-middle attack [17].

Instead, in proactive protocols the two colluding attackers act in tandem to
distort the perceived network topology. So false informations are propagated,
the routing is disrupt and network performance is degraded [18].

Byzantine Attack
In Byzantine Attack, a compromised intermediate node works to create routing
loops, forwarding packets through non-optimal paths, or selectively dropping
packets, which results in disruption or degradation of the routing services.

This attack can be carried out by employing several mechanisms, some exam-
ples are:
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– Link spoofing attack, in which the attacker announces a fake link in order
to disrupt routing operations. This attack is meaningful only with proactive
protocols

– Routing loop Attack, which is possible only in networks with reactive pro-
tocol. An attacker modifies routing messages during route discovery process
with the intent of creating a loop

– Packet dropping attack, which consists in dropping packets (both data and
routing packets). This attack can also be the result of a lack of cooperation
from the internal nodes to the network operations to preserve their resources
without malicious designs [19]

Sybil Attack
The Sybil attack aims at degrading network performance by “creating” a nonex-
istent node. In more detail, the malicious node impersonates some nonexistent
node in the case when cooperation is necessary, and affects the configuration
schemes and the routing services based on trust model [9]. The attacker can
also steal the identity of an existing node [20], resulting able to receive routing
messages destined to the victim node.

5 Testbed Implementation

For the testbed implementation we used seven general purposes personal com-
puters with Linux operative system (Linux Ubuntu 10.04) equipped with an
Intel i3 2.0 GHz, with 4GB of RAM and a TP-LINK WN722N wireless card.
The mobile ad-hoc network has been configured using iw, a based CLI configu-
ration utility for wireless devices. Moreover, given that all the computers are in
the same laboratory, we have had the need of emulate different physical topolo-
gies, so that not all the nodes see the others nodes as neighbours. To this aim
we have used the iptables Linux tool, which allows the node to drop packets
directly at MAC layer, emulating a situation in which two nodes do not see each
other directly.

To evaluate the effectiveness of the different attacks when using either a re-
active protocol or a proactive protocols we have realised two different testbed
settings, using either AODV or OLSR. The routing protocols used in our tests for
AODV and OLSR are enabled by the latest version (at the moment of the tests)
of the standard implementations of such protocols for Linux (i.e., aodv-uu-0.9.6
and olsr-0.5.6). Instead, regarding the attacks we have implemented them by
using C coding and the libraries: Libnet for fake packets creation, Libpcap for
packet capture, Libnet filter queue for queue management. Moreover, given
that some attacks require the attacker to perform several operations in parallel,
we have implemented these attacks using multi-thread coding.

In the following subsections, we provide some insights on the implementa-
tion of the different attacks, also discussing the effect of the single attacks when
launched towards the two different routing protocols and discussing the condi-
tions (usually at the topology level) needed for the attack to be successful.
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Replay and Sleep Deprivation Attack
The Replay Attack is one of the simplest attacks and its implementation is the
same when using both AODV and OLSR.

A BPF filter (Berkley Packet Filter), before Libcap capture, selects the packet
the attacker wants to replay. Hence, we capture the packet by using the function
pcap next() which returns the copy of the selected packet. Then, using the
Libpcap function pcap sendpacket(), the attacker replays the packet.

Replay Attack may also be a method to implement Sleep Deprivation At-
tack, obtained just sending the replayed packet over and over. As an alternative
method, we have considered the creation of a fake packet sent over and over. For
example in AODV, the attacker builds and sends a false RREQ for inexistent
destination. The nodes that receive these packets are forced to process them
consuming their limited resources.

This attack does not pose any particular implementation problem and result
to be successful both with AODV and OLSR.

Blackhole, Grayhole and Jellyfish Attack
In Blackhole, Grayhole and Jellyfish attacks, an attacker poison the routing
protocol so as to advertise that it has the shortest path to the node whose packets
it wants to intercept, even though the route is spurious. When implementing it,
we have to consider that this first step is different in AODV and in OLSR.

Let us consider the topology shown in Fig.1, where node A is the attacker,
nodes S and D are the victims of the attacks, being respectively the source and
the destination of the target communication.

Fig. 1. Topology for Blackhole, Grayhole and Jellyfish Attack

Considering AODV, the attack is implemented as follow: A captures all UDP
packets with UDP port (either source port or destination port) equal to 654, by
using the Libpcap function pcap loop. When it receives a RREQ from S to D, A
creates a fake RREP (by using a opportunely defined Libnet function) claiming
a route to D with a destination sequence number bigger than the one used by S
(meaning that the route is “recent”) and the hop count field set to one (meaning
that it is a direct neighbour of D) [22]. Thus the packet is sent to S [21]. At
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Fig. 2. Topology for Neighbour Attack

this point, S will start sending to A the packets destined to D, considering that
A is at one hop from D.

When considering OLSR, the implementation is obviously different and it is
based on the creation of fake HELLO messages [23]. Hence, the attacker cre-
ates HELLO messages, in which it advertises a link with non-neighbour D and
announces that quality of the links A-D and A-S is good. From the implemen-
tation point of view, these Hello packets are created with a specifically defined
Libnet function. For the attack to be successful the sequence number field of
the packets is incremented and the fake packets have to be sent more frequently
then the correct HELLO packets. Moreover, A sends fake HELLO messages to
S, impersonating X and advertising that S-X is a bad quality link. In this way
S thinks that the path through the attacker is the shortest and the best one.

Once the malicious node has been able to insert itself between S and D, it is
able to do “whatever it wants” with the intercepted packets:

– A Blackhole attacker drops all packet, for example using iptables
– In Grayhole attack, the packets are queued and, using Libnetfilter queue

library, they are alternatively forwarded or dropped
– In Jellyfish reorder buffer, the attacker delivers all packets, yet after placing

them in a reordering buffer rather than a FIFO buffer. To implement such
an attack, with Libnetfilter queue library, we can define a function that
changes the packet ID that is used to indicate the order in which the packets
are served, allowing us to forward them in scrambled order. An alternate
method simply consists in delaying packets and it is obtained by queuing
them and forwarding them after a random period of time

The implementation of such attacks has been successful in both the AODV
and OLSR scenarios. Nonetheless, this kind of attacks poses some constraint on
the physical topology, meaning that the attacker cannot be in any position in
the network. In more detail, taking into consideration AODV that is simpler to
analyse (but the same considerations can be extended to the OLSR case), the
attack is always possible if A is a direct neighbour of S and, more in general,
when the route S-A (incremented by one) is shortest than any route S-D. This
is due to the fact that A advertises to be at one hop from D, thus the number of
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hops of the route S-D that passes through A will be equal to the number of hops
of the route S-A (that cannot be poisoned) incremented by one. As an example,
in the topology shown in Fig. 1, apart from the presented case, the attack would
not be successful in any other cases. It is important to highlight that in case A
and Z positions are switched, the two routes S-X-Y-D and S-Z-A-W-D (poisoned
so as to appears as S-Z-A-D to S) become equivalent. The experimental tests
have shown that in this case the behaviour of the network is unpredictable with
the traffic flowing through the two routes for alternate periods of time.

Neighbour Attack
As in the previous case, also the implementation of the Neighbour attack is
different in the AODV and OLSR scenarios. To exemplify the implementation
of this attack, let us consider the network topology given in Fig. 2, where, as in
the previous case, node A is the attacker and nodes S and D are the victims.

When considering the AODV scenario, the attacker, to impersonate the false
neighbour, captures all the UDP packets with destination or source port equal
to 654, by using the Libpcap function pcap loop and when it captures a packet
from either S or D, it uses the process packet function, to perform the following
actions:

– if the packet is a HELLO packet, A creates a copy of the packet which is
then forwarded to the other victim (note that in the “normal” operation the
HELLO packets are not forwarded)

– if the packet is a RREQ, A first copies the packet and sends it to the other
victim and then sends a fake RREP incrementing the destination sequence
number, so that the correct RREP isn’t considered (appearing as “older”
then the fake one). Alternatively, A could also not send a fake RREP and
just copy and forward the real RREP from D (without modifying it)

In the OLSR scenario, given that the routing protocol mainly relies on the
exchange of HELLO messages, A has to periodically send fake HELLO messages.
Hence, first of all, A captures, by using the Libpcap library, all the UDP packet
from/to S and D, with port (either source or destination port) equal to 698
and copies the value of the sequence numbers. Then, it creates the fake HELLO
packets, that advertise a good quality link between S and D, with the Packet Se-
quence Number incremented by at least one and the Message Sequence Number
incremented by at least 12 (because in the used OLSR implementation, between
two consecutive HELLO messages there are 12 TC messages).

The final result, valid for both the considered scenarios, is presented in Fig. 3,
where the dotted link between S and D indicates that the two nodes believe to
be direct neighbour, but in fact the communication will go through node A. The
proof of the success of the attack is that the victims are not able to communicate
with each other because the direct link between them doesn’t actually exist.

As for the previous attacks, also the neighbour attack poses some topological
constraints for being successful. Indeed, in both the AODV and OLSR scenarios,
the attack is only possible if A is a direct neighbour of both S and D.
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Fig. 3. Topology perceived from S and D under Neighbour Attack

Fig. 4. Topology for Wormhole Attack

Wormhole Attack
The wormhole attack is much more complicated than the previously described
ones and requires two colluding nodes to act as attacker. For the implementation
of such an attack, let us refer to the topology in Fig. 4, where nodes A1 and A2
are the two colluding attacks and, as previously S and D are the victims.

Referring to the description of the wormhole attack provided in the previous
section, it is important to highlight that we have not taken into account the case
of the creation of an out-of-bad tunnel. Thus, we have considered the case in
which the two attackers establish a GRE tunnel between them, using iptunnel

command and adding a static route in order to only tunnel the packets from and
to S and D.

Let us analyse the way of implementing the attack in the two different sce-
narios, starting with the AODV one.

In this case, the aim of the attack is the following: two colluding attackers work
to intercept packets of a communication between S and D. In the literature, if S
broadcasts a RREQ to find a route to D, A1 receives this RREQ, encapsulates
and tunnels it to A2 through an existing data route, in this case A1-X-Y-Z-A2.
Then A2 rebroadcasts the RREQ, which shows that it has only traveled S-A1-
A2-D. In our considered topology, the alternative route is S-X-Y-Z-D; so the
path via A1 and A2 is considered shorter than the alternative path [25].

In our experimental testbed we have implemented such an attack in two dif-
ferent ways, but none of them has resulted to be successful. Let us analyse them
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in details. In the first implementation, when A1 receives a RREQ, encapsulates
the packet adding the GRE and an external IP headers (built with Libnet func-
tions) and then sends it to A2 (as in OLSR). A1 also modifies some fields of
RREQ in order to be “considered” by D (i.e., source/destination and sequence
number). But, in AODV, when A1 and A2 want to communicate through the
tunnel, they initiate a route discovery process to create the tunnel. This process
takes some time, during which the communication is normally started through
the alternative path, making the attack unsuccessful.

The second implementation, instead, is realised in the following way: when
A1 receives the RREQ, it creates and sends a fake RREP, advertising that it is
a neighbour of D (so as to avoid the delay due to the creation of the tunnel).
In the meanwhile the tunnel is created and when S starts to send data packets
to A1, A1 sends them to D through the tunnel. But, a RERR is generated and
sent to S announcing that the destination is unreachable.

When considering OLSR, the attack consists in recording traffic from one
region of the network and replaying it “as is” in a different region [24], so as to
distort the correct perception of the network topology. Let us analyse the actions
taken by A1, considering that the behavior of A2 is complementary.

First of all a GRE tunnel is created between A1 and A2, then A1 captures all
packets from S, by using a Libpcap function. Thus, using Libnet functions, A1
creates a GRE header and an external IP header to be added to the captured
packets, which are then sent to A2 through the tunnel. A1 also captures packets
from tunnel interface (that are all sent by A2), decapsulates them, removing
the external IP and GRE headers, and adds (with a Libnet function) a layer
2 header. Finally, it forwards the packets. It is important to highlight that it
is necessary to “manually” insert the interesting packets in the tunnel, because
broadcast packets are normally not tunneled. From a practical point of view all
the packets exchanged between S and D are sent through a tunnel, this implies
that the intermediate nodes do not modify the “original” IP header, but just the
external header. Thus when the packets are de-tunneled, removing the external
headers and adding an “ad-hoc” layer 2 header, they appear as directly sent
from the source to the destination without any intermediate hop.

From the point of view of the topology constraints to successful realise such
an attack, they are more relaxed than in the previous cases, only requiring to
have A1 neighbour of S and A2 neighbour of D, but not requiring the A1 and
A2 to be neighbours.

Byzantine Attack
Regarding this attack, we have implemented three distinct variants: Link Spoof-
ing, Packet Drop and Route Loop.

Link Spoofing Attack
In AODV it is meaningless given that it relies on the idea of announcing a fake
link and that in AODV there are no link advertisements. Instead in OLSR it
has been implemented, but without any success. Let us analyse the reason: if
an attacker announces a fake link to another node, but the other node (which
should also announce it, given that the links are announced by both the edges)
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does not cooperate, the fake link is not considered in building the topology. Thus
to be successful, the attack would require two colluding attackers, even if in the
literature this case is not presented.

Packet Drop Attack
Such an attack aims at disrupting routing services or degrading network per-
formance. This attack is very simple to be realised and can be implemented, in
both the scenarios, by simply using iptables to drop packets.

Route Loop Attack
The route loop attack is not possible in OLSR, indeed given that all the nodes
know the whole network topology, the realisation of such an attack would require
to poison all the routing messages exchanged among the nodes, implying a level
of cooperation among nodes that is not usually available to an attacker.

Instead it is feasible when considering the AODV scenario and, in our testbed,
it has been implemented considering the topology shown in Fig. 5.

Fig. 5. Topology for Routing Loop Attack

Fig. 6. Topology for Sybil Attack

First of all A creates a static route, indicating that X is the next hop to D,
in this way the received packets destined to D will be forwarded to X. Then,
when A receives a RREQ from S to D, it creates a fake RREP to be sent to Y.
This message, that has an incremented destination sequence number (so that it
is considered more recent than the one sent by any other nodes), announces an
one hop route to D. In this way Y will think that the shortest route to D passes
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through A. Thus when S sends packet to D, it is receive by X that normally
forwards it to Y. Then Y sends the packet to A (because of the route advertised
by the fake RREP), which sends the packet to X (because of the static route).
This effectively creates a loop and all packets are dropped when their TTLs drop
to zero [26].

From the topological point of view, the constraint we have is that the attacker
has to be close to the link X-Y, that means that it must be a neighbour of both
X and Y (i.e. , it must be neighbor of two consecutive nodes).

Sybil Attack
In Sybil Attack, referring to Fig. 6, the malicious node A impersonates an in-
existent node A1. So it basically runs all operations both with its address and
with another one.

When considering AODV, A captures allthe routing packets with Libpcap.
When it captures a RREQ, in addition to performing the usual operations, it
also creates a fake RREP (using Libnet functions) with random parameters. For
further chaos, A increments the destination sequence number and set Hop Count
to 1, in order to deceive the source.

Instead, in OLSR, the attacker sends HELLO and TC messages periodically.
These messages are created using Libnet functions and they announce existent or
inexistent neighbours with false LQ and NLQ in order to give faulty information
about network topology and the other nodes think that there is another node
A1 in the network.

5.1 Results Discussion

The following Table summarises the obtained results, indicating for each per-
formed attack and routing protocol if it has been successful (�), unsuccessful
(NO), or not implemented because not significant for that routing protocol (�).

Attack AODV OLSR

Blackhole � �
Grayhole � �
Jellyfish � �
Neighbour � �
Replay � �
Sleep Deprivation � �
Paket Drop � �
Route Loop � �

Sybil � �
Wormhole NO �
Link Spoofing � NO

As it appears clearly, most of the attacks result successful in both the consid-
ered scenarios, with the following exceptions:
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– route loop attack is obviously unfeasible in the OLSR scenario

– wormhole attacks is not successful, when considering AODV. This is due to
the route discover process started by the tunnel creation, which is not taken
into account in the literature

– Link spoofing attack is not significant in AODV and does not succeed in
OLSR because it would require the cooperation of the network nodes

6 Conclusions

In this paper we have presented a survey of the most significant attacks towards
MANETs, detailing for each of them the implementation in an experimental
testbed. In many cases, the literature does not provide any hints on how to
implement the described attacks, leading to several possible implementations,
as seen in the case of the Wormhole attack. Moreover, the obtained results
have shown that, in some cases, the purely theoretically attacks presented in
the literature are in fact not realisable because of some “real world” operation
details left unconsidered in the description.

It is important to highlight, that even if we have only considered two routing
protocols, these results can be extended to all the “standard” protocols belonging
to the two categories (proactive and reactive), given that the presented attacks
do not exploit any particular characteristic of the protocols, but the general
working principles. As a conclusion, we can say that from a security point of
view the analysed protocols do not differ in a significant way.
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Abstract. The wireless mesh network is vulnerable to jamming attacks
due to open share of physical medium. Since such attacks induce severe
interferences resulting in denial of regular service, highly efficient detec-
tion and restoration methods are vital for a secure wireless mesh net-
work. On the other hand, artificial immune mechanisms originated from
the immunology are considerable methods to inspire design of an detec-
tion and restoration system. In this paper, we propose an immunological
anti-jamming method as per the adaptive immune system of human be-
ings to defeat the reactive jamming. The proposed method consists three
function modules, i.e., the monitoring agent for monitoring the packet
reception, the decision agent for detecting attacks and the recovery agent
for restoring the network from the ongoing attacks. Simulation results
show that the proposed method is effective to defeat the reactive jam-
ming and to maintain considerable performance of the overall network.

Keywords: Wireless mesh network, Reactive jamming, Anti-jamming
method, Adaptive immune system.

1 Introduction

The wireless mesh network (WMN), which is formed by wireless nodes com-
municating with each other via multiple hops, offers high-capacity and high-
speed data transfer under distributed network operations. Compared to mobile
terminals, mesh nodes including mesh access points, mesh routers and mesh
gateways generally have stronger processing and storage capacity, higher trans-
mission power but lower mobility to provide backhaul services. Since the WMN
has advantages in flexible deployment, high reliability and multi-hop transmis-
sion, it can be applied to various scenarios, such as last-mile access, wireless
metropolitan area network and emergency communications.

However, potential threats make the security of the WMN a challenge. One
severe issue of wireless transmission is that wireless links are prone to passive or
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active attacks, such as eavesdropping and jamming. It is even harder to defeat
these attacks in the WMN because the network uses multi-hop relay over suc-
cessive mesh nodes in order to provide connectivity for pairwise nodes. Zdarsky
et al. [21] analyzed potential security threats in wireless mesh backhauls and
assessed their corresponding risk. They indicated that intelligent jamming is
the top one threat which has high impact and high likelihood. They also pre-
sented various styles of jamming strategies like prevention of management and
control frames, hijacking of protocol messages, and degradation of link quality,
which incurred topology and route flapping of a WMN. Therefore, it is vital to
defeat jamming attacks in order to minimize the performance degradation. In
addition, Wu et al. [19] summarized different types of jamming models on wire-
less networks, namely constant jamming, deceptive jamming, random jamming
and reactive jamming. Although enormous methods have been proposed to de-
tect jamming attacks [15], they are weak to defeat reactive jamming attacks. In
the reactive jamming model, a reactive jammer only jams some specific types
of packets. Specifically, it keeps quiet when the channel is idle, but immedi-
ately emits radio signals after sensing the transmission of those types of packets.
Therefore, the reactive jamming model, compared with constant, deceptive and
random jamming models, is much more intelligent. Since reactive jammers do
not continuously emit radio signals or do not block all messages going through
the jammed area, it is hard to detect reactive jamming attacks that target the
reception of a packet.

On the other hand, many techniques originated from other disciplines have
been adopted to counteract jamming attacks, e.g., game theory [10, 17], opti-
mization [6] and bio-inspired techniques [1]. As a matter of fact, the immune
system of human beings provides a considerable way to design an intrusion de-
tection system for defeating anomalies in wireless mesh networks [11]. Therefore,
we propose an immunological anti-jamming method to defeat reactive jamming
attacks targeting WMNs. The proposed method consists of three function mod-
ules, namely monitoring agent, decision agent and recovery agent. Moreover, an
attacking pattern database is used to store the features of known attacks. Specifi-
cally, the monitoring agent functions as the helper T cell in the adaptive immune
system, and the decision and recovery agents serve as B cell and antibody, re-
spectively. Similar to the effects of the adaptive immune system in immunology,
the proposed method is able to detect and to restore the WMN from the reac-
tive jamming. The advantages of the proposed method include fully distributed
control, adaptive attack detection and quick reaction.

The rest of this paper is organized as follows: The next section reviews the
related work. Section 3 presents the systemmodel and some assumptions. Section
4 introduces the adaptive immune system of human beings and gives a detailed
description of the immunological anti-jamming method. Then, Section 5 presents
simulation results to justify the advantages of the proposed method. Finally,
Section 6 concludes the paper.
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2 Related Work

Due to open broadcasting medium of wireless networks, it is easy for an attacker
to launch jamming attacks by interfering the available channels at will. As a
result, a WMN with the presence of jamming attacks turns to be unstable due to
topology and route flapping. Thus, the studies of jamming detection, restoration,
and new jamming attacks have drawn more and more attentions. In the following,
we summarize related works under two main aspects, namely jamming detection
and jamming restoration.

Currently, most of studies in the area of jamming detection use the packet
delivery ratio (PDR) as the indicator of jamming. However, conventional PDR-
based schemes require one to monitor communications for a long time before
making a decision, resulting in a delay of jamming detection. Thus, Siddha-
bathula et al. [15] proposed a collaborative detection scheme, which evaluated
the packet delivery ratio in an area instead of pairs of nodes. Specifically, a node
used observations from other nodes to speed up the jamming detection. How-
ever, the work is weak to detect the reactive jamming because it only targets
the constant jamming. In [16], a novel jamming detection scheme was proposed
to detect reactive jamming attacks by identifying the cause of bit-errors for
individual packets based on the received signal strength during the reception
of these bits. More precisely, bit-errors are detected based on either predeter-
mined knowledge, error correcting codes, or limited node wiring in the form of
wired node chains, and the detection scheme comprises three steps: error sam-
ple acquisition, interference detection, and sequential jamming test. Li et al. [8]
studied the idealized case of perfect knowledge by both the jammer and the net-
work about the strategy of each other, including knowledge about the network
channel access probability, the number of neighbors of the monitor node, the
jamming probability of the jammer, etc. They also studied the case where the
jammer and the network lack the knowledge to solve the optimal jamming attack
and defense policies. Moreover, a new detection method of jamming attack in ad
hoc networks was proposed based on the measure of statistical correlation [4].
The network is alarmed about jamming attack if the correlation coefficient be-
tween the reception error time and the correct reception time is larger than that
obtained based on the measured error probability. Lin and Li [9] proposed a
Bayesian-based distributed detection scheme, in which multiple monitor nodes
jointly detect the existence of a jammer to minimize the probability of error.
They further studied optimal defense strategies with the goal of maintaining
a desirable quality-of-service. In addition, Thamilarasu and Sridhar [17] pro-
posed a game theoretic framework to detect jamming attacks in wireless ad hoc
networks. They formulates jamming as a two-player, non-cooperative game to
analyze the interaction between a jammer and monitoring nodes in the network.
After solving the game by computing the mixed strategy Nash equilibrium, they
derived optimal attack and detection strategies.

Another hot area of defeating jamming attacks is jamming restoration.
Pelechrinis et al. [12] built an anti-jamming reinforcement system called ARES
driven by measurements in the physical layer, which is composed of a rate
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module and a power control module. By tuning the parameters of rate adap-
tation and power control, they improved the performance in the presence of
jammers. In order to mitigate Medium Access Control (MAC) layer jamming
attacks, Lin and van der Schaar [10] firstly used a non-cooperative game model
to characterize the interactions between regular users and a malicious user. Since
they found that the Nash equilibrium of the game is either inefficient or unfair
for the regular users, they introduced an intervention user to transform the orig-
inal game into a new game augmented by the intervention function. By properly
designing the intervention function, the intervention user can effectively miti-
gate the jamming attacks from the malicious user. Jamming defense strategies
for the MAC layer can also be found in [7, 14, 18]. Another key technique for
protecting against jamming attacks is cross-layer design. Jiang and Xue [6] in-
vestigated network restoration solutions via the joint design of traffic rerouting,
channel reassignment, and scheduling over a multi-radio multi-channel WMN
to recover from jamming attacks and maintain an acceptable level of service
degradation. They formulated the optimal network restoration problem as a lin-
ear programming problem, then provided a greedy scheduling algorithm using
dynamic channel assignment.

3 System Model and Assumptions

In this section, we give network and adversary models to be studied, and then
some assumptions are made to facilitate the design of an anti-jamming method.

3.1 Network Model

We model a single-interface WMN as G =< V,E,RT , prop,mac, rp >, where
V is the set of stationary mesh nodes. All mesh nodes use the same radio-
propagation model, MAC and routing protocol that are respectively denoted as
prop, mac and rp. Furthermore, we assume that each node transmits with an
omni-directional antenna, and the radius of transmission range is defined by RT .
A node within the transmission range of node i can correctly decode messages
originated from i. An edge e = (i, j) ∈ E denotes that node i and j are located
within the transmission range of each other, i.e., their Euclidean distance satisfies
d(i, j) ≤ RT .

3.2 Adversary Model

We consider a set of reactive jammers J in a WMN. The reactive jammer only
jams wireless channels after sensing the transmission of some specific types of
packets that it tends to block. Consequently, the reactive jammer degrades the
overall performance of the network without wasting too much resources. More-
over, it is harder for existing detection methods to detect such attacks since
reactive jammers emits radio signals on demand rather than continuously. The
reactive jammer’s goal is to corrupt the transmission of legitimate messages by
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selectively interfering wireless channels in order to degrade the receiving Sig-
nal to Interference and Noise Ratio (SINR). Consequently, the corresponding
receiver nodes are blocked from receiving these data packets. The mechanism
of the reactive jamming is illustrated in Fig. 1, where RSSI is the receive sig-
nal strength indicator and FCS means frame check sequence. Tsamp denotes the
time to sample the RSSI of the underlying wireless channel, Tperiod and Tstart

are the period of sampling and the time to initialize hardware and device status,
respectively.
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Fig. 1. The mechanism of the reactive jamming model

For the convenience of description, a reactive jammer is formally defined as
j = (IDj , Xj , Yj , Rj) ∈ J , where IDj denotes the identifier of the jammer. Xj

and Yj are the horizontal and vertical coordinates of the jammer, respectively.
Similarly, we consider that the jammed region is a circular region with a radius
Rj centered at the jammer’s location.

3.3 Assumptions

Generally speaking, mesh nodes in WMNs form a mesh backbone for conven-
tional mobile terminals. Thus, we consider that all mesh nodes are stationary
and have enough processing and storage capacities. Furthermore, our proposed
method is based on following assumptions:

1) The WMN is strongly connected, and the number of mesh nodes is much
larger than that of reactive jammers. Thus, when jamming attacks occur, the
transmission path can be switched to another route with a high probability.

2) Single path transmission is used, i.e., every source node uses one transmis-
sion path at a time to transmit packets. Multi-path transmission is out of the
scope of this paper.

4 The Immunological Anti-jamming Method

Based on the system model and assumptions described above, we propose an
immunological anti-jamming method as per the adaptive immune system of hu-
man beings in this section. Specifically, we first show how the adaptive immune
system of human beings works to defend against diverse pathogens. Then, we
present the design methodology of the proposed anti-jamming method and give
detailed explanations towards some important function modules.
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4.1 Adaptive Immune System

The adaptive immune system is composed of highly specialized, systemic cells
and processes that eliminate or prevent pathogenic challenges [5]. It is activated
by the innate response, more specifically, by dendritic phagocytes or B lympho-
cytes digesting their matching antigens, which are termed antigen presenting
cells (APCs). There are two major types of lymphocytes taking responsibility in
the system, called B cells and T cells. They are useful only if they are active. By
recognizing Major Histocompatibility Complex (MHC) molecules on APCs with
the help of co-receptor expression, naive T cells differentiate into different types
of mature T cells with specific functions, including cytotoxic T cells, helper T
cells, and γδT cells. However, we focus on helper T cells and their functions
in the adaptive immune system because helper T cells play an important role
in establishing and maximizing the capabilities of the system [5]. In addition,
helper T cells also make sense in activation of B cells. With the aid of helper
T cells, naive B cells will further differentiate into active B cells (also known as
plasma cells) which secrete antibodies. Some plasma cells will survive to become
long-lived antigen specific memory B cells which can be called on to respond
quickly if the same pathogen re-infects the host. Fig. 2 shows the typical B lym-
phocyte activation pathway. Antibodies binding to matching antigens undertake
jobs of making them easier targets for phagocytes and triggering the complement
cascade.

A naive B cells which displays 

antigen fragments bound to its 

unique MHC molecules

This combination of antigen and 

MHC attracts the help of a mature 

helper T cell

Cytokines secreted by the 

helper T cell help the B cell 

to multiply and mature 

into plasma cells

Antibodies are released into the blood

Fig. 2. The B lymphocyte activation pathway

4.2 Design Methodology

In this section, we present the immunological anti-jamming method for the WMN
in detail. Since mesh nodes have some unique features such as low mobility,
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strong processing and storage capacity, sufficient power supply, etc., we consider
that mesh nodes in the WMN keep alive in a long period of time. Inspired
by the the adaptive immune system, Table 1 shows the relationships between
entities in the adaptive immune system and components in the immunological
anti-jamming method. We consider monitoring agents as T helper cells in the
immune system of human beings. T helper cells, which is a key subtype of T
lymphocytes, help determine which types of immune responses the body will
make to a particular pathogen. On the other hand, decision agents are considered
as B cells in the immune system. After being activated by T helper cells, B cells
begin to divide, and their offspring, known as plasma cells, produce antibodies,
each of which recognizes a unique antigen and neutralize specific pathogens.
Note that some plasma cells will survive to become long lived memory B cells.
Moreover, we consider recovery agents as antibodies in the immune system.
Millions of antibodies in human body circulate in blood plasma and lymph,
bind to antigens and mark them for destruction. Antibodies can also neutralize
pathogens directly by binding to toxins or by interfering with the receptors that
viruses and bacteria use to infect regular cells.

Table 1. Relationships between the adaptive immune system and the immunological
anti-jamming method

Entities in the adaptive immune system Components in the anti-jamming method

Body Wireless mesh network
Self cells Regular mesh nodes
Non-self cells Reactive jammers
Helper T cells Monitoring agents
B cells Decision agents
Antibodies Recovery agents
Immunological memory Attacking pattern database

Fig. 3 shows the framework of the proposed method, where an agent is a soft-
ware module which is responsible for particular functions. A monitoring agent
attached to each mesh node monitors the behaviors of its neighbors and peri-
odically sends results to decision agents. After collecting information from mon-
itoring agents, the decision agent detects jamming attacks based on its local
jamming pattern database, which stores the features of known jamming attacks.
If jamming attacks indeed occur, the decision agent activates several recovery
agents to eliminate the impacts of these attacks. It is worth to mention when new
jamming attacks are recognized by examining both abnormal behaviors of jam-
mers’ radio signals and packet losses, the decision agent extracts jamming pat-
terns from these abnormal behaviors and then appends them into the jamming
pattern database. Finally, recovery agents eliminate the impacts of jamming
attacks through various mechanisms, such as path switching, Direct Sequence
Spread Spectrum (DSSS), Frequency Hopping Spread Spectrum (FHSS), etc.
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Note that decision agents could be deployed in a portion of selected mesh nodes
for performance concerns. Among these three types of agents, the monitoring
and the decision agent are stationary, while the recovery agent may be either
stationary or mobile.

Wireless mesh network

Decision 

agent

Attacking patterns

Monitoring 

agent

Recovery 

agent

Fig. 3. Framework of the immunological anti-jamming method

4.3 Monitoring Agent

Similar to T helper cells in the adaptive immune system of human beings, mon-
itoring agents are deployed in all mesh nodes to monitor behaviors of direct
neighbors. After monitoring in a certain time period, they send results to nearby
decision agents via dedicated or outband channels. Owing to sharing wireless
medium, monitoring agents passively work in silence resulting in low overheads
of collecting information. Besides, node behaviors can be further expressed in a
compressed format to reduce the communication cost among agents. For exam-
ple, Table 2 shows the mapping results of different behaviors.

Table 2. Mapping table of different behaviors

Behavior Code

Emitting radio signals at a power exceeding the normal level HP
Sending a RTS control packet SR
Receiving a RTS control packet RR
Sending a CTS control packet SC
Receiving a CTS control packet RC
Sending a DATA packet SD
Receiving a DATA packet RD

4.4 Decision Agent

We consider the decision agent as the B cell in the adaptive immune system. A
decision agent is responsible for collecting monitoring results from monitoring
agents, making reactions and activating recovery agents. Similarly, the decision
agent detects various attacks by integrating the known attacking patterns for
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detecting known attacks with the specified policies for detecting unknown at-
tacks. Note that the ability of detecting unknown attacks highly depends on the
efficiency of existing specified policies towards normal behaviors of mesh nodes.
Therefore, efficient anomaly based and specification based detection techniques
are important to improve such ability. Similar works can be found in [2, 11, 20].
The work flow of a decision agent is illustrated in Fig. 4.
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Activating recovery agents

Initialization
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No

No
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Fig. 4. Work flow of a decision agent

4.5 Recovery Agent

Recovery agents are considered as antibodies in the immune system, and their
life time is controlled by a timer. The tasks of recovery agents are to eliminate the
attacking impacts and to restore the WMN from the ongoing attacks. Multiple
recovery agents collaboratively perform following three steps to defeat reactive
jamming attacks:

Step 1. Those mesh nodes that locate at the border of the jammed area install
recovery agents through two possible ways: One is activating existing recovery
agents that are already installed in the nodes via some signals, e.g., the identifiers
of abnormal nodes; The other is obtaining mobile recovery agents originated from
decision agents via dedicated channels.

Step 2. Recovery agents perform countermeasures that are assigned by deci-
sion agents, e.g., path switching, to restore the network from potential attacks.

Step 3. When the timer expires, recovery agents turn to be inactive or are
simply deleted for saving storage space.
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4.6 Discussion

It is obvious that the value of the timer affects the performance of recovery
agents. On the other hand, the countermeasure used in recovery process should
be considered as well. Taking path switching as an example, a larger value of the
timer results in a longer recovery delay but a greater probability of finding a clean
transmission path that does not contain any jammer as the relay node. Therefore,
we briefly discuss how to select the timer in practical usage. To minimize the
recovery delay, a smaller value of the timer is required. However, we argue that
the value must be no less than the discovery period of a new route. Therefore,
the initial value can be assigned by the decision agent to the time period of the
latest route discovery procedure. Once the decision agent fails to find a clean
path before the timer expires, the value of the timer will increase in the next
recovery procedure. Note that the first assumption in this paper ensures that a
clean route can be always discovered when the value of the timer is large enough.
Thus, a proper value of the timer can be determined to make a tradeoff between
the recovery delay and the security of data transmissions.

5 Performance Evaluation

To evaluate the performance of the proposed method with the presence of re-
active jamming attacks, we first establish an experimental environment that
contains a square grid network and several reactive jammers. Note that the at-
tacking strength of those jammers is adjusted by selecting different values of
the following two parameters: jamming range and number of reactive jammers.
Then, we present comparative results of the performance of different detection
methods in terms of packet delivery ratio and network throughput.

5.1 Simulation Setup

We use network simulator ns2 (v2.33) for simulations and evaluate the perfor-
mance of the proposed method in terms of Packet Delivery Ratio (PDR) and
Valid Network Throughput (V NT ). Omni-antenna is used as the antenna model,
and Two Ray Ground model [3] is adopted as the radio-propagation model. Fur-
thermore, since the basic 802.11 DCF MAC layer protocol is implemented in the
ns2 simulator by default, the MAC protocol is selected as the IEEE 802.11b/g
in the 2.4GHz Industrial, Scientific and Medical band. The underlying routing
protocol is set to Ad hoc On-Demand Distance Vector (AODV) [13], a classical
reactive routing protocol. For simplicity, all reactive jammers in simulations have
the same jamming range.

The evaluated network in the simulations consists of a square grid of 49 evenly-
spaced stationary nodes (numbered from node 0 to node 48 column by column)
located in a 1350m×1350m square. Node 0 at one corner of the network serves
as the source node of a data flow that start at simulation time of 20s, and node
35 that locates at the opposite corner to node 0 functions as the destination.
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The source node originates User Datagram Protocol (UDP)/constant bit rate
(CBR) flows with a packet size of 200 bytes and a sending rate of 96 kilobit
per second (kbps) to its intended destination. Each simulations lasts 200 sec-
onds, and each data point in the results is an average of 20 independent trials.
More simulation parameters are listed as follows: Transmission range and hori-
zontal/vertical distances between adjacent nodes are set to 250 meters and 150
meters, respectively. The locations of all reactive jammers are randomly gener-
ated in a rectangle area determined by four corner points whose coordinates are
(500,400), (600,400), (500,500) and (600,500). Moreover, path switching serves
as the recovery mechanism in our simulations. For the sake of comparison, we
change settings of the jamming range and the number of reactive jammers to
simulate different attacking scenarios.

To validate the advantages of the proposed method, we compare it with the
collaborative detection scheme proposed in [15] in three cases. Firstly, we com-
pare the two methods by adjusting the number of reactive jammers with simula-
tion time in terms of V NT . In terms of PDR, we then compare the two methods
with respect to different jamming ranges of reactive jammers. Lastly, we compare
the two methods regarding different numbers of jammers to show the effective-
ness of the proposed method. For the simplicity of description, we name the
collaborative detection scheme [15] as the comparative method in the following
simulation results. Specifically in the comparative method, wireless nodes peri-
odically send out beacon signals, and the loss of beacon messages within each
time interval is evaluated in order to detect the existence of jamming attacks.

5.2 Simulation Results

Before we present the simulation results, we define PDR and V NT as follows:
the PDR of a flow is the number of data packets received by the destination
divided by the number of data packets originated from the source, and the V NT ,
which is measured in kilobit per second (kbps), is defined as the average rate of
successful packet delivery over the simulated network.

5.2.1 Performance Comparisons of the Adaptivity Towards New
Reactive Jammers

In this part, we compare the proposed method with the comparative method
in terms of V NT by changing the number of jammers with simulation time,
where the jamming range of each reactive jammer is set to 100m. Moreover, the
jammers launch attacks at simulation time of 20s. Fig. 5 illustrates the com-
parative results of V NT by adjusting the number of jammers with time. We
see that the V NT of the comparative method dramatically decreases with the
increase of the number of jammers. However, the V NT performance maintains
a high level when the proposed method is used. We also observe in Fig. 5 that
no matter what the number of jammers is, the V NT of the proposed method
outperforms that of the comparative method. The above results stem from two
reasons: Firstly, reactive jammers jam the network only if they sense the trans-
mission of data packets whereas act normally when they sense the transmission
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Fig. 5. Comparative results of V NT by adjusting the number of jammers with time

of control packets. Therefore, the comparative method is weak to detect such
attacks because the node can not see a significant drop on the number of bea-
con messages received from neighbors. Secondly, the proposed method detect
reactive jamming attacks by checking the number of data packets received from
neighbors and investigating the abnormal behaviors of neighbors’ radio signals.
Then, the proposed method recover the network from jamming attacks using
path switching. By appending the features of detected jamming attacks into at-
tacking pattern database, the proposed method can quickly react known attacks
in future. Thus, the proposed method is effective to protect the network from
attacks launched by reactive jammers.

5.2.2 Performance Comparisons With Respect to Different
Jamming Ranges

To justify the advantages of the proposed method compared to the previous one,
we further carried out another group of simulations by changing the jamming
range of reactive jammers, where the number of jammers was set to 2, and the
total jamming time included two time intervals, i.e., [40s, 80s] and [120s, 160s].
Fig. 6 shows the comparative results of PDR of the two methods with respect
to different jamming ranges. We find that no matter what the jamming range is,
the proposed method outperforms the comparative one. Basically, the results are
owing to similar analysis as before. As a matter of fact, the proposed method is
adaptive to the changes of jammed area by monitoring via monitoring agents and
restoring via recovery agents, and then guarantee the transmission of subsequent
data packets.

5.2.3 Performance Comparisons Regarding Different Numbers of
Reactive Jammers

In this part, we simulated different attacking scenarios using different numbers
of reactive jammers, where the jamming range was 100m and the jamming time
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Fig. 6. Comparative results of PDR with respect to different jamming ranges

Fig. 7. Comparative results of PDR regarding different numbers of jammers

was selected as before, i.e., [40s, 80s] and [120s, 160s]. Then, we compared the
proposed method with the comparative one in terms of PDR. Note that in
each run of simulation, the number of jammers is fixed. Fig. 7 illustrates the
comparative results of PDR regarding different numbers of jammers. From Fig.
7, we have two observations: one is that the performance of the proposed method
is better than that of the comparative one with varied numbers of jammers,
and the other is that compared to the previous method, our method has much
smaller performance decrease when jamming attacks occur. The reason is that
after detecting jamming, the proposed method reroutes the transmission path
to a new available path that does not compromise nodes located in the jamming
area. Therefore, ongoing jamming attacks have no influences on the subsequent
data transmission.
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The experimental results presented highlight the fact that the proposed
method is more effective to detect the reactive jamming and to restore the net-
work from the attack. These results also suggest that an efficient anti-jamming
scheme must consider cross-layer parameters, such as received signal strength,
packet bit errors, packet delivery ratio, etc., at the beginning of design in order
to detect intelligent jamming attacks.

6 Conclusions

This paper have investigated a specific type of jamming, i.e., reactive jamming.
According to the adaptive immune system of human beings, we have proposed an
immunological anti-jamming method for WMNs. The proposed method detects
jamming attacks and restores the WMN from these attacks in a distributed man-
ner. Our results demonstrate the effectiveness and advantages of the proposed
method for defeating reactive jamming attacks. Note that this work addresses
detection and restoration but not countermeasures against malicious jammers,
which is an interesting area for future studies.
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Abstract. Anonymous identity-based encryption(IBE) can be used to build 
Public-Key Encryption with Keyword Search. But no efficient previous works 
in the identity-based broadcast encryption are known. In this paper, we extend 
the anonymous IBE definition to the identity-based broadcast encryption. Then 
a new construction of anonymous identity-based broadcast encryption is pro-
posed in the standard model. In the new construction, the ciphertexts and pri-
vate keys are indistinguishable for the different receivers set. The proposed 
scheme has constant size ciphertexts and achieves adaptive security. In addi-
tion, the security of the proposed scheme is reduced to the static assumptions in 
a composite group. 

Keywords: Identity-based encryption, anonymous identity-based broadcast  
encryption, dual system encryption, static assumptions, standard model. 

1 Introduction 

Broadcast Encryption (BE) was introduced by Fiat and Naor in [1]. In this scheme a 
broadcaster encrypts a message for some subset iS S⊂ of users who are listening on 

a broadcast channel. Any user in Si can use his private key to decrypt the broadcast. 
Any user outside the privileged set Si should not be able to recover the message. Re-
cently it has been widely used in digital rights management applications such as pay-
TV, multicast communication, and DVD content protection. Since the first scheme 
appeared in 1994, many BE schemes have been proposed [2-5]. 

Identity-based encryption (IBE) was introduced by Shamir[6]. It allows for a party 
to encrypt a message using the recipient's identity as a public key. The ability to use 
identities as public keys avoids the need to distribute public key certificates. So it can 
simplify many applications of public key encryption (PKE) and is currently an active 
research area[7-12]. 
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Identity-based broadcast encryption(IBBE) [13-18] is a generalization of IBE. One 
public key can be used to encrypt a message to any possible identity in IBE schemes. 
But in an IBBE scheme, one public key can be used to encrypt a message to any poss-
ible group of S identities. In [13, 15], the proposed scheme was based on random 
oracles. In addition, the size of the ciphertexts grows linearly with the number of the 
users. The well known construction of IBBE was proposed by Delerablée [14]. This 
construction achieved constant size private keys and constant size ciphertexts. How-
ever the security of her main scheme achieved only selective-identity security(a weak 
security) and relied on the random oracles. In [16, 17], two schemes with full security 
were proposed respectively. But they were impractical in real-life practice since their 
security relied on the complex assumptions which were dependent on the depth of 
users set and the number of queries made by an attacker. In addition, the work in [17] 
had the sublinear-size ciphertexts. Moreover, the authors in [17] used a sub-algorithm 
at the Encrypt phase to achieve full security which increased the computations cost. In 
[18], authors also proposed an anonymous broadcast encryption scheme. However, it 
is constructed based on the strong Hash function which means that the security relies 
on the random oracles. Recent works[19] were also impractical since the size of the 
ciphertexts relied on the size of receivers set. 

Recently, a new technique is applied to IBE. It is called Dual Encryption Tech-
nique. In a dual system[20,21], ciphertexts and keys can take on two forms: normal or 
semi-functional. Semi-functional ciphertexts and keys are not used in the real system 
since they are only used in the security proof. A normal key can decrypt normal or 
semi-functional ciphertexts, and a normal ciphertext can be decrypted by normal or 
semi-functional keys. However, when a semi-functional key is used to decrypt a semi-
functional ciphertext, decryption will fail. More specifically, the semi-functional 
components of the key and ciphertext will interact to mask the blinding factor by an 
additional random term. Waters[20] first proposed a broadcast encryption scheme 
based on this new technique. However, the proposed scheme is not based on identity 
and also inefficient since its cost of decryption is dependent on depth of users set. 
Based on this technique, two schemes are proposed in [21,22] respectively. 

However, the existing works are not anonymous. They can not protect the privacy 
of the receivers in the different subsets in S.  Bellare et al[24] treated firstly the notion 
of anonymity or key privacy for a cryptosystem. In this notion the ciphertext of an 
encryption may not give any information on the key that was used to perform the en-
cryption, in addition to the privacy of the message. Combining anonymity with identi-
ty-based encryption is a logical step. Anonymous identity-based cryptosystems can be 
used to construct Public key Encryption with Keyword Search (PEKS) schemes, which 
was observed by Boneh et al.[25]. Many schemes have appeared in this area[26-28]. 
However, these techniques are not suit for the  broadcast encryption system. 

Our contributions.  According to the definition of anonymous IBE, we give the de-
finition of the anonymous identity-based broadcast encryption and the corresponding 
security model at first. Then based on the dual system encryption, a concrete con-
struction is proposed. The new scheme has constant size ciphertexts and achieves the 
adaptive security. The security of the new scheme does not rely on the random oracles 
and is reduced to some static assumptions in the composite bilinear group. 
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2 Preliminaries 

2.1 Composite Order Bilinear Groups 

Composite order bilinear groups were used in [22,23]. In this paper, the output is (N= 
p1p2p3 p4, G , 1G ,e), where p1 ,p2 ,p3 ,p4 are distinct primes, G  and 1G are cyclic 

groups of order N. A bilinear map e is a map 1:e G G G× →  with the following 

properties:  

(i) Bilinearity: for all ,u v ∈ G ,  a, b∈ NZ , we have ( , )a be u v = ( , )abe u v ; 

(ii) Non-degeneracy: ∃ g G∈ such that ( , )e g g has order N in 1G . 

(iii) Computability: there is an efficient algorithm to compute ( , )e u v  for all 

,u v ∈ G . 

2.2 Hardness Assumptions 

In this section, we give our complex assumption. These assumptions have been used 
in [20-23]. 

Assumption 1 (Subgroup decision problem for 4 primes) Given (N=p1p2p3p4, 
G , 1G ,e), select randomly 

11 1, pg A G∈ ,
22 2, pA B G∈ , 

33 pB G∈ ,
44 pg G∈ ,

1 2 31 p p pT G∈ , 
1 32 p pT G∈  

and set D=(N, G , 1G , e, 1 3 4, ,g g g , 1 2A A , 2 3B B ). It is hard to distinguish 

1T from 2T . The advantage of an algorithm is defined as  

1 1 2| Pr[ ( , ) 1] Pr[ ( , ) 1] |Adv A D T A D T= = − = . 

Definition 1. Assumption 1 holds if 1Adv is negligible. 

Assumption 2. Given (N=p1p2p3p4, G , 1G ,e), select randomly , , Ns r Zα ∈ ,  

11 pg G∈ , 
22 2 2, , pg A B G∈ ,  

33 pg G∈ , 
44 pg G∈ , 2 1T G∈ , 

and set   

1 1 1( , ) sT e g g α= , D=(N, G , 1G , e, 1 3 4, ,g g g , 1 2g Aα , 1 2
sg B , 2 2,r rg A ). 

It is hard to distinguish 1T from 2T . The advantage of an algorithm is defined as 

2 1 2| Pr[ ( , ) 1] Pr[ ( , ) 1] |Adv A D T A D T= = − = . 

Definition 2. Assumption 2 holds if 2Adv is negligible. 

Assumption 3. Given (N=p1p2p3p4, G , 1G ,e), select randomly  ˆ, Ns r Z∈ ,  
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11 1 1, , pg U A G∈ , 
22 2 2 2 2, , , , pg A B D F G∈ , 

33 pg G∈ , 
44 4 4 4, , , pg A B D G∈ , 

1 2 42 p p pT G∈ ,
2 424 24 24, , p pA B D G∈ ,  

and set  

1 1 24
sT A D= , D=(N, G , 1G , e, 1 3 4, ,g g g , 24, sU U A , r̂U , ˆ

1 4 1 2, rA A A A , 
ˆ

1 2
rg B , 1 24

sg B ). 

It is hard to distinguish 1T from 2T . The advantage of an algorithm is defined as  

3 1 2| Pr[ ( , ) 1] Pr[ ( , ) 1] |Adv A D T A D T= = − = . 

Definition 3. Assumption 3 holds if 3Adv is negligible. 

2.3 Anonymous IBBE  

An identity-based broadcast encryption scheme(IBBE) with the security parameter 
and the maximal size m of the target set is specified as follows. 

Setup. Take as input the security parameter and output a master secret key and public 
key.  

Extract. Take as input the master secret key and a user identity ID. Extract generates 
a user private key dID. 

Encrypt. Take as input the public key and a set of included identities S={ID1,…, IDs} 
with s ≤ m, and output a pair (Hdr, K). Then algorithm computes the encryption CM of 
M under the symmetric key K and broadcasts (Hdr, S, CM). 

Decrypt. Take as input a subset S, an identity IDi and the corresponding private key, if 
IDi∈S, the algorithm outputs K which is then used to decrypt the broadcast body CM 
and recover M.   

2.4 Security Model 

Setup The challenger runs Setup to obtain a public key PK. He gives A the public key 
PK. 

Query phase 1. The adversary A adaptively issues queries q1,..., qs0, where qi is one of 
the following: 

• Extraction query (IDi): The challenger runs Extract on IDi and sends the resulting 
private key to the adversary. 

Challenge. When A decides that phase 1 is over, A outputs two same-length messag-

es (M0 M1) and two users set ( * *
0 1,S S ) on which it wishes to be challenged. The chal-

lenger picks a random b {0,1}∈  and sets the challenge ciphertext 
*C =Encrypt(params, bM , *

bS ). The challenger returns *C  to A. 
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Query phase 2: The adversary continues to issue queries qs0+1, ... , qt, where qi is one 
of the following: 

• Extraction query (IDi), as in phase 1 with the constraint that IDi 
* *
0 1,S S∉ . 

Guess Finally, the adversary A outputs a guess b′ ∈{0, 1} and wins the game if  

b = b′ . 
Let t denote the total number of extraction queries during the game. The advantage 

of A in winning the game is defined as follows: 

( , , ) | 2 ( ) 1|IBBEAdv t m A P b b′= = − . 

Definition 4. An anonymous identity-based broadcast encryption scheme(IBBE) is 
said to be (t, m,)-IND-ID-CPA secure if AdvIBBE(t, m, A) is negligible. 

3 Our Construction 

3.1 New Works 

In this section, we give our construction for an anonymous IBBE scheme. 
Let G be cyclic groups of order N= p1p2p3p4 and l denote the maximum number of 

the set of possible users. Our scheme works as follows. 

Setup. To generate the system parameters, the PKG picks randomly 

11 1 1, , , , l pg h u u G∈ ,  
33 pg G∈ ,

44 4, pg h G∈ , NZα ∈ and set 1 4t h h= . The public 

parameters are defined as PK={N , 1 3 4 1, , , , , , lg g g t u u , 1 1( , )v e g g α= }and the 

master key is ( 1,h α ). 

Extract. Given the identity IDi∈ S( | |S k l= ≤ ), PKG selects randomly i Nr Z∈ and 

also chooses random elements 0 0 1 ( 1) ( 1), , , , , , ,i i i i i i i ikR R R R R R− +′   ∈
3pG . Then it 

computes private keys as follows: 

iIDd = 0 1 1 1( , ', , , , , , )i i kd d d d d d− +   

   1 1 0 1 0 1 1 1 ( 1) 1 ( 1)( ( ) , , , , , , , );i i i i i i iID r r r r r r
i i i i i i i i i i k ikg hu R g R u R u R u R u Rα

− − + +′=    

Encrypt. Without loss of generality, let S = (ID1, ID2 , , IDk) denote the set of users 

with k ≤ l and M be the encrypted message. A broadcaster selects a randoms∈ *
NZ  

and 
4

, pZ Z G′∈ , computes   

C = 0 0 1 2( , ) ( , , )C Hdr C C C=  

               =( sv M ,
1

( )i
k ID s

ii
t u Z

=∏ , 1
sg Z ′ ). 

Decrypt. Given the ciphertexts 0 1 2( , , )C C C C= , any user IDi ∈S uses his private 

keys 
iIDd to compute  
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1
0

0 21,

( , ')

( , )
= ≠

=
∏ j

k ID

jj j i

e C d
M C

e d d C
. 

In order to show the correctness, the orthogonality property of 
( 1, ,4)

ipG i =  will be used.  

Lemma[19]. 1 When ,
i ji p j ph G h G∈ ∈ for i j≠ , ( , )i je h h  is the identity element 

in 1G . 

Correctness:  

1

0 21,

( , ')

( , )j
s ID

jj j i

e C d

e d d C
= ≠∏

 

=
01

1 1 01 1,

(( ) , )

( ( ) ( ), )

i i

ji i

k ID rs
i ii

k k IDID r s
i i iji j j i

e t u g R

e g h u R R gα
=

= = ≠

′∏
∏ ∏

 

=
1 41

1 1 1 1

(( ) , ) ( , )

( , ) (( ) , )

i i i

i i

k ID r rs s
ii

k ID rs s
ii

e h u g e h g

e g g e h u gα
=

=

∏
∏

  

01 1

0 1,

(( ) , ) (( ) , )
 

( , ) (( ), )

i i i

j

k kID r IDs s
i i ii i

k IDs s
i ijj j i

e t u g e t u R

e R g e R g
= =

= ≠

′∏ ∏
∏

  

=
1

sv
. 

By using lemma 1, one can obtain  

0 1,
( , ) (( ), )j

k IDs s
i ijj j i

e R g e R g
= ≠

= ∏ = 4( , )irse h g = 01
(( ) ,i

k ID s
i ii

e h u R
=

′∏ )=1. 

Table 1. Comparisons of Efficiency 

Scheme Hardness PK size pk size Ciphertext size 
Ano-
ny 

[16] TBDHE O( λ ) O(|S|) O(1) NO 

[17] 1st  BDHE O(m) O(|S|) O(1) NO 

[17] 2nd  BDHE O(m) O(1) O(1) NO 

[17] 3rd  BDHE O(m) O(1) Sublinear of  |S| NO 

[22] Static  O(m) O(1) O(1) NO 

[23] Static  O(m) O(|S|) O(1) NO 

Ours Static  O(m) O(|S|) O(1) YES 
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3.2 Efficiency  

Our construction achieves O(1)-size ciphertexts. The private key of construction pri-

vate key is linear in the maximal size of S. In addition, 1 1( , )e g g α  can be precom-

puted, so there is no pair computations at the phase of Encryption. The security of the 
proposed scheme is reduced to the static assumptions. In addition, our scheme 
achieves anonymous. Table 1 gives the comparisons with others. 

 In Table 1, PK and pk denote the public key and private key respectively. Anony 
is the anonymous feature. From Table 1, our scheme achieves only anonymous. 

4 Security Analysis 

In this section, we will prove the security of the proposed scheme. We first define 
semi-functional keys and semi-functional ciphertexts. Let 2g  denote a generator of 

2pG . 

Semi-functional keys: At first, a normal key  0 1 1 1( , ', , , , , , )− + i i kd d d d d d  is 

obtained using the Extract algorithm. Then some random elements 0 0, ,γ γ γ′ j  for 

1, ,= j k and j i≠  are chosen in NZ . The semi-functional keys are set as follows. 

0
0 0 2

γ=d d g , 0
2
γ ′′ ′=d d g , 2

γ= j

j jd d g  , 1, ,= j k , j i≠ . 

When the semi-functional key is used to decrypt a semi-functional ciphertexts, the 
decryption algorithm will compute the blinding factor multiplied by the additional 

term 0 0( )
2 2( , ) γ γ γ′ − cxe g g . If 0γ γ′ = c , decryption still work. In this case, the key is 

nominally semi-functional. 

Semi-functional ciphertexts: At first, a normal semi-functional ciphertext  

0 1 2( , , )′ ′ ′C C C  is obtained using the Encrypt algorithm. Then two random elements 

1 2,λ λ  are chosen in NZ . The semi-functional ciphertexts are set as follows: 

0 0′=C C , 1 2
1 1 2

λ λ′=C C g , 2
2 2 2

λ′=C C g . 

We organize our proof as a sequence of games. We will show that each game is in-
distinguishable from the next (under three complexity assumptions). We first define 
the games as: 

Gamereal:  This is a real IBBE security game.  
For 0 i q≤ ≤ , the Gamei is defined as follows. 

Gamei:  Let Ω  denote the set of private keys which the adversary queries during 
the games. This game is a real IBBE security game with the two exceptions: (1) The 

challenge ciphertext will be a semi-functional ciphertext on the challenge set *S . (2) 
The first i keys will be semi-functional private keys. The rest of keys in Ω  will be 
normal.  
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Note: In game0, the challenge ciphertext is semi-functional. In gameq, the challenge 
ciphertexts and all keys are semi-functional. 
Gamefinal’ : This game is same with gameq except that the challenge ciphertext is a 
semi-functional encryption of random group element of 1G .  

Gamefinal : This game is same with gamefinal’ except that the challenge ciphertext is a 
semi-functional encryption of random group element of 

1 2 4p p pG .  

We will show that these games are indistinguishable in a set of Lemmas. Let Adv-
gameA denote the advantage in the real game. 

Lemma 1. Suppose that there exists an algorithm A such that 
Adv

realgame A −
0

Advgame A = ε . Then we can build an algorithm B with advantage ε  

in breaking Assumption 1. 

Proof. Our algorithm B begins by receiving  D=(N, G , 1G , e, 1 3 4, ,g g g , 1 2A A , 

2 3B B ).It works as follows: 

Setup. B chooses random elements 1, , , ,la aα   , ∈ Nb c Z  and sets     

= ia
iu g , 1 i l≤ ≤ , 1 1= bh g , 4 4= ch g . 

It sends the public keys PK={ N , 1 3 4 1 4 1, , , , , ,=  lg g g t h h u u , 1 1( , )v e g g α= } to A. 

Note that B knows the master keys at this phase . 

Query Phase 1. The adversary A issues a private key query for identity 
IDi ∈ S( | |= ≤S k l ). B answers as follows: It selects randomly 

0 0, , , ,1 ,′ ≤ ≤ ≠jr t t t j k j i  in NZ . Then it sets 

iIDd = 0 1 1 1( , ', , , , , , )i i kd d d d d d− +   

0
1 3( ( ) ,iID ta r

ig h u X= 0 1
3 1 3, , ,t tr rg X u X′  1

1 3 ,itr
iu X −
−   

                                                1
1 3 3, , ).i kt tr r

i ku X u X+
+   

It is a valid simulation to A. 

Challenge. The adversary A outputs two challenge message 0 1,M M  and the chal-

lenge sets *
0 =S  { * *

01 0, , kID ID } *
1,S = { * *

11 1, , kID ID }. Then the cipher-

text 0 1 2( , , )=C C C C is formed as    
*

1
0 1 2( , ) , ,γ

γ
=

+= = =
k

i ii
a ID baC M e T g C T C T , {0,1}γ ∈ . 

Query phase 2. The adversary continues to issue queries qj, where qi is the following: 

• Extraction query (IDi), as in phase 1 with the constraint that IDi 
* *
0 1,S S∉ . 

Guess. Finally, the adversary A outputs a guessγ ′ ∈{0, 1} and wins the game if 

γ γ′ = . 
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If 
1 3

∈ p pT G , then T can be written as 31
1 3

ssg g  for random 1 3, ∈ Ns s Z  and 

*
3 1

3
γ=

+=
k

i ii
s a ID b

Z g , 3
3′ = sZ g . In this case, 0 1 2( , , )=C C C C  is a normal ciphertext 

with 1=s s . If
1 2 3

∈ p p pT G , then T can be written as 31 2
1 2 3

ss sg g g  for random 

1 2 3, , ∈ Ns s s Z  and  

*
3 1

3
γ=

+=
k

i ii
s a ID b

Z g , 3
3′ = sZ g , *

1 2 2 1
, .γλ λ

=
= = +k

i ii
s a ID b  

In this case, 0 1 2( , , )=C C C C  is a semi-functional ciphertext. Hence B can use A’s 

guess to break Assumption 1 with advantage ε . 

Lemma 2. Suppose that there exists an algorithm A that makes at most q queries and 
such that

1
Adv

jgame A
−

− Adv
jgame A = ε  for1 j q≤ ≤ . Then we can build an algo-

rithm B with advantage ε  in breaking Assumption 1. 

Proof. Our algorithm B begins by receiving D=(N, G , 1G , e, 1 3 4, ,g g g , 1 2A A , 

2 3B B ). It works as follows: 

Setup. B chooses random elements 1, , , ,la aα   , ∈ Nb c Z  and sets = ia
iu g , 

1 i l≤ ≤ , 1 1= bh g , 4 4= ch g . It sends the public keys 

PK={ N , 1 3 4 1 4 1, , , , , ,=  lg g g t h h u u , 1 1( , )v e g g α= } 

to A. Note that B knows the master keys at this phase . 

Query Phase 1. Consider a private key query for i-th identity IDi∈S( | |S k l= ≤ ). B 

answers as follows: 

(1) i j< , B will construct a semi-functional key. It selects randomly 

0 0, , , Nr t t t Zκ′ ∈  1 , .k iκ κ≤ ≤ ≠  Then it sets  

0 1 1 1( , ', , , , , , )
iID i i sd d d d d d d− +=    

0
1 1 2 3( ( ) ( ) ,iID tr

ig h u B Bα= 0
1 2 3( ) ,trg B B ′ 1

1 2 3( ) , ,ir tu B B    
1

1 2 3( ) ,itr
iu B B −
−

1
1 2 3 2 3( ) , , ( ) )i kt tr r

i ku B B u B B+
+  .  

It is a valid simulation. 
(2)  i j> , B runs the Extract algorithm to obtain the normal key. 

(3)  i j= , B first pick 0 , ,jt t 1 ,k iκ κ≤ ≤ ≠ in NZ  at random. Then it sets  

0 1 11 1

1 1

0 1 1 1 1 3 3 3

3 3

( , ', , , , , , ) ( ( ) , , ( ) , , ( ) ,

                                                                                         ( ) , , ( ) ).

i i k i

i

i i k k

a ID b t a ta t
ID i i s

a t a t

d d d d d d d g T g T T g T g

T g T g

α − −

+ +

+
− += =  


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If 
1 3p pT G∈ , then T can be written as 31

1 3
ssg g . One can verify it is a normal key. 

If 
1 2 3

∈ p p pT G , then T can be written as 31 2
1 2 3

ss sg g g  for random 1 2 3, , ∈ Ns s s Z  . 

This is a semi-functional key. 

Challenge. The adversary A outputs two challenge message 0 1,M M  and  the chal-

lenge sets *
0 =S  { * *

01 0, , kID ID } *
1,S = { * *

11 1, , kID ID }. Then the cipher-

text 0 1 2( , , )=C C C C is formed as  
*

1
0 1 2 1 1 2( , ) , ( ) ,

s
i ii

a ID baC M e A A g C A A γ

γ
=

+= = 2 1 2C A A= , {0,1}γ ∈ . 

Query phase 2. The adversary continues to issue queries qj, where qi is the following: 

• Extraction query (IDi), as in phase 1 with the constraint that IDi 
* *
0 1,S S∉ . 

Guess. Finally, the adversary A outputs a guessγ ′ ∈{0, 1} and wins the game if 

γ γ′ = . 

If 
1 3p pT G∈ , then B has perfectly simulated Gamej-1. If

1 2 3p p pT G∈ , B has perfect-

ly simulated Gamej. Hence B can use A’s guess to break Assumption 1 with advan-
tage ε . 

Lemma 3. Suppose that there exists an algorithm A that makes at most q queries and 
such that Adv

qgame A − Adv
finalgame A

′
= ε . Then we can build an algorithm B with 

advantage ε  in breaking Assumption 2. 

Proof. Our algorithm B begins by receiving D=(N, G , 1G , e, 1 3 4, ,g g g , 1 2g Aα , 

1 2
sg B , 2 2,r rg A ,T), where  , , Ns r Zα ∈ ,

11 pg G∈ ,
22 2 2, , pg A B G∈ , 

33 pg G∈ , 

44 pg G∈ .B will decide 1 1( , ) sT e g g α= or T is a random element of 1G . It works as 

follows: 

Setup. B chooses random elements 1, , ,la a  , ∈ Nb c Z  and sets = ia
iu g , 

1 i l≤ ≤ , 1 1= bh g , 4 4= ch g .Then it compute 1 2 1( , )v e g A gα= = 1 1( , )e g gα .It sends 

the public keys PK={ N , 1 3 4 1 4 1, , , , , ,=  lg g g t h h u u , 1 1( , )v e g gα= } to A.  

Query Phase 1. Consider a private key query for an identity IDi∈S( | |S k l= ≤ ). B 

answers as follows:B selects randomly 0 0 0 0 0, , , , , , ,1 , .j j Nr t t t z z z Z j k j i′ ′ ∈ ≤ ≤ ≠ Then it 

sets 

0 1 1 1( , ', , , , , , )
iID i i kd d d d d d d− +=    

0 0 0 0 0 0 0 0 1 1 0 1 11 1

0

1 2 2 1 3 1 2 3 1 2 3 1 2 3 1 2 3

2 3

( ( ) ( ) , ( ) , ( ) , , ( ) , ( ) ,

    , ( ) ).

i i i i i

k k

z ID r t r z t r r z t r z tz t
i i i

r z t
k

g A g h u g g g g u g g u g g u g g

u g g

α − − + +′ ′
− += 


 

This is a semi-functional key. 
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Challenge. The adversary A outputs two challenge message 0 1,M M  and  the chal-

lenge sets *
0 =S  { * *

01 0, , kID ID } *
1,S = { * *

11 1, , kID ID }.Then the cipher-

text 0 1 2( , , )=C C C C is formed as  

*
1

0 1 1 2 4, ( ) ,
s

i ii
a ID bs zC M T C g B gγ

γ
=

+= = 2 1 2 4
s zC g B g= , {0,1}, Nz Zγ ∈ ∈ . 

Query phase 2. The adversary continues to issue queries qj, where qi is the following: 

• Extraction query (IDi), as in phase 1 with the constraint that IDi 
* *
0 1,S S∉ . 

Guess Finally, the adversary A outputs a guessγ ′ ∈{0, 1} and wins the game if 

γ γ′ = . 

If 1 1( , ) sT e g g α= , then 0 1 2( , , )C C C C= is a valid semi-functional ciphertext. 

IfT is a random element in 1G , 0 1 2( , , )C C C C= is a valid semi-functional cipher-

text for a random message. Hence B can use A’s guess to break Assumption 2 with 
advantage ε . 

Lemma 4. Suppose that there exists an algorithm A that makes at most q queries and 
such that

'
Adv

finalgame A − Adv
finalgame A = ε . Then we can build an algorithm B with 

advantage ε  in breaking Assumption 3. 

Proof. Our algorithm B begins by receiving  

D=(N, G , 1G , e, 1 3 4, ,g g g , 24, sU U A , r̂U , ˆ
1 4 1 2, rA A A A , ˆ

1 2
rg B , 1 24

sg B ), 

where ˆ, Ns r Z∈ ,
11 1 1, , pg U A G∈ ,

22 2 2 2 2, , , , pg A B D F G∈ ,
33 pg G∈ , 

44 4 4 4, , , pg A B D G∈ , 
2 424 24 24, , p pA B D G∈ , B will decide 1 24

sT A D= or T is a ran-

dom element of 
1 2 4p p pG . 

Setup. B chooses random elements 1, , , ,la aα  , ∈ Nb c Z  and sets = ia
iu g , 

1 i l≤ ≤ , 1 1= bh g , 4 4= ch g .It sends the public keys 

PK={N, 1 3 4 1 4 1, , , , , ,=  lg g g t h h u u , 1 1( , )v e g gα= } to A.  

Query Phase 1. Consider a private key query for an identity IDi∈S( | |S k l= ≤ ). B 

answers as follows: B selects randomly 0 0 0 0 0, , , , , , ,1 , .j j Nr t t t z z z Z j k j i′ ′ ∈ ≤ ≤ ≠  Then 

it sets  

0 1 1 1( , ', , , , , , )
iID i i kd d d d d d d− +=    

0 0 0 0 0ˆ
1 1 2 3 2 3( (( ) ( )) ( ) ,( ) ( ) ,iID r t r z tr r rg U A A g U g gα ′ ′=

 
 

0 0 1 1 0 1 11 1
2 3 2 3 2 3( ) ( ) , ,( ) ( ) ,( ) ( ) ,i i i ir r z t r z tz tr r rU g g U g g U g g− − + +

  
  0

2 3,( ) ( ) ).k kr z trU g g


  

This is a semi-functional key. 
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Challenge. The adversary A outputs two challenge message 0 1,M M  and the chal-

lenge sets *
0 =S  { * *

01 0, , kID ID } *
1,S = { * *

11 1, , kID ID }. B picks random 

0 1C G∈ and compute the challenge ciphertext 0 1 2( , , )=C C C C  as follows: 
*

1
0 1 24, ( ) ,

s
i ii

a ID bsC C U A γ=
+= 2 1 24

sC g B= . 

Guess. Finally, the adversary A outputs a guessγ ′ ∈{0, 1} and wins the game if 

γ γ′ = . 

If 1 24
sT A D= , then this is a properly distributed semi-functional ciphertext with 

0C  random and for set *Sγ . If T is a random element of 
1 2 4p p pG , then this is a prop-

erly distributed semi-functional ciphertext with 0C  random in 1G , 1C and 2C ran-

dom in 
1 2 4p p pG .Hence B can use A’s guess to break Assumption 3 with advantage ε . 

Theorem 1. If Assumption 1,2 and 3 hold, then our scheme is IND-ID-CPA secure. 

Proof. If Assumption 1,2 and 3 hold, by the sequence of games and Lemma from 1 to 
4, the adversary’s advantage in the real game must be negligible. Hence our IBBE is 
IND-ID-CPA secure. 

5 Conclusion 

In order to support the anonymity in the IBBE, in this paper, we introduce the ano-
nymous IBBE definition and corresponding the security model. Based on the pro-
posed model, we introduce a concrete scheme in the standard model. The scheme is 
constructed in a composite group. So it contains the desirable features such as short 
ciphertexts and achieving the adaptive security. The security of the new scheme is 
reduced to some general hardness assumption instead of other strong assumptions. 

A drawback of the new scheme is that the private keys rely on the size of receiver 
set. So the future works are also to construct an anonymous IBBE system with constant 
size ciphertexts and private keys that is secure under a more standard assumption. 
 
Acknowledgments. This work is supported in part by the Nature Science Foundation 
of China under grant (61100231, 61100165, 60970119), the National Basic Research 
Program of China(973) under grant 2007CB311201, the Fundamental Research Funds 
for the Central Universities and natural Science Basic Research Plan in Shaanxi Prov-
ince of China (Program No. 2012JQ8044) and Foundation of Education Department 
of Shanxi Province(2013JK1096). 

References 

1. Fiat, A., Naor, M.: Broadcast encryption. In: Stinson, D.R. (ed.) CRYPTO 1993. LNCS, 
vol. 773, pp. 480–491. Springer, Heidelberg (1994) 



270 L. Zhang, Q. Wu, and Y. Mu 

2. Dodis, Y., Fazio, N.: Public key broadcast encryption for stateless receivers. In: Feigenbaum, 
J. (ed.) DRM 2002. LNCS, vol. 2696, pp. 61–80. Springer, Heidelberg (2003) 

3. Dodis, Y., Fazio, N.: Public key broadcast encryption secure against adaptive chosen ci-
phertext attack. In: Desmedt, Y.G. (ed.) PKC 2003. LNCS, vol. 2567, pp. 100–115.  
Springer, Heidelberg (2003) 

4. Boneh, D., Gentry, C., Waters, B.: Collusion resistant broadcast encryption with short ci-
phertexts and private keys. In: Shoup, V. (ed.) CRYPTO 2005. LNCS, vol. 3621, pp.  
258–275. Springer, Heidelberg (2005) 

5. Delerablée, C., Paillier, P., Pointcheval, D.: Fully collusion secure dynamic broadcast en-
cryption with constant-size ciphertexts or decryption keys. In: Takagi, T., Okamoto, T., 
Okamoto, E., Okamoto, T. (eds.) Pairing 2007. LNCS, vol. 4575, pp. 39–59. Springer, 
Heidelberg (2007) 

6. Shamir, A.: Identity-based Cryptosystems and Signature Schemes. In: Blakely, G.R., 
Chaum, D. (eds.) CRYPTO 1984. LNCS, vol. 196, pp. 47–53. Springer, Heidelberg (1985) 

7. Boneh, D., Franklin, M.: Identity Based Encryption from the Weil Pairing. In: Kilian, J. 
(ed.) CRYPTO 2001. LNCS, vol. 2139, pp. 213–229. Springer, Heidelberg (2001) 

8. Boneh, D., Boyen, X.: Efficient Selective-ID Identity Based Encryption without Random 
Oracles. In: Cachin, C., Camenisch, J.L. (eds.) EUROCRYPT 2004. LNCS, vol. 3027, pp. 
223–238. Springer, Heidelberg (2004) 

9. Boneh, D., Katz, J.: Improved Efficiency for CCA-Secure Cryptosystems Built Using 
Identity-Based Encryption. In: Menezes, A. (ed.) CT-RSA 2005. LNCS, vol. 3376, pp.  
87–103. Springer, Heidelberg (2005) 

10. Boneh, D., Boyen, X., Goh, E.-J.: Hierarchical Identity Based Encryption with Constant 
Size Ciphertext. In: Cramer, R. (ed.) EUROCRYPT 2005. LNCS, vol. 3494, pp. 440–456. 
Springer, Heidelberg (2005) 

11. Boneh, D., Boyen, X.: Secure Identity Based Encryption without Random Oracles. In: 
Franklin, M. (ed.) CRYPTO 2004. LNCS, vol. 3152, pp. 443–459. Springer, Heidelberg 
(2004) 

12. Gentry, C.: Practical identity-based encryption without random oracles. In: Vaudenay, S. 
(ed.) EUROCRYPT 2006. LNCS, vol. 4004, pp. 445–464. Springer, Heidelberg (2006) 

13. Mu, Y., Susilo, W., Lin, Y.-X., Ruan, C.: Identity-Based Authentic ated Broadcast Encryp-
tion and Distributed Authenticated Encryption. In: Maher, M.J. (ed.) ASIAN 2004. LNCS, 
vol. 3321, pp. 169–181. Springer, Heidelberg (2004) 

14. Delerablée, C.: Identity-Based Broadcast Encryption with Constant Size Cipher-texts and 
Private Keys. In: Kurosawa, K. (ed.) ASIACRYPT 2007. LNCS, vol. 4833, pp. 200–215. 
Springer, Heidelberg (2007) 

15. Du, X., Wang, Y., Ge, J., et al.: An ID-Based Broadcast Encryption Scheme for Key Dis-
tribution. IEEE Transactions on Broadcasting 51(2), 264–266 (2005) 

16. Ren, Y.L., Gu, D.W.: Fully CCA2 secure identity based broadcast encryption without ran-
dom oracles. Information Processing Letters 109, 527–533 (2009) 

17. Gentry, C., Waters, B.: Adaptive Security in Broadcast Encryption Systems. In: Joux, A. 
(ed.) EUROCRYPT 2009. LNCS, vol. 5479, pp. 171–188. Springer, Heidelberg (2009) 

18. Krzywiecki, Ł., Kutyłowski, M.: Coalition Resistant Anonymous Broadcast Encryption 
Scheme Based on PUF. In: McCune, J.M., Balacheff, B., Perrig, A., Sadeghi, A.-R., Sasse, 
A., Beres, Y. (eds.) Trust 2011. LNCS, vol. 6740, pp. 48–62. Springer, Heidelberg (2011) 

19. Libert, B., Paterson, K.G., Quaglia, E.A.: Anonymous Broadcast Encryption. Cryptology 
ePrint Archive Report 2011/475 



 Anonymous Identity-Based Broadcast Encryption with Adaptive Security 271 

20. Waters, B.: Dual system encryption: realizing fully secure ibe and hibe under simple as-
sumptions. In: Halevi, S. (ed.) CRYPTO 2009. LNCS, vol. 5677, pp. 619–636. Springer, 
Heidelberg (2009) 

21. Lewko, A., Waters, B.: New Techniques for Dual System Encryption and Fully Secure 
HIBE with Short Ciphertexts. In: Micciancio, D. (ed.) TCC 2010. LNCS, vol. 5978, pp. 
455–479. Springer, Heidelberg (2010) 

22. Zhang, L., Hu, Y., Wu, Q.: Adaptively Secure Identity-based Broadcast Encryption with 
constant size private keys and ciphertexts from the Subgroups. Mathematical and computer 
Modelling 55, 12–18 (2012) 

23. Zhang, L., Hu, Y., Wu, Q.: Fully Secure Identity-based Broadcast Encryption in the Sub-
groups. China Communications 8(2), 152–158 (2011) 

24. Bellare, M., Boldyreva, A., Desai, A., Pointcheval, D.: Key-privacy in public-key encryp-
tion. In: Boyd, C. (ed.) ASIACRYPT 2001. LNCS, vol. 2248, pp. 566–582. Springer,  
Heidelberg (2001) 

25. Boneh, D., Franklin, M.: Identity Based Encryption from the Weil Pairing. In: Kilian, J. 
(ed.) CRYPTO 2001. LNCS, vol. 2139, pp. 213–229. Springer, Heidelberg (2001) 

26. Seo, J.H., Kobayashi, T., Ohkubo, M., Suzuki, K.: Anonymous hierarchical identity-based 
encryption with constant size ciphertexts. In: Jarecki, S., Tsudik, G. (eds.) PKC 2009. 
LNCS, vol. 5443, pp. 215–234. Springer, Heidelberg (2009) 

27. De Caro, A., Iovino, V., Persiano, G.: Fully Secure Anonymous HIBE and Secret-key 
Anonymous IBE with Short Ciphertexts. In: Joye, M., Miyaji, A., Otsuka, A. (eds.) Pairing 
2010. LNCS, vol. 6487, pp. 347–366. Springer, Heidelberg (2010) 

28. Zhang, L., Wu, Q., Hu, Y.: Adaptively Secure Identity-based Encryption in the Anonym-
ous Communications. ICIC Express Letters 5(9(A)), 3209–3216 (2011) 



 

G. Wang et al. (Eds.): CSS 2013, LNCS 8300, pp. 272–281, 2013. 
© Springer International Publishing Switzerland 2013 

Hierarchical Identity-Based Signature  
with Short Public Keys 

Qing Wu1 and Leyou Zhang2 

1 School of Automation, Xi’an Institute of Posts and Telecommunications,  
Xi’an, Shaanxi, 710121, China 

xiyouwuq@126.com 
2 Department of Mathematics, Xidian University, Xi’an, 710071, China 

xidianzhangly@126.com 

Abstract. How to construct a high efficient and strong secure hierarchical iden-
tity-based signature(HIBS) with a low computation cost is the main challenge at 
present. A new HIBS scheme is proposed in this paper. The new scheme 
achieves the adaptive(full) security, constant size signatures and short size pub-
lic keys. In addition, private keys size shrinks as the hierarchy depth increases. 
The cost of verification only requires four bilinear pairings, which are indepen-
dent of hierarchy depth. Furthermore, under the CDHI assumption, the scheme 
is provably secure against existential forgery for adaptive chosen message and 
identity attack in the standard model.  

Keywords: HIBS, provable security, standard model, CDHI problem. 

1 Introduction 

Identity-based encryption(IBE) is a public key system where user’s identity is used as 
public parameters. IBE was introduced firstly by Shamir[1]. The ability using the 
recipient’s identity as a public key can simplify many applications of public key en-
cryption (PKE) and now has been an active research area [2-5]. Although the advan-
tages of identity-based encryption are compelling: a single Private Key Generator 
(PKG) would complete all computations. However, it is undesirable for a large net-
work because the single PKG becomes a bottleneck, such as the expensive computa-
tions of the private key generation, verifying proofs of identities only by PKG and 
establishing secure channels to transmit private keys by PKG. 

Hierarchical delegation computations are issued to solve above problem. Hierar-
chical IBE (HIBE)[6-15] allows a root PKG to distribute the workload by delegating 
private key generation and identity authentication to lower-level PKGs. In a HIBE 
scheme, a root PKG needs only to generate private keys for domain-level PKGs, who 
in turn generate private keys for users in their domains in the next level. Authentica-
tion and private key transmission can be done locally. The first efficient construction 
for HIBE was proposed by Gentry and Silverberg [6], where security was based on 
the decision Bilinear Diffie-Hellman (DBDH) assumption in the random oracle mod-
el. The first construction in the standard model was due to Boneh and Boyen [8].  
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Hierarchical identity-based signature was firstly introduced by Gentry and Silver-
berg [6] in 2002. In [10], the first provably secure HIBS scheme was proposed. But its 
security was relying on the random oracle and based on the selective-identity model, 
which was a weak security model. Li [11] also proposed a scheme in the selective-
identity model and the random oracle model. The signature size and private key size 
of these schemes were dependent on the number of levels, growing linearly in the 
hierarchical depth l. The short signature is useful for applications. Yuen and Wei[13] 
provided a direct construction where the size of the signature was constant and inde-
pendent of the number of levels. Their scheme was constructed without random 
oracles. However its security was achieved under a non-standard and complex as-
sumption, the OrcYW assumption. Recently, some efficient constructions in [12, 14] 
were proposed in the standard model, where their schemes achieved adaptive security. 
But the works [15] showed that there existed security weakness in their schemes.  
L. Y. Zhang etal [16] attained an efficient scheme with adaptive security. However, 
the size of public parameters was too large, where it achieved (l+1)h+t+3. In [17], 
authors also proposed an efficient scheme in the standard model. But the security of 
the proposed scheme relies on a strong hardness assumption-SDH assumption. More 
recent work[18] is based on the hard problems on lattices. These schemes also have a 
same shortcoming where their private keys size or signature size relies on the size of 
users set.  

In this paper, we introduce a new technique to construct HIBS scheme whose per-
formance is better than that in the available. It has good features such as constant size 
signature and shrinking private keys and short size public keys. In the standard model, 
we also give the security proof.  

2 Preliminaries 

2.1 Bilinear Maps 

We briefly review bilinear maps and use the following notations: 

1. G and 1G  are two (multiplicative) cyclic groups of prime order p; 

2. g is a generator of G . 

3. e  is a bilinear map e : 1× →G G G . 

Let G and 1G  be two cyclic groups of prime order p of the above . A bilinear map 

is a map e : 1× →G G G  with the properties: 

1. Bilinearity: for all , ,∈u v G  , ∈ pa b Z , we have ( , ) ( , )=a b abe u v e u v . 

2. Non-degeneracy: ( , ) 1≠e g g . 

3. Computability: There is an efficient algorithm to compute ( , )e u v  for all 

, ∈u v G . 
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2.2 HIBS 

An l-level HIBS scheme consists of four algorithms Setup, Extract, Sign and Verify. 
They are specified as follows: 

Setup: On input a security parameter, PKG returns the system parameters together 
with the master key. These are publicly known while the master key is known only to 
the PKG. 

Extract: On input an identity 1( , , )jID v v=  , the public parameters of the PKG and 

the private key 
1jIDd

−
corresponding to the identity 1 1( , , )jID v v −=  , it returns a 

private key IDd for ID. The identity ID is used as the public key while IDd  is the 

corresponding private key. 

Sign: On input the identity ID, the private key and a message M from the message 
space, it outputs a signature σ  corresponding to the M and ID. 

Verify: On input the signature σ corresponding to the M and ID, it is accepted if 
Verify(PK, M,σ )= “Valid”. Otherwise it is rejected. 

An HIBS scheme is secure if it satisfies two requirements, Correctness and Exis-
tential Unforgeability. 

2.3 Security Model for HIBS 

There are mainly two definitions for the security of Identity-Based cryptography: 

⋅ Adaptive security(full security), which means that the attacker can choose adap-
tively the identity he wants to attack (after having seen the parameters); 

⋅ Selective-identity security, which means that the attacker must choose the identity 
he wants to attack at the beginning, before seeing the parameters. The Selective-
identity security is thus weaker than full security.  

Following [12], [14], we use the security model of HIBS based on the following 
game: 

Setup Simulator generates system parameter param and gives it to the adversary. 

Queries The adversary queries Extraction Oracles and Signing Oracles.  

Forgery The adversary delivers a signature *σ  for signer identity ID*
 and message 

M*
 such that ID*

 or its prefix have never been input to a Extraction Oracles and 
(ID*,M*) has never been input to a Signing Oracle. 

The adversary wins if he completes the Game with Verify(ID*,M*, *σ ) = “Valid”.  

Definition. A forger A (t, qe, qS,ε )-breaks a signature scheme if A runs in time at 
most t, A makes at most qe Extract queries and qS signature queries, and the advantage 
of A is at least ε . A signature scheme is (t, qe,qS, ε )-existentially unforgeable under 
an adaptive chosen message and selective identity attack if no forger (t, qe,qS,ε )-
breaks it. 
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2.4 Hardness Assumption 

Definition. (Computational Diffie-Hellman Inversion Problem(CDHI)))[19] Given  

a tuple (
2

, , ,
q

g g g gα α α ), the CDHI problem in G is to output 
1

g α , where 

pZα ∈ and g is generator of G .  

We say that the (t, ε )-CDHI assumption holds in G  if no t-time algorithm has 
advantage at least ε  in solving the CDHI problem in G .  

3 New Constructions  

3.1 Our Motivations 

Our construction is motivated from the construction[9,20]. First, we give a scheme 
with some small modifications for the scheme of [20]. Then we will show it is trans-
formed to an efficient scheme at last. 

Let l denote maximum depth of HIBS. It works as follows. 

Setup. The parameters are generated as follows: select a random generator g∈G and 
some random elements h0, hi, 0 , ,i jh h u ∈G, where 1, ,i l=  , j=0,1. Then pick  

randomly *
0, pZα α ∈ and set 1g gα= where 0α α≠  . The public keys are 

PK=( 0 1 2, , , , ,i jg g g h uα ) where i=0, , l, j=0,1 , 0
2g g α−= and master keys  

are α . 

Extract  
(1) To generate a private for ID=(v1), where  1 ∈ pv Z , the algorithm picks randomly 

,k pr r Z∈  and outputs  

          IDd = 0 00 01 1 2( , , , , , , )ld d d d d d  

                = 0 0 1

1

0 1 0 1 2 2(( ) ( ) , , , , , , )r v r r r r r
lh g h r g g h hα α− −  . 

(2) Delegation: Given the 1kID −  =(v1,v2,…,vk-1) and corresponding private key 

1 0 00 01 1( , , , , , , )
kID k ld d d d d d d

−
′ ′ ′ ′ ′=   

                              

=( 0 0

1
1

0 0 1 21
( ) ( ) , , , , , ,i

kr v r r r r r
i k li

h g h r g g h hα α −− −
=∏  ), 

the private key of the k level identity IDk=(v1,v2,…,vk) is computing as follows: 

kIDd = 0 00 01 1( , , , , , , )k ld d d d d d  

= 0 00 01 1 1 2 1 11
( ( ) , , ( ) , ( ) , , , )k i

kv v r r r r r
k k k l li

d d g d d g d g d h d h′ ′ ′ ′ ′
+ +=

′ ′ ′ ′ ′ ′∏   
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=( 0 0

1

0 00 1 2 11
( ) ( ) , , , , , ,i

kr v r r r r r
i k li

h g h d g g h hα α ′ ′ ′ ′ ′− −
+=∏  ), 

Where r r r′= +  and *
pr Z′∈ . 

Sign:  A signature of M  with pM Z∈ under ID=(v1,v2,…,vk) is generated as fol-

lows: let ps Z∈  and compute 

                      σ = 0 1 2 3 4 5( , , , , , )σ σ σ σ σ σ  

                          = 0 0 1 00 01 1 1 2( ( ) , , , , , )M s s sd u u d d d g g .       

Verify: Given a signature σ = 0 1 2 3 4 5( , , , , , )σ σ σ σ σ σ  of a message M on ID, the 

verifier accepts it if the following equation holds:  

1

0 1 2

0 2 3 0 1 4 51

   ( , )

( , ) ( , ) ( , ).i
k v M

ii

e g g

e h g g e h e u uσ

σ

σ σ σ σ−
=

= ∏
 

Correctness  
If the previous signature is valid, then one can obtain the following equations holds. 

0 0 0

0 0 0 0

0 0 0 0 0

1

0 1 2

0 0 1 2

1

0 0 11

1

0 1 0 11

1

0 1 1 0 11

0

   ( , )

( ( ) , )

( ) ( ) ( ) , )

( ) , ) (( ) ( ) , )

( ) , ) ( ) , ) (( ) , )

( ,

i

i

i

M s

kr v r M s
ii

kr v r M s
ii

kr v r M s
ii

e g g

e d u u g g

e h g h u u g g

e h g g g e h u u g g

e h g g g e h g g e u u g g

e h g g

α α α

α α α α

α α α α α

σ

σ

′− − −
=

′− − − −
=

′− − − − −
=

−

=

=

=

=

=

∏

∏

∏
2 3 0 4 51

) ( , ) ( , ).i
k v M

ii
e h e u uσ σ σ σ

=∏

 

Table 1. Comparison of Computation Efficiency 

Scheme PK size pk size S-size Pairing Security  Model

[10] l+2 k+1 (k+2)|G| 3 s-ID 

[11] l+2 k+1 (k+2)|G| k+2 s-ID 

[13] l+6 l-k+1 4|G| 7 full 

[14] 2l+1 l-k+2 2|G|+p 4 full 

[16] (l+1)h+t+3 (l+1)(h-k)+2 3|G| 4 full 

[17] l+nm+4 l-k+3 5|G|+p 4 full 

Ours l+7 l-k+3 5|G|+p 4 full 
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3.2 Efficiency Analysis 

The motivation scheme and first scheme achieve the constant size signatures. But  
the private keys rely on the users identity. So they can not apply to the large scale 
networks. Our main construction solves this limitation. The new scheme achieves 
constant size signatures and short size public keys which are more efficient than  
the existing works. In addition, there are 4 pairing computations in the verification 
algorithm. 

4 Security Analysis 

In this section, we will give the corresponding security analysis. 

Theorem. The proposed scheme is ( , , ,e st q q ε )-secure, assume that the ( ,t ε′ ′ ) q-CDH 

assumption holds, where 
(   1)e sq q q

p
ε ε + +′ = , ' (( )e st t O q k q k ρ= + + +  

( ) )e skq q k τ+ ,t is the time taken by the adversary, ρ  denotes the time for a multipli-

cation and τ is the time for an exponentiation. 

Proof: Suppose there exists a ( , , ,e st q q ε ) adversary A against our scheme, then we 

construct an algorithm B that solves the ( ,t ε′ ′ ) CDHI problem. At the beginning of 

the game, B is given a tuple ( , ,
q

g g gα α ). The game is run as follows: 

Setup. B chooses randomly a polynomial function ( ) ( )qf x Z x∈ of degree q, sets 

1g gα= and ( )
0

fh g α= . B selects randomly 0 1, ,iα α β , 0 pv Z∈ . If 0α α=  , then B will 

solve the CDHI problem. Else it computes i
ih gα= , 0 01

0 1 1 1 2,   ,vu g u g g g αβ −= = = , 

where 1 i l≤ ≤ . Finally it sends the public parameters  

param=( 1 2 0 1 0 1 0, , , , , , , , ,lg g g h h h u u α )  

to A. 

Queries. The adversary A will issue private key queries and signing queries and B 
answers these in the following way: 

      Private key queries: Suppose the adversary A issues a query for an identity 
ID = (v1, , vk) with k l≤ . If 0α α= , then the CDHI problem can be solved easily. 

Otherwise, B constructs the q-1-degree polynomial 0

0

( ) ( )
( )

f x f
g x

x

α
α

−
=

−
 and sets 

the private key as follows:  

                            IDd = 0 00 01 1 1( , , , , , , )k ld d d d d d+   

=( ( )
0 1 2 1

1

( ) , ( ), , , , ,i

k
vg r r r r r
i k l

i

g h f g g h hα α +
=

∏  ),                       
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Where r  is selected randomly from pZ . In fact, let 0 0( )r f α= , one can obtain  

                                ( ( )
0 1 2 1

1

( ) , ( ), , , , ,i

k
vg r r r r r
i k l

i

g h f g g h hα α +
=

∏  ) 

                             

=(
( ) ( )0

0
0 1 2 1

1

( ) , ( ), , , , ,
f f

i

k
v r r r r r
i k l

i

g h f g g h h
α α
α α α

−
−

+
=

∏  ) 

                            

=(
1

0 0( ) ( )
0 1 2 1

1

( ) ( ) , ( ), , , , ,i

k
f f v r r r r r

i k l
i

g h f g g h hα αα α α−−
+

=
∏  ) 

                            

=(
1

0 0( )
0 0 1 2 1

1

( ) ( ) , ( ), , , , ,i

k
f v r r r r r

i k l
i

h g h f g g h hα αα α−−
+

=
∏  ) 

                            =(
1

0 0
0 0 1 2 1

1

( ) ( ) , , , , , ,i

k
r v r r r r r

i k l
i

h g h r g g h hα α−−
+

=
∏  ). 

Hence, IDd  is a valid private key. 

 
  Signature queries:  Consider a signature query of 1( , , )

mnM m m=   for user ID 

= (v1, , vk). The adversary A makes an extraction query on ID at first using the pre-
vious manner. Then B will construct a signature in a similar way to the construction 
of a private key in a private key query:  

                      σ = 0 1 2 3 4 5( , , , , , )σ σ σ σ σ σ  

                              =( 1 0( )
0 1 2

1

( ) ( ) , ( ), ,i

k
v M vg r s r r
i

i

g h g f g gβα α+

=
∏ , 1 2,s sg g ),       

where s is chosen randomly from pZ . One can verify that σ  is a valid signature 

as: 

                         ( 1 0( )
0 1 2

1

( ) ( ) , ( ), ,i

k
v M vg r s r r
i

i

g h g f g gβα α+

=
∏ , 1 2,s sg g ) 

                         =(
1

0 0
0 0 1 0 1 2

1

( ) ( ) ( ) , ( ), ,i

k
r v r M s r r

i
i

h g h u u f g gα α α−−

=
∏ , 1 2,s sg g ). 

Forgery. If A decides all above are over, than it outputs the challenge identity 
* * *

1( , , )kID v v=   and message *M . If A can forge a signature of *M for 
* * *

1( , , )kID v v=  . Then B can solve the q-SDH problem. It is specified as: 

 (1) The signature is  

*σ = * * * * * *
0 1 2 3 4 5( , , , , , )σ σ σ σ σ σ  

=(
1* * *

0 0 *
0 0 1 0 1 2

1

( ) ( ) ( ) , , ,i

k
r v r M s r r

i
i

h g h u u r g gα α−−

=
∏ , 1 2,s sg g ) 
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=(

*
0

* *
0 1 1 0

( )

( ) *
1 0 1 2, , ,

k
i ii

f r
r v s M v r rg g g r g g

α
αα α β=

−
− +⋅ ⋅ , 1 2,s sg g ).      

(2) Let 
*

0

0

( )
( )

f r
T

αα
α α

−=
−

. We have
1

1
0

( )
q i

ij

k
T kα α

α α
−

=

′
= +

− . If 'k =0, B aborts 

this game. Otherwise, it computes 0 1', , , qk k k − . Then it has  

                                   
*1 *

10 1 0

*
1

* *
3 4( ) ( )

k
i ii
v M vα α β

σ

σ σ− = +
 

                                  =

*
0

*
1

( )f r

vg
α

α
−

− =
1

*1
1

'q i
ij

k
k

vg
α

α
−

=
+
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. 

Finally, B can obtain 

                                  

1

*1
1

0
1

1

1

'
1

q i
ij

q i
ij

k kk
v

k

g
g

g

α
α

α α

α

−

=

−

=

+
−

−

 
 

=  
 

. 

It means that B has solved the CDHI problem.                    
The probability analysis follows the proof in [3,12]. Using the similar techniques, 

the probability that B does not aborts is 
(   1)e sq q q

p

+ +
.  

The time complexity of the algorithm B is dominated by the exponentiations and 
multiplications performed in the Private key and Signing queries. Let ρ andτ  denote 
the time for a multiplication and an exponentiation in G. Then the time complexity is  

' (( ) ( ) )e s e st t O q k q k kq q kρ τ= + + + + . 

5 Conclusion 

In this paper, we propose a new technique to construct HIBS scheme whose perfor-
mance is better than that in the available. It has good features such as constant size 
signature and shrinking private keys and short size public keys. Under the CDHI 
problem, we also give the security proof.  

Of course, the private keys size relies on the depth of the identity. How to  
achieve a good trade-off between the private keys and signatures is also an interesting 
problem. 
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PeerViewer: Behavioral Tracking

and Classification of P2P Malware
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Abstract. To keep pace with the rampant malware threat, security an-
alysts operate tools that collect and observe malicious content on the
internet. Since malware is robust against static analysis, dynamic en-
vironments are being used for this purpose. They use automated plat-
forms that execute malware and acquire knowledge about its runtime
behavior. Today, malware analysis platforms are powerful in character-
izing the system behavior of malware. However, little research is being
done to automatically charaterize malicious code according to its net-
work communication protocols. Yet this is becoming a real challenge as
modern botnets increasingly adopte hybrid topologies that use custom
P2P protocols for command and control.

This paper presents PeerViewer, a system that automatically classifies
malware according to its network P2P behavior. Nowadays P2P malware
either uses variants of known P2P protocols, or it builds its custom P2P
protocols as for Sality and zeroAccess. PeerViewer builds classifiers for
known P2P malware families. Then it builds a network footprint for
malicious code running in a sandbox, and compares this footprint with
those for known P2P malware families. It associates malicious code with
a known botnet family where possible, or it notifies the security analysts
of a new or unknown P2P malware family, so it can be considered for a
deeper analysis. Our experimental results prove the ability of PeerViewer
to accurately classify P2P malware, with a very low false positives rate.

1 Introduction

Over the past decade, malware has infected every corner of the internet, with
no signs of it abating. So far it became the root cause for many security prob-
lems such as spam, denial of service and data theft; yet it is branching on social
networks and mobile devices [3]. As long as malware is growing rampant, it
ecompasses a range of threats where botnets constitute the most widespread
type today. These are networks of infected nodes controled by a single attacker
through a common Command and Control (C&C) network. Today, botnet track-
ers mostly use dynamic analysis environments where they execute malware in
order to learn about its malicious techniques [2,5,13,21,22]. Whichever means
they use to collect malware (e.g. traffic sampling, honeypots, monitoring phish-
ing emails), security analysts are being overwhelmed with a huge number of
malware samples daily [20]. Most of these samples are polymorphic variants of

G. Wang et al. (Eds.): CSS 2013, LNCS 8300, pp. 282–298, 2013.
c© Springer International Publishing Switzerland 2013
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known malware families, thus urging researchers to propose dynamic and auto-
mated malware classification models [25]. In fact variants of the same malware
family share typical behavioral patterns that reflect their origin and purpose. Au-
tomated classification models thus discard samples that are variants of known
malware families, creaming off new malware that would be further submitted to
a deeper analysis. They observe malware runtime features such as system calls,
registries and memory in order to build appropriate behavioral classifiers.

Current malware analysis tools mostly operate at the system level. They build
behavioral patterns that apply to host-based malware detection and diagnosis.
Yet they provide only a raw description of malware network behavior, usually
limited to domain names, supported protocols and callbacks. While this level
of information enables detecting and neutralizing malware that uses centralized
botnet architectures, it has proven to be insufficient against hybrid and dis-
tributed botnets. With malware increasingly adopting hybrid C&C topologies,
current systems are struggling with their fight against botnets [10,15]. For ex-
ample, the recent switching of Zeus to a hybrid C&C topology made Zeustracker
unable to produce exact C&C domain block lists [1].

Hybrid botnets have network patterns and behaviors that are clearly different
from centralized botnets. They usually operate outside the DNS system, which
makes domain block lists irrelevant. They use custom P2P protocols, as opposed
to centralized botnets that mostly use HTTP for command and control. Hence,
behavioral classification based on malware HTTP patterns is no more appropriate
against P2P botnets [22]. Yet hybrid botnets use a wide range of P2P protocols,
each one implementing its own set of messages such as keep-alive, route discovery,
data search and broadcast. Besides, botnet P2P flows are usually encrypted and
transmitted over TCP and UDP alike, which makes difficult to classify malware
P2P flows based on the message types they are carrying. Therefore, the network
behavior of P2P malware during dynamic analysis would be no more than a
bunch of encrypted flows, with no clear evidence about their nature and remote
destinations. To the best of our knowledge, it is yet unclear how we can assign
malicious code to a common P2P malware family while observing its network
behavior during dynamic analysis.

This paper presents PeerViewer, a system that automatically classifies P2P
malware according to its network behavior. PeerViewer uses a learning set of
known P2P malware families such as Sality, Zeus, TDSS and zero access
[14,23,26]. It uses machine learning techniques in order to build a network based
classifier for each family of P2P malware. It further builds a network footprint of
P2P malware when executed in a dynamic analysis environment, and checks this
footprint against known P2P malware classifiers. PeerViewer assigns the mali-
cious code being analyzed to the appropriate P2P malware family where possible,
or it notifies the security analysts of a new or yet unknown P2P malware family.
In the latter case, the malware can be considered for a deeper analysis as it may
reveal new trends in P2P botnet activity.

Through its automated and dynamic classification of P2P malware,
PeerViewer offers two main contributions. First, it reduces overhead for malware
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Fig. 1. Overview and workflow of PeerViewer

analysts by pinpointing only new P2P malware to be considered for further in-
vestigation. Second, it provides behavioral detection models that can be used to
detect P2P bots and associate them with known or new P2P malware families.
Our experimental results prove the ability of our system to accurately classify
P2P malware, with only very few false positives.

This paper will be organized as follows. Section 2 presents PeerViewer and
provides an overview of its architecture. Section 3 describes more in details the
different modules that constitute our system. Section 4 details our experiments
and results. Section 5 discusses the limitations of our system and provides future
work. Section 6 presents related work, and section 7 concludes.

2 System Overview

PeerViewer builds families of P2P malware based on their network behavior
when executed into a dynamic analysis environment. It aims at automatically
classifying malware that uses known P2P protocols, and to cream off malware
that implements new P2P protocols so it can be considered for further anal-
ysis. PeerViewer operates in two phases, the buildup phase and the detection
phase. During buildup, it builds P2P classifiers using a training set of malware
belonging to several P2P families. PeerViewer has a modular framework that
makes possible to add new P2P classifiers when new P2P malware families are
discovered. During detection, PeerViewer observes malware traffic and builds a
network P2P footprint for each malware sample. It uses this footprint in or-
der to associate malware with a known P2P family where possible. Otherwise
PeerViewer notifies the security analysts about a new malware that belongs to
a yet unknown P2P family.

As in figure 1, PeerViewer includes three separate modules. The P2P flow
filter implements several heuristics which aim to discard malware that does not
show any P2P activity during analysis. For instance, the rate of failed connec-
tion attempts is usually used as a way to detect P2P applications. Therefore,
our filter discards malware whose rate of failed connection attempts does not
exceed a given threshold. It also uses other heuristics such as flows initiated
after successful DNS requests, number and geographical distribution of remote
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contacted IPs. Our experimental results prove that our filter is indeed effective
in eliminating non-P2P malware, with almost no false positives.

Remaining flows for P2P malware in our dataset are used as input to the flow
clustering module. It groups together malware flows that are likely to implement
the same P2P functionality and that use the same P2P protocol. The flow-size
distribution for P2P signaling activity shows frequent flow sizes that are associ-
ated with specific P2P message types [7,18]. Malware that implements the same
P2P protocol and belongs to the same P2P botnet topology would have the same
P2P signaling activity, thus resulting in similar flows when observed at the net-
work level. PeerViewer uses unsupervised clustering in order to group together
similar malware flows that are likely to implement the same P2P activity. The
flow clustering process uses high-level malware traffic features such as flow size,
number of packets, bits per packet, and flow duration. The output of this process
is a multiple set of clusters, each one including P2P flows triggered by multiple
malware samples, but carrying the same P2P signaling activity (e.g. keep-alive,
route discovery, search request, push data) and protocol.

Malware of the same family has its P2P flows grouped within the same clus-
ters because they carry the same P2P signaling activities. The malware classi-
fier module uses P2P flow clusters in order to build families of malware that
implement the same P2P protocol. In fact, PeerViewer builds a P2P footprint
Fα{ci}mi=1 of size m for each malware Mα in our initial learning set, and which
specifies the rate of malware P2P flows within each cluster {ci}mi=1. In other
terms, the feature Fα{ck} would be set to 0 if malware Mα has no flows in
cluster ck, and it will be set to 1 if it has all its P2P flows in ck. PeerViewer
uses malware footprints as a training set to build P2P malware clusters, each
cluster representing a new P2P malware family. Hence, malware that belongs
to the same family implements the same P2P protocols and has the same P2P
botnet topology.

We evaluated our behavioral P2P malware classifier against malware sig-
natures for three anti-virus solutions. Our experiments prove that PeerViewer
builds malware P2P families with a very high accuracy. It further builds a clas-
sifier for each P2P malware family, so it can be used to classify P2P malware
on-the-fly. PeerViewer assigns a malware sample to the family that best fits its
network footprint. Malware that matches with any of the P2P malware families
in our training set belongs to an unknown family. It is thus submitted to the
security analyst for a manual inquiry.

3 System Description

This section describes the architecture and workflow of PeerViewer, including
the process and tools that it uses to build and classify P2P malware families.

3.1 Malware P2P Flow Filter

Malware P2P filter uses heuristics that select P2Pmalware and discard flows that
do not carry P2P signaling activity. These heuristics characterize a distributed
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P2P activity using high-level network behaviors. In fact, P2P traffic has multiple
characteristics that are clearly different from other centralized network commu-
nications. For instance, P2P networks constitute unstructured topologies where
P2P nodes may constantly join and leave the network. This phenomenon results
in a high rate of failed connection attempts, which is a distinctive feature of P2P
activity. Our filter implements the following features.

DNS Filtering is commonly used to discard non-P2P traffic. Nodes in a P2P
network operate outside the DNS system [4]. They search for other peers
using routing tables in the overlay network, without prior DNS requests.
Although access to a central server through DNS resolution is possible at
bootstrap, nodes further communicate directly using IP addresses, and access
to the DNS service is usually no longer required. Therefore, PeerViewer
discards malware flows initiated after a successful DNS resolution.

Failed Connection Filter processes flows not eliminated by the DNS filter.
It discards non-P2P malware using the rate of failed connection attempts,
which characterizes the independent arrival and departure by thousands of
peers in the network. We consider as a failed connection attempt all unidi-
rectional UDP flows, as well as failed TCP syn attempts including both no
TCP response or a TCP reset. PeerViewer uses the rate of failed connection
attempts within a malware trace as a way to discard non-P2P malware.

Flow size filter keeps only flows that include P2P signaling activity, and dis-
cards P2P data flows. The flow size distribution of P2P traffic usually shows
discontinuities near small flow sizes, and that characterize P2P signaling
activity [12]. It also includes flows with clearly higher flow sizes, usually in-
volving data transfer. PeerViewer uses the flow size distribution in order to
discard P2P data flows. It drops all flows whose size exceeds a given threshold
that we empirically set based on P2P flow size distributions in [16,12].

AS-based filtering: P2P botnets constitute overlay architectures that spans
multiple autonomous systems (AS). We use the rate of distinct AS numbers
within a malware trace in order to discard non-P2P malware. It is defined
as the number of remote AS to the total number of flows ratio in a given
malware trace. We empirically set a threshold τas = 0.2 for this rate, based
on our malware training set. PeerViewer discards malware whose rate of
distinct AS numbers does not exceed this threshold.

Although these heuristics cannot discard all non-P2P flows, they are reliable
enough to characterize the network behavior of P2P applications. They describe
invariants in the P2P signaling activity, and so they cannot be easily evaded
without modifying the P2P protocol implementation. The output of this filter
is a set of P2P signaling flows for each malware sample. We use these flows as
input to the flow clustering module. It groups P2P signaling flows for malware
in our training set according to protocols and message types they are carrying.

3.2 Malware P2P Flow Clustering

PeerViewer aims at classifying malicious code based on its P2P network behav-
ior. We define the network behavior of a P2P application through its signaling
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activity, and which results in a different distribution of its network flows. We
proceed first with a flow clustering step that groups together malware P2P flows
that implement the same protocol and signaling activity. We further use clusters
of P2P flows in order to define a P2P footprint for each malware sample.

We consider as a malware P2P flow both the flow triggered by a malware
and its associated peer response. We represent a bidirectional flow using the
following features vector: fα =< Mα, proto, Bs, Br, Pkts, Pktr, Δt >. Features
of this vector are defined as follows: Mα is a tag that associates flow fα with
malware Mα; proto is a tag that designates the transport layer protocol, being
either TCP or UDP; Bs and Br are the amount of Bytes sent and received within
fα; Pkts and Pktr are the number of packets sent and received; and Δt is the
flow duration. PeerViewer separately builds clusters for TCP and UDP flows
using the proto tag, as these flows clearly carry different signaling activities.

We use the unsupervised incremental K-means clustering algorithm in order
to build clusters of P2P flows. It starts with an initial number of clusters, and
increments clusters when the distance of a flow to all existing clusters exceeds a
given threshold. We use the euclidian distance in order to compute the similarity
between two separate malware P2P flows, and we set different clustering thresh-
olds for TCP and UDP flows. In fact TCP flows have a higher offset size because
of their larger TCP headers and their higher number of packets compared to
UDP flows, due to TCP handshake and TCP Acks. Hence, we empirically set
TCP and UDP thresholds to 100 and 20 respectively. They characterize the min-
imal flow size (400 and 40) to the minimal packets number (4 and 2) ratio for
non-empty TCP and UDP flows.

PeerViewer builds clusters of flows by comparing P2P flows that we extracted
from our malware training set. P2P flows for a malware sample Mα may span on
multiple clusters. Each cluster contains flows that have similar network features,
and so they are likely to carry the same P2P signaling activity and protocol, but
that are triggered by different malware samples. We further build a P2P footprint
for each malware in our dataset. It specifies the rate of flows for a given malware
within each P2P flow cluster provided by our system. In other terms, a malware
footprint Fα{ci}mi=1 is an m− arry vector of size m, where m is the number of
P2P flow clusters. Attribute Fα{ck} for malwareMα corresponds to the fraction
of P2P flows for Mα within ck, with respect to the total number of P2P flows
in the network trace of Mα. Hence, attributes of a malware footprint are real
values in the [0, 1] interval, with

∑Fα{ci}mi=1 = 1.

3.3 P2P Malware Classifier

The classifier module builds clusters of malware that implement the same P2P
protocol and belong to the same P2P botnet family. It groups together malware
that has similar P2P footprints so they are likely to use the same P2P botnet
topology. We use the unsupervised hierarchical clustering algorithm to obtain
P2P malware families. It builds different families of malware according to the
initial malware training set. As opposed to incremental K-means, the hierarchical
clustering algorithm does not require a threshold for adding a new cluster. In
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fact, it is possible to set a threshold for flow clustering because of the ground
truth provided by malware network traces. However, malware clustering does not
have a reliable ground truth as AV solutions usually provide conflicting malware
classifications (section 4 provides a detailed comparison between our system and
AV signatures). Hierarchical clustering creates a dendrogram where leaf nodes
are elementary P2P malware, and the root node is a set of all malware samples.
We use the Davies-Bouldin index [8] to find the optimal cut in the dendrogram,
and thus to obtain our set of malware P2P families. Each family includes a set
of malware aggregated within a single node in the dendrogram.

Malware families provided by our system are used to classify unknown ma-
licious code on-the-fly while executed in a dynamic analysis environment. We
build a one-class classifier for each family of malware provided by our system
[17]. It characterizes the P2P footprints for malware samples within this family.
During detection, PeerViewer collects the network trace for unknown malicious
code running in a sandbox. It applies P2P filtering and flow clustering, which
provide clusters of P2P flows triggered by a given malware sample. These clus-
ters constitute a network footprint that we use to associate malicious code with
a known malware family. PeerViewer tests this footprint against the one-class
classifiers for all malware families in the training set. It associates a malicious
code with a given malware family when its P2P footprint matches the one-class
classifier of this family. Yet PeerViewer is unable to classify a malicious code
when its P2P footprint matches any, or more than a single malware family. It
notifies the security analysit of a new or unknown P2P malware, so it can be
submitted to a deeper analysis.

4 Experimentation

This section presents the malware dataset that we used in order to build and
validate our system. It describes the design of our experiments, including tests
and results of PeerViewer when applied to the malware dataset at our disposal.

4.1 P2P Malware Dataset

In order to validate our system, we obtained malware samples from a secu-
rity company that implements its own collection and analysis platforms. Our
dataset includes thirty minutes of network traffic for malware executed in a dy-
namic analysis environment. Malware was granted open access to its command
and control infrastructure, including updates and command execution. Malware
traffic was provided in separate pcap files. In fact we do not have access to mal-
ware binaries, but only to their network traces, associated each with the md5
hash for the originating malicious code. The dataset at our disposal includes
network traffic for almost twenty thousand distinct malware samples collected
during a three months period, between March and June 2012.

We use the virusTotal API in order to qualify P2P malware in our dataset
and to validate the results of our experimens. We searched in virusTotal for md5
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Table 1. Malware samples by families of malware

Malware Family P2P protocol Samples Training Evaluation Flows P2P flows

Sality v3 and v4 Custom 386 335 51 105178 28071
Zeus v3 Kademlia 35 27 8 8523 4227

ZeroAccess Custom 33 24 9 14328 5676
Kelihos Custom 41 34 7 12906 4440
TDSS Kademlia 40 30 10 17680 4368

hashes in our dataset that match with existing P2P malware families. In order to
obtain a valid ground truth for our experiments, we pick-up network traces only
when their md5 labels match with more than 10 known signatures for the same
P2P malware family in virusTotal. Note that AV scanners usually assign conflict-
ing signatures for the same malware sample. For example, a same Sality malware
has a kaspersky signature of Virus.Win32.Sality.aa and a trendMicro sig-
nature of PE SALITY.BU. Therefore, we build our ground truth malware classes
by matching keywords associated with known P2P malware families, as shown in
table 1. We further compare in section 4.3 our malware families with signatures
provided by three distinct AV scanners. Table 1 summarizes the six distinct P2P
malware families that we identified within our malware dataset. Although 60%
of our dataset consists of Sality (v3 and v4), it also includes significant flows
for other P2P malware families. Yet we aim at experimentally validating three
properties of PeerViewer using our P2P malware dataset.

First, PeerViewer identifies small malware families into a larger set of P2P
malware. For instance, it accurately identifies the zeroAccess family, although
it only constitutes 5% of our initial learning set. Second, PeerViewer identifies
variants of the same malware family that have different implementations of P2P
protocol. We validate this property using the example of Sality versions 3 and 4,
that were correctly classified by our system. Third, PeerViewer separates families
that use the same P2P protocol, but having different P2P signaling activity. Our
system efficiently classifies samples of Zeus v3 and TDSS malware, although they
are based on the same kademlia protocol.

We tested our P2P filter against the initial malware dataset, using the ground
truth provided by P2P malware signatures in table 1. The DNS filter reduces
up to the third the initial number of malware samples. Indeed, it cannot discard
all non-P2P malware because there is multiple other reasons for malware to
operate outside the DNS system, including hard coded C&C addresses, scan
attempts and spam. Yet the flow size filter had little impact with only few flows
being discarded, and that mostly carry malware spam activities. We believe this
is mainly because of the short dynamic analysis time (30 minutes), which was
not long enough for malware to trigger P2P data flows. On the other hand,
the P2P filter uses two distinct thresholds, that are associated with the failed
connection (τfc) and AS-based (τas) filters. We experimentally configured the
values for these thresholds using our ground truth malware dataset. We were
able to achieve 100% detection accuracy for values of τas in the interval [0.1, 0.3]
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Table 2. Examples of malware P2P flow clusters detected by PeerViewer

Clstr Id Nb of flows Tr. proto P2P proto P2P activity Bs Br Pkts Pktr

1 205 UDP Gnutella Query 35 130 1 1
2 937 UDP Custom (Sality P2P) Peer exchange 34 610 1 1
3 11944 UDP Custom (Sality P2P) Peer announcement 20 600 1 1
4 1674 UDP uTorrent find node 450 970 3 3
5 1427 UDP uTorrent find node 300 630 2 2
6 1164 UDP Custom (Zeus P2P) version request 200 645 2 2
7 5778 TCP Gnutella push 367 0 4 4
8 504 TCP Gnutella push 882 0 8 7

and τfc in the interval [0.14, 0.6]. We thus conservatively set these thresholds to
the values 0.2 and 0.3 respectively, using our ground truth dataset in table 1.

We collected a total number of 541 malware samples that are classified into
six distinct P2P malware families, as shown in table 1. In the remaining of
this section, we validate our malware classification module using the set of P2P
malware samples extracted from our dataset. We compare PeerViewer with P2P
malware families provided by AV scanners. We also demonstrate its ability to
efficiently classify P2P malware with high precision and recall.

4.2 Malware Classification

We split the dataset at our disposal into two separate groups. The first one in-
cludes 85% of our P2P malware learning set, and that we used to build P2P
malware families. The second group includes the remaining 15% malware sam-
ples, and that we further used to test and validate our system. For the purpose
of this paper, we randomly extracted the malware validation set from each P2P
malware family using the ground truth families in table 1. Our validation set
thus included 85 samples extracted from all six P2P malware families. We use
the remaining 450 malware samples in order to build our malware classification
system. The fourth column in table 1 summarizes the number of samples for
each malware family that we use to build our malware classification system.

PeerViewer builds clusters of flows in order to group together malware flows
that implement the same P2P protocol and signaling activity. It applies incre-
mental k-means to the entire set of malware P2P flows, using the features vector
fα presented in section 3. The flow clustering module, applied to the 450 mal-
ware samples in our dataset, provided a total number of 28 P2P flow clusters,
including 22 clusters of UDP flows and 6 clusters of TCP flows. Because of space
limitations, table 2 illustrates only examples of network features for a subset of
8 P2P flow clusters identified by PeerViewer.

As shown in table 2, different signaling activities for the same P2P malware
were indeed classified into different clusters. For example, clusters 2 and 3 in table
2 included two separate signaling messages (Peer exchange and Peer announce-
ment) for the same Sality malware. As shown in table 2, Sality has different
average request sizes for its two P2P signaling activities (34 vs 20), and so they
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Table 3. Examples of P2P footprints for Zeus v3 and ZeroAccess families

Malware Cltr 1 Cltr 2 Cltr 3..15 Cltr 16 Cltr 17..24 Cltr 25 Cltr 26 Cltr 27 Cltr 28

Zeus 1 0.07 0 0 0.93 0 0 0 0 0

Zeus 2 0.085 0 0 0.914 0 0 0 0 0

Zeus 3 0.03 0 0 0.97 0 0 0 0 0

Zeus 4 0.037 0 0 0.962 0 0 0 0 0

Zeus 5 0.071 0 0 0.928 0 0 0 0 0

Zeus 7 0.098 0.02 0 0.87 0 0.01 0 0 0

ZA 1 0.035 0.014 0 0 0 0.577 0.04 0.3 0

ZA 2 0.078 0.022 0 0 0 0.592 0 0.3 0.011

ZA 3 0.102 0.011 0 0 0 0.606 0.02 0.27 0

ZA 4 0.019 0.015 0 0 0 0.62 0.06 0.29 0.013

were classified into different clusters. Clusters 1, 7 and 8 provide yet another ex-
ample for the Gnutella protocol. We obtained separate clusters for the query and
push signaling activities of the same Gnutella P2P protocol. They respectively
use UDP and TCP protocols, and they have different network features so they
were classified into separate clusters. Note that we may still obtain clusters that
implement the same P2P signaling activity and protocol (e.g. clusters 4 and 5
for the same uTorrent protocol). Nonetheless, these clusters show different P2P
network features that characterize different implementations of the same P2P
protocol by different malware families.

We use the 28 flow clusters in order to build P2P footprints for malware
in our dataset. Malware footprints indicate the proportion of P2P flows for a
given malware that belong to each of the 28 P2P flow clusters. Due to space
limitations, table 3 illustrates examples of P2P footprints from only two P2P
malware families, Zeus v3 and ZeroAccess. As shown in this table, malware of
the same family has almost identical P2P footprints and so it would be grouped
within the same clusters. For example, malware of the Zeus v3 family has almost
all of its P2P signaling flows in cluster 16, while the few remaining flows belong
to cluster 1. On the other hand, malware of the zeroAccess family has almost
a third of its P2P signaling flows in cluster 27, and the remaining two thirds
in cluster 25. These two malware families would be clearly separated into two
clusters by the malware classifier.

The classifier module uses malware footprints in order to build families of
P2P malware. We implement the hierarchical clustering algorithm using Python,
and we use the Davies-Bouldin index to obtain the optimal set of clusters. The
malware classifier module identified a total number of 8 clusters, associated with
8 distinct P2P malware families. We validate our P2P malware families using
the ground truth classification in table 1.

Six P2P malware clusters were clearly associated with each of the six malware
families in table 1. In fact all Zeus v3, ZeroAccess and Kelihos malware samples
were classified into separate clusters respectively. We thus consider our clusters
to characterize the P2P network footprint of these distinct malware families. On
the other hand, samples of Sality malware were split into two separate clusters,
including 295 and 37 samples in each cluster respectively. These clusters are likely
to include malware that respectively belong to versions v3 and v4 of the Sality
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family. Yet we couldn’t validate this assumption using our ground truth in table
1 because of the conflicting AV signatures for versions of the Sality malware.
Therefore, in order to refine our ground truth, we checked the update time for
AV signatures that were matching each of the malware md5 hashes associated
with the Sality malware. We would expect samples for the version v4 of this
malware to be more recent in general than samples of version v3. We admit that
AV update times do not formally validate our classification because we cannot
rule out the possibility of newer malware samples implementing P2P protocol
for version 3 of this malware. However, signature update times still provide
evidence of different version implementations for this same malware family. Yet
we observed that 80% of malware in the smaller Sality P2P cluster has newer
update times than all other samples in the larger P2P cluster. We believe this
is a clear evidence of two families of the Sality malware, that we associate with
versions 3 and 4 of this malware family. In fact, versions v3 and v4 of the Sality
malware have different implementations of their P2P signaling protocols, and
so AV signatures cannot correctly classify these two malware families based on
their system behavior. PeerViewer thus offers a complementary approach that
classifies P2P malware based on its network-level behavior, which cannot be
easily characterized by host-based signatures.

Finally, we obtained two additional clusters, both including two malware sam-
ples that belong to different malware families in table 1. These are clearly out-
liers and so they were misclassified by our system. PeerViewer was indeed able
to correctly classify 446 out of 450 malware samples in the initial training set.
It clearly outperforms current AV signatures as it achieved near 0.8% misclassi-
fication rate.

4.3 Comparison with AV Signatures

This section analyzes the validity of our P2P malware families by comparing
them with signatures from three AV scanners, including McAfee, kaspersky and
Trend Micro. In fact, our system proposes a behavioral approach that classifies
P2P malware on the fly while executing in a dynamic analysis environment. We
need to verify the cohesion of our P2P malware families using a learning set of
known and already qualified malware dataset. For each malware family created
by our system, we collect AV signatures for all samples of this family. We compute
the precision and recall of our system in order to validate the consistency of our
malware classification with respect to all three AV scanners. Our experiments
prove the ability of PeerViewer to accurately classify P2P malware using only
network level information, with no a-priori knowldge about the system behavior
of malware.

Table 4 compares malware families provided by our system with signatures
from three AV scanners. As shown in this table, AV scanners assign different
signatures for samples of the same malware families. These signatures usually
constitute different aliases for the same malware family. In order to have com-
mon evaluation criteria for all three AV scanners, we used the spyware remove
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Table 4. Comparison with kaspersky, McAfee and TrendMicro signatures

Family Id Samples Kaspersky McAfee TrendMicro

1 295
win32.Sality: 193

Win32.Spammy: 29
Unknown: 23

W32/Sality: 219
Downloader-CPY: 22

Unknown: 4

PE SALITY: 223
WORM KOLAB: 9

Mal Odra-5: 2
Unknown: 11

2 27
win32.Zbot: 25

Unknown: 2
PWS-Zbot: 27 Tspy Zbot: 27

3 24
Win32.Sefnit: 17
Win32.ZAccess: 7

Sefnit: 24
Troj Kazy: 13
Troj Sirefef: 7
Unknown: 4

4 32
Win32.Kelihos: 27

unknown: 5

Win32/Kelihos: 23
GenericBackDoor.xf: 8

unknown: 1

TROJ FAKEAV: 29
TROJ INJECTER: 3

5 37 win32.Sality: 37 W32/Sality: 37 PE SALITY: 37

6 30
Win32.TDSS:19
Win32.FakeAV: 11

FakeAlert-JM: 26
Trojan.Alureon:4

BKDR TDSS: 30

7 2 win32.Sality, win32.killAV Win32/Nimnul, win32/Zbot PE fujacks, PE nimnul

8 2 win32.Sality, unknown unknown: 2 PE fujacks, PE down

Kaspersky McAfee TrendMicro

Precision 83.16% 88.45% 86.5%

Recall 90.8% 89.31% 94.85%

Fig. 2. Precision and recall against
the three AV scanners

Sality
v3

Sality
v4

ZA kelihos TDSS
Zeus
v3

Accuracy 99.3% 99.1% 94.2% 95% 98% 100%

Fig. 3. Classification accuracy by mal-
ware family

website1 in order to associate all aliases of the same malware families. For ex-
ample, the signature win32.spammy for the first malware family in table 4 is
identified by spyware remove as a kaspersky alias of spammer.sality.a, and
so we consider it as part of the sality family.

Figure 2 summarizes the classification accuracy and recall of PeerViewer
against the three AV scanners. Classification accuracy is computed as the aver-
age precision rate for all six P2P malware families identified by PeerViewer. We
introduce the precision rate for a P2P malware family as the ratio of malware
samples that have the same predominant AV signature with respect to the total
number of samples in this family. The classification recall is computed the same
as for the precision rate, excluding samples that are unknown for AV scanners. As
in figure 2, PeerViewer has almost stable precision and recall against all three
AV scanners. It enhances by at least 11.5% the malware classification for AV
scanners (in case of McAfee which provides the highest precision rate), based on
our ground truth in table 1. It also differentiates samples of the same malware
family that implement different variants of the same P2P protocol, as for the
sality malware which is indeed represented by the same signature by all three AV
scanners. Yet it replaces current AV signature aliases with a common behavioral
malware classification, as in the example of the third malware family provided
by PeerViewer in table 4. The latter provides a common classification for mul-
tiple aliases of the same zeroAccess malware family, including win32.ZAccess,
win32.sefnit, troj Kazy and troj Sirefef aliases.

1 http://www.spywareremove.com/

http://www.spywareremove.com/
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4.4 Classification and Detection

This section demonstrates the detection phase of PeerViewer, which classifies
P2P malware on-the-fly during dynamic analysis. We implement the cross-vali-
dation method that consists of extracting an evaluation dataset prior to building
malware classifiers, and then to use this dataset in order to test and validate our
classifiers. We reiterated the cross-validation process using different evaluation
sets, each time randomly extracting 15% of our malware dataset before we build
our one-class classifiers. In order to guarantee the soundness of our experiments,
our evaluation set had always the same malware composition, as shown in the
fifth column of table 1.

We apply the P2P flow filter and we build clusters of P2P flows using the
network traces for each sample in our malware validation set. Then we build
a P2P footprint for each sample using its P2P flow clusters. We use malware
footprints as input to the one-class classifiers for each of our six malware families.
Our system achieved near 97.6% classification accuracy, based on the ground
truth classification in table 1. The detailed results of our experiments for each
malware family are illustrated in the table of figure 3.

Samples of Zeus v3 and TDSS malware families were accurately classified
with almost no false positives. False positives in case of Sality malware were all
due to mis-classifications between the different versions of this family. Note that
100% of Sality malware in our dataset was correctly classified by PeerViewer,
and almost 99.2% of these samples were classified with the appropriate version
of this family. In fact we couldn’t formally validate our classification of Sality
versions v3 and v4 because AV scanners do not constitute a reliable ground truth.
Hence, we used update times for AV detection signatures in order to separate
between different versions of Sality malware. On the other hand, PeerViewer has
correctly classified only 94.2% of kelihos malware mostly because of the small
number of samples in our learning set. Yet PeerViewer outperforms most AV
scanners with an overall classification accuracy of 97.6%, while only relying on
network features with no need of malware binary analysis.

5 Discussion

PeerViewer classifies malware using statistical network features such as flow
size, IP distribution and traffic rate. First, it classifies flows for a given mal-
ware sample into categories where they implement the same signaling activities.
Then it builds malware families using similarities in their P2P network foot-
prints. PeerViewer would be thus unable to accurately classify P2P malware
that modifies its P2P communication rounds, contacts a larger set of peers, or
uses random paddings in its P2P traffic. These maneuvers modify statistical
consistency in malware P2P flows and so it makes malware classification more
difficult using our features. Although they are technically possible, these tech-
niques require a malware developper to modify its P2P C&C toolkit. They also
increase overhead and reduce botnet stability, which makes botnet management
more difficult. Yet botnets that adopt these techniques would no longer be able
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to dissimulate within benign P2P flows, and so they will be exposed to other
malware detection techniques.

On the other hand, PeerViewer classifies malware that uses P2P protocols
only as a primary C&C channel. In fact, malware may use P2P protocols as
a failover mechanism in case where it cannot access its primary C&C channel.
This malware does not trigger P2P flows during analysis, and so it would not
contribute to building P2P malware classifiers. Authors in [21] propose an ap-
proach that detects primary C&C channels during malware dynamic analysis.
This approach dynamically intercepts primary C&C channels and forces malware
to engage in a failover strategy. Using techniques such as [21] enables to trigger
P2P failover strategies, and so PeerViewer will be able to take these into account
during its processing of malware P2P flows. Nonetheless, these techniques apply
during malware dynamic analysis and so they are out of scope in this study.

Future work will explore techniques to integrate PeerViewer into a more com-
prehensive malware detection system. In fact, PeerViewer classifies malware sam-
ples with a high detection accuracy. Nonetheless, it is yet unclear how PeerViewer
would be a able to separate P2P flows triggered by multiple P2P applications
running on the same terminal. Although it is out of scope in this paper, we
experimented with PeerViewer in order to detect P2P infected nodes within live
network traffic. PeerViewer efficiently detects and characterizes infected nodes
when they do not concurrently implement other benign P2P applications. There-
fore, future work will adress this issue by proposing appropriate methods that
tell apart malware and benign P2P applications when they are running on the
same network terminal.

6 Related Work

Several approaches detect P2P malware through behavioral analysis of network
traffic, without deep packet inspection. They usually propose a binary classifi-
cation of P2P nodes, that is whether being infected or benign [6,9,11,19,27,28].
Yet there is only few approaches that build families of P2P malware based on
its P2P network behavior [12,24].

The first category includes solutions such as BotTrack [9], BotMiner [11] and
BotGrep [19]. They correlate network flows and detect P2P bots based on their
overlay C&C topologies. First, they build clusters of terminals and isolate groups
of hosts that form P2P networks. Then they separate malicious P2P groups us-
ing lists of infected P2P nodes provided by sources such as honeypots. These
techniques mostly rely on IDS signatures and IP blacklists to detect P2P bots.
However, botnet activity is becoming stealthier and difficult to detect using IDS
signatures, thus limiting the coverage of these solutions. Bilge et al. propose an
alternative approach that detects botnets using large scale netflow analysis [6].
It observes traffic at large ISP networks and detects botnets through the coordi-
nated activity for groups of infected nodes. However, this approach detects only
centralized botnet architectures, and cannot accurately detect distributed P2P
botnets. Another trend of research aims at detecting infected P2P bots inside a
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given network perimeter [27,28]. These studies propose to first discard non-P2P
traffic using heuristics such as DNS traffic and failed connection attempts. They
build groups of P2P nodes that have the same network behavior or that connect
to a common set of remote IP addresses. Further they compute a similarity de-
gree between network nodes in order to detect those that are likely to be part of
a same botnet. However, these studies can only detect P2P bots when there is
multiple infected nodes inside the same network perimeter. Yet they only pro-
vide a binary classification, without being able to identify a common malware
family or a given P2P protocol.

The second category classifies P2P flows and identifies specific P2P proto-
cols or applications [12,24]. PeerRush [24] uses features such as inter-packet
delays and flow duration in order to classify P2P applications. These features
achieve good detection accuracies against benign P2P applications. However, it
is not clear how they will contribute to classifying P2P botnets. For exemple,
inter-packet delays can be easily evaded and these are weak indicators of P2P
activity. Yet PeerRush deals with all P2P signaling flows as a whole. It does not
classify flows according to their embedded message types and the rate of each
signaling activity. PeerViewer thus provides a better alternative as it builds spe-
cific malware P2P footprints that take it account the P2P signaling rounds and
categories of message types. On the other hand, Hu et al. [12] use flow statistics
to build behavior profiles for P2P applications. They experimented only with
two P2P applications (PPLive and BitTorrent), and did not consider malicious
P2P activity. Yet, they do not separate P2P control and data traffic. In fact data
flows do not clearly characterize P2P botnet C&C activity as they depend on
the content being shared. PeerViewer thus classifies P2P signaling flows and use
only these as a basis for P2P botnet classification.

7 Conclusion

This paper presented PeerViewer, a system that automatically classifies P2P
malware based on its P2P network behavior. It does not use system-level infor-
mation, nor does it use flow content signatures during its processing of malware
traffic. Indeed PeerViewer classifies P2P flows for a specific malware into cate-
gories where they implement the same P2P signaling activity. It further builds
a footprint that characterizes the P2P network behavior of malware, using the
different categories of signaling flows triggered by this malware. To the best of
our knowledge, PeerViewer is the first to propose a fully behavioral approach
that detects and classifies P2P malware into specific malware families. We tested
our system against signatures of malware families provided by several anti-virus
solutions. Experimental results prove our ability to accurately classify P2P mal-
ware with a very low false positives rate.
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Abstract. In this work, a new method for classification is proposed
consisting of a combination of feature selection, normalization, fuzzy
C means clustering algorithm and C4.5 decision tree algorithm. The
aim of this method is to improve the performance of the classifier by
using selected features. The fuzzy C means clustering method is used
to partition the training instances into clusters. On each cluster, we
build a decision tree using C4.5 algorithm. Experiments on the KDD
CUP 99 data set shows that our proposed method in detecting intrusion
achieves better performance while reducing the relevant features by more
than 80%.

Keywords: Intrusion detection, FuzzyC-Means, Feature selection, C4.5.

1 Introduction

Network intrusion detection is a very important task for network operators on
the Internet [1]. There are two different approaches in the traditional network
intrusion detection systems: misuse detection and anomaly detection. Misuse
detection is based on signatures of previously seen attacks and is highly effective
to detect the attacks which are matched to signatures. However, they could not
detect a new attack. In contrast, anomaly detection uses the normal instances
to build normal operation profiles, detecting anomalies as activities that deviate
from them. This detection method requires training to construct a model which
depends on normal instances [2].

Anomaly intrusion detection is a classification task, and machine learning
theory could be valuable in this area because of the continued increase of at-
tacks on computer networks. The classification task consists of building a pre-
dictive model which could identify attack instances. Intrusion detection can be
considered as a two class problem or a multiple class problem. A two class
problem regards all attack types as anomaly patterns and the other class is a
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normal pattern. A multiple problem deals with the classification based on
different attacks [3].

Anomaly intrusion detection systems are complex classification domains since
they have too many features or attributes which may contain false correlation.
Moreover, some features may be irrelevant and some others may be redundant.
For this reason, feature selection methods can be used to get rid of the irrelevant
and redundant features without decreasing performance. In [3], a method con-
sisting of a combination of discretizers, filters and classifiers is presented. The
main goal of this method is to significantly reduce the number of features while
maintaining the performance of the classifiers, even improving it. [4] and [5] ap-
plied feature selection in intrusion detection systems as well. [6] proposed an
algorithm to use SVM and simulated annealing to find the best selected features
to improve the accuracy of anomaly intrusion detection. [7] proposed mutual
information-based feature selection method results in detecting intrusions with
higher accuracy.

There are two categories of learning techniques: supervised and unsupervised.
Supervised methods are based on classifiers, such as C4.5 [8], Bayesian [9], ID3,
JRip, PART, SMO and IBK algorithms. Unsupervised methods are based on
clustering method, such as Fuzzy C Means, Sub-Space Clustering (SSC) [10],
Density-based Clustering [11], and Evidence Accumulation Clustering (EAC)
techniques [12]. These clustering methods are able to detect unknown attacks in
a completely unsupervised fashion, avoiding the need for signatures [13][14].

2 Dataset and Related Algorithms

2.1 The KDD 99 Dataset

Since 1999, KDD99 has been the most widely used data set for the evaluation of
anomaly intrusion detection methods. This data set is built based on the data
captured in DARPA98 IDS evaluation program. DARPA98 is about 4 gigabytes
of compressed binary tcpdump data of 7 weeks of network traffic, which can be
processed into about 5 million connection records, each with about 100 bytes.
The two weeks of test data have around 2 million connection records [15].

A connection is a TCP data packet sequence from start to end in a certain time
and data from source IP address to destination IP address in predefined protocol
such as TCP or UDP. Each connection is labeled by either normal or attack. The
attack type is divided into four categories of 39 types of attacks. Only 22 types
of attacks are in the training dataset and the other 17 unknown types are in
the test dataset. It is important to note that the test data is not from the same
probability distribution as the training data, and it includes specific attack types
not in the training data which make the task more realistic [16]. Some intrusion
experts believe that most novel attacks are variants of known attacks and the
signature of known attacks can be sufficient to catch novel variants. The KDD
dataset consists of three components, which are detailed in Table 1.

The 10% KDD dataset is employed for the purpose of training. The KDD
training dataset consists of approximately 4,900,000 single connection vectors
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Table 1. Basic characteristics of the KDD 99 intrusion detection datasets

Dataset Normal DoS U2R R2L Probe

10%KDD 97278 391458 52 1126 4107
Corrected KDD 60593 229853 70 16347 4166
Whole KDD 972780 3883370 52 1126 41102

each of which contains 41 features, with exactly one specific attack type or
normal type. This dataset contains 22 attack types and is a more concise version
of the whole KDD dataset. It contains more connections of attacks than normal
connections and the attack types are not represented equally. Denial of service
attacks account for the majority of the dataset [17].

On the other hand the Corrected KDD dataset (test dataset) provides a
dataset with different statistical distributions than either 10% KDD or Whole
KDD and contains 14 additional attacks. The list of class labels and their cor-
responding categories for 10% KDD are detailed in [17].

2.2 Fuzzy C Means Algorithm

Fuzzy C means (FCM) is a method of clustering which allows one piece of data
to belong to two or more clusters. This method (developed by Dunn in 1973
and improved by Bezdek in 1981) is frequently used in pattern recognition. It is
based on minimization of the following objective function:

Jm =

N∑
i=1

C∑
j=1

um
ij ||xi − cj ||2 (1)

where m is any real number greater than 1, uij is the degree of membership
of xi in the cluster j, xi is the ith of d-dimensional measured data, cj is the
d-dimension center of the cluster, and || ∗ || is any norm expressing the similarity
between any measured data and the center. Fuzzy partitioning is carried out
through an iterative optimization of the objective function shown above, with
the update of membership uij and the cluster centers cj by:

uij =
1

C∑
k=1

(
||xi−cj ||
||xi−ck|| )

2
m−1

(2)

cj =

N∑
i=1

um
ij × xi

N∑
i=1

um
ij

(3)

This iteration will stop when maxij |uij
(k+1) − uij

(k)| < ε, where ε is a termi-
nation criterion between 0 and 1, where k are the iteration steps. This procedure
converges to a local minimum or a saddle point of Jm.
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2.3 C4.5 Algorithm

C4.5 is an algorithm used to generate a decision tree developed by Ross Quinlan
and it is an extension of Quinlan’s earlier ID3 algorithm. The decision trees
generated by C4.5 can be used for classification, and for this reason, C4.5 is
often referred to as a statistical classifier.

C4.5 uses the concept of information gain to make a tree of classificatory de-
cisions with respect to a previously chosen target classification. The information
gain can be described as the effective decrease in entropy resulting from making
a choice as to which attribute to use and at what level. For example, if one
chooses a specified attribute like the length of a phase to discriminate among
cases at a given point in its rule construction process, this choice will have some
effect on how well the system can tell the classes apart. By considering which of
the attributes is best for discriminating among cases at a particular node in the
tree, we can build up a tree of decisions that allows us to navigate from the root
of the tree to a leaf node by continually examining attributes. So the order in
which the attributes are considered depend on the amount of entropy correlating
to a given attribute.

3 Anomaly Detection Scheme

We implemented a scheme to find anomaly instances using fuzzy C means clus-
tering and C4.5 decision tree algorithm. We regard all the attack instances as
anomaly instances and so convert a multiple class classification problem to a
binary class classification. Fig.1 shows the flow chart of proposed scheme. First
of all, we use feature selection methods on training data to get some selected
features. But the features have different kinds of data structure. For this reason,
we normalize the data so that all attribute values are between 0 and 1. Then, we
use fuzzy C means method to divide the training data into two clusters and get
two centres. Moreover, we calculate the membership function between each test
data instance and each cluster. The test data instance is allocated to the cluster
which has higher membership. Finally, in each cluster, we used C4.5 algorithm
to classify the test data as an anomaly or a normal instance. Each part of the
process is now described in greater detail.

NormalizationFeature 
Selection

Fuzzy C 
Means Cluster 1

Cluster 2

C4.5

C4.5
Results

Training data

Test data NormalizationFeature 
Selection

Training data

Training data

Fig. 1. Flow chart of proposed scheme
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3.1 Feature Selection

Feature selection is the process of selecting a subset of relevant features for
use in model construction. The central assumption when using a feature selec-
tion technique is that the data contains many redundant or irrelevant features.
Redundant features are those which provide no more information than the cur-
rently selected features, and irrelevant features provide no useful information in
any context. In KDD99 dataset, some features may be irrelevant and some others
may be redundant since the information they add is contained in other features.
These extra features can increase computation time for creating classifications,
and can have an impact on the accuracy of the classifier built. For this reason,
these classification domains seem to be suitable for the application of feature
selection methods. These methods are centered in obtaining a subset of features
that adequately describe the problem at hand without degrading performance.

Table 2 shows four feature selection tests on KDD training dataset and we
select 6 to 8 features. The results show that most of the features selected by
different feature selection methods are the same. Such as, all 6 features in test
3 are in the results of test 1 and six features in the result of test 4 are in test 1
results. We used the 8 features selected by test 1. They are protocol type, ser-
vice, flag, src bytes, dst bytes, count, diff srv rate, dst host same src port rate.
The evaluator in test 1 is based on Correlation-based Feature Selection (CFS),
which is one of the most well-known and used filters, and ranks feature subsets
according to a correlation based heuristic evaluation function.

Table 2. Results obtained by four feature selection methods over the training dataset

Test Search Attribute No. of
No. Method Evaluator Selected Features

1 BestFirst CfsSubsetEval 8
2 Ranker ConsistencySubsetEval 7
3 FCBFSearch SymmetricalUncertAttributeSetEval 6
4 Randomsearch AttributeSubsetEvaluator 7

One advantage of feature selection is gaining speed. Table 3 shows the time
consumption comparison between C4.5 decision tree algorithm with and without
feature selection methods. We can see from table 4 that the inclusion of less
features greatly reduced the computation time and the time to build the decision
tree model. And we also could see that the number of leaves and size of leaves
significantly dropped.

3.2 Normalization

The 8 features we used have two types. The protocol type, service, flag are
symbolic and the other five features are continuous. The protocol type has 3
values, service has 66 values, and flag has 11 values. Table 4 shows the minimum
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Table 3. Computation time comparison

Algorithm No. of No. of Size of Computation Time to build
attributes Leaves Tree time (s) model (s)

C4.5 41 335 396 1104 104.21
C4.5 with FS 8 99 197 237 17.47

Table 4. Unbalanced continuous features of KDD Cup 99 dataset

Feature Max. Min. Mean StdDev Distinct

src bytes 693375640 0 3025.61 988218.1 3300
dst bytes 5155468 0 868.5324 33040 10725
count 511 0 332.2857 213.1474 490
diff srv rate 1 0 0.020982 0.082205 78
dst host same src port rate 1 0 0.601935 0.481309 101

and maximum value of each feature, as well as its mean, standard deviation and
the number of distinct example of the five continuous features.

Normalization converts all the data in the dataset between 0 and 1. For a
particular continuous data xi, normalization follows equation (4),

Normalized(xi) = (xi −Xmin)/(Xmax −Xmin) (4)

where Xmin is the minimum value for variable X, Xmax is the maximum value
for variable X. For a specific symbolic feature, we assigned a discrete integer to
each value and then used equation (4) to normalize it.

3.3 Implemented Algorithm

In this section, we will show the algorithm of the fuzzy C means clustering
and C4.5 decision tree classification methods for supervised anomaly detection.
Fuzzy C means (FCM) is a method of clustering which allows one piece of data
to belong to two or more clusters. Its allocation of data points to clusters is
not “hard” (all-or-nothing) but “fuzzy” in the same sense as fuzzy logic. C4.5
is a well-known classification algorithm used to generate a decision tree. We use
fuzzy C means algorithm to group 2 clusters and we get 2 centers. We then used
C4.5 to classify in each cluster. The algorithm is shown as follows.

1. BEGIN
2. Initialization: U = [uij ] ← U (0)

3. while ||U (k+1) − U (k)|| ≥ ε
4. Calculate the centres C1,C2

5. Update U (k), U (k+1)

6. end While
7. for each test instance zi
8. Compute uij , j = 1, 2
9. Find Highest Membership to zi
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10. Assign to Higher Membership cluster
11. end for
12. Classify each cluster by C4.5

4 Experimental Results

4.1 Measures of Performance Evaluation

Our proposed scheme is conducted by six measures: True Positive Rate (TPR),
False Positive Rate (FPR), Precision, Recall, F-Measure. The six measures could
be calculated by True Positive (TP), False Positive (FP), True Negative (TN),
False Negative (FN), as follows.

True positive rate (TPR): TP/(TP+FN), also known as detection rate (DR)
or sensitivity or recall.

False positive rate (FPR): FP/(TN+FP) also known as the false alarm rate.
Precision (P): TP/(TP+FP) is defined as the proportion of the true positives

against all the positive results.
Total Accuracy (TA): (TP+TN)/(TP+TN+FP+FN) is the proportion of true

results (both true positives and true negatives) in the population.
Recall (R): TP/(TP+FN) is defined as percentage of positive labeled instances

that were predicted as positive.
F-measure: 2PR/(P+R) is the harmonic mean of precision and recall.
In our proposed scheme, we use the training dataset to construct the decision

tree model and then reevaluate on the test dataset and get TP, FP, TN, FN in
each cluster. After that, we calculate the four values for the test dataset. And
finally, we calculate the measures for the test dataset.

4.2 Experiment Evaluation

The experiments were conducted by using KDD 99 dataset and performed on a
Windows machine with Intel (R) Core (TM) i5-2400 CPU@ 3.10GHz, 3.10 GHz,
4GB of RAM, the operating system is Microsoft Windows 7 Professional. We
have used an open source machine learning framework Weka 3.5.0. We have used
this tool for performance comparison of our algorithm with other classification
algorithms.

Table 5. Performance evaluation comparison

Algorithm TPR FPR Precision Recall F-Measure Class

C4.5 0.994 0.090 0.728 0.994 0.841 Normal
0.910 0.006 0.999 0.910 0.952 Anomaly

C4.5 with FS 0.990 0.084 0.741 0.990 0.847 normal
0.916 0.010 0.997 0.916 0.955 anomaly

Proposed Scheme 0.990 0.079 0.753 0.990 0.855 Normal
0.921 0.010 0.998 0.921 0.958 Anomaly
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Table 5 describes the performance evaluation comparison of C4.5, C4.5 with
feature selection and the proposed scheme on the KDD Cup 99 test dataset.
The total accuracy of these three algorithms are 0.926, 0.931, 0.935 respectively.
And the comparison shows that most precision, recall and F-measure results are
improved by using the proposed scheme.

5 Conclusion

This paper proposed a method based on the combination of feature selection,
fuzzy C means and C4.5 algorithms that improve the performance results of
classifiers while using a reduced set of features. It has been applied to the KDD
Cup 99 dataset in the intrusion detection field. We used a normalization method
on the KDD 99 training dataset and test dataset before applying the proposed
scheme to the dataset. The method improves the performance results obtained
by C4.5 while using only 19.5% of the total number of features. Performance
analysis is assessed against six measures. The proposed method gives impres-
sive detection precision accuracy and F-measure in the experiment results. An
additional advantage is memory and time costs reduction for C4.5 classifier.
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Abstract. Locating the real source of the Internet attacks has long been
an important but difficult problem to be addressed. In the real world at-
tackers can easily hide their identities and evade punishment by relaying
their attacks through a series of compromised systems or devices, called
stepping stones. Currently, researchers mainly use similar features from
the network traffic, such as packet timestamps and frequencies, to de-
tect stepping stones. However, these features can be easily destroyed by
attackers using evasive techniques. In addition, it is also difficult to im-
plement an appropriate threshold of similarity which can help justify
the stepping stones. In order to counter these problems, in this paper,
we introduce the consistent causality probability to detect the stepping
stones. We formulate the ranges of abnormal causality probabilities ac-
cording to the different network conditions, and on the basis of it, we
further implement two self-adaptive methods to capture stepping stones.
To evaluate our proposed detection methods, we adopt theoretic anal-
ysis and empirical studies, which have demonstrated accuracy of the
abnormal causality probability. Moreover, we compare of our proposed
methods with previous works. The result show that our methods in this
paper significantly outperform previous works in the accuracy of detec-
tion malicious stepping stones, even when evasive techniques are adopted
by attackers.

Keywords: Intrusion detection, causality probability, stepping stones.

1 Introduction

Nowadays, network attacks are critical threats to the Internet. While people
continue to develop different defence techniques, another important work is to
identify the origins of attacks and find who is the malicious author. However, un-
fortunately, sophisticated attacks can adopt evasive strategies, such as stepping
stones, and easily maintain their anonymity during their attacking progress [1].
Instead of using direct communication, current attacks employees a group of in-
termediate nodes that have been previously compromised to relay their malicious
commands to the victims. The attackers can successfully construct a communi-
cation tunnel as a chain of ‘stepping stones’, which is actually the sequence of
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Fig. 1. Attacks using stepping stones

logins where a person login into one computer(using SSH or TelNet) and then
login to another and so on. As shown in Fig. 1, if a victim is under attacks, he or
she will only know the closest the intermediate node in the attack path, and the
real attackers will avoid punishment. Only by disclosing the stepping stones in
the network. Tracing the real attack hiding behind becomes possible. Thus, the
detection the stepping stones is one of the fundamental concerns in addressing
the issue of security on the Internet.

To date, there have already been some stepping stone detection systems pro-
posed. Current stepping stone detection approaches [2–10] normally exploit traf-
fic features to identify correlated connections. For example, IPD [11] detects
stepping stones using the idea that the inter-packet delays on the correlated
connections are similar. While these approaches may detect stepping stones in
certain conditions, their accuracy is low and can not satisfy the detection of step-
ping stones in Internet environments, especially when the attackers use evasive
techniques.

There are mainly two reasons for the above problem: firstly, those similar
features which are used to detect stepping stones are easily destroyed by natural
or manual disturbance from the Internet or attackers. There are packet merges,
packet splits, packet losses, packet retransmissions and different packet delays
during the attack commands forwarded on the Internet. The attackers may in-
sert chaff packets into the stream, or introduce delay into the timing of the
packet stream [12]. All of these can change the similar features used for detect-
ing stepping stones. Secondly, it is also difficult to find an appropriate similarity
threshold for the detection of stepping stones. Because of natural and man-made
noise in the Internet environments, the similarity of features is not steady. While
current approaches assume no packet dropped or simply use fixed parameters
by experience as the threshold. The result of these methods are not accurate in
the detection of stepping stones. For example, RTT(Round Trip Time) may be
small in one connection, but large in another connection. Therefore, the fixed
bound of RTT results in the attackers been able to avoid detection by revising
by randomize the communication time.

In order to counter these problems, we introduce a normal attribute causality
probability to detect stepping stones. Causality means the packet has to arrive
before before it can leave a node, leading to the temporal span between any pair
of packets, we presetting a certain order. The value of this attribute can not
be modified by various noise and evasive techniques. On the basis of it, we can
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propose a robust detection method. The major contributions of this paper are
list as follows:

– Firstly, we introduce a novel attribute, causality probability, which rarely
changes in the Internet or attackers. This can help us significantly reduce
the force positive rate in the detection.

– Secondly, based on two Poisson models, we formulate the abnormal bounds
of causality probability. In addition, through the mathematical and empirical
studies, we demonstrate the accuracy of the bounds of the abnormal causality
probability in the evaluation.

– Moreover, we design the Abnormal Probability Detection algorithm (APD)
and the Speedy Abnormal Probability Detection algorithm (SAPD) on the
basis of the bounds of Abnormal Causality Probability. We compare these
two methods with most current detection approaches in the experiment.
The results show our proposed methods significantly outperform pervious
approaches, even when evasive techniques are used.

The rest of this paper is organized as follows. In Section 2, we analyze the
mathematical models of connection streams and formulas the bounds of abnor-
mal causality probability based on two Poisson models. In Section 3, we describe
the detail of two algorithms followed by the experiments in Section 4. We present
related works in Section 5 and finally conclude this paper in Section 6.

2 Abnormal Causality Probability Analysis

2.1 Primer of Stepping Stone Analysis

Generally, attackers launch stepping stone attacks by constructing a chain of
interactive connections on stepping stones using protocols such as Telnet or
SSH. If two connections are found on the same connection chain, we consider
them as a correlated connection (CC) pair. Otherwise, we consider them to be a
normal connection (NC) pair. The connection which is closer to the attacker in
the connection chain is called the upstream connection. The connection which is
closer to the victim in the connection chain is called the downstream connection.
For an interactive connections, the packets sent from an attacker (client) to a
target (server) are called ‘send packets’, and the packets transmitted in the
reverse direction are called ‘echo packets’. As shown in Fig. 2, a ’send packet’
arrives at the stepping stone i − 1, then to the stepping stone i, and continues
to move until it arrives at the target. After this, the ‘echo packet’ is generated
and sent back to the stepping stone i, and one after another until the stepping
stone i− 1.

There is a simple causality that one packet has to arrive at a target before
it leaves that node. In this paper, we define the time delay between the ‘send
packet’ and the corresponding ‘echo packet’ as the Round-Trip Time (RTT) for
stepping stones. To retrieve the value of RTT, we adopt the EBA algorithm
[13]. This algorithm estimates the value of RTT according to previous RTTs,
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Fig. 2. Stepping stone chain between attacker and target

and then finds the ‘send packet’ and the corresponding ‘echo packet’ pair whose
time-delay is the closest to the estimating value.

Definition 1 (RTT Sequence). A RTT sequence Rtta is a series of RTT
values in chronological order captured by the RTT retrieving algorithm on the
connection a.

Let Rtta = {Rtt1a(t
s1
a , te1a ), Rtt2a(t

s2
a , te2a ), ...Rttia(t

si
a , t

ei
a )...}, where Rttia is the

ith RTT obtained by the EBA algorithm for connection a. tsia and teia are the
arrival epoch of the ‘send packet’ and the ‘echo packet’ of the ith RTT value
on the connection a. (tsia , t

ei
a ) is called packet pair, and tsia = teia − Rttia. For the

packet pair (tsia , t
ei
a ) on connection a, if there exists any packet pair (tsjb , tejb ) on

connection b such that (tsjb , tejb ) ⊂ (tsia , t
ei
a ) (i.e. t

si
a < tsjb < tejb < teia ) or (t

si
a , t

ei
a ) ⊂

(tsjb , tejb ) (i.e. tsjb < tsia < teia < tejb ) , we further consider (tsia , t
ei
a ), (t

sj
b , tejb ) are the

causality packet pair on the connection b. In addition, for (tsjb , tejb ) ⊂ (tsia , t
ei
a ),

we have some inequalities as in{
tsia < tsjb < tsjb +Rttjb < tsia +Rttia

tsia < tsjb < tsia +Rttia −Rttjb
(1)

For (tsia , t
ei
a ) ⊂ (tsjb , tejb ), we also have{

tejb −Rttjb < teia −Rttia < teia < tejb
teia < tejb < teia + (Rttjb −Rttia)

(2)

On the basis of it, we can detive the concept of the causality probability CPab

as follows,

Definition 2 (Causality Probability). The ratio that the number of packet
pairs which have causality pairs on connection b, over the number of total packet
pairs of connection a.

Actually, for the packet pair (tsia , t
ei
a ) on connection a and the packet pair (tsjb , tejb )

on connection b, if t
s(j−1)
b < tsia < tsjb (when Rttsia > Rttsjb ) or if t

e(j−1)
b <

teia < tejb (when Rttsia ≤ Rttsjb ), (tsjb , tejb ) will be considered as the first packet
pair after (tsia , t

ei
a ) on connection b. The causality probability for two normal

connections seems random. But it is highly related to the packet frequencies and
the RTT values. We will prove it in the following sections.
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2.2 Modeling Connection Streams

Network streams are generally modeled as Poisson processes [14]. The famous
Jackson’s theorem [15], a significant development in the theory of networks of
queues, assumes the packet arrivals follow the Poisson processes. To detect the
stepping stones, connection streams (the packet arrivals on connections) are also
presented as Poisson processes [3, 7–9]. These poisson processes used a fixed rate
[3, 7–9] to generate the model. In this situation, the distribution of the packet
interval follows the exponential distribution with distribution function λe−xλ,
where λ is the expected packet arrival rate, and can be considered as 1/T (T is
the expected packet interval, equaling the average packet interval).

In this paper, we assume every packet arrival on connection streams has a
different rate λi(i < n) and over time Ti(i < n). On the basis of this packet
interval of ith packet, we have λi ∗ Ti = 1. Then, the average arrival rate is the
same as the model with a fixed rate poisson distribution. The detailed process
is as follows

λ =

∑n
i=1(λiTi)∑n
i=1(Ti)

=
n∑n

i=1(Ti)
(3)

This means the Poisson process with a fixed rate can be modeled as many Poisson
distributions with varying rates, and over varying time periods [8]. As a result,
connection streams can be modeled as Poisson processes with varying rates, and
over varying time periods. In this situation, the distribution of every inter arrival
time will follow the exponential distribution λie

−xλi(λi = 1/Ti).

2.3 Bounds of the Abnormal Causality Probability

Firstly, we investigate the bounds of the adnormal causality under the poisson
model with varying rate . Let us assume normal connections a and b behave
as sequences of Poisson processes. For the two RTT sequences obtained by the
RTT retrieving algorithm on connection a and b during the same time duration:

Rtta = {Rtt1a(t
s1
a , te1a ), Rtt2a(t

s2
a , te2a ), ...Rttna(t

sn
a , tena )} (4)

Rttb = {Rtt1b(t
s1
b , te1b ), Rtt2b(t

s2
b , te2b ), ...Rttmb (tsmb , temb )} (5)

Let the following equation exist

ucp(i, j) = min(
1− e

−|Rttia−Rtt
j
b
|

bj

1− e
−ai
bj

, 1) (6)

wherein (tsjb , tejb )(j < m) is the first packet pair on the connection b after

(tsia , t
ei
a )(i < n) and (tsjb , tejb )(j < m), then we can derive (proof in [16])

CPab ≤ UV CPab =
1

n− 1

n−1∑
i=1

(ucp(i, j)) (7)
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Secondly, we examine the abnormal causality bounds under poisson model
with the fixed rate. For the normal connections a and b, assuming they behave
as Poisson processes with an equal rate of λ, then we can derive (proof in [16])

CPab ≤ UV CPab = (1 − e−|Rtta−Rttb|λ) (8)

wherein Rtta and Rttb are the average values of RTT on the connections a and

b respectively. Note that CPab should be the expected value of P
(
(tsjb , tejb ) ⊂

(tsia , t
ei
a )

)
. Since the connection a behaves as Poisson processes with rate λ, the

value of ai follows the exponential distribution.

3 Algorithm and Analysis

3.1 Abnormal Probability Detection Algorithm

According to the two causality probability bounds, we have designed two step-
ping stone detection algorithms. Firstly , based on the bounds with varied val-
ues in the poisson processes, we propose the abnormal probability detection
algorithm (APD). This algorithm examines the interactive connections and can
demonstrate if a connection pair is correlated within a specified monitoring du-
ration. The duration is the time for the connection streams. In the real-time
application, duration means the monitoring time for the stepping stone connec-
tions. For the same duration, the algorithm with a higher accuracy is considered
to be more accurate. Larger duration means more processing and monitoring
time, i.e. slow response. Therefore, for the Internet environment, this algorithm
with a short duration is preferred to achieve the high rate of accuracy. When the
packets arrive in a connection, APD will first calculate the value of RTT real-
timely by the RTT retrieving algorithm [13]. Once a new RTT sequence Rttia is
retrieved, the APD algorithm will compare with the result of each connection.

For each comparing pair, we let Cb be the connection with a larger value of
RTT, and Cs be the connection with a smaller value of RTT. Since RTT of up-
stream is always larger than that of downstream, when RTTs in one connection
are not always larger or smaller than another connection in a short duration,
we consider the two connections are not a correlated connection pair. Normally,
we can judge which connection is Cb or Cs by comparing the first RTT in each
connection. Actually, we always look for the causality packet pair on the Cb

connection. We have a variable LAST INDEX recording the first RTT sequence
index of Cb. This index appears behind the RTT sequences on Cs. When the
new RTT sequence Rttia is on Cb, and if we cannot find a RTT sequence on Cs,
we will set the variable LAST INDEX with the index of the new RTT sequence.
Otherwise, we will set LAST INDEX to 0, increase the total count for the com-
paring connection pair, calculate ucp(i, j), and check if they are the causality
packet Pair. If so, we will increase the causality count. When the monitoring time
expires, we calculate the CP by the ratio of causality count and total count, and
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the UV CP by the ratio of UV CP to the total count. If CP > UV CP , we then
consider it as a correlated connection pair, otherwise it is a normal pair.

secondly , based on the bounds with fixed values in the poisson processes, we
further implement the speedy abnormal probability detection algorithm. In this
algorithm, the calculation of UFCP deals with λ, which is the packet arrival rate
for the comparing connections. It can be considered as 1/T (T is the expected
packet inter arrival time). Since we also have the assumption that the comparing
connections have the same packet arrival rate λ, how to set λ is crucial for this
algorithm. In this paper, we let λ = 2

(Ta+Tb)
(Ta and Tb is the mean packet arrival

time in each comparing connections). this leads to results become more accurate.
The SAPD algorithm is similar to the APD algorithm, except that it computes

the probability bound one time instead of n times (n is the number of RTT
sequences on the Cb connection). Thus, the SAPD algorithm is more effective
than the APD algorithm.

3.2 Analysis of the Resistance to Noise

The causality probability for correlated connections is normally high, and is
rarely affected by the Internet or attackers. On the one hand, any time delay
will not affect the packet arrival order on the connection chain, i.e. causality. On
the other hand, the APD and SAPD algorithms are highly related to the values of
RTTs obtained by the Estimation-Based (EBA) RTT retrieving algorithm [13].
This algorithm can filter imperfect internet transmission and unsymmetrical
chaff packets by ignoring the packets which do not contain the corresponding
‘echo or send packets’.

In fact, it is possible for attackers to evade the detection by increasing the
values of UVCP and UFCP. When CP is smaller than UVCP or UFCP, a cor-
related connection may be categoried to a normal connection. In the previous
analysis, the values of CP in correlated connection pairs are close to 1. When
the values of UVCP and UFCP are close to 1, the attackers are able to evade
the detection. According to the analysis in refsection2, we know that the values
of UVCP and UFCP will be close to 1 when the RTT difference is larger than
the packet interval. In practice, it is harder to reduce packet intervals due to the
minimum packet interval time normally being controlled by OS and networks
instead of attackers. It is relative easier to increase the RTT difference by adding
delays. However, the delay in stepping stone attacks is usually bounded [7]. In
the real world, the long time delay may cause the packets to be dropped. Fur-
thermore, in interactive connections, there is usually a specific order according
to which packets should arrive to the victim. Thus, the delay caused by earlier
packets will lead to all the subsequent packets being delayed.

4 Evaluation of Our Method

4.1 Data source

Private Dataset : in this paper, we use a genuine stepping stone dataset cap-
tured from two self-built connection chains on the Internet. The connection
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Fig. 3. Experiment topology

chains are built by SSH from host H1 and host H2, with both passing through
host H3, then to hosts H4, H5, H6, and finally connecting to host H7. H4 and
H6 are in the same network segment, as shown in Fig. 3. The other hosts were
located in a different area of Melbourne, Australia. We started to capture the
packets at host H4 when all the connection chains were built, and quickly en-
tered the commands at the terminal of H1 and H2 concurrently for about three
minutes. After that, we stopped capturing packets. This dataset includes two
connection chains which are composed of four connections respectively, with ev-
ery connection lasting three minutes. This dataset can be considered as the ideal
data for testing stepping stone detection approaches.

Public Dataset : To prove and reinforce the experimental results by private
dataset, we extracted one of the longest SSH connections respectively from four
different Auckland-VIX traces [17] captured in 2008. In this dataset, every ex-
tracted connection lasts for about 30 minutes. Since the correlated connections
must occur during the same time period, we altered the start packet arrival time
for every extracted connection to zero. We also changed the arrival time on this
connection to the time delay of the start packet of the connection.

4.2 Authenticating Abnormal Causality Probability Bounds

We already proved UVCP and UFCP are the bounds of abnormal causality
probability in Theorem 1 and Theorem 2 by theory. Next we will answer the
questions below related to their application in experiments.

– Is CP really smaller than UVCP or UFCP for normal connection pairs in
APD and SAPD?

– Is CP really bigger than UVCP or UFCP for correlated connection pairs in
APD and SAPD?

– When will the UVCP or UFCP be invalid in APD and SAPD?
– Is there any difference between APD and SAPD?
– Why use UVCP or UFCP, instead of the fixed bound parameter?

Firstly, we ran the APD and SAPD algorithm by the original private dataset
with a different duration. The results of true positive and true negative are shown
in Fig. 4. The true positive is the rate that correlated connection pairs are judged
to be correlated connection pairs, i.e. the rate that CP is bigger than UVCP or
UFCP for correlated connection pairs. The true negative is the rate that normal
connection pairs are judged to be normal connection pairs, i.e. the rate that CP
is smaller than UVCP or UFCP for normal connection pairs. We found that the
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Fig. 4. True Positive and True Negative for APD and SAPD

Fig. 5. The impact by different fixed delay

true positive and true negative increased with the duration time rising, in that
the computing of probability is based on a large amount of data, and both the
true positive and true negative for APD and SAPD can reach 100% accuracy
when the duration is equal to or bigger than 60s.

From the previous analysis, we know UVCP and UFCP may be altered by
increasing the RTT difference. To get a bigger RTT difference, we added fixed
delay to the echo packets of the original private dataset, then ran the APD and
SAPD algorithm on the dataset with the different fixed delay adding. We set the
duration time to 120 seconds. The results of true positive and true negative for
APD and SAPD are shown in (a) and (b) of Fig. 5 respectively. Meanwhile, we
randomly selected one correlated connection pair and one connection pair. The
results of CP, UVCP and UFCP for this correlated connection pair are shown in
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(a) of Fig. 5, and the results of CP, UVCP and UFCP for this normal connection
pais are shown in (b) of Fig. 5.

From (a) of Fig. 5, we found the CP for correlated connection pairs remained
very high (more than 90%), but the UVCP and UFCP increased and was near to
CP with the fixed delay (i.e. RTT difference) rising. Most importantly we found
the true positive dropped significantly when the fixed delay was bigger than
a certain value, which we called the dropping point. For APD, this value was
around 1600ms. In addition, we found that the RTT difference on this dropping
point was around 1700ms, and the mean packet intervals on the bigger RTT
connection of a connection pair was around 1500ms in the dropping point. So
the RTT difference was close to the mean packet interval at the dropping point
for APD. For SAPD, the dropping point value was around 1000ms which was
smaller than that of APD. This is because the UFCP is affected by the packet
interval time on bi-directional connections. We found the mean packet interval
for both connections was about 1000ms. Thus, APD and SAPD can obtain high
true positive if the RTT difference is smaller than the packet interval time.

From (b) of Fig. 5, we found that the results of CP, UVCP and UFCP for
normal connection pair are almost the same. UVCP or UFCP is always slightly
higher than CP. Only by dynamically computing UVCP and UFCP according to
the real network situation, can abnormal connections be detected with maximum
likelihood. This cannot be obtained by fixed value.

From both (a) and (b) of Fig. 5, we can see that UFCP rises slightly quicker
than UVCP especially when delay is large. In (a) of Fig. 5, it shows that SAPD
has a smaller dropping point than APD, therefore APD is more suited to a
situation where there are relative bigger delays. When a delay is small or normal,
(b) of Fig. 5 shows UFCP is closer to CP for normal connection pairs. Therefore,
SAPD is suited to the normal internet stream or when there are small delays.

From the above results and analysis, we can conclude that:

– CP can be 100% smaller than UVCP or UFCP for normal connection pairs
in APD or SAPD when the duration is long enough.

– CP can be 100% bigger than UVCP or UFCP for correlated connection pairs
in APD or SAPD when the duration is long enough.

– When the mean of the RTT difference is larger than the mean of the packet
interval, the UVCP or UFCP will be invalid in APD and SAPD. Thus, it is
difficult to obtain a larger mean of the RTT difference.

– SAPD is more suitable for the normal internet stream or the environment
where there are small delays. APD is more suitable for the environment
where there are larger delays.

– Abnormal connections can be detected by dynamically computing UVCP
and UFCP according to the real network status.

4.3 Comparison with Previous Approaches

To further reinforce our approach, we implemented most of the network-based
passive stepping stone detection approaches, including ON/OFF[4], IPD[6],
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Table 1. Parameters of stepping stone detection approaches

Approach Parameter Public dataset Private dataset

ON/OFF
Tidle 700ms 700ms
δ 120ms 120ms
γ 0.5 0.4

IPD
Window size 10 10

δcp 0.8 0.8
δ 0.7 0.7

DA/DMV pδ 3 3

DM Δ 300ms 6s

S-III Δ 300ms 3s

Sketching
LTS 3000ms 1500ms
ε 200 70

APD/SAPD No No No

Fig. 6. Accuracy by public dataset with different durations

DA[8], DMV[10], DM[9], S-III[3], sketching[2], APD and SAPD. We will an-
swer the below questions by comparing them with two different data sources in
various scenarios.

– Which approaches can detect stepping stones with ideal stepping stone data?

– Which approaches can detect stepping stones in Internet environments?

– Which approaches can detect stepping stones in Internet environments, even
if there is some disturbance of chaffs or jitters?

Since most of the approaches don’t indicate the length of connection streams
or how many packets they needed for detecting stepping stones, we added a
duration parameter for every algorithm during the implementation. During the
experiments, we found the results were affected by the value of parameters from
every approach. To be fair, we attempted to use many values for every parameter,
with the best results used in the following experiments. The values of parameters
for every approach in our experiments are listed in Table 5.
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Fig. 7. Accuracy by private dataset with different durations

Firstly, we ran every approach by 4 groups of public datasets with a long
duration (600s) and short duration (100s) respectively. The results of accuracy
are shown in Fig. 6. From (a1), and for a longer duration, if the connection
streams are perfect, i.e. the delays and jitters are small, and there is no packet
drop, nearly all of them can reach 100% accuracy except for IPD, because some
of the inter-packet delay of the public dataset is in the order of 1s to 10s, which
may make IPD fail achieve some of thresh points. However with delays, jitters
and the drop rate rising, only SAPD and APD maintain nearly 100% accuracy.

By comparing results between group a and b, group c and d, we found
ON/OFF approaches are only minutely affected by packet drops. But the ac-
curacy of S-III, DM, DMV and DA drops significantly when there are packet
drops, since these approaches assume no packet having been dropped.

Through the comparison of results between group a and c, and group b and
d, we found ON/OFF approaches were affected significantly by delay and jit-
ters. Since δ parameter of ON/OFF was affected by jitters, when we used a
bigger value for this parameter, we found ON/OFF still achieved high accuracy.
Although in practice, the magnitude of jitters for different streams may be dif-
ferent, it’s impossible to select and foresee the appropriate value. Meanwhile, we
found S-III and DM was hardly affected by delay. This is accordance with the
results from experiments conducted in [3].

From Fig. 6, we can also see when the duration is long, with the sketching
approach reaching high accuracy, even if there are some delays, jitters and drops.
But when the duration is short, the accuracy becomes low. This is because the
succinct sketches inevitably hide some information of the packet streams when
the duration is short.

Then we ran every approach using a private dataset with a different dura-
tion and achieved an accuracy as shown in Fig. 7. We can see the APD and
SAPD maintains more than 95% accuracy when the duration is bigger than 20s.
Sketching and ON/OFF can reach 95% accuracy when duration is bigger than
60s. S-I also can reach 95% accuracy when duration is bigger than 110s, but this
is based on an abnormally big value of a max delay parameter which loses the
meaning of its definitions. In practice, it’s unlikely to select such a big value.
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Fig. 8. Accuracy by private dataset with different chaff rates and jitters

Other approaches maintain lower or much lower accuracy than 90%. These re-
sults are nearly consistent with the result from the public dataset. In the public
dataset, the sketching needs a long duration to achieve high accuracy.

Finally we ran every approach using the private dataset with 60s duration
and a different chaff rate and jitters. The results of accuracy are shown in Fig.
8. From (a) of Fig. 8, we can see APD and SAPD are hardly affected by chaffs,
and sketching is only slightly affected by chaffs, while others are affected a lot
by chaffs. By using the public dataset results, we know ON/OFF is hardly af-
fected by packet drops, but our results show ON/OFF is significantly affected
by chaffs. This is due to the difference of packet drops and chaffs. Besides, the
experimental results in [3] show that DM and S-III can resist chaffs, which is
contrary to our results. In [3], they only added chaffs downstream. In our exper-
iments, chaffs were added to both the upstream and the downstream. We can
assume no packet dropped by adding chaffs downstream. This means DM and
S-III [3] still maintain a high accuracy with chaffs.

(b) of Fig. 8 shows APD, SAPD, DM and S-III are rarely affected by jitters,
which is consistent with the results from the public dataset.

From the above results and analysis, we can conclude that:
– Nearly all the of approaches can reach 100% accuracy for detecting stepping

stones with ideal stepping stone data if the duration is long enough.
– APD, SAPD, sketching and ON/OFF can almost reach 100% accuracy in

normal Internet environments if the data lasts long enough.
– APD and SAPD can have more than 95% accuracy in short duration even

if there is some disturbance of chaffs or jitters.

5 Related Works

Current stepping stone detection methods can be classified into active methods
[18, 19] and passive methods [11, 20–22]. Firstly, Staniford-Chen and Heber-
lein [1] first identified the problem of stepping stones and proposed an approach
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to detect stepping stone using similarity of packet contents on correlated con-
nections. However it cannot be used to detect encrypted connections. Secondly,
The “ON/OFF” approach proposed by Zhang and Paxson [4] is the first method
based on similarity of timing, which can trace stepping stones even if traffic is
encrypted. This approach comes from the observation that two connections are
in the same connection chain if their OFF periods coincide. This approach is
simple and effective, but it contains many fixed parameters to maintain the sim-
ilarity. Thirdly, the deviation approach proposed by Yoda and Etoh [5] relies
on packets flowing through a connection. If two connections belong to the same
connection chain, the total size of transferred bytes should grow at a similar rate.
Noticeably, this approach only works if the packet sizes are not modified at the
stepping stones. Fourthly, based on the observation that Inter-Packet Delays
(IPD) are preserved across many router hops and stepping stones, Wang et al. [6]
proposed the “IPD” approach. However, this feature is hard to keep consistent
in the Internet. Finally, the multi-scale approach proposed by Donoho et al.
[7] uses the similarity of character count to detect stepping stones. This method
has a high packet loss rate.

6 Conclusion

In this paper, we introduced a new attribute, causality probability, to detect
stepping stones. We also examine the bounds of abnormal causality probability.
Both of the theoretic proof and the experiments demonstrate that the proposed
bounds are accurate. On the basis of it, we compared our algorithms with previ-
ous methods. The results show that our algorithms outperform previous methods
in detecting stepping stones, even when evasion techniques were used.
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Abstract. Compared with the rapidly developing technology of Trojan
hiding, hooking, stealing and anti-removing, the detection and recogni-
tion technology grows relatively slowly. Signature code detecting technol-
ogy requiring mass storage and unable to predict new Trojan,
heuristic scanning with high misreporting rate and false rate, this article
is proposing algebra to describe and detect the behavior of the Trojan.
Specifically, let the node of the lattice denote the status of the Trojan,
and the operations in the lattice denote the combination of the behavior
of Trojans. Thus, the lattice model supplies a quantitative way to iden-
tify the Trojan. Boolean Algebra (BA) and Concept Lattice (CL) are two
models that are extended on model construction, identification method,
and application. Finally, we present theoretical support and sample im-
plementation process to test the theory and the test result is positive
so far.

Keywords: Trojan behavior definition, Action danger, Boolean algebra,
Concept lattice.

1 Introduction

Considering Trojan’s diversity and quantity, Trojan detection technology is de-
veloping relatively slowly. The most popular identification method- signature
detection- obviously has shortcomings: (1) only recognizes known Trojans; (2)
relies on a huge signature database [1]. Facing such a dilemma, security experts
come up with integrity detection, heuristic scanning and semantics and behavior
detecting technique [2,3]. However, limited by ambiguity of the objects charac-
teristics and evidences, the fault rate and fail rate performance is not good.

Trojan executes invasive code to finish some designed tasks. For instance,
some common attacking tasks are trapping, hooking, remote thread injecting
and running exploit, etc. [4,5]. However, those code segments can also be found
in many normal programs [6] so that one-dimensional API sequence is not reliable
as judgmental evidence. It’s necessary to expose the specificity of Trojan.

Fortunately, task relation and dependency can present this specificity. At the
same time, sensitivities of each task is also valuable for us to concern and make
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use of [7]. Therefore, Firstly, we define every individual task as Action Point, a set
of tasks as Action Point Set and the sensitivity of Action Point Set as Dangerous
Level. Then we use algebra model to draw their relationship and compute how
dangerous a certain program is. The Dangerous Level, finally computed out, is
what we rely on to judge a program’s illegality [8].

Boolean Algebra (BA), a normative algebraic system, describes relationship of
nodes. The calculable relationship among elements is a good way to present ac-
tual relations of tasks in a program. Besides, since Boolean Algebra has a strictly
logical hierarchy, simple and clear algorithms can be given. Thus, mapping the-
ory ensures the correspondence between program tasks and its dangerousness,
and the boundary of Trojan becomes clear.

Nevertheless, the strictness of Boolean Algebra reduces its practicability. As
a result, we can take advantage of Concept Lattice (CL) with Formal Concept
Analysis (FCA) to make up this shortfall [10]. Different from things mentioned
in BA, the mathematical sensitivity is Danger Level Vector (DLV). Each point
in this model is a formal concept set and the underlying entrance is a single-
atom set. A running program in the system is moving upward from the entrance,
and apparently along its paths. The accessible paths can describe the current
state. The discriminant algorithm makes use of programs paths and heights to
compute their DLV by Compound Interest Method (CIM). Finally the compas-
sion between DLV and Dangerous Threshold (DT) will distinguish Trojan from
normal programs accurately.

We consider such a system as a Trojan Behavior Definition System (TBDS)
which contains both modeling and discriminant. When introducing the system
of Concept Lattice, an example named TBDS[N7] is given to assist readers in
observing and understanding modeling processes. Following the normalized and
detailed procedures, designers can build their own TBDS.

Further, The same theoretical framework support both BA model and CL
model, but FCA provides a reliable flexibility and effectiveness, and ‘user-custom-
izable’ as well. In other words, CL model is the developed version of BA. Rela-
tionship and difference between model BA and CL are studied particularly in a
later section, comparing at a macro level.

2 Trojan Behavior Model Based on Boolean Algebra

Since the boundary of Trojan is still unknown, mathematic modeling is a poten-
tial solution to define and normalize the behavior of Trojan. Meanwhile, detail
examples will be presented to support modeling method.

We here choose Boolean Algebra as the model foundation, which simplifies
the implementing process and minimizes computer resource expense.

2.1 Trojan Behavior Abstraction

Compared with popular malwares, Trojan is the one with a unique code which
shows its distinctive characteristics- orderly modifying particular files. From
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invasion, hiding, execution to successful stealing, Trojan finishes attacking by
sequencing and validating some necessary actions which have exact risk levels.

Definition 1 (Monitor Camera) is a basic monitoring program, monitoring
a certain type of resource and whether a related task is finished. Each monitor
camera has three statuses:

White: ‘close’;
Green: ‘normal’;
Red: ‘alarming’.
‘Close’ status means that this Monitor Camera is not assigned to any resources

yet. Whenever a Monitor Camera turns red, the program must have finished its
task.

Definition 2 (Monitor) has one or several Monitor Cameras. Every Monitor
has 4 statuses: ‘safe’, ‘normal’, ‘dangerous’ and ‘invalid’. Firstly, only when its
Monitor Cameras turn red, the Monitor turns to ‘dangerous’. On the contrary,
if all cameras are running normally, the monitor is deemed ‘safe’. Moreover,
while all cameras are closed or there is no camera at all, we regard the Monitor
‘invalid’.

Definition 3 (Monitor Set) is a set of Monitors, necessarily amounted
up to 2n.

Definition 4 (Staff Monitor) has only one Monitor Camera which directly
calls the detecting function to catch skeptical behaviors.

Definition 5 (Manager Monitor) monitors Staff Monitors or other Man-
ager Monitors.

Definition 6 (Action) is a description of a programs task. Whenever a Mon-
itor Camera turns red, its corresponding Action happens.

Definition 7 (Action Set (AS)) is a set of Actions. Every program has an
AS (as a label) which is initialized to null at the very beginning and updates
dynamically over the program’s running. Once a Monitor Camera turns red, the
related Action will be added into AS and the Monitor will become ‘dangerous’.

Staff Monitor’s AS is defined as Single-element Action Set while Manager
Monitor’s AS is called Multi-element Action Set.

Property 1 (Expandability) With increasing need of a Monitor’s maximum
camera number, from n to n + 1, the element number of Monitor Set would
update from 2n to 2n+1 which covers both old and new behaviors.

2.2 Modeling Method

As tasks vary in sensitivity, Actions differ in risk level. Obtained by Monitor
Cameras, dynamic data measures the complexity of a program’s AS. The system
is vigilant to Multi-element Action Set. Once its size reaches a threshold, the
program is considered to be a Trojan.
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Property 2 (Partition of Action Set) If the number of Monitor Cameras is
limited, there exists a partition π of the Action Set. The number of partitions is
noted as α and each block an atom (the same concept in Boolean Algebra).

Explanation 1 The property above lays emphasis on task independency. This
property’s sufficiency is apparent while its necessity must be detailed from a prac-
tical standpoint.

No system is capable of setting a completed Monitor Set that sweeps up all
possible Actions, under the circumstance that old Trojans are mutating while
new Trojans are being borned. In this case, expansibility is absolutely necessary.

A modeling procedure and an example are shown as below:

Procedure 1 (Constructing Boolean Algebra Model)
– Form an infinite maximum AS -AS〈MAX〉- to describe all Trojans, in which

Actions are equidistant with API.
– Remove unknown and unnecessary parts.
– Divide AS〈MAX〉 with the symbol ‘|’ and rename each block.
– Consider every block as an atom of Boolean Algebra, summed to α. The total

number of Boolean Algebra elements is 2n.

Example 1 AS〈MAX〉 = {modify startup items, hijack startup files, intercept
users information, sniffing the network packets. . . }.

AS〈MAX〉 = {modify startup files, hijack startup files |hide files| improperly
use ports, over transmit data | intercept user information}.

π = {Auto start, hide, communicate in danger, steal}.
Set a = Auto start, b = hide, c = communicate in danger, d = steal, so the

24-element Boolean Algebra is established as below.

{a, b, c, d}

{a, b, c}

{d}{c}{b}{a}

{c, d}{b, d}{b, c}{a, d}{a, c}{a, b}

{b, c, d}{a, c, d}{a, b, d}

Fig. 1. 4-atom Boolean Algebra

In summary, Boolean Algebra helps us abstract all Trojans’ possible behaviors
intoAS,providing a framework for distinguishingTrojans fromtheother programs.
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3 The Trojan Discrimination Based on Boolean Algebra

Definition 8 (Dangerous Level (DL)) is an attribute of Action Set. The in-
tegers in [1, α] define DL according to an α-atom Boolean Algebra, which equals
to the total number of Actions in the Action Set.

Definition 9 (Dangerous Threshold (DT)) is used to be compared with DL.
DT in an α-atom Boolean Algebra is denoted by

√
α.

The definition above is simple and intuitive in order to dumb down the un-
derstanding difficulty of this system. In fact, users can add some parameters
and utilize complex algorithms as required. As a result, a sophisticated model
structure would be introduced in next section.

Example 2 Following last example,
√
α =

√
4 = 2. A certain program starts

with the initial Action Set -{c}. When the Action Set expands to {a, c, d}, its
Danger Level grows to 3 which surpass

√
α. So the program is judged a Trojan.

In section 2 and 3, the simplified Boolean Algebra model and discriminant
algorithm help easily implement a system. However, there are three problem
involved:

– There is no supplemental method to deal with a naturally small-scale prob-
lem as property 2 lowers scale.

– The setting of Danger Level is too simple.
– The setting of

√
α as Danger Threshold is to be improved.

Therefore, to deal with the uncertainty, we need to find another model even
though storage requirement and computing time increase.

4 Trojan Behavior Model Based on Concept Lattice

Boolean Algebra model provides us an access to judge the Trojan boundary
while in this section, we will construct a new model based on Formal Concept
Analysis and Concept Lattice. Here we name this system as Trojan Behavior
Definition System (TBDS). Example TBDS [6] is valid to embody the model.

4.1 Trojan Behavior Abstraction

Tasks will be assigned to each Monitor Camera by designer and here we call this
property ‘user-customizable’. Some new concepts are presented below.

Definition 10 (Action Point (AP)) is synonymous with Action.

Definition 11 (Action Point Set (APS)) is a set of APs.

Definition 12 (Behavior Point (BP)) is APs’ highest ancestor in a block of
APS, which is applicable to multi-parent-child relationship. It can be generated
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through procedure retry of modeling Boolean Algebra. With the property of ‘user-
customizable’, users can design BPs and parent-child relationships of APs them-
selves, obeying principle that all BPs are equidistant with API.

Definition 13 (Child Behavior Point (CBP)) intermediates between AP
and BP which is an inheritance of AP or CBP. The minimum CBP is to be
an AP.

Definition 14 (Behavior Point Set (BPS)) is a set of BPs which labels dy-
namic update of the system, substituting for APS in Boolean Algebra model.
Besides, the maximum BPS lays the groundwork for modeling.

Example 3 APS〈MAX〉 = {Modify startup items, Modify startup shells, Reg-
ister system services, intercept keyboard input}. Teasing out parent-child rela-
tionships, it can be generated that BPS〈MAX〉 = {Auto start, Hide, Prepare
before entering into force}.
Apparently, ‘Modify startup items’and ‘Modify startup shells’ are sons of ‘Auto
startup’ while ‘Register system services’ roots in ‘Hide’ and ‘Intercept keyboard
input’ roots in ‘Prepare before entering into force’.

Definition 15 (Dangerous Level (DL)) is a property of AP valued by inte-
ger in [1, β] while the upper bound β is ‘user-customizable’.

Definition 16 (Dangerous Level Vector (DLV)) is a property of BP which
has a dimensionality β with Boolean type vectors. When vector i and i + 1 are
both valued true, DL of vector i+ 1 exceeds DL of vector i.

4.2 Part 1 of TBDS [N7]

Procedure 2 (Generating Parent-Child Relation)
– Choose α tasks and distribute a Monitor Camera to each task. All these α

tasks belong to APS〈MAX〉.
– Determine each element’s Dangerous Level in APS〈MAX〉.
– Transfer APS to BPS through Property 2, which is also applicable to trans-

fer APS〈MAX〉 to BPS〈MAX〉
Example 4 (TBDS [N7]-I.)
a) TBDS [N7] concerns 17 tasks. APS〈MAX〉 = {Modify startup items, Mod-

ify startup shells, Hijack images, Register systems services, Auto execute root
directories, Hijack DLL (Dynamic Link Library), Inject remote threads, In-
sert Trojan processes into system directories, Hide Trojan files, Reuse ports,
Recall ports, Over transmit data, Connect upper level protocols, Auto screen
shot, Intercept keyboard input, Search files, Sniffing network data}.

b) TBDS [N7] determines each AP’s DL by the table 1, based on project expe-
rience.

c) Transfer APS〈MAX〉 to BPS〈MAX〉 by a two-tier parent-child relation.
BPS〈MAX〉 = {Auto start, Hide, Prepare for entering into force, Commu-
nicate in danger}.
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Table 1. AP-DL Correspondence

Modify startup items 2
Modify startup shells 3
Hijack images 5
Register systems services 1
Auto execute root directories 4
Hijack DLL 6
Inject remote threads 5
Insert Trojan processes into system directories 4
Hide Trojan files 3
Reuse ports 9
Recall ports 8
Over transmit data 6
Connect upper level protocols 4
Auto screen shot 8
Intercept keyboard input 7
Search files 3
Sniffing network data 6

Auto start

Modify
startup items

Auto execute 
root directoriesHijack imagesModify

startup shells

Hide

Hijack DLL Insert Trojan processes
into system directories

Inject 
remote threads

Hide 
Trojan files

Prepare before entering in force

Auto 
screen shot Search filesSniffing 

network data
Intercept 

keyboard input

Communite in danger

Reuse ports Connect upper 
level protocols

Over transmit 
dataRecall ports

Fig. 2. Hierarchical Structure.

4.3 Formal Concept Analysis and Concept Lattice

Formal Concept Analysis (FCA) described by Rudolf Wille is continued to use
in this section where concept is formalized as a two-tuples of an object set and
an attribute set.

Definition 17 (Formal Context) is such a triple (G,M, I) where Object Set
(OS) G is a set of objects, Attribution Set (AS) M is a set of all objects’
properties and Relation I = {(a, b) | object a has property b, a ∈ G, b ∈ M}. I
is Boolean.

Example 5
G = {a, b, c, d} ,M = {1, 2, 3, 4, 5}

Definition 18 (Common Object Set (COS)) ∀B ⊆ M,B′ = {g ∈ G|(g,m)
∈ I, ∀m ∈ B} and we consider B′ as a COS.

Definition 19 (Common Attribution Set (CAS)) ∀A ⊆ G,A′ = {m ∈
M |(g,m) ∈ I, ∀g ∈ A} and we consider A′ as a CAS.
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Table 2. A Formal Context Case

1 2 3 4 5 6 7 8 9

a 1 1 1 1 0 0 0 0 0
b 1 0 1 1 1 0 0 0 0
c 0 1 0 0 1 0 1 1 0
d 0 0 0 0 0 1 1 0 1

Definition 20 (Formal Concept (FC)) is a two-tuples (A,B) while A ∈ G,
B ∈ M,A′ = B,B′ = A, (A,B) ∈ I.

Definition 21 (Order) Given two Formal Concepts (A,B) and (C,D) in For-
mal Context (G,M, I) and the Order relationship described by ≤:

(A,B) ≤ (C,D) ⇔ A ⊆ C or B ⊆ D (1)

Definition 22 (Concept Lattice (CL)) (G×M,≤), is similar to Lattice. Its
binary operation can be instantiated:

(A,B) ∧ (C,D) = (A∩C, (B ∩D)
′′
) (2)

(A,B) ∨ (C,D) = ((A∩C)′′, B ∩D) (3)

Example 6

({a, b, c, d}, )

({d,c},{7})

({b},{1,3,4,5})({a},{1,2,3,4})({c},{2,5,7,8})({d},{6,7,9})

( ,{1,2,3,4,5,6,7,8,9})

({c,b},{5})({a,b},{1,3})({c,a},{2})

Fig. 3. Concept Lattice of Table 2.

4.4 Generating Formal Context and TBDS [N7]-II

Procedure 3 (Generating Formal Context)
– Set Object Set G = BPS〈MAX〉.
– Set the largest Dangerous Level- DL〈MAX〉 = n and the dimension of Dan-

ger Level Vector β = n. Attribution Set M = {1, 2 . . . β} = {1, 2, 3 . . . n}.
– Based on Algorithm 1 detailed below, transmit AP’s DL upward to generate

BP’s DLV.

Algorithm 1 Computing DLV of BP

{Assuming BPS〈MAX〉 = {bp1 . . . bps . . . bpβ}, APS〈MAX〉 = {ap1, ap2 . . .
api . . . apα}, Noting DLV of bps as Dbps = (dbps

1 , dbps

2 . . . , dbps

9 ), DL of api
as dapi};



Algebra-Based Behavior Identification of Trojan Horse 331

var s : 1..β; t : 1..9;

begin

s := 1;

repeat

value = dapi;

t := 1

repeat

if (dbps

t has been valued) dbps

t = false, dbps

t+1 = true;

else dbps

V alue = true;

until t = 9

until s = β
end.

return each Ist = dbps

t ; // I is a Concept Context

Example 7 (TBDS [N7]-II)
d) Set G = BPS〈MAX〉 = {Auto start, Hide, Prepare before entering in force,

Communicate in danger}
e) DL〈MAX〉 = 9, β = n and M = {1, 2 . . .β} = {1, 2, 3 . . .9}.
f) Formal Context is obtained as shown in Table 3.

Table 3. Formal Context of TBDS [N7]

1 2 3 4 5 6 7 8 9

Auto start 1 1 1 1 1 0 0 0 0
Hide 0 0 1 1 1 1 0 0 0
Prepare 0 0 1 0 0 1 1 1 0
Communicate 0 0 0 1 0 1 0 1 1

Table 3 tells that ‘Communicate in danger’ is more dangerous than ‘Auto start’
by true components’ positions of Dangerous Level Vector. Moreover, it’s obviously
reasonable that Algorithm 1 transfers two Aps to one AP by right shift.

Thus far, all preparation work for establishing Concept Lattice is finished.
Table 3 can directly construct Concept Lattice of TBDS [N7] as diagram 6
shows.

5 Trojan Behavior Discriminant Based on Concept
Lattice

Supported by the largest APS and BPS, model in last chapter defines a frame-
work of Trojan behavior. However, each BPS in a program is only a subset of
the largest BPS. Hence, how dangerous a program is depends on its Dangerous
Level Vector which illustrates how high the program stands in this model.

Definition 23 (Dangerous Value (DV).) is an attribution of BPS which is
transformed from DLV. The method of computing DLV is based on Compound
Internet Method (CIM) which will be detailed later on.
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Definition 24 (Dangerous Threshold (DT).) is the maximum tolerance of
DV in a system.

Algorithm 2 Obtaining DV by Compound Interest Method

{Assuming BPS = {bp1, bp2 . . . bpx}, |DLV | = n. the ith component of

Sum is Sum.i};
var flag, DL : Int ;// flag is for marking right shift overflow of

Sum;

Sum : Vector;

Begin

Sum = {0, 0 . . .0}; DL=0; Flag=0;

i := 1;

repeat

Read(DLV of bpi); Sum = Sum
⊕

DLV ;

if(Sum.n = 1) then flag++;

Sum.0 = 0; Sum.(i+ 1) = Sum.i; i++;

until i := x

j := 1;

repeat

if Sum.j = 1, then DL+=j

until j = n

End

Procedure 4 (Discriminant)
– Obtain BPS of a program that is being tested from Procedure 2 and Procedure

3.
– Use the same dimension of DLV form the DLV in TBDS [N7].
– Set DT.
– Use Algorithm 2 to transform DLV to DV, and then compare it with DT.

Example 8 (TBDS [N7]-III) Program px is being tested. Its APS = {Modify
startup shells, Hijack DLL, Inject remote threads, Intercept keyboard input} and
BPS = {Auto start, Hide, Prepare before entering in force} are obtained. Then
DLV of each BPS can be computed out step by step as below.

Dbp1 = (0, 0, 1, 0, 0, 0, 0, 0, 0)

Dbp2 = (0, 0, 0, 0, 1, 1, 0, 0, 0)

Dbp3 = (0, 0, 0, 0, 0, 0, 1, 0, 0)

Then transform DLV of example TBDS [N7] into DV following procedures
listed below.

Sum1 = Dbp1 = (0, 0, 1, 0, 0, 0, 0, 0, 0), right shift to Sum′
1 = (0, 0, 0, 1, 0,

0, 0, 0, 0)
Sum2 = Sum1 +Dbp2 = (0, 0, 0, 1, 1, 1, 0, 0, 0), right shift to Sum′

2 = (0,
0, 0, 0, 1, 1, 1, 0, 0)

Sum3 = Sum′
2 +Dbp3 = (0, 0, 0, 0, 1, 1, 0, 1, 0), right shift to Sum′

3 = (0,
0, 0, 0, 0, 1, 1, 0, 1)
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In Sum′
3 we can see that position 6, 7 and 9 are valued true. Add them up

and obtain DV = 6+ 7+ 9= 22.
DT in TBDS [N7] is 20, less than DV.
Through the comparison of DV and DT, we can easily judge program px to

be a Trojan.
As long as the model has been established, processes for testing and identifying

would be executed automatically by TBDS. The only job for a designer is to
customize DT.

6 Equivalence, Expandability and Illustration of Models

6.1 From Boolean Algebra to Lattice

Similar characteristics in BA and CL (such as Action and Action Point and
Behavior Set and Partition) show that transformation from BA to CL is achiev-
able by inserting or deleting elements. Algorithm for this transformation, here
called Algorithm BA-CL, can be constructed at the preset that we consider the
normative Boolean Algebra as a formally higher structure.

Algorithm 3 Model Transformation

{Assuming C is a Concept Lattice, and it has n levels and m

elements in each level}
var i: 1...n; j: 1..m;

begin

i := 1;

repeat

j := 1;

repeat

If (Action Set Element i, Element j doesn’t exist in the

next layer)

{
Add it to the next layer;

Add corresponded father-child relationship to the next

layer;

}
until j := m

until i := n

end

6.2 Equivalence

The equivalence between Concept Lattice model and Boolean Algebra model
can be tested through Algorithm BA-CL.

Definition 25 (Pseudo-equivalence.) Boolean Algebra Model and BA model
and CL model are of pseudo-equivalence when and only when they can be trans-
formed through Algorithm 3, meaning that:
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The two models are equivalent in BP level and element numbers in both BPSs
are equal.

The two models are not equivalent in AP level even though their Action Point
Sets are of the same size. Algorithm 3 is unable to reach AP and parent-child
relationship. In other words, AP and BP are superficially the same but essentially
different.

Real-equivalence. Boolean Algebra Model and Concept Lattice Model are of
real-equivalence when and only when they are equivalent in terms of both BP
and AP.

Real-equivalence reveals the inner relationship between BA model and CL
model and illustrates why the two models have same framework.

In data structure, non-sparse Concept Lattices are more likely to choose
Boolean Algebra in structure storage (with several points invalid) and traverse.

6.3 ‘User-Customizable’

‘User-customizable’ mentioned before can be concluded into 3 parts. We here
focus on Concept Lattice model to illustrate.

a) Monitor Camera and Action Point lay on the bottom of the model, but
how low they actual are is up to system designer. Monitor Camera can be
customed as posets monitoring APIs or be distributed to monitor abstract
resources.

Example 9 Designer can define an AP as a successful call of function
Windows. Screen, Print().

b) Father-child relationship between AS and BS is ‘user-customizable’. Once
this relationship is designed, foundations of the whole model are constructed.

Example 10 A father-child relationship which is nearer to API than it in
TBDS [N7] is shown in Diagram 7 below.

Fl FindNextFile is a file Monitor Camera, monitoring the call of function
FindNextFile(), whose Boolean value is decided by whether the program ex-
ecutes the kind of function like FindNextFile(). Similarly, Sl CapCrtScrn is
a screen Monitor Camera, detecting whether the program calls functions like
CaptureCurrentScreen() or of the same type. Pl SendPortNum is responsi-
ble for programs’ action of sending port number as a port Monitor Chip,
monitoring the call of functions like SendPortNum() or of the same type.
Every CBP of FL SearchFile sums up many monitoring methods including
F1 FindNextFile and F1 FindFileById shown in Diagram 7 above. And
SearchFile concludes CBPs which are not in Monitor FL.
CBPs of SearchFile, along with those CBPs related to Trojan’s entering in
force, can be concluded upward to BP of ‘Prepare before entering in force’.
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Prepare before entering in force Communite in danger

Search files Auto screen shot Recall ports

Fl_SearchFile Sl_AutoScreenShot Pl_SendPortNum

Fl_FindNextFile

Fl_FindFileById Sl_CapCrtScrnById

Pl_SendPortNumSl_CapCrtScrn

Fig. 4. Multiple Father-child Relationships

c) AP’s DL and system’s DT are ‘user-customizable’ and this property is up to
the system’s objectives.
Here are 2 suggestions for defining AP’s DL.
• Collect thousands of Trojans and analyze all possible APs. Then value
them in ordered integer from 1 to n while the order is produced upon
the Trojans’ popularity and importance. For example, if Action ‘Recall
ports’ is labeled by ‘dangerous’, the specific Monitor Camera will be
used to monitor these Trojan samples and calculate the rate of Monitor
Camera’s alarming. After the rate data are obtained, those corresponded
Actions will be ranked in descending order.

• Determine the scale (n) of maximum ABS. Set n to DL of the admittedly
most dangerous AP as a standard and compare all other APs to it and
then all APs can be valued in the dangerous range of Trojan behaviors.

d) Although users can custom other algorithms themselves, for instance by
using overlap ratio of program’s vector to measure danger, as a replacement
of Algorithm DV-CIM, DV-CIM’s position is immovable as it provides a
standard interface when working with Concept Lattice model in this text.

6.4 Illustration

In order to prove the theoretical model, 150 typical Trojans are sampled in which
47 with source code are chosen to do further study. As for the left 103 Trojans, we
surmise their tasks and establish their APSs. A part of conclusion is shown below.

Table 4. Result of Detecting Trojan Behaviors

average rate of behavior matching 47% 75% 85%

with/without source code 103/37 87/25 78/23
amount of other applications 15 15 15
false negative rate 0.031 0.045 0.081
detection rate 0.57/0.84 0.68/0.85 0.75/0.88
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Explanation 2 We use Linux 2.0 and Windows operating system, preferably
xp and 2003. Analyzing tool is IceSword. With antivirus software off and 70
processes on, samples and normal applications including QQ, office, Firefox and
czzOA run one by one. Average RAM cost is 67KB and average time expense of
each process testing is 0.13s.

The running process flows the diagram below, besides which it describes the
signature detection.

Local OS

Visual Machine Signature Code Database

Load Signatures

Scanning

Configuration

Result

Local OS

TBDS

Concept Lattice Model Discriminant Algorithm

User-Constomize

CL Instance

Dangerous Level
Action Point Set

Behavior Point 
Set Threshold

Program 
Instance

Import File

Parse File

S

Fig. 5. Trojan Behavior Definition System Fig. 6. Signature Code Detection

The ‘S’ with dash means that source codes support the model to be more
reliable and comprehensive. It’s optional but suggested to implement, otherwise
BPS will only rely on customization which might not be accurate enough. But on
the other hand, user’s customization provides significant flexibility. Comparing
the scale of Signature Code Database (Meta Bytes) with that of BPS and APS
(Kilo Bytes) and the time expense of matching thousands of hundreds of signa-
ture (seconds) with that of generating DL(less than 1 second), we feel delightful
that our method is more feasible and effective. From beginning to the end we
hold the view that ‘better modelling’ means ‘easier computing’.

The difficulty of matching without source code increases in step with average
rate of behavior matching increases. In other words, source code makes matching
easier. On the other hand, after successful matching increases, both detection rate
and false negative rate would go up. This is truly above other detection methods.
We predict that a clearer boundary is hidden, which is long for further study.

7 Conclusion and Further Work

Boolean Algebra and Concept Lattice are innovatively selected to describe Tro-
jan behavior by models and algorithms. Compared with the traditional Trojan
identification, we consider tasks and resources as entrance for detection and
compute programs DL to clarify the boundary between Trojans and normal
programs. Standing at a system designer’s view, we can see that modeling pro-
cedures, discriminant algorithms, and examples are provided when all related
concepts, definitions, properties are explained. We have already carried out dis-
criminant experiments on the basis of more than one hundred Trojans. After
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analyzing all results of these experiments, algebraic model and its discriminant
are effective.

In addition, 2 problems need to be solved in future:

1. Problem of the ‘bottom’ of models.
How to set AP which is the cornerstone of modeling? We just come up with
some simple methods here. Hence, looking for the optimally largest APS by
using statistics, psychology and predictive analytics is waiting for further
study.

2. Problem of the ‘top’ of models.
If problem 1 is solved, it’s necessary to adopt a more accurate algorithm
to reduce the fault and fail rate. Following specifications of modeling and
discriminant structure in this article, larger Concept Lattice and higher-
dimension Dangerous Level Vector will work better.
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Abstract. Remote password authentication has been widely used in
network systems and it aims to provide secure remote access control.
In 2013, Li proposed a novel password authentication scheme based on
elliptic curve cryptography and smart card [17]. However, we found that
Li’s authentication scheme has a serious security problem in that all reg-
istered users’ sensitive passwords can be easily derived by the privileged-
insider of remote server. Therefore, in this paper, we propose a slight
modification on Li’s scheme to prevent the shortcomings. Our improved
scheme not only inherits the advantages of Li’s password authentication
scheme but also remedies the serious security weakness of not being able
to withstand insider attack.

Keywords: Cryptanalysis, Elliptic curve cryptography (ECC), Pass-
word authentication, Insider attack, Smart card.

1 Introduction

With the rapid development of network technologies and Internet users, more
and more remote services such as online transactions, online games and online
electronic contents etc. are supported through Internet, which provides conve-
niences to Internet users. However, with the increase of network attacks such as
message eavesdropping, participant masquerading and secret guessing, network
security and information privacy become an important research issue in network-
ing environments. Remote user authentication is crucial to prevent unregistered
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users from accessing remote service systems and password authentication with
smart card is one of the most popular mechanisms to verify the validity of login
user.

Recently, many smart card based password authentication schemes for re-
mote login systems have been proposed [1–3, 5–16, 18–24, 26]. Particularly, in
2013, Islam and Biswas proposed an ECC-based password authentication and
key agreement scheme using smart card [4] in remote login environments. Unfor-
tunately, in the same year, Li [17] pointed out that Islam and Biswas’s scheme
cannot resist off-line password guessing attack, stolen-verifier attack and insider
attack. Li also proposed a slightly modified version of Islam and Biswas’s au-
thentication scheme so as to remedy the identified deficiencies. However, in this
paper, we find that both original and improved schemes [4, 17] are vulnerable
to the insider attack. The spotted security flaw may allow a privileged-insider
of remote server to derive the passwords of all login users registered with the
remote server. In order to resist security flaw, we would like to propose an im-
proved scheme that also inherits the advantages of Li’s password authentication
scheme and resistance to the insider attack.

The remainder of the paper is organized as follows. Section 2 is a brief review
of Li’s ECC-based password authentication scheme and a cryptanalysis of Li’s
scheme is given in Section 3. Our improved scheme against insider attack is
proposed in Section 4. Security analysis of our improved scheme is presented in
Section 5 and Section 6 concludes this paper.

2 A Review of Li’s Password Authentication Scheme

In this section, we review Li’s password-based remote authentication scheme [17]
and Li’s scheme is composed of five phases, registration, password authentication,
password change, session key distribution and user eviction. For convenience of
description, terminology and notations used in the paper are summarized as
follows:

– (IDA, pwA): The identity and password of the client A.
– S: The remote server.
– ds: The secret key, which is kept secret and only known by S.
– US : The public key of S, where US = ds ·G
– UA: Password-verifier of the client A, where UA = pwa ·G.
– G: Bases point of the elliptic curve group of order n such that n · G = O,

where n is a large prime number.
– Kx: Secret key computed either using K = pwA · US = (Kx,Ky) or K =

ds · UA = (Kx,Ky).
– H(·): A collision free one-way hash function.
– EKx(.)/DKx(.): The symmetric encryption/decryption function with

key Kx.
– ri: A random number chosen by the entity i from [1, n− 1].
– +/−: Elliptic curve point addition/subtraction.
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2.1 Registration Phase

Step 1. A −→ S: IDA, UA

Client A computes UA = pwA · rA ·G and sends it with IDA to S through a
secure channel, where rA is a random number which is kept secret and only
known by A.

Step 2. S −→ A: SMART CARD
S stores A’s IDA, UA and a status− bit in a write protected file as depicted
in Table 1. Moreover, S writes {G,US , H(·), EK(.)/DK(.)} into a personal
smart card and issues it to A through a secure channel.

Step 3. A writes rA into the smart card. Finally, the smart card includes
{rA, G, US , H(·), EK(.)/DK(.)}.

Table 1. The verifier table of S after finishing the registration phase [17]

Identity Password-verifier Status− bit
...

...
...

IDA UA = pwA · rA ·G 0/1
...

...
...

2.2 Password Authentication Phase

Client A inserts the personal smart card into the card reader and keys IDA and
pwA. Then the smart card will perform the following operations:

Step 1. A −→ S: IDA, EKx(IDA, RA,WA, U
′
A)

The smart card retrieves rA, generates a random number r′A, computes RA =
rA · US = rA · dS · G, WA = rA · rA · pwA · G, U ′

A = pwA · r′A · G and
EKx(IDA, RA,WA, U

′
A) and sends EKx(IDA, RA,WA, U

′
A) with IDA to S,

where the encryption key Kx is the x coordinate of K = pwA · rA · US =
pwA · rA · dS ·G = (Kx,Ky).

Step 2. S −→ A: (WA +WS), H(WS , U
′
A)

Upon receiving the login message, S computes the decryption key K =
dS ·UA = pwA ·rA ·dS ·G = (Kx,Ky) and decrypts EKx(IDA, RA,WA, U

′
A) to

reveal (IDA, RA,WA, U
′
A). S verifies the decrypted IDA with received IDA

and ê(RA, UA) with ê(WA, US). If they hold, S sends {(WA +WS), H(WS ,
U ′
A)} to A, where rS is a random number which is generated by S and

WS = rS · US . A bilinear pairing is used to assure the correctness of the
scheme and is given below:

ê(RA, UA) = ê(rA · dS ·G, rA · pwA ·G)

= ê(G,G)rA·rA·pwA·dS

= ê(rA · rA · pwA ·G, dS ·G)

= ê(WA, US).
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Step 3. A −→ S: IDA, H(WA,WS , U
′
A)

A retrieves WS by subtracting WA from (WA +WS) and compares whether
the hashed result of (WS , U

′
A) is equal to the received H(WS , U

′
A). If it holds,

A computes H(WA,WS , U
′
A) and sends it to S.

Step 4. S −→ A: Access Granted/Denied
S uses its own WS and (WA, U

′
A) which is received from A in Step 1 to com-

puteH(WA,WS , U
′
A) and verifies whether the hashed result of (WA,WS , U

′
A)

is equal to the received H(WA,WS , U
′
A). If so, S granted A’s login request

and replaced original UA = pwA · rA ·G with new U ′
A = pwA · r′A · G. Oth-

erwise, S rejects A’s login request. Finally, A’s smart card replaces old rA
with new r′A if all of the conditions are satisfied.

2.3 Password Change Phase

When the client A wants to update his/her current password pwA to a new
password pw′

A, A notifies S to replace current password-verifier UA = pwA ·rA ·G
with new password-verifier U ′

A = pw′
A · r′A ·G.

Step 1. A −→ S: IDA, EKx(IDA, RA,WA, U
′
A)

Step 2. S −→ A: WA +WS , H(WS , U
′
A)

Step 3. A −→ S: IDA, H(WA,WS , U
′
A), H(WS +WA + U ′

A)
Step 4. S −→ A: Password Change Granted/Denied

In Step 3, if the authentication token H(WA,WS , U
′
A) and H(WS+WA+U ′

A)
are valid, A’s smart card replaces rA with r′A and the password-verifier UA has
been changed with the new password-verifier U ′

A.

2.4 Session Key Distribution Phase

Step 1. A −→ S: IDA, EKx(IDA, RA,WA, U
′
A)

Step 2. S −→ A: WA +WS , H(WS , U
′
A, SK)

Step 3. A −→ S: IDA, H(WA,WS , U
′
A, SK)

Step 4. S −→ A: Key distribution Granted/Denied

In this phase, A and S compute the symmetric session key SK = (rA · rA ·
pwA) ·WS = rA · rA · pwA · rS · dS ·G = (rS · dS) ·WA = rS · dS · pwA · rA · rA ·G,
where two random numbers rA and rS are chosen by A and S from [1, n − 1],
respectively. After Step 1, 2, 3 and 4 are finished, S replaced UA with U ′

A and
A’s smart card replaces rA with r′A.

2.5 User Eviction Phase

In case of a client A is evicted by S, A cannot use (IDA, UA) to login S because
S can delete (IDA, UA) from its verifier table and IDA cannot be found in the
verifier table in Step 2 of the password authentication phase.
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3 Insider Attack on Li’s Scheme

In this section, we show insider attack on Li’s password authentication scheme.
Let us consider the following scenarios. If a privileged-insider of S can find an
opportunity to derive client A’s real password pwA, he/she may use A’s password
pwA to impersonate A to login other servers.

After finishing the registration phase, the privileged-insider knows A’s
password-verifier UA = pwA ·rA ·G. In addition, during the password authentica-
tion phase, client A sends a login request {IDA, EKx(IDA, RA,WA, U

′
A)} to S.

Then the privileged-insider reveals (IDA, RA,WA, U
′
A) by using its secret key.

Finally, the privileged-insider can derive client A’s real password pwA in off-line
manner by using the following three steps:

Step 1. Select a guessed password pw∗
A.

Step 2. Compute pw∗
A ·G.

Step 3. Compare ê(RA, pw
∗
A ·G) to ê(US , UA).

A match in Step 3 above indicates the correct guess of client A’s password.
The privileged-insider verifies the equation ê(RA, pw

∗
A ·G) to ê(US , UA) holds or

not as follows:

ê(RA, pw
∗
A ·G) = ê(rA · US , pw

∗
A ·G)

= ê(rA · dS ·G, pw∗
A ·G)

= ê(dS ·G, rA · pw∗
A ·G)

= ê(US , UA).

As a result, the privileged-insider succeeds to guess the low-entropy password
pwA and Li’s password authentication scheme is vulnerable to insider attack.

4 The Improved Scheme

In this section, we propose some slight modifications to Li’s password authen-
tication scheme, such as registration phase, password authentication phase and
password change phase of Li’s scheme. The other part of Li’s password authen-
tication scheme, such as session key distribution phase and user eviction phase
are the same as Li’s scheme. Figure 1 shows the entire flowchart of our improved
scheme.

4.1 Registration Phase

Step 1. A −→ S: IDA, UA

When a client A wants to access the remote server S, A must register to S.
A computes vA = H(IDA||pwA||rA) and UA = vA · rA ·G and sends it with
IDA to S through a secure channel, where rA is a random number which is
kept secret and only known by A.
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Client A Server S

Registration Phase:

Select IDA, pwA, rA

vA = H(IDA||pwA||rA)
UA = vA · rA ·G

{IDA, UA} �

Store {G,US ,H(·), EK(·)/DK(·)}
SMART CARD�

Store rA into SMART CARD

Password Authentication Phase:

Enter IDA, pwA

Retrieve rA from SMART CARD

Generate r′A
vA = H(IDA||pwA||rA)
v′A = H(IDA||pwA||r′A)
RA = rA · US

WA = rA · rA · vA ·G
U ′

A = v′A · r′A ·G
EKx(IDA, RA,WA, U

′
A)

{IDA, EKx(IDA, RA,WA, U
′
A)}
�
Decrypt EKx(IDA, RA,WA, U

′
A)

Verify ê(RA, UA)
?
= ê(WA, US)

WS = rS · US

{(WA +WS),H(WS, U
′
A)}�

Retrieve WS from (WA +WS)

Verify H(WS, U
′
A)

{IDA,H(WA,WS, U
′
A)}

�
Verify H(WA,WS, U

′
A)

Replace UA with U ′
A

Access Granted/Denied�
Replace rA with r′A

Password Change Phase:

Enter IDA, pwA, pw
new
A , rA”

vA” = H(IDA||pwnew
A ||rA”)

UA” = vA” · rA” ·G
{IDA, EKx(IDA, RA,WA, UA”)}�

{(WA +WS),H(WS, UA”)}�
{IDA,H(WA,WS, UA”),H(WS +WA + UA”)}�

Replace UA with UA”

Password Change Granted/Denied�
Replace rA with rA”

Fig. 1. The improved scheme
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Step 2. S −→ A: SMART CARD
After receiving A’s registration request, S stores A’s identity IDA, password-
verifier UA and a status− bit in a write protected file as depicted in Table
2. Finally, S writes {G,US , H(·), EK(.)/DK(.)} into a personal smart card
and issues it to A through a secure channel.

Step 3. After receiving the smart card from S, A writes rA into the smart card
and the smart card includes {rA, G, US , H(·), EK(.)/DK(.)}. Note that the
client A does not need to remember rA after finishing the phase.

Table 2. The verifier table of S after finishing the registration phase in our improved
scheme

Identity Password-verifier Status− bit
...

...
...

IDA UA = vA · rA ·G 0/1
...

...
...

4.2 Password Authentication Phase

When a client A wants to access the server S, the client A inserts his/her personal
smart card into card reader and keys the identity IDA and the password pwA.
The following steps are performed during the password authentication phase.

Step 1. A −→ S: IDA, EKx(IDA, RA,WA, U
′
A)

The smart card retrieves rA, generates a new random number r′A, computes
vA = H(IDA||pwA||rA), v′A = H(IDA||pwA||r′A), RA = rA ·US = rA ·dS ·G,
WA = rA ·rA ·vA ·G, U ′

A = v′A ·r′A ·G and EKx(IDA, RA,WA, U
′
A) and sends

EKx(IDA, RA,WA, U
′
A) with IDA to S, where the encryption key Kx is the

x coordinate of K = vA · rA ·US = H(IDA||pwA||rA) · rA ·dS ·G = (Kx,Ky).
Step 2. S −→ A: (WA +WS), H(WS , U

′
A)

Upon receiving the login message, S computes the decryption key Kx by
computing K = dS · UA = vA · rA · dS · G = (Kx,Ky) and decrypts
EKx(IDA, RA,WA, U

′
A) to reveal (IDA, RA,WA, U

′
A). S verifies the

decrypted IDA with received IDA and ê(RA, UA) with ê(WA, US). If they
hold, S sends {(WA+WS), H(WS , U

′
A)} to A, where rS is a random number

which is generated by S and WS = rS ·US . We can proof that the verification
ê(RA, UA) = ê(WA, US) is correct and the remote server can confirm that A
is a legal client. A bilinear pairing is used to assure the correctness of the
scheme and is given below:

ê(RA, UA) = ê(rA · dS ·G, rA · vA ·G)

= ê(G,G)rA·rA·vA·dS

= ê(rA · rA · vA ·G, dS ·G)

= ê(WA, US).
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Step 3. A −→ S: IDA, H(WA,WS , U
′
A)

A retrieves WS by subtracting WA from (WA +WS) and compares whether
the hashed result of (WS , U

′
A) is equal to the received H(WS , U

′
A). If it holds,

A computes H(WA,WS , U
′
A) and sends it to S.

Step 4. S −→ A: Access Granted/Denied
S uses its own WS and (WA, U

′
A) which is received from A in Step 1 to com-

puteH(WA,WS , U
′
A) and verifies whether the hashed result of (WA,WS , U

′
A)

is equal to the received H(WA,WS , U
′
A). If so, S granted A’s login request

and replaced original UA = vA · rA ·G with new U ′
A = v′A · r′A ·G. Otherwise,

S rejects A’s login request. Finally, A’s smart card replaces old rA with new
r′A if all of the conditions are satisfied.

After finishing the password authentication phase, the verifier table of S is
updated and the content of the verifier table is shown in Table 3.

Table 3. The verifier table of S after finishing the password authentication phase in
our improved scheme

Identity Password-verifier Status− bit
...

...
...

IDA U ′
A = v′A · r′A ·G 0/1

...
...

...

4.3 Password Change Phase

When the client A wants to change his/her current password pwA to a new
password pwnew

A , A generates a new random number rA” and notifies S to replace
current password-verifier UA = vA · rA · G with new password-verifier UA” =
vA” · rA” ·G, where vA” = H(IDA||pwnew

A ||rA”).
Step 1. A −→ S: IDA, EKx(IDA, RA,WA, UA”)
Step 2. S −→ A: WA +WS , H(WS , UA”)
Step 3. A −→ S: IDA, H(WA,WS , UA”), H(WS +WA + UA”)
Step 4. S −→ A: Password Change Granted/Denied

In Step 3, if the authentication token H(WA,WS , UA”) and H(WS + WA +
UA”) are valid, A’s smart card replaces rA with rA” and the password-verifier
UA has been changed with the new password-verifier UA”. After finishing the
password change phase, the verifier table of S is updated and the content of the
verifier table is shown in Table 4.

5 Security Analysis of the Proposed Scheme

The improved authentication scheme benefits from the protection of registration
user to prevent the sensitive password for a privileged-insider to steal and guess
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Table 4. The verifier table of S after finishing the password change phase in our
improved scheme

Identity Password-verifier Status− bit
...

...
...

IDA UA” = vA” · rA” ·G 0/1
...

...
...

the real password stored in the verifier table or in the exchange of authentica-
tion messages. In the following propositions, we give an in-depth analysis of the
proposed scheme in terms of security properties.

Since we add only two one-way hashing operations to replace UA = pwA ·rA ·G
with UA = vA · rA ·G during registration phase, where vA = H(IDA||pwA||rA).
Therefore, using the above mentioned attack in Section 3, a privileged-insider
of S who does not know client A’s random number rA tries to derive client A’s
real password pwA as follows:

v∗A = H(IDA||pw∗
A||r∗A)

U∗
A = v∗A · r∗A ·G,

where pw∗
A is a guessed password and r∗A is a guessed random number. Note that

the random number rA does not reveal to the privileged-insider of S and the bit
length of |rA| is large enough. As a result, due to the intractability under the
protection of H(·), a privileged-insider of S is unable to derive client A’s pwA

without knowing rA and client A’s password pwA will not be revealed by the
privileged-insider.

On the other hand, if SHA-256 [25] is used in the proposed scheme, the
privileged-insider of S may attempt to derive vA = H(IDA||pwA||rA) and rA
due to the bit-length of vA and rA are 256 bits and 160 bits, respectively. There-
fore, the probability to guess correct vA and rA at the same time are 1

2256+160 .
In addition, UA must guess a correct password pwA at the same time and the
probability to guess a correct n characters pwA approximated to 1

26n . Therefore,
it is computationally infeasible for the privileged-insider of S to guess correct
H(IDA||pwA||rA), rA and pwA at the same time because the probability approx-
imated to 1

26n+256+160 and the privileged-insider of S will not be able to perform
this attack.

6 Conclusions

In this paper, we have shown that a recently proposed ECC-based password
authentication scheme in remote networking environment is insecure against
insider attack and should not be implemented in real applications. To remedy
the security problem, we have proposed security improvements which not only
repair the weak features of Li’s authentication scheme but also inherit the merits
of Li’s scheme.
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Abstract. Various graphical passwords have been proposed as an alternative to 
traditional alphanumeric passwords and Microsoft has applied a graphical 
scheme in the operating system Windows 8. As a new type of password 
scheme, potential security problems such as hot-spots may exist. In this paper, 
we study user choice in Windows 8 graphical password scheme by both lab and 
field studies and analyze the hot-spots caused by user choice. Our analysis 
shows that there are many significant hot-spots in the background image when 
users set their passwords using Microsoft’s guidance. Then, based on the data 
of field study, we conducted a simulated human-seeded attack to prove our 
conclusion. The success rate of 66.69% and 54.46% also provide strong proof 
of the hot-spots in Windows 8 graphical password scheme. Finally, we designed 
a simulated automated attack and obtained a success rate of 42.86%. 

Keywords: graphical password, hot-spots, Windows 8, security. 

1 Introduction 

Nowadays, authentication technology is the main measure to guarantee information 
security, and the most comprehensive authentication method currently used is 
alphanumeric passwords. However, it is difficult for users to remember long 
complicated passwords, while short simple passwords are susceptible to attack and 
are therefore a security risk [1,5]. Recently, graphical password schemes have been 
proposed as alternatives to alphanumeric passwords by using images as passwords 
rather than alphanumeric numbers and biological characteristics. Graphical passwords 
are motivated particularly by the fact that it is generally easier for users to remember 
and recall images than words [2], [3], and [4], and it is conceivable that graphical 
passwords would be able to provide better security than alphanumeric passwords. 

The existing graphical password techniques can be divided into three general 
categories: recall-based, recognition-based and cued-recall. The typical scheme in 
each category is DAS, PassFaces and PassPoints. With the Windows 8 release, 
Microsoft introduced a new graphical password scheme as a complement to the 
alphanumeric password scheme. The three types of gestures offered include tap, 
straight line and circles. Any combination of those gestures can be used as a 
password. Therefore, a person reproduces the graphical password to become a legal 
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user. Click-based graphical password schemes require a user to login by clicking a 
sequence of points on a single background image. The important remaining question 
for such schemes is hot-spots – areas of an image that are more probable than others 
for users to click. Windows 8 graphical password scheme also requires a user to login 
by doing a sequence of gestures on a single background image, so we analyze hot-
spots in it. In this paper, we study user choice in Windows 8 graphical password 
scheme by both lab and field studies and analyze the hot-spots caused by user choice. 
Then, based on the data of filed study, we conducted a simulated attack to prove our 
conclusion. 

The remainder of this paper is organized as follows: Section 2 introduces several 
general categories of graphical passwords and their corresponding representative 
schemes, also advantages and disadvantages. In Section 3, some preliminary lab studies 
and analysis are provided. In Section 4, we conducted a field study and simulated 
human-seeded attacks based on the data of field study, and then made an automated 
attack. Finally, concluding remarks are made and future work is discussed in Section 5. 

2 Related Work 

From 1996, numerous graphical password schemes have been proposed, motivated by 
the promise of improving password memorability and usability. According to the 
memory task, the graphical passwords can be divided into three general categories: 
recall-based systems, cued-recall systems and recognition-based systems [6] and [7]. 
Draw-A-Secret (DAS) [8], typical of the recall-based graphical password schemes, 
asked users draw their password on a 2D grid using a stylus or mouse (shown in 
Fig.1). To login in, users repeat the same path through the grid cells. PassPoints [9], 
representative of the click-based graphical password schemes, required users select a 
sequence of an n = 5 user-selected points on a system-assigned image (shown in Fig. 
1). During login, users must re-enter the chosen selected points within a system-
specified tolerance and also in the correct order. The image acts as a clue to help users 
remember their password click-points. 
 

     

Fig. 1. DAS, PassPoints, and Windows 8 graphical password scheme 

In the new operating system Windows 8, Microsoft introduced a new graphical 
password scheme which was a clever combination of DAS and PassPoints (shown in 
Fig. 1) [10]. First users can choose any image they like as their password image and 
then draw a set of gestures of in the image. The three types of offered gestures 
include: circles, straight lines, and taps. Any combination of those gestures can be 
used as a password. 
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There have been several analyses of DAS and PassPoints in terms of user choices. 
According to a survey conducted by Nali [11], users tend to set predictable passwords 
which are vulnerable to dictionary attack. The survey showed that about 86% of 
passwords were centered or approximately centered and 45% of passwords were 
totally symmetric, thereby drastically reducing the effective password space. Thorpe 
et al.’s study for PassPoints showed that all of the secret images had hot-spots in 
varying degrees and that some images had significantly more hot-spots than others 
[12]. They even implement and evaluate two types of attack for PassPoints: human-
seeded and purely automated. Their experimental results showed that a human-seeded 
attack is quite effective against PassPoints: it correctly guessed 36% of user 

passwords within 312 guesses (or 12% within 162 guesses) on one image, and 20% 

within 332 guesses (or 10% within 182 guesses) on a second image.  
The graphical password scheme in Windows 8 is considered as the safest graphical 

password schemes because of its huge theoretical password space and operational 
mode [10]. The designers’ experiments show that using a limited set of gestures was 
on average more than three times as fast as the freeform method, and that people 
using the gesture set were consistently able to complete the task in four seconds, with 
repeated use. Designers point out that the password space of this scheme is very large. 
For sample gesture and combination gestures, they give the theoretical password 
space respectively, shown in table 1. 

Table 1. Theoretical password space 

# of tap Password space # of circle Password space 
1 270 1 335 
2 23,535 2 34,001 
3 2,743,206 3 4,509,567 
4 178,832,265 4 381,311,037 
5 15,344,276,658 5 44,084,945,533 
6 1,380,314,975,183 6 5,968,261,724,338 
7 130,146,054,200,734 7 907,853,751,427,866 
8 13,168,374,201,327,200 -- -- 

# of line  Password space # of multi-gesture  Password space 
1 1,949 1 2,554 
2 846,183 2 1,581,773 
3 412,096,718 3 1,155,509,083 
4 156,687,051,477 4 612,157,353,732 
5 70,441,983,603,740 5 398,046,621,309,172 

 
However, questions remain regarding the security of the scheme. First, this scheme 

cannot prevent shoulder surfing attack; second, it remains the threat of smudges 
attack; last but not the end, the user password may follow some certain patterns due to 
the hot-spots in the password images. To date, no theoretical study has analyzed the 
security of this scheme. Therefore, it is necessary to test its security. Deduction and 
hypothesis provided the inspiration in analyzing user choices in the Windows 8 
graphical password scheme for hot-spots. 
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3 Lab Study and Clusters 

We conducted a lab study, detailed in this section, of the Windows 8 graphical 
password scheme. The purpose of the study was to determine user choices for 
passwords. There were 71 participants in our lab study, 36 males and 35 females. All 
the participants belong to a university community, including staff, students, and 
faculty. They ranged in age between 20 and 30, and none of them were familiar with 
Windows 8 graphical password scheme prior to the study. In our study, we simulated 
a PC-based version of Windows 8 graphical password scheme for users to collect the 
data. We chose a PC with a 19-inch screen and 10241280×  screen resolution as the 
experiment equipment because of its popularity and convenience in collecting 
experimental data. 

The study’s methodology, results and analysis are respectively provided in section 
3.2, 3.3 and 3.4. 

3.1 Review of Windows 8 Graphical Password Scheme 

The core of Windows 8 graphical password scheme is comprised of two 
complimentary parts which is a picture from the user’s picture collection and a set of 
gestures that the user draws upon it. The user can choose the picture himself/herself 
instead of picking from a canned set of Microsoft images, because the designers 
believed that choosing images by user can increase both the security and the 
memorability of the password. The graphical password feature is designed to 
highlight the parts of an image that were important to users with a set of gestures. The 
three types of gestures offered include tap, straight line and circles. Any combination 
of those gestures can be used for a password. So, someone trying to reproduce the 
user’s graphical password needs to not only know the parts of the image the user 
highlighted and the order he did it in, but also the direction and the start and end 
points the circles and lines that he drew. 

Once a user has selected a password image, the scheme divides the image into a 
grid. The longer dimension of the image is divided into 100 segments, while the 
shorter dimension is then divided on that scale to create the grid upon which the user 
draws gestures. To set up the graphical password, users need to draw a set of gestures 
on the field that the scheme creates. Individual points are defined by their coordinate 
(x, y) position on the grid. For the straight line, the scheme records the starting and 
ending coordinates, as well as the order in which they occur. It uses the ordering 
information to determine the direction the line was drawn (shown in Fig. 2). For the 
circle, the scheme records a center point coordinate, the radius, and the directionality 
of the circle. For the tap, the scheme records the coordinate of the touch point. 

When a user attempts to login the system with graphical password, the scheme 
evaluates the gestures the user provides, and compares them to the set of gestures the 
user drew in the registration period. It analyses the difference between each gesture 
and decides whether to authenticate the user based on the amount of error in the set. If 
a gesture type is wrong – for example, it should be a circle, but instead it is a line – 
the authentication will always fail. When the types, ordering, and directionality are all 
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Fig. 2. Grids of the scheme 

correct, the scheme will compare how far off each gesture was from the ones the user 
sets before, and decide if it is close enough to authenticate the user. 

3.2 Methodology 

In our experiment, each user was asked to create a graphical password on each 3 
different images. In order to effectively collect data and study the user choice, the 
experiment provided three background images for users to select. The experiment 
asked the user to set one password in each of the three background images. Before the 
experiment, an experimental instruction and requirement was provided for each user. 
The detailed experiment steps for each image were as follows: 

(1) Create: Users created a password in accordance with the requirements of the 
scheme. The length of each password is three. 

(2) Confirm: Users confirmed their password by re-entering their gesture. If they 
made a mistake, they had the options of re-trying as many times as they wished, 
resetting their password (returning to step1), or skipping this trial. 

(3) Questionnaire: Users answered two questions pertaining to their newly created 
password, providing their perception of how easy this password would be to 
remember in a week and how easy it was to create the password. 

(4) Distraction task: As established in psychology studies users spent at least 30s 
completing a 3D mental rotation tasks to simulate a longer passage of time and 
to clear visual working memory. 

(5) Login: Users re-entered their password. They could retry if they made mistakes, 
reset their password (return to step1), or skip the trial if they were unable to 
remember their password. 

3.3 Results 

Fig. 3 shows the raw data including circles, line segments and taps of lab study. The 
circles and line segments are presented without directions, and we will separately 
analyze circles, line segments and taps and divide user choice into some clusters for 
analysis in the following section. 
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(a) Background image 1 

   
(b) Background image 2               (c)  Background image 3 

Fig. 3. Result of lab study 

3.4 Analysis of Results 

Analysis Preparation. We collected the data from the lab study as described in 
section 3.1, and used the K-means clustering algorithm to determine a set F of 
clusters and their sizes.  

To calculate the clusters based on the user data set of lab study, we assigned all of 
the observed user operations to clusters as follows: Let R be the raw user data set of 
click points, T  a list of temporary clusters and F the final result set of clusters. 
T and F are initially empty. The K-means clustering algorithm we applied as 
followed: 

(1) For each Rck ∈ , let kC be a temporary cluster containing click-point kc . 

Temporarily assign all user click-points in R within kc ’s -region to kC . Add 

kC  toT . Each Rck ∈  can be temporarily assigned to multiple clusters kC . 

(2) Sort all clusters in T by size, in decreasing order. 
(3) Make permanent assignments of click-points to clusters as follows. Let lC to be 

the largest cluster inT . Permanently assign each click-point lk Bc ∈ to lC , and 

then delete each lk Bc ∈ from all other clusters in T. Delete lC from T and add 

lC to F. Repeat until T is empty. 
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A set F of clusters graphical password and their sizes is determined after this 
process. 

In Windows 8 graphical password scheme, users can choose circle or line segment 
as parts of their passwords, and both of them contain a direction. In the first part of 
this section, we discuss the possibility of processing circles and line segments in the 
form of clusters of points. 

Line segment contains a starting point and a terminal point, and we can determine 
the unique line segment if two points were given. Cluster algorithm can be applied to 
determine the clusters of starting points and terminal points. The starting points and 
terminal points are usually distributed to different clusters and we ignore the 
condition if they are in the same cluster, thus we can calculate the number of all 
potential line segments based on the clusters and their size. Assuming the clusters of 
starting points and terminal points are marked as 21,cc and nc , and the size of each 

cluster is 21,aa and na . Let F be the set of the clusters of starting points and 

terminal points, and then we can calculate the amount of all line segments with 
direction by the following formula.  

( )∑∑ ji aaN =  ( )ijnjni ≠;,,1;,,1  ==            (1) 

If we draw a line segment based on the clusters in set F, the probability of getting 
the line segment that we drew is theoretically N1  and we can get it using finite 

trials. Considering the effect of error tolerance, the probability may be higher than the 
theoretical value. 

A circle can be determined by radius and a point. Given a point without radius, the 
number of circles we can draw in the background picture is M, and M equals the 
maximum radius. The radius is increased by pixel integers. Without considering the 
error tolerance, the probability of drawing the exact circle is M1 . If an error 

tolerance is set appropriately, which make the circle with radius 1r to 

2r ( )12 rr > considered as the same circle, we can get the circle that we expected in 

fewer trials. Assuming the clusters of the center of circles marked as 21,cc and nc , 

the size of each cluster is 21,aa and na , and the clusters are independent from each 

other, we consider the circles that are determined by the points in each cluster have a 
similar maximum radius. For each cluster, the calculation number is 
approximately ii ra * , and ir  means the maximum radius in cluster ic . The probability 

to get the circle in cluster ic  is ( )ii ra *1 without error tolerance. Based on the above 

analysis, the number of circles we can draw in all clusters is ( )nira ii ,,3,2,1* =∑ . 

In the Windows 8 graphical password scheme, both the circle and line segment 

contain two directions, and users will have 35  choices in the register procedure. The 
choices in the register procedure and the combination of circles, line segments and 
taps in each choice are finite, thus brute force attack will be a threat to the scheme. 
 
Analysis. Based on the above analysis, we will analyze circles and line segments in 
the form of tap clusters. 
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Fig. 4 to 6 show the clusters of the data set. According to the clusters in F , we 
calculated the observed “probability” jp (based on our lab study data set) of the 

cluster j  being clicked, as cluster size divided by total clicks observed. 

 

   
(a) Circles        (b)  Line segments             (c)  Taps 

Fig. 4. Separate clusters of circles, taps and line segments in background image 1 

   

(b) Circles        (b)  Line segments             (c)  Taps 

Fig. 5. Separate clusters of circles, taps and line segments in background image 2 

Fig. 4 to 6 show the clusters of the circle center, the starting points and terminal 
points of line segments and clicked taps. For each figure, we attach a partial enlarged 
view of the top five clusters. For circles, users select a center with a certain radius and 
draw a circle in any direction as the password. For line segments, users choose one 
starting point and terminal point, and draw a line between the two points as the 
password. For taps, users click any points of the password image as the password. 

 

   

(c) Circles        (b)  Line segments             (c)  Taps 

Fig. 6. Separate clusters of circles, taps and line segments in background image 3 

The probability jp of the cluster j  being clicked can be calculated, if the cluster 

size is given. The probability jp indicates the probability of a cluster being clicked 

for a single click. When the probability jp  of a cluster is sufficiently high, we can 

determine a confidence interval by using the following formula, which provides the 
( )%1100 α−  confidence interval for a population proportion [13]. 
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m

pq
zp 2α±                                   (2) 

Here m  is the total number of clicks (i.e., five times the number of users),  p  

takes the role of jp , pq −= 1 , and 2αz is from a z-table. 

Table 2 to 4 show the selected probability and 95% confidence intervals of the top 
5 clusters for the three images of the circles, line segments and taps. 

According to the confidence intervals in Tables 2 to 4, we can predict that the 
similar population parts would be chosen by most of users with 95% 
confidence ( )05.0=α . For example, the confidence interval of circles in table 3, the 

first row shows the highest frequency clusters, we calculated that approximately 
27.5% users would choose the center of circles in this part as their passwords. Based 
on the formula 2, approximately 13.7% and 41.3% users are expected to choose in 
this cluster with 95% confidence. 

From the analyses provided in this section, we can draw a preliminary conclusion 
that in the Windows 8 graphical password scheme, users tended to choose the parts 
that have obvious characters and these parts cluster in form of hot-spots. In the 
background image 3 of our experiment, the hot-spots clusters are dispersed, and it will 
take a longer time to attack by a brute force attack. Image choice has significant 
impact on the security [14], considering the existence of hot-spots, we can use 
pictures with dispersed hot-spot clusters to reduce the threat to security. 

 

Table 2. The selected probability and 95% confidence intervals of background image 1 

Circles (40) Line segments (92) Taps (127) 

Size jP  95% CI ( jP ) Size jP  95% CI ( jP ) Size jP  95% CI ( jP ) 

11 0.275 (0.137; 0.413) 8 0.087 (0.029; 0.145) 11 0.087 (0.038; 0.136) 

7 0.175 (0.057; 0.292) 7 0.076 (0.022; 0.130) 10 0.079 (0.032; 0.125) 

6 0.15 (0.039; 0.261) 6 0.065 (0.015; 0.115) 9 0.071 (0.026; 0.116) 

4 0.1 (0.007; 0.193) 5 0.054 (0.008; 0.100) 8 0.063 (0.021; 0.105) 

4 0.1 (0.007; 0.193) 5 0.054 (0.008; 0.100) 8 0.063 (0.021; 0.105) 

Table 3. The selected probability and 95% confidence intervals of background image 2 

Circles (36) Line segments (98) Taps (129) 

Size jP  95% CI ( jP ) Size jP  95% CI ( jP ) Size jP  95% CI ( jP ) 

6 0.167 (0.045; 0.289) 9 0.091 (0.034; 0.148) 9 0.069 (0.025; 0.113) 

5 0.139 (0.026; 0.252) 7 0.071 (0.020; 0.122) 8 0.062 (0.021; 0.103) 

4 0.111 (0.008; 0.214) 7 0.071 (0.020; 0.122) 8 0.062 (0.021; 0.103) 

4 0.111 (0.008; 0.214) 5 0.051 (0.007;0.095) 7 0.054 (0.015; 0.093) 

4 0.111 (0.008; 0.214) 4 0.041 (0.002; 0.080) 6 0.046 (0.010; 0.082) 
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Table 4. The selected probability and 95% confidence intervals of background image 3 

Circles (38) Line segments (84) Taps (133) 

Size jP  95% CI ( jP ) Size jP  95% CI ( jP ) Size jP  95% CI ( jP ) 

7 0.179 (0.059; 0.299) 5 0.057 (0.009; 0.105) 5 0.057 (0.009; 0.105) 

6 0.154 (0.041; 0.267) 5 0.057 (0.009; 0.105) 5 0.057 (0.009; 0.105) 

4 0.103 (0.008; 0.198) 5 0.057 (0.009; 0.105) 5 0.057 (0.009; 0.105) 

4 0.103 (0.008; 0.198) 5 0.057 (0.009; 0.105) 5 0.057 (0.009; 0.105) 

4 0.103 (0.008; 0.198) 4 0.045 (0.002; 0.088) 4 0.045 (0.002; 0.088) 

4 Field Study and Attacks 

4.1 Field Study and Relation to Lab Study Results 

After lab study, we conducted a field study on the first background image to verify 
the results of lab study. The experimental conditions are the same as the lab study 
except for the number of participants. 

Here we present the clustering results from the field study, and compare these 
results to those from the lab study. Fig. 7 shows that the hot clusters in field study are  
 

 

 
(a) Circles 

    
(b) Line segments                        (c)  Taps 

Fig. 7. Separate clusters of circles, taps and line segments of field study in background image 1 
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almost the same as the lab study, but other clusters also began to emerge. Table 5 
shows that the selected probability of top 5 clusters all reduce to different extent. 
Using the top 5 clusters of circles as an example, we can see that the selected 
probability of the top 1 cluster reduces from 27.5% to 10.9%, and that the total 
selected probability of top 5 clusters reduces from 80.0% to 45.6%. The reason for 
this result is the user-selected area is more random with the increase of experimental 
data. By comparing Fig. 7 and Fig. 4, this reason is confirmed.  

The field study results (and their close relationship to the lab study’s results) 
indicate that users’ choice from the lab study would provide a reasonably close 
approximation of their choice in the field. 

Table 5. The selected probability and 95% confidence intervals in field study 

Circles (311) Line segments (468) Taps (262) 

Size jP  95% CI ( jP ) Size jP  95% CI ( jP ) Size jP  95% CI ( jP ) 

34 0.109 (0.074; 0.144) 30 0.064 (0.042; 0.086) 15 0.057 (0.029; 0.085) 

33 0.106 (0.072; 0.140) 25 0.053 (0.033; 0.073) 15 0.057 (0.029; 0.085) 

28 0.090 (0.058; 0.122) 25 0.053 (0.033; 0.073) 14 0.053 (0.026; 0.080) 

24 0.077 (0.047; 0.107) 23 0.049 (0.029; 0.069) 12 0.046 (0.021; 0.071) 

23 0.074 (0.045; 0.103) 22 0.047 (0.028; 0.066) 11 0.042 (0.018; 0.066) 

4.2 Human-Seeded Attack 

Because of the clusters existing in this scheme, human-seeded attacks based on data 
harvest from users might prove a successful attack strategy against the Windows 8 
graphical password scheme. Here we describe our method of human-seeded attack, 
and then our results are presented. 
 
Method. Based on the clusters obtained by field study, we carried out a simulated 
attack. If a cluster includes more than 3 points, it is considered as a valid cluster. The 
number of valid clusters is shown in Table 6. 

Attack experiments were divided into two groups. Group I used all valid clusters as 
a seed and group II used the top 15 valid clusters as a seed. In our experiments, each 
user drew three gestures as his/her password. According to the password set by users, 
we conducted our simulated attack. If the three gestures that the user drew were all 
contained in the default seed, we consider that the attack is a success, if not, a failure. 
 
Result and Analysis. Experimental results from two groups are shown in Table 7. As 
we see in Table 7, the success rate of group I was 66.96% and that of group II was 
54.46%. Compared with the result of group I, with the clusters reduced by nearly half, 
the success rate of group II reduced only 12.5%. The result shows that the top 15 
valid clusters already contain the most popular areas users choose, and that further 
demonstrates this scheme contains serious hot-spots and is vulnerable to dictionary 
attacks. 
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Table 6. Cluster number of each gesture 

 Circle Line Segments Taps 
Cluster number 25 28 27 

4.3 Automated Attack 

Human-seeded attacks obtain a good success rate, but require numerous experiments 
for each picture. Therefore, we designed a common approach to crack this scheme. 
Here we describe the automated attack method, and then present the experimental 
results. 
 
Method. We used the model that proposed by Dirik A E et al. to identify the most 
likely regions for users to choose in order to create graphical passwords and supposed 
that users often selected the centers of the objects in an image as password [15]. In 
this model, a color-based mean-shift segmentation algorithm is applied to the image 
in order to predict the possible choice positions. After segmentation, the centroid of 
each segmented which is mapped to the choice position region is calculated. Finally, 
we conducted a series of screening on these centroids and get the predicted selected 
position. The detailed processing method was shown in [15].  

Based on the predicted selected position (shown in Fig. 8) obtained by the above 
model, we carried out a simulated attack for background image 1. In our experiment, 
we use the predicted selected position as a dictionary. Each user drew three gestures 
as his/her password. If the three gestures the user drew were all contained in the 
predicted selected position, we consider that the attack is success.  

 

 

Fig. 8. Predicted selected points in background image 1 

Result and Analysis. Experimental results of automated attack are shown in Table 7. 
As we see in Table 7, the success rate of the automated attack was 42.86%, 
demonstrating that we can discover 42.86% of 112 user passwords by searching the 
dictionary. Compared with the result of the human-seeded attack, the success rate 
decreased significantly, but it still causes a serious potential security for users. 
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The results of the experiment are directly related to background images. If 
background images contain enough complex content, the success rate will relatively 
low, and vice versa. 

Table 7. Success rate of two groups 

Attack method # of password # of success attack success rate 
Human-Seeded 

attack 
Group I 112 75 66.96% 
Group II 112 61 54.46% 

Automated attack 112 48 42.86% 

5 Concluding Remarks and Future Work 

In this paper, we conducted a series of experiments to research the potential security 
problems of Windows 8 graphical password scheme. In our lab study, we choose 
three pictures as background images to reduce the effect of image choice, which may 
cause a significant impact on the security. Based on the data in lab experiments, we 
presented the results in the form of clusters. Numerous significant hot-spots were 
found in the background images when users set their passwords using the guidance 
offered by Microsoft. After the lab study, we conducted a field study on background 
image 1 to verify the results of the lab study, and from the results of the field study, 
we also reached the same conclusion. Based on the data from the field study, we 
conducted an attack to prove our conclusion. The success rates of 66.69% and 54.46% 
obtained also strong prove the hot-spots in the Windows 8 graphical password 
scheme. Finally, we designed an automated method to attack this scheme, and our 
simulated automated attack obtained a success rate of 42.86%. In future work, we will 
try to improve the scheme, based on the obtained experimental results, to reduce the 
hot-spots threat. 
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Abstract. This paper presents a scheme to detect dangerous behaviors in An-
droid apps. In order to identify different kinds of dangerous behaviors, we de-
signed two analysis engines. On the one hand, taint analysis engine mainly de-
tects privacy leak by tracking how user’s sensitive data is  used by an app; On 
the other hand, constant analysis engine focuses on the constant information in 
an app to identify other dangerous behaviors such as SP services ordering, 
phone bill consuming, and so on. We have implemented these two engines in a 
system called ApkRiskAnalyzer which identifies the dangerous behaviors by 
simulating the running process of an Android app statically. Furthermore, we 
analyzed 1260 malicious apps and found out dangerous behaviors in 1246 
(98.9%) apps. Then we downloaded 630 normal apps from Google Play and 
identified dangerous behaviors in 575(91.3%) apps. These results demonstrate 
the effectiveness of ApkRiskAnalyzer. 

Keywords: Android security, malware detection, dangerous behavior, static 
analysis. 

1 Introduction 

With the increasing popularity of smartphones, security of Android apps has attracted 
global attention. The distribution channels of Android apps are complex and lack of 
effective management mechanism, so security problems are more and more promi-
nent. During the first half of 2012, NetQin [1] detected 17,676 mobile malware, 
which infect nearly 13 million phones in the world. 78% of the detected malware 
targeted smartphones running Android [2]. According to TrustGo [3], 23 of the top 
500 Google Play [4] apps are considered high-risk. More than 175 million downloads 
of ‘High Risk’ apps were found [5]. Although Android provides a permission me-
chanism to try to limit the behavior of an app, the user tends to be less concerned 
about the permissions required by the app before installing it. Moreover, the permis-
sion mechanism cannot guarantee that the app is in the normal use of these privileges. 
Stowaway [6] detects 940 Android apps, and the results show that about 1/3 of the 
apps request a few extra privileges. Therefore, the analysis to the security of Android 
apps is urgently required. 
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Currently mobile anti-virus software detects malware by signatures extracted from 
known malware samples. Xuxian Jiang [7] used  behavioral footprints generated 
from 10 known Android malware families to detect known Android malware, and 
used two additional heuristics to capture suspicious dynamic code loading behaviors. 
However, this method is limited to these footprints and cannot be used to detect un-
known malware. TaintDroid [8] took dynamic analysis method to detect privacy leak 
by tracing how apps employ the private data. This method works only when the mali-
cious behavior is triggered, and it cannot prevent malicious behavior in advance. For 
apps whose trigger logic is complex, such as triggered on a certain day of a certain 
month, this method shows some disadvantages. 

In this paper, we propose a practical scheme to detect potential security risk in An-
droid apps by simulating the running process of an Android app statically without 
relying on the malware signatures as the anti-virus software does. Our goals are to 
detect different types of dangerous behaviors such as privacy leak, SP (Service Pro-
vider) services ordering, phone bill consuming and so on. Dangerous behaviors are 
the behaviors which may trigger a potential security risk, including the malicious 
behavior carefully constructed by an attacker and the user behavior that perhaps trig-
gers a security risk. Sometimes, the dangerous user behavior may be in accordance 
with user’s real purpose, for example, sending all contacts out. However, no detecting 
tool can completely understand the user’s real intention. The tool can only specify the 
dangerous behaviors, and then security analysts can distinguish the real malicious 
behavior and the user-wanted normal behavior by hand. To detect dangerous beha-
viors, we first present a taint analysis engine to track how user’s sensitive data, such 
as contacts, SMS messages, call history, location, device ID, is used by Android apps. 
We also propose a constant analysis engine to track how an Android app uses certain 
useful constant values such as constant URL, phone number, SMS content, and so on. 

We have implemented the scheme in a system called ApkRiskAnalyzer. In order to 
verify the effectiveness of ApkRiskAnalyzer, we analyzed 1260 malicious Android 
apps downloaded from Android Malware Genome Project [9]. The results show that 
dangerous behaviors are detected in 98% of the apps among which 85 percent apps 
are high-risk. Then we analyzed 630 normal apps downloaded from Google Play, 
including top 320 free apps and top 310 free new apps. Dangerous behaviors were 
detected in 582 (92%) of them. The SP services ordering behavior was detected in 7 
apps and 462(73.3%) apps were found to collect user’s privacy. 

In summary, the main contributions of our paper can be listed as follows. 
 

• To the best of our knowledge, ApkRiskAnalyzer is the first whole-program simula-
tor in bytecode level. It can simulate the implicit invocations which are very com-
mon and troublesome in Android apps. 

• To detect as many kinds of dangerous behaviors as possible, we propose two en-
gines: taint analysis engine and constant analysis engine. These two engines can 
detect most security problems in Android apps. 

• We have implemented a dangerous behavior detection system called ApkRiskAna-
lyzer. Extensive experiments were conducted and our system was demonstrated ef-
fective. 
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The rest of this paper is organized as follows. Section 2 provides a high-level over-
view of ApkRiskAnalyzer. Section 3 shows the specific design and implementation of 
ApkRiskAnalyzer. Then evaluation is presented in Section 4 and the limitations of our 
prototype system are discussed in Section 5. Finally, Section 6 describes related work, 
and Section 7 makes conclusions. 

2 Approach Overview 

We intend to design a dangerous behavior detection system that can detect whether an 
app is dangerous or not before installing. Dangerous behavior analysis on Android 
apps may encounter the following challenges: 

• No source code. Android apps are mostly closed sources, in other words, source 
code is unavailable. We need to analyze the bytecode directly. 

• Resource constrained. Compared with computer, smartphones may be limited in 
computing, storage, power, etc. These limitations should be overcome if we want 
to detect dangerous behaviors on smartphones. 

• Implicit invocations. There are a number of invocations in Android system, such 
as interface, multiple threads, reflection, and callbacks. It is difficult for static 
analysis to accurately find the actual called functions. 

To overcome these challenges, we apply the following approaches: 

• We directly analyze the Dalvik [10] bytecode and do not need to get the source 
code, nor decompile the Dalvik bytecode to Java source code. Compared with x86 
binary code, Dalvik bytecode has a richer semantic information. Dalvik bytecode, 
for example, has the specialized instruction to operate on the object data. There-
fore, more accurate simulation execution analysis is available in byte code level. 

• We do not run the apps and instead we complete the dangerous behaviors detection 
directly on the computer. With the help of the powerful computing capability of 
computer, we can carry out the batch concurrent detection of dangerous apps, 
which greatly improves the efficiency of the analysis. 

• Three methods are proposed to solve the implicit invocations. The inter-procedural 
type information is employed to solve the problem of interface calls. A mapping 
table is used to solve the problem of callbacks and multiple threads. The inter-
procedural constant value is propagated to deal with the reflection problem. 

The overall architecture of ApkRiskAnalyzer is shown in Figure 1. Before detec-
tion, we need to unpack the APK (AndroidPackage) and extract the bytecode (.dex) 
file. Then we use IDA pro [11] to disassemble the bytecode and employ IDAPython 
[12] plug to collect the required information to the database. IDA pro [11] is a power-
ful commercial disassemble software and it starts to support Dalvik bytecode from 
v6.1. We saved the disassembly information to the MySQL database, so it does not 
require re-disassemble when we want to re-analyze an app. The step above is called 
pretreatment. 
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After the pretreatment, ApkRiskAnalyzer reads bytecode information from the  
database, and simulates the execution process of an app. The simulation execution 
includes two phases: intra-procedural analysis and inter-procedural analysis. In intra-
procedural analysis, the execution sequence of instructions is calculated according to 
the control flow graph (CFG for short), and each instruction should be simulated 
based on its semantic. In inter-procedural analysis, function call process is simulated 
based on the call graph. The taint and constant analysis engines are implemented on 
the basis of simulation execution to trace the data flow. Then based on the results of 
the two analysis engines and detection rules defined in the rule base, we detect dan-
gerous behaviors at the call point of sensitive functions, and the results are shown to 
users finally. 

 

 

 

Fig. 1. The overall architecture of ApkRiskAnalyzer 

3 Design and Implementation 

This section analyzes the design and implementation of ApkRiskAnalyzer. 

3.1 Simulator 

Simulator does not need to run the app, but simulates the running process statically. 
Starting from an entry function, simulator traverses each instruction of a function in 
turn on the basis of CFG, and calls the corresponding function at each call point. 
 
Entry Functions. Entry functions,are the functions that have no caller functions, and 
the entrances of static analysis. In general, there are more than one entry functions for 
each Android app. There are two ways to get the possible entry functions. On one 
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hand, we can extract the possible entry functions from the file AndroidManifest.xml. 
The response function for each activity, receiver, provider and service can be re-
garded as entry function. On the other hand, we can search functions without caller 
from call graph as the entry functions. In Android apps there are a number of implicit 
invocations that are invoked by Android system. These implicit invocations should 
also be treated as the entry functions in order to ensure code coverage. 
 
Intra-procedural Analysis. The execution process of a function is simulated in intra-
procedural analysis phase, which is shown in Algorithm 1. First, for a function, the 
execution sequence of the basic blocks in the function should be calculated according 
to the CFG. Each basic block corresponds to a state. For the current basic block, if 
there is a parent block, all the states of its parent blocks will be merged as its initial 
state. Then, each instruction will be simulated according to the instruction sequence in 
a basic block and updates the state of current basic block until all basic blocks have 
been analyzed. Instructions can be divided into different categories according to the 
semantics [8], and simulated by the category. 

Algorithm 1 : Intraprocedural analysis 
//Input:  C is the control flow graph of a function 
//Output: state of the return value and parameter 
Simulate (C)  
1:  currentState = ∅; //empty set 
2:  blocks = calcBlockSequence(C); 
3:  foreach (block in blocks) 
4:    if(hasParentBlock(block))  
5:      states = getParentState(block); 
6:    foreach(state in states) 
7:      currentState = mergeState(currentState, state); 
8:      instructions = getInstructionSequence(block); 
9:      foreach(ins in instructions) 
10:        simulateIns(ins); 
11:     updateState(currentState); 
12: return currentState; 

 
Inter-procedural Analysis. The call process of a function is simulated in the inter-
procedural analysis phase. The inter-procedural analysis involves two phases: con-
structing the call condition for each invocation and resolving callee’s return state. 
Considering a function may be called multiple times, and if all the instructions of the 
callee are analyzed at each invocation, the system overhead will be increased undoub-
tedly. To solve this problem, we build a summary for each function that has been 
analyzed [13]. Before a function is analyzed, the return state can be resolved directly 
if the summary has been built. However, summaries are not perfect, and they may 
reduce the accuracy of static analysis for the lack of type information and calling 
context. For example, when an interface function is called and the this object  
is a parameter passed in from outside, the accurate type of the object may not be  
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determined, so we may not know which function should be called. The inheritance 
relationships are established to solve this problem to some extent. When in this condi-
tion, we look up all the subclasses of this interface class and invoke all the possible 
functions in turn. 
 
Implicit Invocations. There are a number of implicit invocations in Android system, 
and the accuracy of analysis will be greatly reduced if the actual invoked functions 
are not found. We propose three methods to handle these implicit invocations [14]. 
The inter-procedural type information is employed to solve the problem of interface 
calls. A mapping table is used to solve the problem of callbacks and multiple threads. 
The inter-procedural constant value is propagated to solve the reflection problem. 

3.2 Taint Analysis 

A large number of user privacy information, including contacts, SMS, call history, 
photos, location, and device information, is stored on the smartphone. If this informa-
tion can be improperly used, users will suffer too much. Taint analysis engine detects 
potentially dangerous behaviors by monitoring the incorrect use of sensitive data in 
the Android apps. In taint analysis, user’s sensitive data was imported into the app by 
system library functions, and the relevant variable will be labeled a Taint tag. Then 
taint analysis tracks how tainted data impacts other data. Some dangerous behaviors 
may happen, when tainted data is propagated to a dangerous function calling point, or 
called taint sink. 

Existing taint analysis approaches focus on the taint state, but not the value of a va-
riable. Forexample, the database query function ContentResolver.query(…) will de-
termine the queried content by the value of the first parameter. If the value of the first 
parameter is ContactsContract.Contacts.CONTENT_URI, the function will read the 
contracts. And if the value is Calendars.CONTENT_URI, the content of calendars 
will be read. Therefore, when analyzing the taint source methods, we should know the 
values of the key parameters as well. Thanks to the constant analysis engine, these 
constant values can be detected conveniently. 

We will take the privacy leak as an example to introduce the taint analysis process. 
There are usually three steps to leak a user’s privacy. First, user’s sensitive data will 
be read into the app by some system methods (generally Android APIs). These  
methods are called taint source. The next step is the propagation of the tainted data. 
Finally, the tainted data are sent out though the network, SMS, etc, called taint sink. 
 
Taint Source. The user’s sensitive information is usually collected through the sys-
tem library functions, which are also called taint source functions. For example, the 
user’s device ID will be read by function TelephonyManager.getDeviceId(), whose 
return value is the device ID. So the return value is labeled with a taint flag. In order 
to accurately understand the sensitive data collected by the app, we refer to the An-
droid APIs, and collect all these kinds of system functions into a rule base. A rule in 
the rule base includes the information of a taint source function, such as the function 
name, the class name that the function belongs to, the number of parameters, the type 
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of each parameter, the category which the sensitive data belongs to, the variable that 
tainted by the sensitive data, and so on. 
 
Taint Propagation. We propagate the taint tag by the semantics of Dalvik instruc-
tions, which can be divided into different categories according to the semantics [8], 
and each category corresponds to an analysis function. With regards to the system 
library functions, we should not go inside to analyze the instructions, which may ac-
tually affect the propagation of tainted data. Therefore certain special strategies are 
needed to follow for these system library functions [14]. 
 
Taint Sink. Privacy leak behavior happens when user’s sensitive data are propagated 
to some dangerous functions that send the sensitive data to the outside of the app. For 
example, the function SmsManager.sendTextMessage(…) could send the sensitive 
data to a certain number through SMS service. These dangerous functions are also 
called sink functions. We collect all the sink functions from Android APIs and build a 
rule base that is used for dangerous behaviors detection. The detail information about 
the rule base is introduced in section 3.4. 

3.3 Constant Analysis 

The constant analysis refers to tracing how the constant values (such as constant 
strings and immediate value) are used by the app. In Android apps there are a lot of 
constant values such as phone numbers, text messages, URLs. They are meaningful 
and useful for us to understand the app’s behavior. For some malicious apps, the text 
messages with constant content are sent to some constant numbers to order SP servic-
es. This kind of malicious behavior cannot be detected by taint analysis engine as 
there is no taint data in sink functions. Experiments of the apps on Google Play show 
that 70.6% of the apps open fixed URLs and 1.1% of the apps send text messages to 
constant SP number. 
 
Constant Marking. Generally there are two kinds of constant value, immediate and 
constant strings. In Dalvik bytecode, the constant value is defined by const instruc-
tions. As an example, the instruction const-string va, “abc” defines a variable va, and 
the value of va is a constant string “abc”. In order to track the use of constant value, a 
const label is used to mark the constant value and the value of a constant variable is 
also saved. In the const instruction above, va will be marked by const label and its 
value will be set to “abc”. 
 
Constant Propagation. Constant propagation, similar to the taint propagation,  
propagates the const label according to the semantics of Dalvik instructions. For the 
instruction move v1, v2, if v2 is constant, v1 will be set to constant. There is another 
example, for the instruction add v1, v2, v3, how to set v1 if v2 is constant and v3  
is not? In order to maintain as much information as possible during the constant  
analysis, we set v1 to a const label. 
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3.4 Risk Detection 

The dangerous behaviors are realized by invoking dangerous Android APIs. Danger-
ous functions are the system library functions that might be harmful to user or the 
Android system. The malware makers could take advantage of these dangerous func-
tions to complete malicious goals. For example, the sending SMS functions are used 
to order SP services. However, these risk functions may bring different hazards de-
pending on the context information. Take sending SMS functions for example, if the 
destiny number is a SP number, the app is likely to order SP services; but if the desti-
ny number is a normal phone number, the app may gather the user’s phone number 
and confirm which phone has installed the app. 

To accurately identify different types of malicious behavior, we construct a detec-
tion rule base in which all dangerous functions information extracted from Android 
APIs are saved. In the detection rule base, we set a risk type according to the danger-
ous function’s parameter. For example, the function SmsManager.sendTextMessage 
(…) has five parameters, the first is the destination number and the third is the content 
of the text message. If the value of the first parameter, namely destination number, is 
started with “106”, it may be a SP services ordering behavior. But if the destination 
number is a normal phone number and the value of the third parameter is sensitive 
data (normally tainted), it may be a privacy leak behavior. The dangerous behaviors 
are classified into five types, namely SP services ordering, privacy leak, charges  
consumption, native code loading and constant URL connection. 

In addition to distinguishing different types of dangerous behaviors, the risk level 
is also needed to assess. For privacy leak behavior, the risk is very different for the 
leakage of address book or a log file. Sending privacy over network or via SMS is 
also not the same, and the latter will bring charges consumption. 

In order to measure the degree of harm, dangerous behaviors are divided into three 
categories. High-risk behavior is the behavior that has great threat to user’s money 
and privacy, such as SP services ordering, gathering address book or device ID, and 
so on. We set middle-risk for the behavior that we did not find sufficient evidences, 
but there are higher potential security risks. For example, we identified the sending 
SMS behavior but the destination number is unknown. The behavior will be set to 
low-risk which brings no direct damage for user’s money and data but will indirectly 
affect system security or generate network traffic consumption, such as advertising 
connection. 

4 Evaluation 

We have implemented the above scheme in a prototype system ApkRiskAnalyzer. 
The pretreatment module is mainly implemented in Python and the rest analysis  
modules are mainly written in Java. In total, there are 25k LOC (Lines of Code) in 
Java and 1.7k LOC in Python. In order to evaluate the effectiveness of the method, we 
downloaded 1260 malicious apps from Android Malware Genome Project [9] in  
October 2012, and 630 normal apps from Google Play in November 2012, including 
top 320 free apps and top 310 new free apps. 
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A risk level is attached to each app. The app is high-risk if an app contains high dan-
gerous behavior. If an app does not contain high dangerous behavior but contains mid-
dle dangerous behavior, the app is middle-risk. If an app only contains low dangerous 
behavior, the app is low-risk. The app is no-risk if no dangerous behavior is contained. 

4.1 Detect Malicious Android Apps 

To analyze these 1260 malicious apps, we first calculate the MD5 of each Dex file 
extracted from the apps and find that only 876 apps have different bytecode file. Then 
we analyze the 876 distinct apps using ApkRiskAnalyzer. The result is shown in Table 
1. Among the 876 distinct apps, ApkRiskAnalyzer successfully uncovers 863(or 
98.9%) risk apps. High-risk behaviors are discovered in 741 apps, 115 apps contain 
middle-risk behaviors and 10 apps contain low-risk behaviors. There are remaining 10 
apps without any dangerous behavior for the reason that ApkRiskAnalyzer is only 
concerned about 5 types of dangerous behaviors. Besides, if we take all 1260 malicious 
apps into account, ApkRiskAnalyzer finds dangerous behaviors in 1246 (98.9%) apps. 

Malicious behaviors are divided into five categories. Table 2 shows the statistical 
information classified by the types of dangerous behaviors about the 866 distinct dan-
gerous apps. 45 (or 5.2%) of them contain SP services ordering behavior, 781(90.2%) 
of them contain privacy leak behavior, 557(64.3%) of them contain charges consump-
tion behavior, 727(83.9%) of them contain native code, and 611(70.6%) contain open-
ing constant URL connection behavior. 

Table 1. Statistics of dangerous behaviors in malicious apps 

Risk level High Middle Low No 
No. of apps 741 115 10 10 
Percentage 84.6% 13.1% 1.1% 1.1% 

Table 2. Type statistics of dangerous behaviors 

Type No. of apps Percentage 
SP services ordering 45 5.2% 
Privacy leak 781 90.2% 
Charges consumption 557 64.3% 
Native code 727 83.9% 
Constant URL connection 611 70.6% 

Table 3. Category statistics of no dangerous behaviors 

Malware category No. of apps 
FakeNetflix 1 
gone60 9 

 
The apps in which no dangerous behavior is detected are classified in accordance 

with the malware category as shown in Table 3. FakeNetflix [15] is a fishing app which 
counterfeits normal Netflix and displays the login screen. The entered username and 
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password will be sent to a specific server. Since just sending the user’s login informa-
tion, the dangerous behaviors cannot be detected during our static analysis. 

Gone60 [16] is a kind of malicious software that will automatically get the phone 
contacts, text messages, phone records, and upload them to a specified URL. The 
reading privacy behavior (taint source) is detected in the static analysis but the  
potential execution path to security risk (taint sink) is not found. 

4.2 Detect Normal Android Apps 

After analyzing the malicious Android apps, we analyze 630 apps from Google Play. 
The results are shown in Table 4. The results are beyond our imagination. In total, 
dangerous behaviors are detected in 575(91.3%) of them, and only 55(8.7%) apps 
contain no dangerous behavior. But compared with Table 1, only 17.6% of the apps 
are high-risk in Table 4, far less than 84.6% in Table 1. 

Table 4. Statistics of dangerous behaviors in Google Play 

Dangerous level High risk Middle risk Low risk No risk 

No. of apps 111 337 127 55 
Percentage 17.6% 53.5% 20.2% 8.7% 

Table 5. Category statistics of the identified dangerous behaviors 

Type No. of apps Percentage 
SP services ordering 7 1.1% 
Privacy leak 462 73.3% 
Charges consumption 322 51.1% 
Native code 423 67.1% 
Constant URL connection 476 75.6% 

 
The apps containing dangerous behaviors are classified in accordance with the type of 

the dangerous behaviors, and the results are shown in Table 5. Potential SP services or-
dering behavior is detected in 7 apps. The app cn.com.fetion-20120830 sends “KTFX” to 
the SP number 10086 to order Fetion [17] service, which is a free service and not mali-
cious. The app com.anguanjia.safe-113 sends “0000” to 10086 to query the subscribed 
SP services. The app com.blovestorm-70 sends text message to 106575555113126. The 
app com.snda.ciku-27, com.snda.cloudary-46, com.snda.youni-87 are the products of the 
same company [18], and send text message to some SP numbers such as 
1065502180988, 10690882, 106575160882, 1065902188828. The app 
com.gamebean.Stoneage1-13 sends text message to the SP number 1065889915. 

Users’ privacy data is collected by 73.3% of the apps. Further analysis of this kind 
of malicious behavior is shown in Table 6. Among of these apps, 21.4% of them  
collect user location, 3.2% of them collect user’s address book, 11.3% of them read 
user’s text message (SMS), and 37.4% of them read the device ID. The other apps 
read the photos, call history, log files, and other privacy data. For example, the app  
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Table 6. Statistics of privacy data type 

Type of privacy No. of apps Percentage 
Location 99 21.4% 
Address book 15 3.2% 
Text Message 52 11.3% 
Device ID 173 37.4% 

 
com.rovio.angrybirdsseasons-3010 is a very popular game [19], but it collects user’s 
location and IMSI number. The app InternetRadio.all-48 is a radio app, but it collects 
user’s phone number, IMEI and IMSI. 

51.1% of the apps will consume user’s charges, such as sending text message. 
67.1% of the apps contain native code, including dynamic link library (.so file) and 
executing system commands.  

75.6% of the apps contain constant URL, including advertising links, website links, 
downloading app links, etc. For example, in the app com.when.android.calendar365-
29, an app is downloaded from a constant URL “http://when.365rili.com/dl/android”. 
The app com.ijinshan.mguard-3040201 downloads an app from “http://dl.sj.ijinshan. 
com/kBatteryDoctor_10010004.apk”. 

4.3 Summary of Evaluation 

Overall, ApkRiskAnalyzer is effective and successfully identifies most (98.9%) of the 
malicious apps. Then we analyzed the normal apps in Google Play using ApkRiskA-
nalyzer, and found that 91.3% of the apps contain dangerous behaviors. The evalua-
tion results show that ApkRiskAnalyzer is practical and effective. 

5 Discussion 

Although our tool is powerful and effective to detect dangerous behaviors, there are 
still some limitations. 
 
Determination of Malicious Apps. Although it is possible for ApkRiskAnalyzer to 
detect the dangerous behaviors of an app, we cannot accurately determine whether an 
app is malicious or not, even for known malware due to the limitations of the static 
method. For example, the app com.anguanjia.safe-113 is a secure app and will send text 
message to a SP server to query the subscribed services. When the subscribed services 
are changed by some malicious apps, the user will receive a notification. We think this 
is a safe app in this case. Otherwise, it may be unsafe asthis violates our privacy.  

Implicit Invocations. There are a number of implicit invocations in Android apps, 
including virtual functions, interfaces, multithread, reflection, and so on. In addition, 
callbacks are also largely used in Android apps. Although we have proposed some 
methods to find the actual callee function, but this does not always work. For exam-
ple, in multithread functions, if a subclass of the Thread class is passed as an argu-
ment to the callee function, we can’t know the real run function when a start function 
is invoked in the callee function. 
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Security of the Native Code. Native code, generally written in C/C++ and compiled 
into a dynamic link library (.so file), has a very different binary format from Dalvik 
bytecode. Our ApkRiskAnalyzer tool has not yet supported the malicious behavior 
detection in native code. Considering that some kind of malicious apps use native 
code to obtain superuser privileges, we take the native code invocation as a kind of 
dangerous behavior. Meanwhile, many apps use native code to improve efficiency or 
realize security. Therefore we set a low dangerous level for this behavior to cause the 
vigilance of users and to prevent too many false positives. 
 

False Positive. There are more false positives in static analysis compared with dy-
namic analysis. For instance, we cannot build the structure of the system object, and 
we will adopt object-level analysis when analyzing the system object, which will 
bring a certain degree of false positives. So does the system functions. 

6 Related Work 

Static Analysis for Android Security. Stowaway [6] statically analyzes how the 
apps use the Android APIs to detect whether an app requests over privileges. Stowa-
way uses flow-sensitive, intra-procedural analysis and inter-procedural analysis to a 
depth of 1 method call to solve the reflection problem. However, the execution 
process of the app is not simulated. Ded [20] is a decompiler which can recover the 
source code from Dalvik bytecode. Static analysis is used to find evidence of malware 
or exploitable vulnerabilities. DroidRanger [7] extracts behavioral footprints from 10 
known Android malware families to detect new samples of these malware. In order to 
identify unknown malicious apps, two additional heuristics are proposed to capture 
dynamic code loading behavior. RiskRanker [21] divides the potential risks in Andro-
id apps into three categories: high-risk, medium-risk and low-risk. And the potential 
risks are detected in two-order risk analysis. In the first-order risk analysis, the high-
risk apps are identified that obtain superuser privileges by exploit system vulnerabili-
ties, and the medium-risk apps are identified that cost user’s money or upload user’s 
privacy. In the second-order risk analysis, encrypted native code execution and  
dynamic loading Dalvik code behavior are detected. 
 

Dynamic Analysis for Android security. Paranoid Android [22] implements an 
attack detection framework based on recording and replaying. Android emulator is 
modified to apply dynamic taint analysis for attack detection. When tainted data is 
executed or taken as a parameter of a function, warnings are happens. So there may be 
lots of false positives. And the more detail information is unavailable. TaintDroid [8] 
is a system-level, dynamic and real-time information-flow tracking system which 
tracks the flow of privacy sensitive data in Dalvik bytecode level. Dalvik stack format 
is modified to use dynamic taint analysis. This method relies on the Android emulator 
and cannot be carried out in the real environment of the mobile phone. And the  
detection result is heavily dependent on the trigger conditions. How to design the test 
examples to meet the trigger conditions is also a problem. AppInspector [23] can 
automatically generate input and log during program execution, and can detect the 
privacy leak behavior by the analysis of log information. 
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Other Android Security Studies. Apex [24], MockDroid [25], TISSA [26] and App-
Fence [27] expand the current Android framework to better provide fine-grained con-
trols of the sensitive system resources accessed by third-party apps. Apex [24] is the 
extension of the Android security framework, and allows more fine-grained permissions 
restrictions. It can limit the use of the app running on permission, refuse some permis-
sion to allow others, and can also limit the number of times that the permission is used. 
Woodpecker [28] analyzes the system pre-loaded apps using data flow analysis. The 
result shows that eight phone mirrors do not execute permissions model correctly, 11 of 
the 13 privileges are leaked to delete user's data and send text messages without  
applying for any permission. Comdroid [29] analyzes the application communication 
vulnerabilities in Android apps and finds a number of exploitable vulnerabilities. David 
Barrera et al. [30] analyzed the distribution of Android permission used by apps. 

7 Conclusion 

This paper proposes a static analysis method that the execution process of an Android 
app is simulated to detect dangerous behaviors.  The method includes two analysis 
engine, i.e., taint analysis engine and constant analysis engine. We have implemented 
both engines in ApkRiskAnalyzer.  The effectiveness of our tool is demonstrated by 
detecting 1260 malicious apps and 630 normal apps. 
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Abstract. With the advent of cloud computing, more and more individ-
uals and companies are motivated to outsource their data and services to
clouds. As for the privacy and security reasons, sensitive data should be
encrypted prior to outsourcing. However, encrypted data will hamper ef-
ficient query processing and fined-grained data sharing. In this paper, we
propose a new cryptographic primitive called ciphertext-policy attribute-
based encryption scheme with keyword search function (KSF-CP-ABE)
to simultaneously solve above issues. When a data owner wants to out-
source sensitive data in the public cloud, he/she encrypts the sensitive
data under an access policy and also build a secure index for the set
of keywords. Only authorized users whose credentials satisfy the access
policy can retrieve this encrypted data through keyword search and de-
crypt the ciphertext. We also present a concrete KSF-CP-ABE construc-
tion from bilinear pairings and proved that the proposed KSF-CP-ABE
scheme is secure against both outer attacks and inner attacks. What’s
more, cloud service provider can perform partial decryption task dele-
gated by data user.

Keywords: cloud computing, ciphertext-policy attribute-based encryp-
tion, public key encryption with keyword search, bilinear pairings.

1 Introduction

Cloud computing is a revolutionary computing paradigm which enables ubiq-
uitous, convenient, on-demand network access to a shared pool of configurable
computing resources (e.g., networks, servers, storage, applications and services)
that can be rapidly provisioned and released with minimal management effort
or service provider interaction [1].

Cloud computing attracts considerable attention from both academia and
industry. Gartner forecasts the public cloud services market will grow 18.5% in
2013 to total $131 billion worldwide [2]. But there can be potential risks when
relying on a third party to provide infrastructure, platform, or software as a
service. The risks of data security and privacy remain significant barriers to
cloud adoption for many enterprises.
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To protect data security and privacy, encryption technology seems like an ob-
vious solution. However, encryption functionality alone is not sufficient as data
owners often have also to enforce fine-grained access control on the sensitive data
for sharing. Traditional server-based access control methods are no longer suit-
able for cloud computing scenario because cloud server cannot be fully trusted
by data owners.

To address the problem of secure and fine-grained data sharing and decen-
tralized access control, Sahai and Waters [3] first introduced the concept of
attribute-based encryption (ABE) by extending identity-based encryption [4].
Compared with identity-based encryption, ABE has significant advantage as it
achieves flexible one-to-many encryption instead of one-to-one. ABE have drawn
extensive attention from both academia and industry, many ABE schemes have
been proposed [5,7,6,8,9,10,11,12] and several cloud-based secure systems using
ABE schemes have been developed [13, 14, 15].

There are two types of ABE depending on which of private keys or ciphertexts
that access policies are associated with. In KP-ABE system, ciphertexts are
labeled by the sender with a set of descriptive attributes, while users’ private key
are issued by the trusted attribute authority captures an policy that specifies
which type of ciphertexts the key can decrypt. In CP-ABE system, when a
sender encrypts a message, they specify a specific access policy in terms of access
structure over attributes in the ciphertext, stating what kind of receivers will
be able to decrypt the ciphertext. Users possess sets of attributes and obtain
corresponding secret attribute keys from the attribute authority. Such a user can
decrypt a ciphertext if his/her attributes satisfy the access policy associated with
the ciphertext. Thus, CP-ABE mechanism is conceptually closer to traditional
role-based access control method.

Traditional data utilization services based on plaintext keyword search will
become difficult because the data are encrypted. Boneh et al. [16] proposed the
concept of Public key Encryption with Keyword Search (PEKS) to to address
the problem of searching on encrypted data. Although PEKS schemes provide
some approaches to search over the encrypted data by keyword, they cannot
support flexible access control policies on encrypted data.

In this paper, we organically integrate PEKS with CP-ABE and propose a
new cryptographic primitive called ciphertext-policy attribute-based encryption
scheme with keyword search function (KSF-CP-ABE). When a data owner wants
to outsource his/her sensitive data in the public cloud, he/she encrypts the
sensitive data under an access policy and builds a corresponding secure index for
keywords. Only authorized users whose credentials satisfy the access policy can
retrieve this encrypted data through keyword search and decrypt the ciphertext.
We also present a concrete KSF-CP-ABE construction from bilinear pairings,
which can ensure the security with fine-grained access control on shared sensitive
data, and provide keyword search service for data users without leaking their
privacy of queries and breaking confidentiality of data contents. Moreover, cloud
service provider can perform partial decryption task delegated by query users.
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The rest of this paper is organized as follows. Some necessary preliminary
works are introduced in Section 2. The syntax and security notions of KSF-CP-
ABE scheme are given in Section 3. A concrete KSF-CP-ABE construction and
analysis are described in Section 4. We conclude our work in Section 5.

2 Preliminary Works

We first introduce some notations. If S is a set, then x ∈R S denotes the operation
of picking an element x uniformly at random from S. Let Ω = {attr1, . . . , attrn}
be the universe of possible attributes, where each attri denotes an attribute and
n is the total number of attributes. Let Λ = {kw1, . . . , kwl} be the universe of
possible keywords, where each kwi denotes a keyword and l is the total number
of keywords.

2.1 Bilinear Pairings

Let G1 and G2 be two cyclic groups of prime order p. Let g be a generator of
G1. A bilinear pairing ê : G1 ×G1 → G2 satisfies the following properties:

– Bilinearity: For a, b ∈R Zp, we have ê(ga, gb) = e(g, g)ab.
– Non-degeneracy: ê(g, g) �= 1, where 1 is the identity element of G2.
– Computability: There is an efficient algorithm to compute ê(u, v) for u ∈R

G1 and v ∈R G1.

Decision q-parallel Bilinear Diffie-Hellman Exponent Assumption. Let
(p,G1,G2, g, ê) be a description of the bilinear group of prime order p. The
decision q-parallel bilinear Diffie-Hellman exponent assumption is that if the
challenge values R ∈ G2 and

y = g, gs, ga, . . . , g(a
q), g(a

q+2), . . . , g(a
2q)

gs·bj , ga/bj , . . . , g(a
q/bj), g(a

q+2/bj), . . . , g(a
2q/bj), ∀1 ≤ j ≤ q

ga·s·bk/bj , . . . , g(a
q·s·bk/bj), ∀1 ≤ j �= k ≤ q,

are given for unknown a, s, b1, . . . , bq ∈R Zp, there is no polynomial time

algorithmA can decide whether ê(g, g)a
q+1s = R with more than a negligible

advantage [9].

2.2 Access Structure and Linear Secret Sharing Scheme

Let P = {P1, P2, . . . , Pn} be a set of parties and let 2P denote its power set.
A collection A ⊆ 2P is monotone if for every B and C, if B ∈ A and B ⊆ C
then C ∈ A. An access structure (respectively, monotone access structure) is a
collection (respectively, monotone collection) A of non-empty subsets of P, i.e.
P \ ∅. The sets in A are called the authorized sets, and the sets not in A are
called the unauthorized sets.
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Let M�×k be a �× k matrix and ρ : {1, 2, . . . , �} → P be a function that maps
a row to a party for labeling. A secret sharing scheme Π for access structure
A over a set of parties P is a linear secret sharing scheme (LSSS) in Zp and is
represented by (M�×k, ρ) if it consists of two efficient algorithms:

– Share((M�×k, ρ), s): The share algorithm takes as input s ∈ Zp which is
to be shared. The dealer randomly chooses β2, . . . , βk ∈R Zp, and defines
β = (s, β2, . . . , βk). It outputs M�×k ·β as the vectors of � shares. The share
λi = 〈M i,β〉 belongs to party ρ(i), where M i is the i-th row of M�×k.

– Recon((M�×k, ρ),S): The reconstruction algorithm takes as input an access
set S ∈ A. Let I = {i | ρ(i) ∈ S}. It outputs a set of constants {μi}i∈I such
that

∑
i∈I μi · λi = s.

In our context, the role of the parties is taken by the attributes. Thus, the
access structure A will contain the authorized sets of attributes. As in most rele-
vant literatures [5,7,6], we will restrict ourselves to monotone access structures.

3 Definitions for KSF-CP-ABE Scheme

We consider a multi-user cryptographic cloud storage system supporting both
fine-grained access control and keyword search on encrypted data. The system
architecture is illustrated as Figure 1, which involves four participants.

Trusted Authority (TA). This is the key generation center, which is fully
trusted by all other participants in the system. The responsibility of TA is
to initialize system parameters, to generate attribute private keys and to
generate keyword search keys for users.

Cloud Services Provider (CSP). This is an entity that provides data stor-
age and retrieval service, and auxiliary decryption function for subscribing
users. It stores the data content outsourced by the data owner. This con-
tent is searchable and downloadable to intended receivers who have sufficient
credentials. We assume that the CSP is semi-trusted, which means that it
follows the protocol specified in the system. However, it is assumed that it
seeks to learn the information in the encrypted content during the query and
response processes as much as possible with malicious intent.

Data Owner (DO). This is the cloud storage subscriber who wants to upload
its data content anonymously to the cloud storage system after encryption.
The encrypted content can be shared with intended receivers who have suf-
ficient credentials as specified by the data owner. The responsibility of data
owner is to create encrypted data, and to choose keywords to build secure
index.

Data User (DU). This is another cloud storage subscriber which queries the
CSP for encrypted data in the cloud storage system. Only retrievers who
have legal rights satisfying the access policy specified by the data owner
can access the encrypted content and restore the original message from it.
The responsibility of data users is to choose keywords to create trapdoor for
search, to initiate search requests, and to decrypt data.
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Fig. 1. System architecture and workflow

In our setting, a user will be identified by a pair (id,w), where id denotes
the user’s identity and w ⊆ Ω is a set of attributes. A KSF-CP-ABE scheme
consists of five polynomial-time algorithms described as follows.

Setup. The setup algorithm is run by TA, which takes a security parameter κ.
It outputs the master key msk and some public system parameters params
which include the description of attribute universe and keyword universe.
TA publishes params and keeps msk secret. We describe it as Setup(1κ) →
(params,msk).

ABE-KeyGen. The attribute private key generation algorithm is an interactive
protocol implemented between DU and TA. The public input to TA and
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DU consists of the system public parameters params, the user’s identity
id and a set w of attributes owned by DU. The private input to TA is
the master secret key msk. In addition, a sequence of random coin tosses
may be used by TA and DU as private inputs. At the end of the pro-
tocol, DU can extract an attribute private key did,w. We describe it as
ABE-KeyGen(params,msk, id,w) → did,w.

KSF-KeyGen. The query private key generation algorithm is an interactive pro-
tocol implemented between DU and TA. The public input to TA and DU
consists of the system public parameters params, the user’s identity id. The
private input to TA is the master secret key msk. In addition, a sequence
of random coin tosses may be used by TA and DU as private inputs. At the
end of the protocol, DU can extract a query private key qid. We describe it
as KSF-KeyGen(params,msk, id) → qid.

Encrypt. The encryption algorithm is run by DO, which takes as input the sys-
tem public parameters params, an access structure A over the universe of
attributes and a message msg. The algorithm will encrypt msg and produce
a ciphertext ct. We will assume that the ciphertext implicitly contains A.
We describe it as Encrypt(params,A,msg) → ct

Index. The encrypted index creation algorithm is run by DO, which takes as
input system parameters params and a set kw = {kwi}li=1 of keywords cor-
responding to a messagemsg. The algorithm outputs a secure index IX(kw)
for keyword set kw, which will be associated with a ciphertext ct. We de-
scribe it as Index(params,kw,msg) → IX(kw).

Trapdoor. The trapdoor generation algorithm is run by DU, which takes as input
system parameters params, DU’s query private key qid and DU’s attribute
private key did,w, and a keyword kw. It outputs trapdoor Tkw corresponding
to the keyword kw. We describe it as Trapdoor(params, qid, did,w, kw) →
Tkw.

Test. The keyword test algorithm is run by CSP, which takes as input system
parameters params, a trapdoor Tkw corresponding to the keyword kw from
a DU, the index IX(kw) for keyword set kw. It outputs an intermediate
result Qct of the decipherment if kw ∈ kw, which means that the ciphertext
ct contains the keyword kw in the trapdoor Tkw. Otherwise, it outputs 0.
We describe it as Test(params, Tkw , IX(kw)) → Qct or 0.

Decrypt. The decryption algorithm is run by DU. The algorithm takes as input
system parameters params, the searched ciphertext ct with corresponding
intermediate decryption data Qct, and DU’s attribute private key did,w. It
outputs plaintext msg if the set w of attributes in the attribute private key
did,w satisfies the access policy associated with the ciphertext. Otherwise, it
outputs ⊥. We describe it as Decrypt(params, ct,Qct, did,w) → msg or ⊥.

We have a basic consistency requirement that for any w ⊆ Ω, kw ∈ Λ, msg ∈
{0, 1}∗, (params,msk) ← Setup(1κ), IX(kw) ← Index(params,kw,msg),
did,w ← ABE-KeyGen(params,msk, id,w), qid ← KSF-KeyGen(params,msk, id),
Tkw ← Trapdoor(params, qid, did,w, kw) and ct ← Encrypt(params,A,msg),
where w satisfies A and kw ∈ kw, we have Qct ← Test(params, Tkw , IX(kw))
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and msg ← Decrypt(params, ct,Qct, did,w) with probability 1 over the random-
ness of all the algorithms.

We can obtain security definitions for KSF-CP-ABE similar to security model
for CP-ABE [9] and security model for PEKS [16]. Due to space limitations, we
omit the description of security definitions for KSF-CP-ABE here, and we will
explain them in detail in the extended version.

4 A KSF-CP-ABE Construction

The proposed KSF-CP-ABE construction from bilinear pairings is described as
follows.

Setup. TA chooses (a, α) ∈R Z∗2
p , a cryptographic secure hash function H and

message authentication code function F , respectively. TA publishes system
parameters params as (Ω,Λ,G1,G2, ê, g, g

a, ê(g, g)α, F,H), while keeps the
master secret key msk = (gα, a) secret.

ABE-KeyGen. To generate attribute private keys for a DU with (id,w), the fol-
lowing protocol will be executed between DU and TA.
– DU sends a request for attribute private key along with credentials cor-

responding to the set w of attributes to TA.
– TA first validates the credentials presented by DU, outputs ⊥ if fails.

Otherwise, TA chooses t ∈R Z∗
p, generates the attribute private keys for

DU corresponding to the set w of attributes as did,w = (K = gαgat, L =
gt, {(Kx = H(x)t}x∈w).

– TA adds an entry (id, gat) in the user list.
– Finally, TA securely distributes the attribute private keys did,w to DU.

KSF-KeyGen. To generate a query private key for a DU with identity id, the
following protocol will be executed between DU and TA.
– DU sends a request for query private key along with his identity id to

TA.
– TA checks whether the identity id in the user list exists or not. If the

identity id does not exist, outputs ⊥. Otherwise, TA sends a response
accepting the request back to DU.

– DU chooses u ∈R Z∗
p, and provides a commitment qu = gu with an

interactive witness indistinguishable proof of knowledge of the u to TA.
In addition, DU retains u.

– TA verifies the proof of knowledge, outputs ⊥ if fails. Otherwise, TA
retrieves gat according to id, generates a query private key qid = gatqαu
for the user.

– Finally, TA securely distributes the query private key qid to DU.
Encrypt. To encrypt a message msg under an access policy described by (M,ρ),

DO first chooses a vector v = (s, y2, . . . , yn) ∈R Zn
p and r1, r2, . . . , r� ∈R Zp,

where s represents the secret exponent to be shared. DO then calculates
λi = 〈M i,v〉 for i = 1 to � and outputs the ciphertext ct = (C = msg ·
ê(g, g)αs, C′ = gs, {Ci, Di}�i=1) along with a description of (M,ρ), where
Ci = gaλiH(ρ(i))−ri and Di = gri .
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Index. To generate a secure index for a set kw of keywords, DO fist chooses
a random bit strings ti for each keyword kwi ∈ kw, computes the key ki
used for the message authentication code corresponding to keyword kwi as
ki = ê(g, g)αs·ê(g,H(kwi))

s. DO then outputs the secure index as IX(kw) =
{(ti, F (ki, ti))}kwi∈kw. Finally, DO uploads the ciphertext ct along with the
index IX(kw) to CSP for sharing.

Trapdoor. To generate a trapdoor for a keyword kw, DU first computes Tq(kw) =

H(kw)q
1/u
id , L′ = L1/u, and K ′

x = K
1/u
x for all x ∈ w. DU then set trapdoor

for the keyword kw as Tkw = (Tq(kw), L
′, {K ′

x}x∈w).
Test. To perform keyword test, the following protocol will be executed between

DU and CSP.
– DU initiates a keyword search request by sending the trapdoor Tkw for

the keyword kw along with the description of the set w of attributes
related to DU’s attribute private keys to CSP.

– CSP searches for the correspondence ciphertext ct with the desired key-
word kw against each tuple (ct, IX(kw)) in the storage. CSP verifies
whether the submitted w satisfies the access policy (M,ρ) embedded in
a ciphertext ct.

– Suppose that w satisfies (M,ρ). Let {μi}i∈I be a set of constants defined
in Section 2.2. CSP computes Qct =

∏
i∈I[ê(Ci, L

′) · ê(Di,K
′
ρ(i))]

μi , and

kkw = ê(C′, Tq(kw))/Qct.
– CSP checks each index IX(kw) related to the ciphertext ct in the scope

satisfying F (ti, kkw) = F (ti, ki). Finally, CSP sends the search result
that include ciphertext ct and partial decryption data Qct to DU.

Decrypt. DU can recover the plaintext by computing msg = C ·Qu
ct/ê(C

′,K).

Theorem 1. The proposed KSF-CP-ABE construction is correct.

Proof. The correctness can be verified as follows.

Qct =
∏
i∈I

[ê(Ci, L
′) · ê(Di,K

′
ρ(i))]

μi =
∏
i∈I

[ê(Ci, L
1/u) · ê(Di,K

1/u
ρ(i))]

μi

=
∏
i∈I

[ê(Ci, L) · ê(Di,Kρ(i))]
μi/u =

∏
i∈I

·ê(g, g)atλiμi/u = ê(g, g)ats/u

kkw =
ê(C′, Tq(kw))

Qct
=

ê(gs, gαgat/uH(kw))

ê(g, g)ats/u
= ê(g, g)αs · ê(g,H(kw))s

C ·Qu
ct

ê(C′,K)
=

msg · ê(g, g)αs · [ê(g, g)ats/u]u
ê(gs, gαgat)

= msg

Theorem 2. Suppose the decisional q-parallel decisional bilinear Diffie-Hellman
exponent assumption holds, then there is no polynomial time adversary can se-
lectively break the proposed KSF-CP-ABE construction with a challenge matrix
of size �∗ × n∗, where �∗, n∗ ≤ q.

Proof. The security proof is similar to that of Waters CP-ABE scheme [9], we
omit here due to space limits, we will give the detailed security proof in the
extended version.
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In the proposed KSF-CP-ABE construction, keyword search scope is restricted
to DUs’ decryptable data group. CSP will determine whether the DU has per-
mission to decrypt the ciphertext first, and then perform keyword search. The
search process automatically excludes the ciphertext that the user can not de-
crypt to reduce unnecessary keyword search computation.

The Decrypt algorithm just require one bilinear pairing operations for each
ciphertext. The Test algorithm seems to require a non-constant 2|I|+ 1 bilinear
pairing operations for each trapdoor, it only needs 3 bilinear pairing operations
in fact by observing that

Qct =
∏
i∈I

[ê(Ci, L
′) · ê(Di,K

′
ρ(i))]

μi = ê(
∏
i∈I

Cμi

i , L′) · ê(
∏
i∈I

Dμi

i ,
∏
i∈I

(K ′
ρ(i))

μi)

5 Conclusions

In this paper, we propose a new cryptographic primitive called ciphertext-policy
attribute-based encryption scheme with keyword search function, and present a
concrete construction from bilinear pairings. The proposed KSF-CP-ABE con-
struction is very efficient, cloud service provider only need to perform three
bilinear pairing operations for each keyword search and partial decryption, and
the data user only need to perform one bilinear pairing operation for each de-
cryption. We will further study CP-ABE scheme supporting conjunctive keyword
searchable, which enables one to search encrypted documents by using more than
one keyword.
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Abstract. Behavior patterns of users in mobile social cloud are always
based on real world relationships and can be used to infer a level of
trust between users. In this paper, we describe the implicit call behav-
ioral graph which is formed by users’ interactions with call. We rate these
relationships to form a dynamic local cloud trust, which enables users to
evaluate the trust values between users within the context of a mobile
social cloud network. We, then, calculate local trust values according to
users’ behavioral attributes, such as call frequency, relevance, call mo-
ment, and satisfaction. Due to the unique nature of the social cloud, we
discuss the propagation and aggregation of local trust values for global
social cloud network. Finally, we evaluate the performance of our trust
model through simulations, and show simulation results that demon-
strate the importance of interaction-based behavioural relationships in
recommendation system.

Keywords: Trust relationships, Mobile social cloud, Call behavioral
graph, Trust entropy.

1 Introduction

The mobile social cloud is essentially a dynamic virtual network with trust re-
lationships between users. With the emergence of a new generation of powerful
mobile devices, novel mobile cloud computing paradigms are possible: various
kinds of information and data produced through diverse mobile applications. A
smart phone’s cloud environment with trustworthiness is a representative sce-
nario of trust in mobile cloud computing [1]. Compared to traditional social net-
works, a smart phone’s cloud environment allows for data collecting with user
experience, thus a method to measure trustworthiness of user is necessary [2].
In smart phone’s network environment, many people communicate mainly with
their friends (such as family, and coworkers) through social network services. In
fact, users are more likely to trust their friends, that is based on the physical
world relationship, rather than a purely online digital relationship. Mobile users

G. Wang et al. (Eds.): CSS 2013, LNCS 8300, pp. 387–402, 2013.
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share their roles within their cloud via interactive behaviors, thereby increasing
the overall trustworthiness of the relationship between the users being carried
out. However, online social relationships always depend on physical world rela-
tionships. Hence, we can infer a level of users’ trust relationships that underpins
the online community where they exist according to some attributes of real
world [3].

In mobile social networks, a call detail log (CDL) contains various details
pertaining to each call, such as who called whom, when was it made, etc. Based
on these information, one can construct a call behavioral graph with customer
mobile numbers as nodes and the calls as edges. The weight of an edge captures
the strength of the relationship between two nodes. An edge with a high weight
signifies a strong tie, while an edge with a low weight represents a weak one.
Consequently, one can view the call behavioral graph as a social network con-
sisting of n users (nodes) and a relationship Ri,j measured on each ordered pair
of users i, j = 1, · · · , n. We consider the call behavioral graph obtained from
CDL data.

In this paper, hence, we propose a global social trust model building system
by seamlessly integrating the one-dimensional trust relationship values based
on interactions between users in mobile social computing environment. We sug-
gest a method to quantify a trusting relation based on the analysis of telephone
CDL from mobile devices. The quantified social trust model supports inter-user
trust relationship and integration. In other words, the proposed approach not
only helps decide communicating path of trustworthy users in mobile cloud en-
vironment but also helps address security issues with increased trustworthiness
of user behaviors by ranking trustworthy relationships between users. By do-
ing so, a communicating path for trustworthy users under cloud environment is
suggested. With the enhanced trustworthiness, the issue of security also can be
addressed. Furthermore, the implicit trust along with the application of socially
corrective mechanisms inherent in social networks can also be applied to other
domains. In fact, social networking platforms already provide a multitude of
integrated applications that deliver particular functionality to users, and more
significantly, social network credentials provide authentication in many diverse
domains, for example, many sites support Facebook Connect as a trusted au-
thentication mechanism [4].

The rest of the paper is organized as follows. Some related work are addressed
in Section 2. Section 3 provides the system model and some important definitions.
Section 4 and Section 5 discuss how to calculate the local trust values and global
trust values, respectively. We analyze some performances of our trust model by
simulation in Section 6. Finally, we conclude in Section 7.

2 Related Work

If without trust relationships between users in a mobile social cloud environ-
ment, the reliability of the total network would drop. Hence, many works have
attempted to discover relationships between communication entities with so-
cial trust models. Kuada et al. [6] propose the provisioning and management
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approach based on collaborative strategy with social relationships in cloud com-
puting services. Jennifer Golbeck et al. [7] and Kim et al. [8] propose a method
to quantitatively infer trust between users for a recommendation system in a
Web-based social network. To support mobile phones in mobile cloud to plan,
schedule, and reflect on group activities, Kikin-Gil [9] and Counts [10] propose
to create privately shared group spaces on mobile devices where each group
is able to communicate and collaborate. In order to enhance trustworthiness
on the social network, Pezzi [11] defines a social cloud as a means of culti-
vating collective intelligence and facilitating the development of self-organizing
communities. According to Pezzi et al., the social network and its services are
provided by network nodes owned by members of the network rather than by
centralized servers owned by the social network. Traditionally, social cloud plat-
forms provide only marginal functionality for enhanced communication on mo-
bile devices [12]. However, a truly mobile social cloud will offer functionality to
improve communication service by considering users’ mobile behavior patterns.
To support mobile awareness and collaboration, Oulasvirta et al. [13] design
a named ContextContact approach. S. Farnham and P. Keyani. [14] provide
smart convergence through mobile group text messaging, i.e., Swarm. However,
ContextContact and Swarm are designed to enhance communication within a
large group including all of a user’s contacts. Kim et al. [15,16] propose a trust
model that is appropriate for online communities using the user profiles. Interest
in analysis and utilization of data obtained from smartphones have increased as
smartphones have spread widely. In [17], the authors propose a method to filter
out voice spam calls on the IP telephony system that recognizes relationships
between users by analyzing sustained phone-calling behavioral pattern (i.e. dura-
tion, frequency, recent history etc.) extracted from smartphone CDL. Ankolekar
et al. [18] extract the behavioral pattern of each user according to the contact
lists and the phone call histories of smartphone users. It is helpful to make a
decision by a recommended user list for a user. In [19], Roth et al. describe the
implicit social graph which is formed by users’ interactions with contacts and
groups of contacts, and which is distinct from explicit social graphs in which
users explicitly add other individuals as their ”friends”. Then, the authors de-
scribe a novel friend suggestion algorithm that uses a user’s implicit social graph
to generate a friend group, given a small seed set of contacts which the user has
already labeled as friends. However, Roth et al do not consider the relative im-
portance of different interaction types in determining the social relationships
between users. In this paper, hence, we propose a trust model for mobile cloud
computing using implicit call behavioral graph by considering these issues.

3 System Model and Definitions

3.1 System Model

In a mobile social cloud, users are more likely to trust information from a ”friend”
if the digital relationship between the two is based on a real world relationship
(such as family, colleague, etc.) rather than a purely online relationship [4]. In a
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social context formal, individuals are socially motivated and subject to personal
repercussions outside the functional scope of the social cloud, and Service Level
Agreements (SLAs) are not as critical. Therefore, we use social incentives and
the underlying real world relationships as a substitute foundation for trust. We
consider a mobil social cloud computing system shown in Fig. 1.

mobile social cloud 
system, i.e., G

cloud  drop, i.e., 
Gi

Fig. 1. System model

Let a graph G = G(V,E) denote a mobil social cloud system, where the set V
of vertices represents users (nodes), and the set E of edges denotes friendships
between these users. If user i trusts user j, there exists a directional edge from
user i to user j, and vice versa. In this paper, we ignore the direction of edge, and
each edge means a bidirectional edge. We assume the graphG can be divided into
multiple sub-graph, and each sub-graph Gk consists of a user k of interest and
his/her direct neighbors, as shown in Fig. 2. We assume that there are Nk nodes
in Gk. Each edge in Gk is formed by the sending and receiving of call. We call
each Gk as implicit call behavioral graph, even though it may consist of a single
node. A implicit call behavioral graph is a subset of vertices of a mobile social
network that is highly connected. Edges in the implicit call behavioral graph have
both direction and weight. The direction of an edge is determined by whether it
was formed by an outgoing call sent by the user, or an incoming call received by
the user. The weight of an edge is determined by the call behavioural patterns
between users. An individual is added into Gk as a ”friend”, and it implies
that at least, the user k has some degree of knowledge about the individual
being added. Such connectivity between individuals can be used to infer that a
trust relationship exists between them. However, it does not describe the level



A Trust Model for Mobile Cloud Computing 391

of trust or the context of the relationship. Therefore, it is important to provide
a quantitative method to describe the trust relationship.

In our approach, the social trust relationship between users in mobile social
cloud environments is inferred by users’ call behaviors without external enforce-
ment. This kind of trust with one-dimensional perspective is called local trust.
However, it is not easy to facilitate the expansion of information using the social
network in explicit or implicit relationship. Therefore, it is very important to
establish a global trust social network using each user’s local trust in the process
of inferring information using social network integrations. We, next, introduce
some basic definitions.

trlm

trkl

trkn

trnm
m

n

l

k

Gk

Gm

Fig. 2. Cloud drops and their trust relationships

3.2 Basic Definitions

Let U be the universe set of discourse, f and g are random functions with a
stable tendency f : U → [0, 1] and g : U → [0, 1], respectively. To capture
the intimacy degree of trust relationships, we denote ρ as an weighted value of
intimacy. For the convenience of discussion, we define the relationship model
between user i and user j, R, as a tuple of 〈f, g, ρ〉.
Definition 1. For any two users i and j in mobile social cloud G, the trust
relationship between them, R, indicate the trust degree and the trust value of
user j for user i, and can be defined as:

trij � R〈Exij ,WEnij , ρij〉 (1)

where Exij is the expected trust value, WEnij is a weighted entropy, and ρij is
a utility weighted value.
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In this paper, trij is the basic elements of trust space, we call it cloud-drop.
According to Definition 1, Exij indicates the basic trust degree of j for i. WEnij

reflects the importance of the trust relationship between users i and j for user i.
ρij reflects the intimacy level of user i and user j, and we show how to determine
it in Section 4.4.

Definition 2. For user i and any other user j in Gi, the local trust model
indicates the trust relationships between user i and others, and can be defined as
a tuple of:

loc cloudi � 〈t̂rij , HEni〉 (2)

where t̂rij is the normalized value of trij , i.e., t̂rij � R〈Êxij , ˆWEnij , ρ̂ij〉 and
HEni is the trust hybrid entropy and reflects the density of cloud drop.

3.3 Trust Transitivity

In our model, we also consider trust relationships between users: each user i
keeps track of a trust relationship trij to each of its neighbour nodes j. In
social network, we assume trust relationships only exist between neighbours and
users that are not directly connected cannot possibly have a trust relationship
with each other. However, two such users may indirectly be connected to each
other through a trust path in the network. Hence, we make the assumption
that trust may propagate with appropriate discounting through the relationship
path [23,24]. Furthermore, we assume that the trust distance indicates the length
of the path from the source user to the target user, and the distance is denoted
as the number of nodes in the path between two users. If the number of users
equals to γ, we call γ-Distance trust. γ-Distance trust refers to the trust that is
given to a user that is γ-Distance path connected to the user node in the path
from the current user to the target user. In Fig. 3, there is a 2-distance trust
between user i to target user j. If γ = 0, i.e., 0-Distance, we say there is a direct
connection relationship from the user to the target user, and the trust is direct
connection trust, correspondingly. In the paper, the direct connection trust can
be denoted as 0-Distance trust, and all neighbor nodes have 0-Distance trust
each other. On the other hand, we define the trust between unreachable nodes
as ∞-Distance trust. For example, in Fig 3, the trust relationships of between
user m and user j, user k and user l are ∞-Distance trust and 0-Distance trust,
respectively.

In this paper, we compute the trust value along a relationships path as the
product of the trust values of the links on that path. There may be more than
one path between two indirect neighbour users, and each path has its own trust
value. In other words, we take the position that ”if i trusts j, and j trusts k, then
i should have a somewhat more positive view of k based on this knowledge” [23].
For instance, there are two trust path between user k and user m in Fig. 2,
i.e., trkl : trlm and trkn : trnm, both are 1-Distance trust. In our model, trust
discounting takes place by multiplying trust values along trust paths. We address
this case in Section 5.
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Fig. 3. γ-Distance trust

4 Computing Local Trust Value

Broadly speaking, trust means an act of faith, confidence and reliance in some-
thing that is expected to behave or deliver as promised [5,20]. Its a belief in the
competence and expertise of others, such that you feel you can reasonably rely
on them to care for your valuable assets [21]. Grandison and Sloman [22] have
surveyed several existing trust models and they have defined the trust as ”the
firm belief in the capability of an entity to act consistently, securely and reliably
within a specified context”. They also claim that the trust is the composition of
multiple attributes such as reliability, honesty, truthfulness, dependability, secu-
rity, competence, timeliness, Quality of Service (QoS) and Return on Investment
(ROI) in the context of an environment.

As mentioned above, we compute trust from user’s connections. We consider
the behavioral attributes such as call frequency, relevance, call moment, and
satisfaction to compute local trust value, i.e., 0-Distance trust.

4.1 Call Frequency

Call frequency indicates the level of connections and the inter-user relationships
among the users that directly connected. In other words, they are belonged to
the same cloud drop, i.e., Gi. If the call frequency between user i and user j is
greater than that between i and h, it indicates that user i trusts j more than
h. For example, a user may trust his friend to whom he talks on the phone
every day more than his colleagues at work to whom he talks on the phone for a
significant time but with less frequency. We denote call frequency between users
i and j as Callfreq(i, j), and can calculate Callfreq(i, j) as follows:

Callfreq(i, j) =
Callnum(i, j)∑Ni

k=1 Callnum(i, k)
(3)

where Callnum(i, j) denotes the number of call between users i and j, and any
user k belongs to Gi.
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4.2 Relevance

The relevance represents the the duration of inter-user relationship, i.e., the du-
ration of call, among users. We let Callrele(i, j) denote the relevance degree of the
relationship between users i and j. If Callrele(i, j) is longer than Callrele(i, k),
we say a higher relevance and a higher reliability for users i and j. In this pa-
per, we infer the value of relevance through the historical CDL. We assume that
DOWNrele(i, j) denotes the total duration percent of all calls from user i to user
j, and UPrele(i, j) the total duration percent of all calls from user j to user i.
Let Last(i, j) be the duration of each call from user i to user j. We, then, calcu-
late DOWNrele(i, j) and UPrele(i, j) as shown in formula (4) and formula (5),
respectively.

DOWNrele(i, j) =

∑
i,j∈Gi

Last(i, j)∑
∀k∈Gi

(Last(i, k) + Last(k, i))
(4)

UPrele(i, j) =

∑
i,j∈Gi

Last(j, i)∑
∀k∈Gi

(Last(i, k) + Last(k, i))
(5)

Obviously, the trust value between users i and j is various for different call
patterns (i.e., user i send initiatively, or receive passively). To denote different
relevances for different call patterns, we define a coefficient α (0 ≤ α ≤ 1), which
indicates the different importance for call relevance. And then, we obtain:

Callrele(i, j) = αUPrele(i, j) + (1− α)DOWNrele(i, j) (6)

4.3 Satisfaction

In a distributed social cloud environment, users may still rate each other after
each communication. For example, each time user i communicates with user j,
he may evaluate the call as positive (= 1) or negative (= −1). User i may rate a
call as negative, for example, if the call is failed or interrupted. We define ratij
as the sum of the ratings of the individual calls that user i has communicated
with user j. Let sat(i, j) and unsat(i, j) be the satisfactory calls set and the
unsatisfactory calls set, respectively. User i stores the rating value (i.e., 1) of
satisfactory calls it has had with user j, sat(i, j) and the rating value (i.e., -1)
of unsatisfactory calls it has had with user j, unsat(i, j). Then, ratij can be
calculated:

ratij = ‖sat(i, j)‖ − ‖unsat(i, j)‖ (7)

where ‖sat(i, j)‖ and ‖unsat(i, j)‖ are the absolute values of the sums of all
elements in sat(i, j) and unsat(i, j), respectively. We define a local satisfaction
value, lsij , as follows:

lsij =

⎧⎪⎨
⎪⎩

max(ratij,0)∑
k max(ratik,0)

if
∑

k max(ratik, 0) �= 0;

0 if
∑

k max(ratik , 0) = 0 & |Neigh[i]| = 0;

pi if
∑

k max(ratik , 0) = 0 & |Neigh[i]| �= 0;

(8)

where pi = 1/|Neigh[i]| and |Neigh[i]| is the user number of direct neighbors of
user i.
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4.4 Call Moment

Call moment refers to the occurring time of the relationship among users and a
different call moment implies a different trust relationship among users. In this
paper, call moment is divided into public time, and private time. The trust value
of call occurring in private time is higher than that of call occurring in public
time. Generally, we define the work hours is the public time, otherwise, private
time. We let Dpublic(i, j) and Dprivate(i, j) denote the call duration in public time
and private time between users i and j, respectively. We can obtain Dpublic(i, j)
and Dprivate(i, j) from the recent CDL. Let Intimacy(i, j) denote the intimacy
of users i and j, and we calculate Intimacy(i, j) according to formula (9):

Intimacy(i, j) =
Dprivate(i, j)

Dprivate(i, j) +Dpublic(i, j)
(9)

where i, j ∈ Gi.
To determine the different trust value according to Intimacy(i, j), in this

study, we divide Intimacy(i, j) into four ranks. Generally, the rank of
Intimacy(i, j) is higher than that of Intimacy(i, k) means a higher reliabil-
ity and trust. To capture the nature, hence, we define the weighted value of call
between users i and j, i.e., ρij , and ρij is determined depending on the scope of
Intimacy(i, j) as shown in Eq. (10).⎧⎪⎪⎪⎨

⎪⎪⎪⎩
ρij = 3 · Intimacy(i, j) if Intimacy(i, j) > 0.75;

ρij = 2 · Intimacy(i, j)− 1 if 0.5 < Intimacy(i, j) ≤ 0.75;

ρij = 1 if 0.25 ≤ Intimacy(i, j) < 0.5;

ρij = 1− 2 · Intimacy(i, j) if Intimacy(i, j) < 0.25

(10)

4.5 Computing Local Trust Value

As discussed above, local trust value is 0-Distance trust value, and we compute
the value of 0-Distance trust according to formula (11).

Exij = ρij(w1 · Callfreq(i, j) + w2 · Callrele(i, j) + w3 · lsij) (11)

where w1, w2, and w3 are nonnegative weight coefficients of the trust parameters
such that w1 + w2 + w3 = 1.

According to Definition 1, we normalize the value of Exij as follows:

Êxij =
Exij∑Ni

k=1 Exik

(12)

We calculate ρ̂ij andWEnij according to formulae (13) and (14), respectively:

ρ̂ij =
ρij∑Ni

k=1 ρik
(13)

WEnij = −ρ̂ijÊxij log(Êxij) (14)
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Assume non-influence for all users, we can obtain HEn from formula (15):

HEni =

Ni∑
k=1

WEnik (15)

Hence, we obtain the local cloud model: loc cloudi � 〈t̂rij , HEni〉.

5 Propagation and Aggregation of Local Trust Values

5.1 Propagating Local Trust Values

In mobile cloud computing environment, users always can not obtain trust rec-
ommendation of strangers from their trusted neighbors directly. Hence, we need
to propagate local trust values for indirect neighbor nodes.

This is a useful way to have each user gain a view of the network that is wider
than his/her own experience. However, the trust values stored by user i still
reflect only the experience of user i and his/her acquaintances. In order to get a
wider view, user i may wish to ask his/her friends’ friends. Furthermore, he/she
can have a complete view of the network if he/she continues in this manner.
Assume that local trust values are propagated through n− 2 users from source
to target users, i.e., user1(source), user2, user2, · · · , usern(target), and the trust
value from useri to useri+1 is tri(i+1). Hence, we compute the (n− 2)-Distance
trust value from user1 to usern as follows:

tr1n)(Ex1n,WEn1n, ρin) = tr12
⊗

· · ·
⊗

tr(n−1)n)

=

n−1∏
i=1

(Exi(i+1),WEni(i+ 1), ρi(i+1)) (16)

where
⊗

is a logic multiplicative operator, andEx1n =
∏n−1

i=1 Exi(i+1),WEn1n=

min(
√∑n−1

i=1 En2
i(i+1), 1), and ρ1n = min(ρ12, ρ23, · · · , ρ(n−1)n).

5.2 Aggregating Local Trust Values

In a distributed environment, more than one trust cloud of a stranger user can
be considered in many cases. Therefore, we need to aggregate the normalized
local trust values.

Assume that local trust values are aggregated in n local clouds, i.e., loc cloud1,
loc cloud2, · · · , loc cloudn, and the n trust cloud can be combined into one trust
cloud as follows:

loc cloud(t̄r, ¯HEn) = loc cloud1
⊕

· · ·
⊕

loc cloudn

=

n∑
i=1

loc cloudi(t̂ri, HEni) (17)

where
⊕

is a logic additive operator, t̄r = 1
n

∑n
i=1 t̂ri andHEn = 1

n

∑n
i=1 HEni.



A Trust Model for Mobile Cloud Computing 397

We can obtain the global trust value by propagating and aggregating the local
trust values.

6 Performance Evaluation

In order to measure the performance of our trust model, we build the framework
of Fig. 1 based on users’ CDL and personal information in a smartphone environ-
ment. Our simulation framework is constructed by two parts: local social network
is implemented in client, and collection of personal information for global social
network is processed in the server. The server computes the caller’s trust value
using our trust model and decide whether the call would be accepted by compar-
ing the evaluating trust value with the predefined threshold value V althreshold.
In the paper, we define a node j is a ”good” user for user i if trij ≥ V althreshold.
Otherwise, it is a ”bad” user. In simulation, we apply our trust model into an
agent-based recommendation system, where each user is denoted as an agent.
User call records are extracted against agents. We assume that there are 1000
users and a total of 28, 868 calls are extracted from all users. The extracted call
information are used to construct local social network for each user and reflect
call frequency, relevance, satisfaction, and call moment that are addressed in
Section 4. During the simulations, agents interacted with each other for specific
times. In each interact, the simulation system chose two nodes randomly, and
the first is client and the other is server. To measure the intimacy value, we
define the time interval [AM 8:00, PM 19:00] as public time, and the other is
private time. The main simulation parameters are shown in Table 1.

Table 1. The numerical values of the main parameters

Parameter Value

Number of user 1000
CDL 28,868

V althreshold 0.5
α 0.7

Number of initial friend 20
w1 0.4

w2, w3 0.3

We measure the performance of our trust model as compared to the profile-
based trust approach [25] (P-Model for abbreviation), and the random approach
(R-Model for abbreviation). To quantitatively measure the trust level of our
model, we define expected trust density (ETD) as follows:

ETD =

∑
i,j∈G trij

Numlink
(18)

where Numlink is a given total number of links of G.
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Fig. 4. ETD performance

The ETD characterizes the overall trust level of a mobile cloud environment,
and a low ETD indicates the society formed by such mobile cloud environment is
fragile and easy to collapse. Generally, the faster the ETD curve become horizon-
tal, the better a trust model convergence is. Fig. 4 compare ETD performance
of P-Model, R-Model, and our model with Numlink = 35000. From Fig. 4, we
can find P-Model and our model are very similar and much higher than R-Model
on ETD. The reason is due to R-model randomly choices node without trust,
and lead to an equal distribution of ”good” and ”bad” nodes. Therefore, the
performance on ETD of R-model is almost 0 on average. On the other hand, our
model becomes horizontal faster than P-model, which means our model is easier
to converge.

To measure the cooperative performance of our model, we analyze the prob-
ability of call request permission. A call request may be permitted or denied.
A permissive global call depends on a cooperative social network environment.
Therefore, we define the permissive probability, Probpermission, to show the co-
operative level of a mobile social cloud network. The greater the Probpermission

is, the more cooperation a trust model is. Let Numcall and Numpermission be
the number of total call and the permissive call, respectively. We can calculate
Probpermission as follows:

Probpermission =
Numpermission

Numcall
× 100% (19)

We obtain the simulation results shown in Fig. 5 by changing the number of
links, Numlink, from 0 to 50000 with step 100. From Fig. 5, we can find that
our model has a better cooperative performance than the other approaches.
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Fig. 5. Cooperative performance

Next, we analyze the difference of our trust model of the selecting recommen-
dations as compared to P-Model, and R-Model. To evaluate the performance of
our model, similarly to [25], we define an instantaneous utility function for an
agent i following a recommendation from agent j on γ-Distance trust user k at
time t as follows:

Utility(i, j, t) = Êxij (20)

Fig. 6. Utility vs Numlink



400 S. Chen, G. Wang, and W. Jia

For instance, for 0-Distance trust user k, Utility(i, j, t) of user i is the Êxij

of neighbor node j at time t. We consider the performance of the system to be
the average of the utilities of the agents in the system:

Utility(t) =
1

N

∑
i∈G

Êxij (21)

where N is the number of agents in γ-Distance trust region. Similarity, we change
the value of Numlink in the interval [0, 50000] with step 100, and we obtain the
simulating results shown in Fig. 6.

From Fig. 6, we can observe that each agent develops a trust value towards
its neighboring nodes which reflects the similarity of their respective rating at
begin. After some time, paths of high trust develop, connecting agents with
similar profiles. As a result, the performance of the system, increases over time
and reaches a stationary value as shown in Fig. 6, where the curves correspond
to different values of γ. Increasing values of γ lead to curves approaching the
stationary slower.

7 Conclusion

We have explained how local trust value is calculated based on user call behav-
ioral attributes such as call frequency, relevance, satisfaction and call moment.
We have proposed a novel quantitative trust management model. Furthermore,
we have discussed the propagation and aggregation of local trust values for global
trust model. We have demonstrated that our trust model performs better than
the conventional R-Model and similar trust models such as P-Model through
simulations. Here trust is measured in terms of four attributes. However, there
are some more attributes such as honesty, context, accountability and auditabil-
ity of social information to measure trust. These parameters are not discussed
here. It is interesting to refine trust using these additional attributes.
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Abstract. Situational awareness is defined as the ability to effectively deter-
mine an overall computer network status based on relationships between securi-
ty events in multiple dimensions. Unfortunately, as the lack of tools to syntheti-
cally analyze the security logs generated by kinds of network security products, 
such as NetFlow, Firewall and Host Security, it is difficult to monitor and 
perceive network security situational awareness. Information visualization al-
lows users to discover and analyze large amounts of information through visual 
exploration and interaction efficiently. Even with the aid of visualization, iden-
tifying the attack patterns from big multi-source data and recognizing the  
abnormal from visual clutter are still challenges. In this paper, a novel visuali-
zation system, NetSecRadar, is proposed for network security situational 
awareness based on multi-source logs, which can monitor the network and 
perceive the overall view of the security situation by using radial graph. NetSe-
cRadar utilizes a hierarchical force-directed graph layout for arrangement of 
thousands of hosts to better use the available screen space, and provides the me-
thod to quantify the dangerous levels of the security events, and finds the corre-
lations of security events generated by multi-source logs and perceives the  
patterns of abnormal in situational awareness, and synthesizes interactions, fil-
tering and drill-down to understand the detail information. To demonstrate the 
system’s capabilities, we utilize the VAST Challenge 2013 as case study. 

Keywords: Network Security, Situational Awareness, Information Visualiza-
tion, Radial graph. 

1 Introduction 

With the size and complexity of networks continuously increasing, network security 
analysts face mounting challenges of securing and monitoring their network infra-
structure for attacks. This task is generally aided by kinds of network security prod-
ucts, such as NetFlow, firewall and Host security system. As the number of security 
incidents continues to increase, this task will become ever more insurmountable, and 
perhaps the main reason that the task of network security monitoring is so difficult is 
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the lack of tools to provide a sense of network security situational awareness that 
defined by the Department of Homeland Security as “the ability to effectively deter-
mine an overall computer network status based on relationships between security 
events in multiple dimensions.”[1] 

The fields of statistics, pattern recognition, machine learning, and data mining have 
been applied to the fields of network security situational awareness [2]. Although new 
systems, protocols and algorithms have been developed and adopted to prevent and 
detect network intruders automatically. Even with these advances, the central feature 
of Stoll’s story has not changed: humans are still crucial in the computer security 
process [3]. Administrators must be willing to patiently observe and collect data on 
potential intruders. They need to think quickly and creatively. 

Unlike the traditional methods of analyzing network security textual log data, infor-
mation visualization approach has been proven that it can increase the efficiency and 
effectiveness of network intrusion detection significantly by the reduction of human 
cognition process [4]. Information visualization cannot only help analysts to deal with 
the large volume of analytical data by taking the advantage of computer graphics, but 
also help network administrators to detect anomalies through visual pattern recogni-
tion. It can even be used for discovering new types of attacks and forecasting the trend 
of unexpected events. Current research in cyber security visualization has been grow-
ing and many visual design methods have been explored. Some of the developed sys-
tems are IDGraphs [5], IP Matrix [6], Visual Firewall [7] and many others. 

Even with the aid of information visualization, there are still complex issues that 
network security situational awareness is difficult to describe, because the security 
events are hard to quantify, the terminology and concepts become too obscure to un-
derstand, and large number and scope of the available security multi-source data be-
come a great challenge to the security analysts. 

In this paper, a novel visualization system, NetSecRadar, is proposed which can 
real-time monitor the network and perceive the overall view of security situation and 
find the correlation of dangerous events in logs generated by multi-source network 
security products using radial graph that is aesthetically pleasing and has a compact 
layout for user interaction. The system utilizes multi-source data to analyze the irregu-
lar behavioral patterns to identify and monitor the situational awareness, and synthe-
sizes interactions, filtering and drill-down to detect the potential information. 

The rest of this paper is organized as follows. Related work is discussed in Section 
2 and the design of the visualization system is presented in Section 3. In Section 4, 
two examples are analyzed by using our system. Finally conclusion and the future 
work are shown in Section 5. 

2 Related Work 

As the development of network application and technology, network security events 
like illegal access, DDoS attack and worm spread etc become more and more serious. 
A mass of security equipments, like firewall, IDS and anti-virus, are widely used in 
monitoring networked systems, and numerous approaches, like statistics, machine 
learning and data mining, are deeply focused to identify anomalies [2]. However, 
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when network security analysts face large quantities of networks events, the most 
difficulty question they have to answer is “How can I get an effective assessment of 
the global network security condition based on those events?” Bass [8] introduced 
situation awareness into the field of network security. After that, Network Security 
Situation Awareness (NSSA) became a new research field which determined the cur-
rent status of all network assets based on tremendous network events in support to the 
further operations. 

Network security visualization is a growing community of network security research 
in recent years. More and more visualization tools are designed to help analysts cope 
with huge amount of network security data. Hence the demand of visualization tech-
niques has stretched into each step of situation awareness research like situation per-
ception, situation comprehension and even situation prediction. NVisionIP [9] and 
VisFlowConnect [10] take the lead in introducing visualization technology into NSSA, 
NVisionIP uses multi-level matrix graphs in status analysis of a class-B network by 
using NetFlow logs, and VisFlowConnect is a visualization design based on parallel 
axis technology to enhance the ability of an administrator to detect and investigate 
anomalous traffic between a local network and external domains. The Intrusion Detec-
tion System (IDS) is the most popular application that reports a variety of network 
events taken for the important input data of NSSA, IDS RainStorm [11], SnortView 
[12] and Avisa [13] are typical visual analysis tools that help administrators to recog-
nize false positives, detect real abnormal events such as worm propagations and Botnet 
activities and make a better situation assessment. However, those visual systems based 
on a single kind of logs such as NetFlow log or IDS log are obviously insufficient. To 
achieve situational awareness BANKSAFE [14], a scalable and web-based visualiza-
tion system, analyzes health monitoring logs, Firewall logs and IDS logs in the same 
time, and Horn [15] uses visual analytics to support the modeling of the computer net-
work defense from kinds of raw data sources to decision goals. 

Radial visualization is an increasingly popular metaphor in information visualiza-
tion research because of its aesthetic appeal, its compact layout, and its interaction 
ability. LiuHe [16] presents a radial visualization system to reveal the characteristics 
of trip or road taken by taxi drivers, and Contingency-Wheel [17] is a visual analytics 
system which discovers and analyzes nontrivial patterns and associations in large 
categorical data by using the metaphor of wheel. In the field of network security visu-
alization, there are many tools using radial graph such as Radial-Traffic-Analyzer 
[18], Avisa [13], and FloVis [19] etc. VisAlert [20][21] is a radial paradigm for visual 
correlation of network alerts and situation awareness from disparate logs. It’s very 
good at dealing with three attributes of network security event, namely: What, When, 
and Where, and this paradigm facilitates and promotes situational awareness in com-
plex network environments by visual analytics of events correlation. IDSRadar [22] 
presents a novel radial visualization framework to analyze source IPs, destination IPs, 
alert types and time of IDS alerts. Moreover, it utilizes five categories of entropy 
functions to quantitatively analyze irregular behavioral patterns. There are two prob-
lems in VisAlert and IDSRadar. One is the lack of host automatic layout based on 
network topology to deal with the change of the host number and the growing  
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network. Another one is visual clutter issue raised by too much straight lines appear-
ing in the same time. To address those problems and provide a better visual tool for 
network events analysis and security situation assessment, the following describes our 
approach carefully.  

3 NetSecRadar Visualization System 

3.1 Information to Be Visualized 

The users of our visualization system for network security situational awareness are 
network security analysts or administrators, who use network security products to 
observe network status, detect any abnormal behavior, analyze the reasons behind it 
and report the dangerous as soon as possible. The following fundamental questions 
are needed to be addressed by themselves, 

• “Is anything bad occurring in the network?” (using of automated tools to distin-
guish suspicious behavior requiring further investigation),  

• “Where is something bad occurring in the network?” (spatial assessment of macro/ 
micro assets),  

• “When did bad events first occur in the network?” (temporal assessment of  
activity),  

• “How is something bad occurring in the network?” (mechanism of attack). 

It is difficult for network security analysts to answer the questions because the mass 
amount of the log data generated by kinds of network security products, about a few 
GB a day, makes them boring; a large percent of false positive, more than 90%, 
makes them confused; the lack of correlation analysis among the network security 
products makes them low efficiency. In this paper, the data source of our visualization 
system comes from multiple sources, such as NetFlow, Firewall and Host security 
log. The following information of the logs is essential for our visualization system. 

• NetFlow: A network flow is an abstraction of a sequence of packets between two 
end points. A Cisco NetFlow is defined as an unidirectional NetFlow that is identi-
fied by the following unique keys: timestamps, source IP address, destination IP 
address, source port, destination port, protocol type, TOS (type of service), and the 
amount of traffic, etc. 

• Firewall: A firewall is used by a network security system to control the incoming 
and outgoing network traffic by analyzing the data packets and determining wheth-
er they should be allowed to go through or not, based on a rule set. A firewall es-
tablishes a barrier between a trusted, secure internal network and another network. 
The firewall logs includes properties, such as timestamp, syslog priority (informa-
tion or warning), operation (Built, Teardown or Deny), protocol(TCP or UDP), 
source IP address, destination IP address, source port and destination port, Direc-
tion(inbound or outbound). 
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• Host Health Status Log: The security log records events such as valid and invalid 
logon attempts, as well as events related to resource use, such as creating, opening, 
or deleting files. Multiple entries may be recorded if a particular action creates 
multiple security events. The host security logs include properties, Timestamp; Da-
ta field entry contains the name of the type of data present and the value of the da-
ta. Typical values will include the username, the domain name, the IP address, the 
workstation name, or the port name.  

The network security logs are saved as different file format and the same content of 
the logs, such as IP address, is recorded in different format and every record in the 
logs are sampled at different sampling time. So it is necessary for us to register the 
logs in sampling time and format before implementing our visualization system and 
MySQL database is utilized to save data from our registered multi-source logs for its 
quick and powerful queries. 

3.2 Visual and Interaction Design 

The visualization system for network security situational awareness has been devel-
oped by using radial visualization. Figure1 illustrates the design of our system, which 
is composed of two areas, the radial visualization area and the interactive control 
panel. The radial visualization area includes four parts, servers and workstations, 
network security events, histogram of event counts and events correlation. The inter-
active control panel provides the network security analysts with the function of para-
meter setting and selecting. The following are details of the design. 

 

 

Fig. 1. Design of our visualization system 
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(a)                                               (b) 

Fig. 2. (a) Servers and workstations arranged by hierarchical force-directed layout algorithm; 
(b) A network topology in the VAST challenge 2013 

Servers and Workstations 
In the center part of the radial graph, shown in figure 2 (a), the colored nodes arranged 
by force-directed layout algorithm are servers and workstations of a corresponding 
corporate network, shown in figure 2 (b), which is composed of more than one thou-
sand workstations and about ten servers, routers and switches. The force-directed algo-
rithm is an undirected graph layout calculated by all attraction and repulsion forces 
contained within the structure of graph itself, rather than relying on domain-specific 
knowledge. Graphs drawn with these algorithms tend to be esthetically pleasing, exhi-
bit symmetries, and produce crossing-free layouts for planar graphs. 

In this paper, we developed a hierarchical force-directed graph layout to better ex-
ploit the available screen space. Firstly, one thousand workstations and servers in the 
corporate network are classified into two classes, the high priority class and the nor-
mal priority class. The high priority class includes servers with high priority, such as 
firewall server, core server, routers of servers and workstations; the normal class in-
cludes normal servers and normal workstations. Then in a first step of our hierarchical 
force-directed algorithm, servers and routers in the high priority class are arranged 
constrained in a circle using force-directed algorithm, the routers of workstations are 
constrained on a circle, such as blue nodes on circle shown in figure 2 (a), and the 
routers of servers, the firewall server and core server are distributed near the center of 
the circle, such as blue nodes and red nodes in the center of the circle. After the nodes 
of routers in blue and servers in red get balanced, the user can close the force among 
them and interactively move the nodes to a better position. In the second step of our 
layout algorithm, the workstations or servers with normal priority in the sub-intranet, 
which are nodes in green or in orange, will be arranged around their routers which are 
other nodes in blue, by the second hierarchical force-directed graph algorithm consi-
dering all attraction and repulsion forces among nodes in the normal priority class 
rather than the high priority class. Finally, one thousand workstations are symmetri-
cally distributed around the circle like petals, and severs are near the center like sta-
men. Our hierarchical force-directed layout algorithm and flexible interaction can 
help get a compact and beautiful effect of layout. 
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Network Security Events  
The colored arcs of the ring, shown in figure3, are known as the network security 
event types, such as firewall deny connection ring in orange, host CPU states alert 
ring in blue and TCP flows flooding in green. The security event types can be any 
dangerous behavior in firewall, NetFlow and host security logs and are set by network 
security analysts and are listed on the control panel. The event types will be drawn 
uniformly on the ring when they are selected according to the interest of the analysts, 
because there is limited area on the ring and are too many event types. The width of 
arc for every event type on the ring, Le, can be calculated by: 

 Le = Lr / Ne (1) 

Lr is the perimeter of the ring, Ne is the number of selected event types. 
 

 

Fig. 3. The ring of event types and histogram of event counts 

Three primary colors are used to visually distinguish the security events generated 
by different data sources, such as firewall in orange or NetFlow in green or host secu-
rity logs in blue, and the intensity and saturation are used to differentiate the events 
from the same source, for example the color of Firewall Deny Connection is darker 
than that of Firewall Suspicious Built Connection. The color of every event type is set 
by users in advance, and the name of event type will be shown on the arc of the ring if 
there is enough space to better recognize event types.  

Histogram of Event Counts  
The histogram inside the event types is drawn clockwise along the arc of the ring. The 
bars of the histogram have the same color with that of the event types, and the height 
of the bar of histogram of the particular color arc represents the amount of this event 
type happened or observed in a sampling time which can be minutes or hours tuned 
by the security analysts. The whole time span of the arc can be also tuned by the secu-
rity analysts. Our system will calculate the number and width of bars of the histo-
gram, Nbar and Wbar, on arc according to the sampling time, t, the whole time span, T, 
and the width of the arc of event type, Le . 
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 Nbar = T / t; (2) 

 Wbar = Le / Nbar (3) 

The higher the bar is, the more dangerous the network security status is, and espe-
cially when several bars of event types are high at the same time. So the security ana-
lysts of network security can understand and analyze synthetically the network securi-
ty trends according to events from the firewall, NetFlow and host security logs. 

 

 

Fig. 4. Event correlation in a same time interval 

Events Correlation 
A network security event includes timestamp, source address and destination address. 
When the dangerous status was found from the histogram, the security analysts would 
like to know the details of the dangerous information. So we draw a curve, which 
connects the top of the bar of the histogram where the event happened and the source 
address or destination address of the topology diagram in the center of the ring, shown 
in figure 4. The color of the line is the same with the color of the event type. The 
width of the curve is related to the dangerous level which is set by network security 
analysts in advance. Dangerous level of an event type is related to the hosts, for ex-
ample when the number of Firewall Deny Connection to a server or workstation is 
more than a threshold, the server or workstation is a dangerous host and would be 
connected by a thicker curve, and the node which represents the host is also bigger. 
The IP address of the host will be drawn when the dangerous node was clicked. The 
event correlation can help the network security analysts understand which nodes are 
dangerous attackers or victims. Moreover, to address visual clutter issue raised by too 
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much straight lines appearing in the same time, we use curves to replace straight lines 
and implement the bundling effect  

Interaction 
Our visualization system provides the network security analysts with interactively 
setting parameters, such as the whole visiting time span, T, and the sampling time, t, 
and also allows the security analysts to filter by simply clicking on any of the hosts, 
servers, event types and bars of histograms. If the analysts, for example, want to see 
the attacks of an event type in a time interval, it just needs to click on the bar of event 
type, as shown in figure5. If a workstation is clicked, the attacks related to it will be 
shown. When the analyst points to a highlighted node in an event, the detail informa-
tion about the host, such as host name and IP address, will be drawn. If you want to 
compare the attacks in this interval, multi-selection is provided with. These pointing 
and clicking features allow users for a smooth, thorough analysis. Another advantage 
of our visualization system is its use of animation to display the system transitions 
from one state to another in the whole time span, such as the distinct changes of event 
types and the amount of events to perceive the dangerous behavior pattern. 
 

 

Fig. 5. Interaction in the visualization system 

4 Results and Analysis 

The visualization system, NetSecRadar, is implemented by Processing in windows 7 
on a PC with a 1.87GHz Intel Pentium(R) 4 CPU, 4 gigabytes of memory, a Ge-Force 
8800 GTX graphics card. In this section, our visualization system is used to analyze 
mini-challenges of IEEE VAST challenge 2013. The challenge provides  multiple 
network security data sources, NetFlow, Firewall logs and Host Health Status logs, in 
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(a)                                        (b) 

Fig. 7. (a) The network security situation under a DDoS attack on 2013-4-2; (b) Detail informa-
tion about the most serious victim, server 172.30.0.4 

The most serious victim is server 172.30.0.4, as shown in figure 7(b), because it 
generated TCP Flooding alerts continuously from 2013-4-2  5:00 to 2013-4-3 11:00. 
Especially it suffered more serious attacks from 5:00 to 7:00 on 2013-4-2 and from 
11:00 to 12:00 on 2013-4-3 for the thicker of the green curves. We also found that the 
server, 172.30.0.4 seemed to go down for the constant Host connection alarm since 
2013-4-3 19:00. 

We select another set of log data from 2013-4-12 13:00 to 2013-4-14 20:00, 4 event 
types are Denied Connection alert from Firewall logs, TCP Connection Flooding in 
NetFlow log, Host Disk problem and Host Connection problem from Host Health 
Status logs.  

We could first find one server, 172.0.0.4, kept sending the Host Disk alert almost 
every hour, shown in figure 8(a). It seems that 172.10.0.4 kept reporting alert for two 
weeks while 172.10.0.40 got well in the second week. 

From 5:00 to 22:00 on April 13, Web servers 172.10.0.4 and 172.10.0.8 raised lots 
of TCP Connection Flooding alerts and Firewall Denied Connection alert. At 15:00 
on April 14, more web servers, such as 172.20.0.4 and 172.20.0.15 raised TCP Con-
nection Flooding alerts, but no firewall warning was found on those web servers at the 
same time, shown in figure 8(a). From 2013-4-13 5:00 to 4-13 22:00, Only a few 
workstations have Host Connection problem in BigBrother logs , shown in figure 
8(b), but the number of the connection alert had a significant growth at 15:00 on April 
14, shown in figure 8(c).  Through further analysis of the log, over twenty external 
hosts IPs tried to attack web servers, and a massive number of TCP Flag exception 
packet sending from external IPs were denied by firewall, however, firewall failed to 
resist the attack by noon on April 14. 

When observing all Firewall Deny alerts, eight internal hosts were suspicious. Not 
only a great number of Firewall Deny Connection events but also massive TCP Con-
nection Flooding alerts were raised by them, shown in figure 8(d). After examining 
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logs for further diagnosis, beginning from 8:28 April 12th, and these eight internal 
hosts started accessing the port 22 of external host 10.0.3.77 regularly and the access-
ing number to 10.0.0.4~10.0.0.14 is much larger than that to other workstations. 
Hence these eight internal hosts are noteworthy. 

 
(a)                                      (b) 

 
(c)                                       (d) 

Fig. 8. (a) Detail information of workstations and servers from 5:00 to 22:00 on April 13; (b) 
Host Connection problem from 4-13 12:00 to 4-14 7:00; (c) Host Connection problem in 2013-
4-14 15:00; (d) The workstations suffered Denny Connection and TCP Flooding 

5 Conclusion and Future Work 

In this paper a network security visualization system, NetSecRadar, is proposed to 
assist in monitoring and identifying abnormal pattern behavior based on multi-source 
logs in network security situational awareness by using radial graph. A hierarchical 
force-directed graph layout for arrangement of thousands of servers and workstations 
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is proposed to better use the available screen space in the center of the radial graph, 
and a method of quantifying the dangerous levels of the security events is developed, 
and the correlations of security events generated by multi-source logs can be found by 
our graph design, and the interactions, filtering and drill-down, can help users under-
stand the detail information of the events. We have evaluated the visualization system 
with attacks provided by VAST Challenge and have shown how our framework can 
be used to illustrate the attacks and visually correlate the events. In the future, we 
would like to extend the single view of radial graph to multiple views to show more 
details of servers and workstations. And further pattern analysis on individual host 
computer and individual risk will be performed. 
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Abstract. An novel quantum secret sharing (QSS) scheme is proposed
based on Chinese Remainder Theory (CRT) with hyperchaotic encryp-
tion algorithm. The usage of hyperchaotic encryption strengthens the se-
curity of the quantum message. In addition, this scheme has high source
capacity and convenience due to the utilization of GHZ measurement and
high-dimension quantum channel. The analysis shows the presented pro-
tocol can resist the attacks from both outside eavesdroppers and inside
dishonest participants.

Keywords: quantum secret sharing, hyperchaotic encryption algorithm,
Chinese Remainder Theory, high-dimension GHZ state.

1 Introduction

The QSS plays a more and more significant role in the secret protection of
quantum cryptography. Since 1999, Hillery et al.[1] applied three-particle and
four-particle GHZ states to implement an initial QSS scheme. From then on,
a lot of improved protocols and schemes have been proposed. Almost all these
QSS protocols can be attributed to two types according to their goals. One is
used to distribute a private key among some parties [1–5]; the other is used for
sharing a secret including a classical one [6–12] or a quantum one [13–15].

Generally, the QSS scheme is known as a threshold scheme[16]. Suppose a
message is divided into n sharers so that any k of n pieces could recover the
message, but any set of k − 1 or fewer sharers fail to, which is called a (k, n)-
threshold scheme. In this way, people can forbid some dishonest participants(at
most k − 1in this threshold scheme) from knowing the whole message without
the assistances of the honest ones.

With the unprecedented developments of the QSS, a myriad of the improved
protocols and schemes have been proposed. For instance, cooperated with quan-
tum secure direct communication (QSDC), Zhang presented a novel QSS [17],
known as QSS-SDC, then he made use of swapping quantum entanglement of the
Bell states to propose a multiparty QSS protocol based on the classical-message
(QSS-CM)[18]. Moreover, an (n, n)-threshold scheme based on the quantum tele-
portation with the GHZ states was proposed by Wang et al. [19]. After that Han
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et al.[20] illustrated a multiparty QSS-SDC scheme with random phase shift op-
erations. Furthermore, an experimental QSS was reported by Bogdanski et al.[21]
in the telecommunication fiber with the single-qubit protocol. Then Markham
and Sanders [22] illustrated the graph states for the QSS. Recently, Sarvepalli
et al. [23] proposed an approach for sharing the secret by using quantum error-
correction code, which converts the Calderbank-Shor-Steane (CSS) code to a
perfect QSS scheme. After that the experimental generation and characteriza-
tion of a six-photon Dicke state was demonstrated by Prevedel et al.[24], then
they showed the applications in multiparty quantum networking protocols such
as the QSS, open-destination teleportation, and telecloning. It implies that the
QSS is no long a theoretical imagery since they can be experimentally imple-
mented by using single photons. This work has been devoted to the QSS design
based on the GHZ measurements that emerges technological solutions leading
to practical quantum networks[25–27].

CRT plays an significant roles in classical secret sharing, protocol and
algorithms[28]. At the same time, the greatest advantage of quantum cryptog-
raphy is its purely effects to provide unconditionally secure information commu-
nication. So in the reference [29], they combine them together for forming an
novel QSS. But the shared secret is classical message. So in this article, it can
be evolved into sharing quantum message.

It is essential to adopt a secure and reliable quantum channel for secret dis-
tribution and recovery. The scheme of quantum secure communication by using
GHZ state in High-Dimension Hilbert Space proposed by Gao in the Ref.[30], is
used for transmitting secret key in this paper. In order to prevent eavesdropping
and save quantum entanglement resource, the scheme invites a trick: insert-
ing particles into the particle sequence of rearrange orders. Different from the
scheme, a rearranging sequence is used to rearrange orders.

In this article, quantum message |P 〉 is encrypted by a hyperchaotic key K
generated from hyperchaotic system. Then the key K can be split into 2 shares
K1 and K2 according to the CRT equations showed in Eq.(7) or the Table1 gen-
erated from CRT. Next, using GHZ states in different dimensions to distribute
K1 and K2 to remote party respectively. Only to exchange their shares, both of
them can recovery the key and decrypt the quantum message.

This paper is organized as follows. In Sec.2 , 3 presents the details about quan-
tum hyperchaotic encryption algorithm and distribution of encryption key, in-
cluding hyperchaotic system and CRT. In Sec.4 the (2, 2)-threshold QSS scheme
is exhibited.Then the analysis of the security of the scheme and some individual
attack strategies are analyzed in Sec.5.

Table 1. The results of splitting encryption key according to CRT

X 0 1 2 3 4 5

m1 = 2 0 1 0 1 0 1

m2 = 3 0 1 2 0 1 2
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Fig. 1. The behavior of the original hyperchaotic sequence κ, the upper one shows the
distribution of κ with the length of 4000 values; the under one exhibits the autocorre-
lation of κ

2 Quantum Hyperchaotic Encryption Algorithm

In this part, the hyperchaotic system will be introduced at first. In order to get
more suitable sequence, then the hyprchaotic sequence needs to be modified, at
last the encryption algorithm is depicted clearly.

In the proposed QSS scheme, an hyperchaotic system is used in the encryption
progress, which is modeled by⎧⎪⎪⎨

⎪⎪⎩
ẋ = a(y − x) + w,
ẏ = dx− xz + cy,
ż = xy − bz,
ẇ = xz + rw.

(1)

Where a, b, c, d and r are control parameters. When a = 36; b = 3; c = 20; d =
−0.5;and r = 0.8, the Lyapunov exponets of system (1)are λ1 = 0.591,λ2 =
0.136, λ3 = 0,λ4 = −26.109. It is abvious that the system showed in Eq.(1) is
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hyperchaotic. For one intitial condition(x0, y0, z0, w0), dealing with Eq.(1), we
can generate four hyperchaotic sequences xi, yi, zi, wi, which are non-periodic
and sensitively dependent on the initial condition (x0, y0, z0, w0). So we can
merge these four sequences into one hyperchaotic sequnece κ = kn, n = 1, 2, . . . , L
according to Eq.(2).

κ4i−3 = xi, κ4i−2 = yi, κ4i−1 = zi, κ4i = wi, i = 1, 2, . . . , L/4. (2)

Setting the initial conditions (x0 = 5, y0 = 10, z0 = 5, w0 = 10) and integration
step h = 0.001, and adoptting the forth order Runge-Kutta algorithm to solve
the Eq.(1). After 2000 times integrations, we drop first 1000 results and use the
second 1000 real values to obtain one-pad secret key κ, whose real values and
autocorrelation are exhibited in Figs.(1).

From the Fig.(1), it is easy to know that the autocorrelation of κ is not closely
related to the delta function. So it is quite necessary to make an improvement
to κ as follows:

κ∗
n = kn × 10m − round(kn × 10m), (3)

where m=0,1,2,3,4.κ∗
n stands for the improved sequence κ, and κ∗ ∈ (−0.5, 0.5).

When m=2,the values and autocorrelation of the improved sequence κ∗ are
showed in Fig.(2).

Comparing with Fig.(1)and Fig.(2), the improved sequence distributes more
uniformly, and the autocorrelation of sequence κ∗ is very close to the delta
function. Therefore the modified sequence has much better pseudo-random per-
formance and more suitable for one-time pad.

Let |P 〉 be a quantum message as |P 〉 = |P1〉
⊗ · · · |PL〉 with |Pi〉 = αi|0〉 +

βi|1〉, ∀i ∈ 1, 2, · · · , L. In this work, an operator U(k, n) = e−
2kπ
n is introduced,

which is a special operator. When n is fixed, U(k) has a period n, which means
U(k + n) = U(k). At the same time, it is obviously to find U(k) × U(−k) = 1.
According to these particular characters, U is appropriate to encrypt quantum
message |P 〉 as follows:

EK(|P 〉) = U(K)|P 〉 =
L⊗

i=1

e−
2Kiπ

n |Pi〉. (4)

Where K is generated from hyperchaotic sequence κ∗ with the same length of
quantum message |P 〉, the details is show in Eq.(5):

Ki = mod(|fix(κ∗
i × 1014)|, n), i = 1, 2, . . . , L. (5)

After encryption, the quantum message |P 〉 becomes |P ′〉, for each qubit, |P ′
i 〉 =

α
′
i|1〉+ β

′
i |0〉. Based on the characters of operator U ,the decryption algorithm is

given by

DK(|P ′〉) =
L⊗

i=1

e
2Kiπ

n |P ′
i 〉. (6)

In this paper, a hyperchaotic sequence also can generate a rearrange sequence
for disturbing sequence. If the hyperchaotic sequence,which can be obtained
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Fig. 2. The behavior of the improved hyperchaotic sequence κ∗ , the upper one de-
picts the distribution of κ∗ with the length of 4000 values; the under one paints the
autocorrelation of κ∗

from Eq.(1), is H with length L, the rearrange sequence R has the following
properties: 1. R has the same length L with H ; 2. The values of R sequence
are all different integers between 1 and L; 3. If rank H from small to large, Ri

presents the place of Hi, i ∈ {1, 2, . . . , L}. Thus, R is available to rearrange a
sequence S with length L, the way is described as: Si is mapping to the place
Ri ,i ∈ {1, 2, . . . , L}.

3 Distribution of Encryption Key

The description above shows the generation of secret key K from hyperchaotic
system, and the process of encryption and decryption . In this section, the Chi-
nese Remainder Theorem is applied to split K into m parts, which is detailedly
described in ”Quantum Secret Sharing Based on Chinese Remainder Theorem”
by Shi et al in Refs.[29]. Following, it will be simply described:
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3.1 The Chinese Remainder Theorem

Early in 1247, the original Chinese Remainder Theorem was brought out by
SunZi. Resently, the CRT has lots of applications in classic cryptology, such as
RSA algorithm calculation, classical secret sharing and so on. Later, the general
CRT will be exhibited.

Lemma 1. Let n ≥ 2,m1, . . . ,mn ≥ 2, and a1, . . . , an ∈ Z. The system of
equations ⎧⎪⎨

⎪⎩
X ≡ a1modm1,
...
X ≡ anmodmn.

(7)

have solutions in Z , if gcd(mi,mj) = 1,for all 1 ≤ i ≤ n, 1 ≤ j ≤ n. It has been
proved that this solution can be gotten,when

X =
n∑

i=1

TiMiaimodM, (8)

whereM = m1×m2×· · ·×mn,Mi = M/mi, Ti×Mimodmi = 1, for all 1 ≤ i ≤ n,
and the solution X < M . Setting n = 2,m1 = 2,m2 = 3, the system can present
any number in set X , where X ∈ {0, 1, 2, 3, 4, 5} showed in Table.(1). So the
dealer maps a number ∈ X to two secret numbers according to the Table.(1).
For an example, number 5 is mapped to 1 for m1 = 2, and 2 for m2 = 3.

3.2 Distribution of the Secret Share

The high-dimension GHZ state is utilized in this quantum secure communication
(QSC)[30]. In d-dimension Hilbert space, the maximal GHZ states are

|ψk
nm〉 = 1√

d

d−1∑
j=0

exp(
2πijk

d
)|j〉

⊗
|j + nmodd〉

⊗
|j +mmodd〉. (9)

There are two sets of measuring basis(MB) in d-dimension Hilbert space: the
Z-MB are

|Z1〉 = |0〉, |Z2〉 = |1〉, · · · |Zd−1〉 = |d− 1〉. (10)

the X-MB are⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

|X1〉 = 1√
d
(|0〉+ |1〉) + · · ·+ |d− 1〉, ;

|X2〉 = 1√
d
(|0〉+ exp(2πid )|1〉) + · · ·+ exp( (d−1)2πi

d )|d− 1〉, ;

..., ;

|Xd−1〉 = 1√
d
(|0〉+ exp(2(d−1)πi

d )|1〉) + · · ·+ exp( (d−1)×2(d−1)πi
d )|d − 1〉.

(11)
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Let d=3 for an example, the 27 kinds of GHZ states are⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

|ψ0
00〉 = 1√

3
(|000〉+ |111〉+ |222〉),

...

|ψk
nm〉 = 1√

3

∑2
j=0 exp(

2πijk
3 )|j〉⊗ |j + nmod3〉 ⊗ |j +mmod3〉

...

|ψ2
22〉 = 1√

3
(|022〉+ exp( 4πi3 )|100〉+ exp( 8πi3 )|211〉).

(12)

the Z-MB are
|Z1〉 = |0〉, |Z2〉 = |1〉, |Z3〉 = |2〉. (13)

and the X-MB are

|X1〉 = 1√
3
(|0〉+ |1〉+ |2〉),

|X2〉 = 1√
3
(|0〉+ exp(2πi3 )|1〉+ exp(−2πi

3 )|2〉),
|X3〉 = 1√

3
(|0〉+ exp(−2πi

3 )|1〉+ exp(2πi3 )|2〉).
(14)

Thus in the communication process, the states of GHZ are used to transmit secret
share, and the two sets of measure basis are utilized to check the existence of
eavesdropper.

4 Scheme Descriptions

The details of QSS scheme of (2,2) is showed as follow. Suppose the dealer wants
to share a quantum message |P 〉 , which is composed of L (L ∈ Z, andnmod3 =
0)qubits with Alice and Bob.

Step1Modulus negotiation, channel-dimension and hyperchaotic system ini-
tialization. Suppose Alice and Bob choose 2 and 3 as their moduli respectively
for quantum communication. Assume the control parameters of hyperchaotic
Ref.(1) and initial values are a = 36, b = 3, c = 20, d = −0.5, r = 0.8;x0 =
5, y0 = 10, z0 = 5, w0 = 10; l = 1000,m = 2. The parameter l=1000 means
abandon the first 1000 iterations. Using the hyperchaotic system Ref.(1), the
hyperchaotic sequence κ∗ is acquired, which is utilized to generate secret key K
by Eq.(5), with n = 6. K has the same length L with quantum message |P 〉.
Using the same way, we can obtain another two hyperchaotic sequences, and
generating two rearrange sequences R1 and R2.

Step2 Encrypting quantum message |P 〉 to |P ∗〉 with K using Eq.(4) and

mapping the key K to two subkeyK1 ∈ {0, 1}L for Alice and K2 K1 ∈ {0, 1, 2}L
for Bob according to the CRT as Table.(1), i.e.,

K1i = Kimod2. (15)

K2i = Kimod3. (16)

Step3 Secret key distribution using high-dimension GHZ states.
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According to the subkeys of Alice and Bob,the dealer prepares the GHZ states
which are defined as |ψk

nm〉in Eq.(9), letting

n = Ki3j−2,m = Ki3j−1, k = Ki3j, (17)

where i ∈ 1, 2, j ∈ 1, 2, . . . , L/3. Then denote the prepared GHZ states sequences
as Q and S respectively to Alice and Bob. Take Alice for an example: Q is
described as [Q1

1, Q
2
1, Q

3
1, Q

1
2, Q

2
2, Q

3
2, · · · , Q1

L/3, Q
2
L/3, Q

3
L/3]. Here Qj

i represent
the j − th particle in the i− th GHZ state. And then the dealer using rearrange
sequence R1to disturb the order of the particles in Q, and obtain a new sequence
Q

′
. Only the dealer knows R1 for recovering the disturbed GHZ states.
For security, the dealer inserts some decoy phones named as D particle,

selected randomly from Z0, Z1, X0andX1, which is defined in Eq.(10,11). and
writes down the positions of D particles. Then he sends the Q

′
sequence with D

particles to Alice.
After confirming Alice has received the whole theQ

′
sequence with D particles,

the dealer tells Alice the position and status of D particles publicly. According to
this message, Alice picks out the D particles, measures them with the right MB,
and then she can get the error rate of the sequence transmission. If the rate larger
than the threshold,gives up the process. Otherwise, Alice will rearrange the P

′

sequence under the instruction of the dealer, so as to recover the P sequence. At
last, Alice performs GHZ-state measurement on each three particles and obtains
K1 according to the Eq.(17).

Similarly, the dealer have the same communication with Bob replacing K1, Q
and R1 with K2, S and R2 for and Bob get the secret share K2.

Step4 Quantum message recovery. When Alice and Bob want to recover the
secret message, they exchange their secret share K1 and K2, using the way as
step 3. Alice sends K1 to Bob in 3-dimension channel,and Bob sends Alice K2 in
2-dimension channel. For preventing one participant refusing to sends oneself’s
share, after receiving the other share. They exchange their rearrange sequence
R1

′
and R2

′
block by block. Or invite an impartial third-party, i.e., the dealer,

to assist them. By another method, we can cut down the range of X showed in
Table.(1)to {0, 1, 2, 3}, so numbers 4 and 5 are used as trap for authenticating
participant. If the conditions of (K1i = 0,K2i = 1)and (K1i = 1,K2i = 2)
happened, the recovery progress should be stop.

5 Security Analysis

Due to the insecure channels, we are always challenged by eavesdropping. What’s
worse, the dishonest member or more may cheat others to obtain the secret. So
next the security of the proposed scheme will be analyzed in following possible
cases:

(1) intercept-resend attack
The eavesdroppers intercept the quantum message , measure them or replace

them with some new photons, then resend them to the channel. But they don’t
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Fig. 3. The process of the QSS proposed in this paper. Here the D particle is without
considering.

know the dimension , the right order of the sequence and the places and states
of these D particles. Therefore, it is no gain , no matter how many particles Eve
gets. The only way Eve can gets information is guess. What’s worse, before the
dealer broadcasting R-the order of the GHZ sequence, he will be detected with
the probability 1 − ( 1

m )n, where m is the dimension of GHZ or the kinds of D
particles; n is the number of D particles inserted. So, it is easier to detect the
exsitence of Eve with higher dimension or longer key.

(2) Trojan horse attack and EPR-pair attack
From references [31–33], the way to defeat these two attacks is inserting several

sample photons randomly into P
′
sequence, which is done in this QSS scheme.

(3) Dishonest participants attack
When Alice and Bob receive their own shares, the both can guess the original

key K,which is composed of L numbers, Ki ∈ {0, 1, 2, 3, 4, 5}, i ∈ [1, L]. Accoring
to the Table1,it is easy to see that the probability for Alice is(13 )

L and for Bob
it is (12 )

L, to obtain the whole information of K. So, in the progress of quan-
tum message recovery, the message is exchanged block by block, and adding two
traps. Suppose the length of block is l, Bob is dishonest, he wants to get the
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other share of Alice without giving his own share to Alice, or supplying a fake
share. This paper only considers that Bob sends all false messages, that means he
replaces 0 with 1 or 2; 1 with 0 or 2; 2 with 0 or 1, randomly. For each block the
probability of Bob not to be found isp = (12 )

l. If the length of message received
by Bob before being detected is �. The Expected value of � is E(�) calculated as

E(�) =
∑

L
s=1s · l · ps−1. (18)

According to different length l, the message Bob can obtain is mostly from
the first block, especially when l longer than 6. Due to the message carrier is
GHZ state, So l = 6 will be fine. The GHZ states sended by Alice stand for 0
and 1 with equal probability. Therefore the information Bob can abtain before
being found is

H = E(�) ∗H(0.5) = E(�). (19)

6 Conclusion

This paper proposes a new and simple scheme to realize (2, 2) quantum secret
sharing, which applies the secret sharing feature of CRT. The CRT equations can
conveniently cut the secret sequence into several ones for different shares. The
hyperchaotic system is used to generate random secret key to encrypt quantum
message. QSDC with high-dimension GHZ provides great help for this security
and large-capability quantum information channel. To recover the secert, the
participants should collaborate with each other, exchange their shares, and do
some caculation according to computation of the solution for CRT, or the table.
Meanwhile a trap is suggested in the secret recovery phase for avoiding dishonest
participants. The scheme is also available for more participants.
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Abstract. Wireless communication experiences a worldwide blooming in recent 
decades. Virus defense becomes a key issue, receiving much attention in the 
academic and industrial com-munity since traditional virus defense technologies 
designed for wired communications have many limitations in wireless environ-
ment. In this paper, by analyzing large-scale trace files of a campus wireless 
network and proper modeling of the propagation process, we identify several 
factors that affect the spreading of a virus. We then propose a new mechanism to 
prevent virus spreading in large-scale wireless network environment. 

Keywords: Virus Spreading, WLAN, Virus Protection, Propagation Model. 

1 Introduction 

Recent years wireless communication infrastructures and portable computing equip-
ments have widely deployed(such as lap-top computers, smart phones and PDAs). 
Wireless communication is deeply integrated and embedded in people’s daily life, 
since many wireless devices are equipped with GPS devices or other advanced loca-
tion technologies. A thorough understanding of user’s contact patterns is bound to 
help the design, operation, maintenance and security of wireless communication net-
works. The analysis method in wireless network nowadays is changing from early 
statistical method to human-behavior analyzing. Following this trend, we study virus 
spreading patterns in wireless network environment by analyzing large-scale trace 
files of a campus wireless network.  

In this paper, some public campus network datasets are chosen as our research 
samples. Campus-wide trace dataset is easier to obtain and can serve as a good realis-
tic simulation of virus spreading. First, it provides a comparative integrated and loca-
lized testing sample because most people study and live within the campus, so that 
outside users can be reasonably ignored. Second, there are typical user groups in a 
campus, such as students, teachers and workmen, resulting in the structural regularity 
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of the trace files. Many contact-based viruses propagate when two users are physical-
ly near. Thus, analyzing network traces is the first step towards virus defense.  

In this work, we identify that human’s behavior patterns provide unique and novel 
approach to understand virus spreading. First, in the social aspect, wireless networks 
are deeply integrated and embedded in people’s daily life. Users' network behaviors 
reflect their social relation and activities, e.g., users with similar interests or attributes 
will group together, and their wireless devices may connect to the same access point. 
This social behavior could be identified by mining the network traces. Secondly, for 
virus defense, the social behavior of wireless users exert great influence on the virus 
propagation, so understanding the social characteristics can provide new methodology 
for virus protection. Furthermore, with the one-to-one mapping between network 
devices and users, this methodology may be some help for defending human virus, 
since those two kinds of virus considered in the context are both contact-based. 

The main contribution of this paper is two-fold. First, by analyzing a set of network 
traces, we identify the behavioral patterns of network users and propose a new me-
thod for virus protection in wireless network. Second, we study how various factors 
affect virus spreading in wireless networks.  

The paper is organized as follows. In Section 2, we introduce related work and our 
research problem. In section 3, different factors are analyzed by simulation for virus 
spreading in wireless network. In section 4, we analyzes our experimental data and 
presents results. We conclude this paper in Section 5. 

2 Related Work and Problem Statement 

The research about virus spreading in computer networks introduce lots of interesting 
ideas from biological virus study, because the model of biological viruses and  com-
puter viruses are closely related. Authors in [1-2] used the propagation model of bio-
logical viruses to simulate the propagation of computer viruses. However, this tradi-
tional virus propagation model (i.e. SI model) does not take into account the features 
of wireless networks. In this model, a virus propagates from one infected devices to 
those susceptible devices, which in turn become infected and continue to spread vi-
ruses to other susceptible devices. There are two assumptions in this tradition model: 
the number of users is constant, and each susceptible device has the same opportunity 
to be infected. However, in wireless networks, users may be online or offline at any 
time, such that susceptible devices have different opportunity to be infected with the 
constantly changing of the wireless network infrastructure. Based on these differenc-
es, studying virus propagation with dynamic user behaviors and network infrastruc-
ture in large wireless LAN becomes very challenging. 

Mickens and Noble introduced a way of probabilistic queue, which is used to study 
the spread of viruses among mobile phones [3]. In this work, multiple queues were 
created, each of which represents a separate propagation of viruses. Zheng et al intro-
duces a virus transmission model in mobile phone network ,which is based on radius, 
moving speed, and distribution density [4]. By studying network protocol to observe 
the propagation of viruses, De et al. obtains the propagation speed by simulating [5]. 
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Tan and Munro proposed an adaptive probabilistic transmission protocol in an urban 
environment, which adapts network topology gradually [6]. Tang and Mark propose a 
SIR-M model to imitate viruses from a node spreading to the entire network [7]. Tang 
proposed an improved SI model to show the network's ability against anti-virus[8]. 
Wang et al. studies the mobile phone network and describes the characteristics of 
viruses’ breaking out in such environment [9]. 

There are very few papers taking traces of WLAN into account when studying vi-
rus propagation. In this paper, we analyze the characteristic of WLAN with traces to 
show a different view about virus spreading. 

3 Virus Propagation in Large Wireless LAN 

We analyze the virus spreading process from three aspects. That is, the total online 
time of a user, the total number of unique Access Points (short for APs) that a user 
has visited, and the times that a user changes from one AP to another. In this section 
we first introduce how to use trace files to simulate virus spreading. Then we explain 
why we use these three factors and present our experiment results.  

Our data is from Dartmouth College during spring of 2004 (04/05/0406/04/04), 
the data covers 586 APs in 161 buildings spread over about 200 acres, with registratio
n patterns from 6202 users. The APs provide 11 Mbps coverage to entire campus duri
ng this period; since the campus is compact, the interior APs tend to cover most out-
door spaces. 

The APs transmit a  “syslog” message every time a WiFi client card associates, re-
associates, or dis-associaties with the AP; the message contains the unique MAC ad-
dress of  client card. A user’s trace refers to the record of a single user’s registration 
related events,  including the OFF state, which represents  user’s departure from 
network (by turning off the device or leaving the ranges of all APs) [10]. 

3.1 Simulation of Viruses Propagation 

Formula (1) shows the record format of a user: 

{ })p,(t,),p,(t),p,(t nn21 21
                          (1) 

Where ( )ii p,t  is the record at time instant i, n is the total time stamps for obser-

vation, 
ip represents the location and 

it represents time point when the use arrives at 

ip . In favor of analysis, we will proceed the sampling every two minutes from origi-

nal record. We choose the sample time as two minutes because if the sample time is 
too long, the virus can’t spread; and if the sample time is too short, the speed of 
spread is too fast and it is not realistic. Figure 1 shows the process of the sampling.  

Formula (2) shows the record after sampling, where
it

p represents the online:  

{ }...t1 t2 tnp , p , , p                                    
(2) 
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Fig. 1. The progress of data sample 

Using the sampled data, we can determine whether an infected user can infect other 
susceptible users. For example, user A is infected and user B is susceptible, 
represented respectively as﹛pa1,pa2,…,pan﹜and﹛pb1,pb2,…,pbn﹜,. If pai=pbi, 
then user A and user B are online at the same place and at the same time, so user A 
transmits viruses to user B with possibility of ε. 

In order to analyze how different factors affect virus spreading in WLAN, and  
figure out the characteristics of viruses’ breaking-out, we perform simulation experi-
ments from the following three aspects: the total online period of users, the total num-
ber of APs, and the frequency of a user changing from one AP to another. 

3.2 Total Online Period of Users  

The total online period is the sum of a user’s online time. Naturally, if a person has 
longer online time period, he has a higher probability to spread viruses or be infected 
by viruses. 

Table 1. Algorithm 1 

Preprocessing data and obtaining total online time  

PreTreatmentTime  UsersData(datamatrix)   
(1) while i>0  
(2) read data from datamatrix, data=datamatrix[i] 
(3) for each record from data  
(4) record=data[j]; 
(5) time+=record.time; 
(6) repeat 3 
(7) datamatrix[i]=time; i--; 
(8) repeat 1 
(9) return datamatrix; 

 
In order to analyze the impact of this parameter on virus propagation, we first find 

the user who has the longest online time and denote the time as maxt . Next, we immun-

ize those users whose online time longer than maxtα ∗ , where α (0<α≤1) is a coeffi-

cient. In this experiment we increase α constantly to find the relationship between the 
total online time of users and the virus propagation. Algorithm 1(in Table1) and Algo-
rithm 2(in Table2) are used to describe this process. 



 Restraining and Characterization of Virus Propagation in Large-Scale Wireless LAN 433 

In Algorithm 1,Datamatrix stand for the data set of all users, data represents a us-
er's record set, record present a record of a data, time is the total online time of a user, 
i represents the total number of data set, and j represents the total number of the 
record set. 

In Algorithm 2,datamatrix stand for all users' the data set, data represents a user's 
record set, record present a record of a data, getvirus maens a user infected, i 
represents the total number of data set, j represents the total number of the record set,k 
represents the total number of users with viruses. 

Table 2. Algorithm 2 

Processing data and observing the influence of three fac-
tors above (The total online time of user/the total number 
of AP of user /the times of a user changing from one AP 
to another) on the virus spreading. 

TimeEffect  TimeData(datamatrix)   
(1) while j>0  
(2) while k>0 
(3)  read data from getvirus, data=getvirus[k]; 
(4)  while i>0 
(5)  data_susceptible=datamatrix[i] 
(6)  if(data[j]==data_susceptible[j])  
(7)  i have ε  chance to add to getvirus 
(8)  repeat4  
(9)  repeat 2 
(10) repeat 1 
(11) return getvirus 

Table 3. Algorithm 3 

Preprocessing data and getting the total number of Ap of 
all users 

PreTreatmentWide  UsersData(datamatrix) 
(1) while i>0  
(2) read data from datamatrix, data=datamatrix[i] 
(3) for each record from data  
(4) reacord=data[j]; 
(5) wide[record.pos]=1; 
(6) repeat 3 
(7) count wide[] number to var number 
(8) datamatrix[i]=number; i--; 
(9) repeat 1 
(10) return datamatrix; 
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3.3 Total Number of APs 

The total number of APs of a user is the number of APs that a user connects, where a 
larger number means the user visits more places within the campus. 

In order to analyze the impact of this factor on virus spreading, we first add up the 
total number of all APs of a user and record it as a vector. In order to find the rela-
tionship between these factors and virus propagation, we introduce a parameter β as 
immunized rate and to observe the result. The progress is described by Algorithm 2(in 
Table2) and Algorithm 3(in Table3).  

In Algorithm 3, datamatrix stand for all users' the data set, data represents a user's 
record set, record present a record of a data, wide is a vector which presents the num-
ber of  of Ap of all user, i represents the total number of data set , j represents the 
total number of the record set. 

3.4 Frequency of a User Changing  

If a user changes between APs back and forth, then the node may also be a key node. 
In order to analyze the impact of this factor on virus propagation, we first count the 
maximum number of AP changes of all users and let λmax  equals to this number. Next 

we immunize users, whose number of AP changes bigger than maxγ λ∗ ,whichγ is a 

coefficient. 

Table 4. Algorithm 4 

Preprocessing data and getting the data the total 
online time of all users  

PreTreatmentFrequence  UsersData(datamatrix)  
(1) while i>0  
(2) read data from datamatrix, data=datamatrix[i] 
(3) for each record from data  
(4) reacord=data[j]; 
(5) if(record.time>2min) 
(6) fre[i]++; 
(7) repeat 3 
(8) datamatrix[i]=fre[i]; i--; 
(9) repeat 1 
(10)return datamatrix; 

 
We then constantly adjust γ to observe its impact on the virus propagation process. 

This can be described by Algorithm 2(in Table2) and Algorithm 4(in Table 4). 
In Algorithm 4, datamatrix stands for all users' the data set, data represents a user's 

record set, record say a record of a data, fre is a vector which presents the number of 
all users’ Ap changes, i represents the total number of data set, j represents the total 
number of the record set.  
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4 Experiment and Analysis 

In this chapter, we will analysis the experimental data, and put forward conclusion. 
The following three diagrams are the three experimental results above section, respec-
tively are the influence of online time on virus propagation(in Figure2); the influence 
of APs’ number on virus propagation(in Figure3); the influence of AP changes on 
virus propagation (in Figure4). 

In these figures, the series represent the value of α  which means the proportion 
of un-infected nodes in all nodes. We take α  as 0.01, 0.02, 0.03, 0.04, 0.05, 0.06, 
0.07, 0.08, 0.09 and 0.1. 

 

 

Fig. 2. The influence of online time on virus propagation 

 

Fig. 3. The influence of APs’ number on virus propagation 
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Fig. 4. The influence of AP changes on virus propagation 

According to the figures above, we can find that virus propagation in wireless net-
work satisfies logistics curve, as equation (3): 

 
1 cX

A
f(X)=

+ B e−∗
                                 (3) 

That is, they also meet logistic regression curves.  

 

Fig. 5. The fitting curve of the tenth sequence of Fig 3 
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We take out the tenth sequence in Figure 2 for analyzing and use Matlab to fit 
curve with parameters, and obtain A = 221.01, B =2.33, C =34.44 as Figure6. 

We take out the tenth sequence in Figure 3 for analyzing and use Matlab to fit 
curve with parameters, and obtain A=317.30, B= 2.52, C=25.73 as Figure7. 

 

Fig. 6. The fitting curve of the tenth sequence of Fig 4 

  

Fig. 7. The fitting curve of the ninth sequence of Fig 5 
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We take out the ninth sequence in picture 6 for analyzing and use Matlab to fit 
curve with parameters, and obtain A=379.67, B=6.06, C=55.07 as figure7. 

Therefore we can consider that the virus spreading in wireless network meets the 
law described in Equation (3). From Equation (3), we can know the following three 
conclusions: 

First, the three factors we discussed in Section 3 have significant effect on virus 
propagation in network. From the above three figures, we notice that the network 
viruses can not break out  when 0.03α ≤ , which means  viruses cannot break out if 
the long time users are immunized. In figure3, when 0.06α ≥ , we can see obviously 
that the network viruses start to grow rapidly after a critical point. From the figure4, 
the viruses cannot break out when 0.03α ≤ , while when 0.04α ≥ , it will break out 
after a critical point. the network viruses spread slowly when 0.03α ≤ , but when

0.04α ≥ , they spread rapidly after a critical point. 
Based on the first conclusion above, we believe that the virus spreading in wireless 

network is affected by these three factors: the online time, the total number of APs, 
and the times for a user changing from one AP to another. The virus will not break 
out under the situation where users who have spend long time online and have a wide 
range of Ap  are immunized, but when the number of infected users comes to a criti-
cal point , viruses will break out rapidly. In order to prove this, we increase the num-
ber of initial infection sources to observe the situation of the spread of viruses and get 
the following figure. From the figure8, we can see that the number of infection 
sources can only influence the position of critical point and can not affect whether it 
breaks out or not. 

From Figure 9, we can see that when the number of viruses comes to 1.5% of the 
total number of network users, viruses will growth rapidly. So we set 1.5% of users 
 

 

Fig. 8. Different initial number of the infected nodes to observe the virus transmission 
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are infected at the beginning of time. It can be seen from figure below the network 
viruses increase rapidly without delay. 

We then can draw the second conclusion: the initial number of infected users does 
little contribution to breaking-out of viruses; even small number of infected users will 
lead to break out. 

Based on the second conclusion, we get the third conclusion: in initial stage of a vi-
rus breaking-out, the path between users must be cut off completely. From the second 
conclusion we can see that a small number of infected users can lead to break out. 
Therefore, all viruses should be cleaned but this may be impossible. However from 
figure 3,4and 5 we found a strategy: we can immunize high risk users and this can 
protect all users. These three figures show that if we dislodge those users (spend long 
time online, have wide range of the APs, and change frequently between APs) the 
virus will not break out. These users are the most important nodes in protecting other 
users from infection. 

 

 

Fig. 9. 1.5% of total number of the infected nodes to observe the transmission of the virus 

5 Conclusion and Future Work 

In this paper we analyze the virus spreading in large-scale wireless LAN, and we get 
three conclusions. First, we analyze the human characteristics affecting  virus spread 
in WLAN, and confirm that human behavior has great effect on virus spreading. Se-
condly, according to trace files, we propose the strategy to defend virus spread in 
large wireless network, which can also be used to against biological viruses. At last , 
but not least, through the analysis of three different factors (the frequency of changing 
APs, total time spending in network, and the total number of APs who has visited in), 
we develop a mathematical model for virus spread and find some new features, and 
give out the exact parameters of the model. 

In our future work, we will propose a specific implementation plan which can use 
proposed characteristics in this paper to prevent viruses breaking out. Furthermore, 
with these characteristics, we can conclude a new immune program which is very 
cost-effective in time and bandwidth. 
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Abstract. Differential Power Analysis against AES proved to be effective, with 
use mask techniques, we can truncate the relevance and defense DPA attacks 
successfully. In this paper, we introduce a new mean called DFA (Differential 
Fault Attack), DFA has been shown successfully to attack AES algorithm with 
masking. We inject a fault to the intermediate results and other general form to 
obtain the ciphertext with faults, using the ciphertext we can recover the keys. 
Firstly, we construct the Sbox / InvSbox distribution tables to make the results 
sets space is less than 28 with two correct/fault ciphertexts pairs, even, in most 
cases, the set space are strict in 22. Secondly, we also demonstrated that the 
model of DFA we constructed can ignore the masking techniques and propose 
some methods to recover the keys with less time consuming and reduced 
searching space. Lastly, we make the module into an application and prove the 
module is effective. 

Keywords: DFA, Boolean Masking, Distribution Table, AES. 

1 Introduction 

DPA has been used to decipher AES [1] cryptographic algorithm successfully, how-
ever, using a masking technique , the AES cryptographic algorithm can defense 
against DPA, With further research Differential Fault attack (DFA) proposed by  
researchers. DPA attack is able to recover secret information by comparing the differ-
ences between the sample power trace and the correct key power trace. Örs et al [2] 
and Mangard et al [3] successfully broke the AES by using DPA attack. Higher-Order 
differential power attack (HODPA) is a more powerful attack that exploits joint lea-
kage information of several intermediate values to “crack” the secret information. 
Joye et al [4] and Proutff et al [5] analyzed 2ODPA attack in theory respectively. 
Waddle et al. proposed several different 2ODPA attacks to overcome the masked 
cryptographic algorithm [6]. The masked AES can resist against the DPA, but it still 
cannot resist against Differential Fault Analysis (DFA) attack. 

Fault attack first introduced by D. Boneh et.al, in 1996[7]. They showed that an 
induced fault in a smart-card device running RSA could reveal the entire secret key. 
Subsequently, Biham and Shamir proposed more lethal form of the attack [8] on DES 
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cryptosystem which known as Differential Fault Analysis. In 2001, NIST accepted 
Rijndael as the Advanced Encryption Standard (AES) following the attack on AES 
more and more. 

Currently the DFA attacks on AES can mainly divided into two categories, 1) at-
tacking the key strategies, 2) attacking the intermediate state. Dusart et.al [9] injected 
an error into the intermediate values before the 9th round of shiftRow Transformation; 
it requires 40 ciphertextes as additional information to reveal the all keys and the 
explore space is about 224. Gilles and Quisquater [10] make some improvements base 
on [9] and it injected one error into the states between mixColumns transformation 
located at the penultimate round and the third last round, this method need only two 
errors to recover the keys, but the explore space is large, it is about 232. Amir et al[11] 
proposed two models ,the one is inject some errors before the 9th round with six pairs 
of correct/fault ciphertext they recover all keys, the other use 1500 pairs correct/fault 
ciphertext to recover the keys, the second way need more information but have a 
smaller guess keys set space about 216.  Tunstall et al [15] use two steps to get keys, 
the first step own a statistical expectation of reducing the possible key hypotheses to 
232, and the second step to a mere 28. The methods above are based on the attacks at 
the intermediate state, the following about the attacks on key strategies. Kim and 
Quisquater [12] injected four faults into the 9th subkeys, it needs 12 pairs correct/fault 
ciphertext to recover the keys and the guess keys set space is much big. Kim [13] 
proposed a method inject four faults into the 8th subkey, but it needs 7 pairs ciphertext 
which is less than [12], but the derivation is more complicated and its explore space is 
more than 216 .  

In this paper we constructed a model base on attacking on the intermediate state, 
withing use this method, we need two errors and two pairs correct/fault ciphertexts, 
with a explore space of 28, even in most cases is 22 to recover an byte of the 10th sub-
keys, other, we give a more flexible model which constructed base on the this model. 
The models we proposed are sample but efficient, they have small explore space and 
the time complexity to recover all key bytes are about 26--214 which are smaller and 
lower than the exsiting methods. 

2 Preliminary 

2.1 AES 

AES is a symmetric encryption algorithm. It supports block size of 128-bits and key 
sizes of 128, 192 and 256 bits. The encryption process starts with the first key addi-
tion, followed by a number of round functions, which depends on the key size. In the 
encryption, the round function is composed of four transformations, ShiftRows cycli-
cally shifts to left the bytes in the last three rows of the state, with different offsets; 
SubBytes is the non-linear byte substitution and operates independently on each byte 
of the state; the MixColumns that multiplies modulo x4+1 the columns of the state by 
the polynomial {03}x3+{01}x2+{01}x+{02}; and finally the AddRoundKey add a  
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Fig. 1. Encryption process of AES 

round key to the state. All the needed round keys are generated by a key schedule 
takes the secret key and expands it as specified in the standard. 

2.2 Bollean Masking for AES 

We use six independent 8-bit masking values m0, m0’, m1, m2, m3 and m4, m0 is the 
input mask and m0’ is the output mask of the modified SubBytes operation.To simpli-
fy the calculation, we define m0=m0’ The remaining four masks m1, m2, m3 and m4 
are the input masks of the MixColumns operation, m1 is the mask in the first row, m2 
is the mask in the second row, m3 is the mask in the third row, and m4 is the mask  
in the fourth row. We defined the four input masks of the MixColumns as m= {m1, 
m2, m3, m4}, and m’= {m1’, m2’, m3’, m4’}, which are the resulting masks of Mix-
Columns.  

The effect of the mask is to eliminate the correlation between the intermediate re-
sults and power depletion, so the attacker cannot use the power trace to obtain the 
keys for Crptographic algorithms. 

At the beginning, we use m’={m1’, m2’, m3’, m4’} to mask the plaintext p and use 
mkey={mk1, mk2, mk3,mk4}={m1’⊕m0, m2’⊕m0, m3’⊕m0, m4’⊕m0}to mask 
the SubKey k. In this way, after the MixColumns operation, all the intermediate val-
ues are masked with m0. Then, the modified SubBytes operation changes the input 
mask m0 into the output mask m0’. Because all bytes of the state are masked with the 
same mask m, the ShiftRows operation does not affect the masking. Before MixCo-
lumns, we mask the intermediate values again with mmix={mm1, mm2, mm3, 
mm4}={m0’⊕m1, m0’⊕m2, m0’⊕m3, m0’⊕m4}, which change the input masks 
into m1, m2, m3, m4 in the first, second, third and fourth row separately. We can get 
the output masks m’= {m1’, m2’, m3’, m4’} of Mixcolumn which is same with the 
mask in the beginning.  Because Sbox is nonlinear, it has special requirements differ 
from the other operators. Algorithm 1 shows the Boolean mask for S-box. 
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Algorithm 1. Boolean Masking for S-Box 

Boolean Masking for S-Box

Input: Sbox S of n elements, each less than 28 in AES

Output: Randomized S-box  S
v

u . 

generate a random value u<n 
generate a random value v<256 

for i from 0 to n  
S

v

u (i)Sbox(i⊕u)⊕v 

return S
v

u  

3 DFA Attack to Masked AES 

In this subsection we discuss the reason why DFA which using the model will intro-
duce in the section V can ignore the mask AES have been used. We inject an error 
into the intermediate results before the 10th Sbox operation, in the next section we will 
loosen this restriction into a generalized situation. With the AES which use the Boo-
lean mask to protect against the attack, for example DPA. We can get the equation 
(1). 

C=(S
v

u (S)⊕( key⊕w)⊕v)⊕w , S=s⊕u                 (1) 

In equation (1), s represents the intermediate results before the Sbox of the 10th 
round operation. In order to get the results we choose two pair correct/fault cipher-
texts, so we can get equations (2) (3) as the u, v, w are random. We use C2’ to replace 
C1’, the C1 represents the ciphertext with error free, and C2’ represents the ciphertext 
which injected a error to the intermediate results before the 10th Sbox operation. 

C1=(S
v

u

1

1 (S1)⊕( key⊕w1)⊕v1)⊕w1                      (2) 

C2’=( S
v

u

2

2 (S2⊕ej)⊕( key⊕w2)⊕v2)⊕w2                 (3) 

To look up the Sbox Boolean Masking Algorithm, from (1)(2)(3) we can obtain 
(4). 

C1⊕C2’=(S
v

u

1

1 (S1)⊕( key⊕w1)⊕v1)⊕w1 

    ⊕(S
v

u

2

2 (S2⊕ej)⊕( key⊕w2)⊕v2)⊕w2 

           =Sbox(s)⊕Sbox(s⊕ej)                              (4) 

According to the equation (4), we find that the equation is unrelated with the ran-
dom generated values, and it degenerated into the condition with no mask. So we can 
use the same ways which will introduce in the next section to look for the answers. In 
this subsection we understand that the AES with Boolean Mask is invalid to DFA, so 
when we going on a DFA, the masking should be ignored. 
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4 Proposed Fault Module to Break AES 

In this subsection, our goal is to construct a deduction model to attack the masked 
128bits-AES. The most important is how to build up a fault generation modules, 
which can inject the faults to the proper position of the design. 

First we create the AES “InvSbox Distribution Table” which is very important to 
reduce the search space for keys . 

        InvSbox: InputOutput;   // the InvSbox distritution 

C⊕C’=Input 
InvSbox(C)⊕InvSbox(C’)=Output 

We can obtain the InvSbox distribution and get the possible guess values C from 
the map relationships. 

Table 1. Examples of InvSbox Distribution 

Distribution   
0x1a0x01 

Distribution 
0x4b0x04 

(94,8e),(8e,94) (55,1e),(1e,55)

(8e,94),(94,8e) (1e,55),(55,1e)

 
As discussed above in Section 2, the AES’s 10th round has no the MixColunms op-

eration the ShiftRows do not change the values of intermediate results. Therefore, 
when we explore the 10th round operation, we can only think of the Sbox (InvSbox) 
and AddRoundKey operations, we inject a known error ej into the intermediate results 
before the 10th round Sbox operate, so, we can obtain the equations as follows. To 
simplify, we use the unprotected 128-bits AES as an example, the masked 128-bits 
AES can also be attacked as discussed in Section 4. 

     C= Sbox(S)⊕key                                (5) 

      C’=Sbox(S⊕ej)⊕ key                            (6) 

S represents the intermediate result before 10th Sbox.We can obtain equation (7) 
from Equations (5) and (6). 

InvSbox(C⊕key)⊕InvSbox(C’⊕key)= S⊕S⊕ej=ej          (7) 

And (7) is equivalent to the following equation(8),  

InvSbox: C⊕key⊕C’⊕keyej 
=> 
InvSbox: C⊕C’ ej                                   (8) 

Therefore, we can achieve the possible guessed values of C⊕key, and the possible 
guessed keys. Alternatively, we can pick the C1 and C1’ (with an inject error ei) in the 
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condition that the keys used for C and C1 must be the same. So we can use two pairs 
of correct/fault ciphertext to generate two sets of guessed key and the intersection of 
sets are the correct key. Using this model, we should use two faults, two pairs of the 
correct/fault ciphertexts to retrieve one key byte, and repeated 16 times to obtain a full 
private keys. 

Because the faults do not affect the round keys, it only affect the intermediate 
states, we can reconstruct the model which was discussed before, if a fault have been 
injected before the 8th round, as one byte fault can expand to 4 fault bytes, then ex-
pand to 16 bytes [14] through the MixColumns Transformation, Fig.2 shows this 
process, we can obtain ciphertexts whose bytes are all wrong. Then we assumed that 
all the faults induced into the states before the Sbox operation in the 10th round of 
AES, no matter which round it was really. We can use the same way discuss above to 
recover the keys. The difference between the method discuss first and this method is 
whether the error ej is known or unknown which increase the flexibility for the at-
tacker. After successfully injects a random error, we develop a program to perform an 
exhaustive search in the space of 28 to determine the errors. Then we can use it recov-
er the all bytes of the 10th subkeys. By using this method, we only need two random 
faults and two pairs correct/fault ciphertexts to obtain the all bytes of keys. 

In this Subsection, we introduce two methods about the DFA. The first way need 
2 known faults, and 2 pairs ciphertexts to obtain one byte key, so it should do 16 
times to obtain the full keys. The second way needs two random faults and 2 pairs of 
ciphertexts to obtain the full keys for only once. The time complexity (the number of 
operations to get the full keys included the time to explore the guess keys space) are 
26 and 214 which are far less than the existing methods that have been introduced in 
section 1. 

 

 

 

Fig. 2. The Process of Faults Expand 
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5 Experimental Results 

As discussed before, in order to make our reduce models sample, we choose the me-
thod introduced in section 4 to prove it is effective. In order to get the right results and 
make the DFA successfully we should get at least two pairs of correct/faulty cipher-
texts in our reduce modules. We randomly picked up two plaintexts, which defined as  

P1=0x328831e0435a3137f6309807a88da234 
P2= 0xec4a721e562335446ba263ee2b6372ac 

We define the initial key are. 

Key =0x2b7e151628aed2a6abf7158809cf4f3c 

So the 10th keys are 

key10=0xd014f9a8c9ee2589e13f0cc8b6630ca6 

And the map ciphertexts are 

C1=0x3925841d02dc09fbdc118597196a0b32 
C2=0x69189b1b31683c90bbdbf1ecadb909f3 

Note here, we targeted at the last byte of key10 as an example to illustration DFA 
attack, ej represent the one bit error in the design where j is the position of the bit 
flipping. If we successfully injected one bit error (e0) to the intermediate results be-
fore Sbox, we could get the first faulty ciphertext as 

C1’=0x3925841d02dc09fbdc118597196a0b28 
C1⊕C1’ 

        =0x3925841d02dc09fbdc118597196a0b32 
         ⊕0x3925841d02dc09fbdc118597196a0b28 

=0x1a 
=Sbox(s1) ⊕Sbox(s1⊕e0) 

Our attack object is the last byte, so the last byte of C1 and C1’ are 0x32,0x28 
which is regarded as the two inputs of Distribution Table for InvSbox, the input XOR 
is 0x1a, and the output XOR is equaling to e0(0x01),from Distribution Table, 
0x1a0x01 entry has value 2, and only two pairs satisfy this entry, combined with 
the input values, we could easily retrieve the possible guess keys for C1 and C1’. 

Table 2. Possible keys for 0x1a->0x01 with inputs 0x32 and 0x28 

InvSbox  input possible guess keys

0x94,0x8e 0xa6,0xbc

0x8e,0x94 0xbc,0xa6
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Similarly, we inject the bit error e2 (0x04) to the intermediate results before Sbox 
for C2, and we could obtain C2’, 

C2’=0x69189b1b31683c90bbdbf1ecadb909b8 
C2⊕C2’ 

=0x69189b1b31683c90bbdbf1ecadb909f3 
⊕0x69189b1b31683c90bbdbf1ecadb909b8 
=0x4b 
=Sbox(s2) ⊕Sbox(s2⊕e2) 

The last byte of C2 and C2’are 0xf3, 0xb8 regarded as two inputs of distribution 
table for InvSbox, the output is e2=0x04，from table Distribution ,0x4b0x04(e2) 
entry has value 2, and only two pairs satisfy this entry the same as Table 2,we can get 
our Table 3. 

Table 3. Possible keys for 0x4b->0x04 with inputs 0xf3 and 0xb8 

InvSbox  input possible guess keys

0x55,0x1e 0xa6,0xed

0x1e,0x55 0xed,0xa6

 
From table 2 and 3, the common guessed key is only 0xa6 which is the last byte of 

the 10th keys of AES. By selecting different ciphertext and injecting error, we could 
easily recover the 10th keys. We know masked design is almost the same as in the 
unprotected one. Therefore, it is obvious that the DFA methods we proposed could 
efficiently recover the keys of AES, even with masking. In our example the error we 
choose is bit error(s), in fact we can choose every value less than 28 as the error(s) 
injected to the intermediate results. 

According to the feature of InvSbox distribution table, for each key we can restrict 
the explore space in the 28, and in most conditions the explore space is 22. 

6 Conclusion 

In this paper, we inject a error into the intermediate state before the 10th round’s Sbox 
operation for the 128-bits AES and an other general form which is more flexible, 
using any one we can obtain the right/fault ciphertext pairs, with the help of InvSbox 
distribution table we can make the space of keys guess sets strict into 28, even, in 
most cases, the space is 22, and the time complexity are 26 and 214 which are far less 
than the existing methods that have been introduced in section I. We also proved that 
the Boolean masking using in the AES can be ignored. We make the module into an 
application and proved the module is effective.  

Our model is built on the basis of the 128 bits-AES, so facing versions for 192 and 
256 bits AES the effective the model can made is limited, and they are our next 
works. 
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Abstract. Dynamic binary analysis has demonstrated its strength in solving a 
wide-spectrum of computer security problems. However, existing DBA tools 
don’t support ARM-based OS. The latest version of Valgrind can support ARM 
executable, but it can’t perform the whole-system analysis. The other DBA/DBI 
frameworks, such as TEMU, PIN and DynamoRIO, do not support ARM archi-
tecture. This paper presents a dynamic analysis tool that can extract the whole- 
system view and analyze the behaviors in ARM-based OS in a whole-system 
out-of-the-box way. An exploitation analysis module is given to demonstrate 
how to develop an application module based on this DBA tools. The application 
example shows this DBA tool has the features of good feasibility and scalability. 

Keywords: Dynamic Binary Analysis, ARM, Embedded OS, Exploitation 
Analysis. 

1 Introduction 

ARM processors are widely used in the embedded devices, such as routers, switches, 
mobile phones, printers and industrial systems. ARM-based devices are also popular 
in the critical communication and network infrastructure. So attacks to ARM-based 
embedded OS will get more and more attention from the attackers and the attacks will 
also be more advance. For example, though, on many new ARM-based platforms the 
stacks are non-executable, thus attempting to exploit them is more difficult than in the 
past. However, making the stack non-executable is not enough. There are possibilities 
to exploit the ARM when the stack is not executable [1]. The features, such as “No 
eXecute(NX)” and ASLR, are introduced to defend against stack/heap over-flows in 
ARM-based devices. But the smart attackers have found ways to exploit stack/heap 
overflows even though XN/ASLR protection features are enabled [2]. 

Dynamic binary analysis has demonstrated its strength in solving a wide-spectrum 
of computer security problems, such as malware analysis, protocol reverse engineer-
ing, vulnerability detection, exploitation diagnosis and software testing, etc. An ex-
tensible platform for dynamic binary analysis provides a foundation for solving these 
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problems. What’s more, the out-of-the-box approach that performs analysis complete-
ly outside the execution environment can provide excellent isolation and good trans-
parency. It makes it more difficult for malware to detect the presence of the analysis 
environment and interfere with analysis results. 

However, existing famous DBA tools have limitations to perform out-of-the-box 
analysis to ARM-based Linux. For example, Pin [3] is a very famous and powerful 
tool for the instrumentation of programs. It supports Linux and Windows executables 
for IA-32, Intel64, and IA-64 architectures. What’s more, it can only provide a local 
view (i.e. a view of a single user-mode process). Valgrind [4] is a GPL licensed sys-
tem for debugging and profiling Linux programs. Valgrind supports many platforms, 
including x86, AMD64, ARM, PPC32/64, MIPS and etc. However, it can also pro-
vide a local view only. TEMU [5] is the dynamic analysis component of BitBlaze (a 
binary analysis platform) that provides whole-system emulation and dynamic binary 
instrumentation including taint analysis. TEMU currently supports x86-based win-
dows and Linux, but it does not support ARM-based OS. DynamoRIO [6] is another 
DBI framework that allows custom instrumentation code to be integrated in the form 
of dynamic libraries. DynamoRIO provides efficient, transparent, and comprehensive 
manipu-lation of unmodified applications running on stock operating systems (Win-
dows or Linux) and commodity IA-32 and AMD64 hardware. It has no future plan to 
support ARM architecture. 

So there is a pressing need to develop an extensible dynamic binary analysis tool 
that supports ARM architecture. We have developed a proof-of-concept DBA tool 
based on a whole-system emulator QEMU [7]. It uses whole-system out-of-the-box 
approach to analyze the kernel and application processes in the ARM-based embed-
ded OS. 

2 Design and Implementation 

The overview of the prototype can be found in Fig. 1. The guest operation system is 
running on QEMU who’s an efficient CPU emulator that uses dynamic binary transla-
tion. The analysis is completely performed from outside and the target ARM-based 
Linux OS can remain unchanged. 

2.1 Guest OS View Extraction Module Template 

The OS-level view is essential for analyzing the target OS. This module extracts the 
necessary information for implementing useful security applications including the 
process list, module list, system memory, storage, hardware events, and network traffic.  

We take advantage of the technique named virtual machine introspection (VMI), 
which was first proposed for host intrusion detection [8], to obtain the processes and 
modules information. According to the design of Linux kernel, every process is de-
scribed by a kernel struct named task_struct, and the init_task that points to a list of 
active tasks maintained in a task_struct list. Firstly, we get the offsets of those import 
fields in the vital struct(such as the offsets of pid and mm in task_struct, the offsets of 
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vm_start and vm_end in vm_area_struct and etc). And then we use these offsets and 
the global variable init_task to extract the processes and modules information. To 
make this information readily available for analysis, we also maintain a shadow task 
list with selected information about each task. We also update our shadow list when-
ever the base information changes. We do this by monitoring several system calls, 
such as do_fork and do_exec, and update the shadow task list when they return. 

 

 

Fig. 1. Architecture overview 

2.2 Process Analysis Module 

We provide multi-level callbacks at runtime and registration functions for analysis 
application to register their callback functions for different events in the process anal-
ysis module. At native level, one can register callbacks for instruction start/end, basic 
block start/end, memory read/write, and register read/write. We also provide the ca-
pabilities to read and write the memory and register content of the guest OS. 

To implement the callbacks, we need to instrument the translated code blocks and 
callback to the analysis applications in certain execution points. As the normal execu-
tion flow in QEMU is as follows: (1) a basic block of guest instructions is disassem-
bled and translated into and intermediate representation called TCG; (2) the TCG 
code block is then compiled down to a block of host instructions and stored in a code 
cache; and (3) control jumps into the translated code block and the guest execution 
begins. More specifically, we insert extra TCG instructions during the code transla-
tion phase, such that this extra analysis code is executed in the execution phase. For 
example, the instruction level callback is implemented by inserting several TCG in-
structions in the arm/thumb instruction disassemble phase and the block level call-
backs is implemented by inserting helper function with several TCG instructions 
whenever a branch occurs while disassembling. 

2.3 Application Module 

A flexible and comprehensive DBA tool is critical to the acceptance of its techniques 
by allowing these techniques to be accessible to any programmer through a set of 
convenient APIs that provides a useful interface for security software.  



 An Out-of-the-Box Dynamic Binary Analysis Tool for ARM-Based Linux 453 

An analysis application can be developed easily based on the capabilities provided 
by the above module. For example, we can use the find_pid_by_name() function  
provided in the guest OS view extraction module to get the pid from the process 
name. Thus we can restrict our analysis effort to the process we are interested,  
and the uncorrelated process won’t be analyzed. Instruction callback provide  
us the ability to implement instruction tracing and analysis, such as we can use 
QEUST_register_callback (QEUST_INSN_BEGIN_CB) function to make the control 
flow goes back to the callback function at the beginning of an instruction to imple-
ment instruction analysis. Using the instruction tracing and analysis we can trace  
the execution flow of the process and construct the call stack during the execution. 
Combine all the abilities, we can design and implement our exploitation analysis ap-
plication and integrate the function into the monitor commands of QEMU.  

To demonstrate how to develop an application module based on this DBA tools, 
the next section will present the implementation of an exploitation analysis module to 
detect stack based buffer overflow in ARM based Linux OS. 

3 Application Example 

Buffer overflow is one of the most common means of attack taken advantage by at-
tackers. We constructed an exploitation sample that uses stack-based buffer overflow 
vulnerability to print a string on the command line. The sample is written in C, com-
piled by GCC and executed in Debian squeeze which runs on ARM architecture emu-
lated by QEMU. While our analysis application runs as a plugin out of the emulated 
Debian squeeze and can be loaded/unloaded dynamically. 

3.1 Call Stack Constructing 

According to the standard ARM calling convention (APCS), when a function is 
called, the first step of the function is to store the “R11” and “LR” registers (R11 
register is referred as the Frame Pointer, just like the EBP of x86 architecture; while 
the LR register is used for holding the return address when a subroutine is called) into 
the stack. Then the stack space for this function is specified. When the function fi-
nishes its work, the stack space for this function will be released and the values of 
R11 and LR registers will be restored. And the callee goes back to the caller via LR 
register. 

We use the instruction callback to analyze every instruction in the execution. Of 
course, we use the process callback to attach our analysis to the process we’re inter-
ested first. When the opcode is disassembled to be a “push” instruction related with 
LR register, such as “PUSH {R11, LR}”, we extract the value of LR register and store 
it in a one-way circular linked list. Accordingly, when the opcode is disassembled to 
be “pop” instruction related with LR register, we take out the value in LR register 
from CPU and compare it with the value right after the head in link list. If they don’t 
match, we regard it as an anomalous event. Then the analysis tool print the stack 
layout at this time and the stack layout at the time the function enter for comparing. 
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3.2 Potential Exploitation Report 

As shown in Fig. 2, the link list is NULL in the initial state. The first “push” instruc-
tion in the “main” function (at the address 0x00008584) pushes the value of the LR 
register (0x4004f538) to the link list (as the step in the right column in Fig. 2). When 
the process enters “vuln” function, another “push” instruction at the address 
0x00008554 turns up. Current value (which is 0x00008620) in LR register at this 
point is added into the link list, too (the step in the right column in Fig. 2). As the 
process goes, here comes a “pop” instruction (at the address 0x0000857c in “Vuln” 
function). The current value in the LR register is taken out from the CPU (the value of 
LR is 0x00008538) and compared with the value taken out from right after the head in 
link list (0x00008620, the step in the right column in Fig. 2). Apparently, the two 
values don’t match with each other, so an anomalous event (a potential exploitation) 
will be reported. 
 

 

Fig. 2. Exploitation detection sample 

3.3 Vulnerability and Attack Vector Extraction 

To dig out the vulnerability and the attack vector, we choose to construct a shadow 
stack layout for every function and save the initial state of the shadow stack layout as 
well. The shadow stack layout is referred as a shadow memory from the address of SP 
to R11+4 of the memory in essence. When an anomalous event reported, we get the 
shadow stack layout just before the stack reclaimed and compare it with the stored 
initial state of the shadow stack layout. The Fig. 3 shows the comparison of our ex-
ample, the left side is the initial state of stack layout (in this example, the initial state 
of stack layout is the stack layout just after the “sub” instruction finished at the ad-
dress 0x0000855c) and the right side is the layout (in this example, the stack layout 
here is the stack layout just before the “pop” instruction is executed at the address 
0x0000857c) when the anomalous event reports. 
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As shown in Fig. 2, when the “vuln” function is called by the “main” function, the 
initial stack size is claimed to be 24 bytes (the size can be calculated by using the 
stored value in SP register minus the stored value in r11 register, the two values are 
both in the stored initial state of stack layout, and size can be also verified from the 
assemble code in Fig. 2). From the right side of Fig. 3, we can see, the temporary 
variable is stored from 16 bytes upper away from the R11. But the length of data co-
pied to the stack is longer than 16 bytes,  so the saved frame pointer address and 
return address are overwritten  (the data copied to the stack is 30 bytes as shown in 
the assemble code in Fig. 2, here the stack layout only shows the values in the stack 
space of “vlun” function). So, we can infer the attack to be a buffer overflow attack 
and figure out where it wants the control flow of the process goes (in this example, go 
to the address 0x00008538). 

 

Fig. 3. Call stack layout 

3.4 Payload Extraction 

Based on the above two steps, we can get the address where the control flow will go 
when the anomalous event happens. This address value hints where the payload lo-
cates. The Payload can actually be anything the attacker wants, such as a piece of 
shellcode. We can dissect and comprehend the payload in further analysis. 

4 Related Work 

PIN, Valgrind, TEMU and DynamoRIO are the popular DBA/DBI frameworks. We 
can see the differences between our tool and the other distinguished dynamic analysis 
tools in Table 1. PIN, Valgrind and DynamoRIO are not based on the whole-system 
emulator, so they can only provide a local view of the target process. Pin and Dyna-
moRIO can both supports Linux and Windows executable for IA-32, Intel64, and  
IA-64 architectures while Valgrind can only support Linux executable. However, 
Valgrind can also support ARM architecture. TEMU is a dynamic binary analysis tool 
that is based on whole-system emulator, it can provide a global view of the target 
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system but it can only support x86 architecture. As far as we currently know, there’re 
no other whole-system out-of-the-box dynamic binary analysis tools for ARM-based 
OS. And there’re not much researches on the ARM-based embedded OS exploitation 
behavior analysis.  

Table 1. Comparison between our tool and other DBA tool 

 Pin Valgrind DynamoRIO TEMU Our Tool 

Windows Executable Yes no Yes yes 
Extensi-

ble 

Linux Executable Yes Yes Yes Yes Yes 

ARM Support No Yes No No Yes 

Whole-system Emulation no No No Yes Yes 

 
State-of-the-art analyzers mostly reside in Android [9]. DroidAPIMiner [10] con-

ducted a thorough analysis of Android apps to extract relevant features to malware 
behavior captured at API level, and evaluated different classifiers using the generated 
feature set. Lok and Yin present DroidScope [11], a virtualization based platform  
for Android malware analysis. It rebuilds both the operating system and Java level 
semantics, and enables instrumentation of the Dalvik and native instructions. Conse-
quently, Droidscope can be used to understand the behavior of malware both at  
the native code level as well as at the interaction with the system. Adrienne and his 
team surveyed the current state of mobile malware in the wild and used the data set to 
evaluate the effectiveness of techniques for preventing and identifying mobile mal-
ware [12]. 

Exploitation diagnosis and mitigation has attracted research efforts [13, 14, 15] in 
the past. More recently, in PointerScope [16], a novel solution was proposed to use 
type inference on binary execution to detect the pointer misuses included by an exploit 
based on the observation that the key steps in memory corruption exploits often in-
volve pointer misuses. T otal-CFI [17] is an efficient and practical tool built on a 
software emulator can capable of exploit detection by enforcing system-wide Control 
Flow Integrity (CFI). Furthermore, Total-CFI enforces a CFI policy – a combination of 
whitelist based and shadow call stack based approaches to monitor indirect control 
flows and detect exploits. But these researches are not specifically on ARM-based OS. 

5 Conclusion 

In this paper, we presented a proof-of-concept implementation of a prototype that can 
extract the OS view and provide exploitation analysis to ARM-based Linux operation 
system in a whole-system out-of-the-box way. Though, our tool is just a prototype, it 
fills in gaps in whole-system out-of-the-box DBA on ARM-based Linux OS. It can 
also be extended to other architectures, such as PPC and MIPS. 
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Abstract. Sensor data is a core component of big data. The abundance
of sensor data combined with advances in data integration and data
mining entails a great opportunity to develop innovative applications.
However, data about our movements, our energy consumption or our
biometry are personal data that we should have full control over. Like-
wise, companies face a trade-off as the benefits of innovative services
must be weighted against the risk of exposing data that reveal core in-
ternal processes. How to design a data platform that enables innovative
data services and yet enforce access and usage control? The solutions pro-
posed in the literature to this trade-off all involve some form of trusted
execution environment, where data and processing is trusted and safe
from corruption by users or attackers. The hardware that could support
such trusted execution environments is however closed to the research
community: OEMs disable security extensions from their development
boards and the software handling these security extensions is not open.
In this paper we present a framework that combines commercially avail-
able hardware and open source software. It can be used today by the
research community as a trusted execution environment to investigate
future big data platforms.

1 Introduction

The decrease in size, price and power consumption of large classes of sensors
equipped with computation and communication capabilities is making sensor
data a crucial component of big data systems [4]. The sheer availability of data
about energy consumption in an office raises obvious questions: does constant
employee monitoring improve productivity? Does it improve the quality of facil-
ity management? Does it improve energy efficiency? What if this data is in the
possession of a direct competitor: can it be misused? The trading of personal
data, maintained outside our control, for innovative data services is recognized as
a significant problem by analysts and even by European legal organizations [4,6].
The problem is as similar for companies that are in a position to trade sensitive
internal data for innovative services.

To address this increasing information security problem, the consensual solu-
tion is to develop a data platform that enables innovative data services (relying
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on modern data integration, mining or clustering techniques) while allowing
users to retain some form of control over who access this data (access control)
and how (usage control). Put differently, we need a trusted data platform to
support innovative services based on sensor data. In [8], solutions involving a
trusted middleware layer are described. In [1], we proposed the vision of trusted
cells, a decentralized data platform based on trusted execution environments
embedded on personal data devices (set top boxes, smart phones or smart me-
ters) at the edges of the Internet. These visions are based on the premise that
trusted execution environments are actually available and can be programmed
to enforce access and usage control policies. However, the hardware that could
support such trusted execution environments has so far been unavailable to the
research community: OEMs disable security extensions from their development
boards and the software handling these security extensions is neither open nor
widely available. Our experience is that it requires first hand information to
know which security extensions (if any) are enabled in a given board, making it
impossible for most developers to determine which are the security capabilities
of the processors powering their own boards.

In this paper, we describe an open framework that combines hardware and
open source software, and provides a trusted execution environment that is (i)
readily available to the research and open source communities, (ii) fits well into
well-known programming frameworks such as Linux and Android, and (iii) is
rich enough to support the design of future big data platforms. We call this
framework the Arm-Xilinx/OpenVirtualization framework as it combines secure
hardware from Xilinx, based on a chip equipped with the TrustZone system from
ARM, with the open source, secure operating system OpenVirtualization from
Sierraware.

In the rest of the paper, we discuss the requirements for supporting usage
control in big data platforms (Section 2), we then discuss what kind of framework
is needed to support our vision of trusted cells(Section 3). Finally, we describe
the ARM-Xilinx hardware platform and the OpenVirtualization software that
constitute a very promising framework in this context (Section 4). We finally
draw our conclusions in Section 5.

2 Enforcing a Usage Control Model

Once a user give away some data, she loses any form of control over it. The deci-
sion of sharing data is, so far, a discrete operation: either all or none of the data is
shared. When dealing with sensitive data, mid points are sometimes achieved by
means of external legal agreements, such as Nondisclosure Agreements (NDAs),
licenses, and other terms of usage. A user might for example give her consent to
some terms of usage when she gives away personal data for a given service (e.g.,
giving away location for a smart phone app or giving away energy consumption
data for a social game aiming at improving energy efficiency). Legal actions are
then possible if a non permitted data access or distribution is perpetrated. These
legal actions are complex and possibly costly. But most importantly, they are
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taken once the damage is already done. Furthermore, no legal agreement can
prevent malicious attacks from being perpetrated against the devices storing
sensitive data. Ideally, the data sharing process would enable two (or more) par-
ties to negotiate a contract, which we call a usage model, defining who can access
the shared data and how this data is used, while the underlying data platform
ensures that the contract is met by all parties at all time. Put differently, the
data platform enforces the usage model by preventing contract breaches either
from the contract parties or from third parties. Now, we are faced with two core
questions: (1) How does a usage control model looks like? and (2) what does it
take to enforce it?

Fig. 1. UCONABC model: the reference monitor enforces usage decisions (can a given
subject apply a right on a given (set of) object(s)?) based on subject and object
attributes, as well as authorizations, obligations and conditions.

Usage control models usually refer to UCONABC [7]. In the UCONABC

model, subjects provide or consume data objects. Objects might contain secrets
about identified subjects (the data producer, the data consumer, or possibly a
third party). A subject accesses objects via a set of usage functions referred to
as rights. A reference monitor is responsible for taking usage decisions based
on the subject and object attributes as well as Authorization, oBligations and
Conditions ABC. Authorizations are predicates that define whether a subject is
authorized to hold a right; obligations are predicates that define the actions that
a subject must take before or while it holds a rights; and conditions define pred-
icates that must hold true about the environment in which the subject requires
a given right.

What does it take to enforce a UCONABC model? The data platform should
implement a reference monitor and guarantee that there will be no access to
data objects unless appropriate usage decisions (i.e., decisions that respect the
contract negotiated by all parties) are taken. The basic idea is that the reference
monitor is a software component that relies on hardware security features sepa-
rating a secure world (where objects, attributes, as well as rights, authorizations
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and conditions are securely stored, while usage decisions are securely executed)
and a non secure world (where the rest of the processing takes place). There
is today, to the best of our knowledge, no implementation of any UCONABC

model. In fact, there has not been, so far, any easily accessible framework that
distinguishes secure and non secure worlds. We expect that the form of hardware
security and rich operating system integration that we describe below will be a
breakthrough for the research community and that it will enable experimenta-
tions with various forms of usage control models.

3 Implementing Trusted Cells

In [1], we proposed a model, called Trusted Cells, where a client side reference
monitor is embedded on smart devices (including set top boxes, smart phones or
smart sensors) at the edges of the Internet. With trusted cells, the infrastructure
(communication, computing and storage) is untrusted, while the personal devices
that data owners and consumers use to provide or access data are trusted. In
the rest of the paper, we focus on Trusted Cells as a data platform implementing
a UCONABC model. We hereby encourage the community to define alternative
data platforms.

The vision of the trusted cells is based on the separation of a trusted and a rich
environment maintaining a high throughput between them1. How to separate a
non trusted and a trusted environment? There are three options. The first one
(O1), is to opt for a software solution, without hardware support. The second
solution (O2) is to fully separate a secure device (where software and hardware
are trusted), e.g., a secure token, and a non secure device, e.g., a PC in which
the secure token is plugged. The third option (O3) is to consider a processor
that propose a secure mode of execution and a non secure mode of execution.

Before we review these three options, we need to precise the types of attacks
that trusted cells might be submitted to [9]. First, Hack Attacks, which are
limited to software. Examples of hack attacks include viruses or malware. These
attacks are normally triggered by an user approving the installation of a piece
of software that then executes the attack. Second, Shack Attacks, which are
low-budget hardware attacks. Attackers have physical access to the device, but
they lack the knowledge or equipment to carry out an attack at an integrated
circuit level (e.g., scanning I/Os, forcing pins, reprogramming memory devices).
Third, Lab Attacks, which are comprehensive and invasive hardware attacks.
Attackers have access to laboratory equipment and the knowledge to perform
unlimited reverse engineering of a given device (e.g., reverse engineering a de-
sign, performing cryptographic key analysis). The assumption should be that a
device can always be bypassed by a lab attack given enough time and budget.

1 Note that a rich non secure world and a high throughput between secure and non
secure worlds, will enable innovative applications and that there is always a trade-off
between how rich the secure world can be and how easy it is to guarantee that the
secure operations are indeed secure. Exploring this trade-off is a topic for future
work
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Now, who might be a third party attacker (in addition to the Subject and Ob-
ject)? We adopt the taxonomy proposed by IBM [3], which distinguish between
three classes of attackers. First, intelligent outsiders, i.e., remote attackers,
who lack specific knowledge on the system. They might have access to mod-
erately sophisticated equipment. These attackers try to reproduce software or
simple hardware attacks published in the Internet by a technical expert, rather
than attempt to create new ones. Second, trained insiders, that are techni-
cal experts, highly educated, with experience and access to sophisticated tools.
They are considered trusted, possibly employed by the company developing the
device subject of the attacks. Their knowledge of the system varies, but it can
be assumed that they have access to the information describing it (e.g., secret
information, detailed designs). They seek discovering an sharing new class at-
tacks. Third, funded organizations that represent organizationally founded
teams of trained attackers. They are capable of carrying out sophisticated at-
tacks by means of advanced analysis tools. They are capable of designing new
and innovative attacks exploiting the most insignificant weaknesses.

So, what kind of attacks do we envisage? The most probable attackers are (i)
data owners that might want to alter their own data (e.g., customers could try
to lower their energy consumption bill by altering the measurements stored in
their own smart meters), (ii) subjects that access unauthorized objects (volun-
tarily or not), and (iii) third parties that intentionally extract (large volumes of)
data objects (e.g., organized crime that plans to sell industrial information to a
competitor or organize burglaries in a neighborhood at a time when all houses
are likely to be empty, inferring this information from electricity usage).

The first solution (O1), only based on software is thus not appropriate. Note
that today, all popular data platforms, are only based on software solutions.
Note also, that the number of large scale break-ins and leaks are getting greater
by the day 2 and their effects are beginning to get noticed by the population
(e.g., in Denmark3.

The second option (O2) relies on dedicated, tamper resistant processors ex-
tended with security and cryptographic features that take care of sensitive op-
erations. For example, a dedicated processor can be used to perform crypto-
graphic operations associated with the management of DRM digital certificates.
The main characteristic of this approach is that security is provided by physical
isolation. The dedicated processors are difficult to access physically, and their
design and size makes it difficult for a sophisticated lab attack to succeed. De-
pending on the impediments to perform a lab attack, and the response of the
platform to a potential successful attack, the platform can be described in terms
of its level of tamper resistance. These processors can be used in combination
with certified toolkits to heighten up the overall security of the platform (e.g.,
a Chip-and-PIN terminal). The main downside of this approach is that their
level of security is sustained by a detriment in performance and functionality,

2 http://www.indefenseofdata.com/data-breach-trends-stats/
3 http://cphpost.dk/news/national/nation-œincreasingly-

vulnerable-cyber-attack

http://www.indefenseofdata.com/data-breach-trends-stats/
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making dedicated processors not eligible for the applications we are used to see in
our phones or laptops. Examples of these dedicated, tamper-resistant processors
are IBM CryptoCards4and ARM SecurCore Processors5. This class of solution
might be appropriate for trusted cells, if the protection against lab attack is
paramount.

The third solution (O3), where hardware is not tamper-resistant, still pro-
vides some level of hardware security together with a rich environment. For
example, TrustZone is ARM’s approach to bringing security and high perfor-
mance together. It is tightly integrated into Cortex-A processors, making use of
the AMBA AXI bus and specific TrustZone Intellectual Property (IP) blocks to
extend throughout the system. This allows to secure peripherals such as mem-
ory, crypto blocks, keyboards or screen in runtime, impeding malicious software
to intercept or alter communications and operations involving sensitive data.
Even though ARM does not provide an implementation for TrustZone, they
have worked together with Global Platform in defining a standard specification
for trusted environments. The result is the Global Platform Trusted Execution
Environment (TEE). From an architectural perspective, TrustZone can be con-
ceived as a set of security extensions that enables a TEE running in parallel to
a Rich Execution Environment (REE). High performance tasks are executed in
the REE, while tasks that require an extra level of security are executed in the
TEE. What is interesting about the REE - TEE separation is that it does not
require a dedicated processor for the TEE. Each physical processor core provides
two virtual cores, one considered Non-secure (Normal World) and the other Se-
cure (Secure World), and a mechanism to context switch between them, known
as the monitor mode. The implementation of the monitor mode relies on the
so-called NS bit that is added to the bus transactions and to cache tags in the
system. The NS bit is an addition to the AMBA3 AXI Advanced Peripheral Bus
(APS), a peripheral bus that is attached to the system bus using an AXI-to-
APB-bridge [2]. It is indirectly derived from the identity of the virtual core that
performs a given instruction or memory access. Since the monitor is the most
sensitive component of TrustZone, it is always handled by the Secure World.
Also, since context switching is done by hardware, the overhead is minimal.

The main advantage we see in TrustZone is that it intrinsically supports se-
curity in high performance tasks involving sensitive data. Also, TrustZone being
implemented in Cortex-A9 and Cortex-A15, which are the most popular pro-
cessors for mobile platforms at the moment (e.g., Samsung Exynos and Nvidia
Tegra series), gives us the advantage of developing for an already known and ex-
tensively deployed platform; not to mention the announced partnership between
AMD and ARM that promises the incorporation of TrustZone-based proces-
sors in AMD chips6 to be included in smartphones, set-top boxes and laptops.

4 http://www-03.ibm.com/security/cryptocards/
5 http://www.arm.com/products/processors/securcore/
6 http://www.amd.com/us/press-releases/Pages/

amd-strengthens-security-2012jun13.aspx

http://www-03.ibm.com/security/cryptocards/
http://www.arm.com/products/processors/securcore/
http://www.amd.com/us/press-releases/Pages/
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Finally, since TrustZone does not require a dedicated processor, it saves compo-
nents, making it a cheap alternative to secure tokens.

TrustZone is not tamper-resistant, however. Lab attacks are out of the scope
of the hardware protection provided by the TrustZone IP blocks and the AMBA
AXI peripheral bus. This is not much of a problem for trusted cells, which con-
stitute a decentralized data platform. Much more problematic is the secrecy
surrounding it. TrustZone technology was first introduced in 2003 [5] and was
officially presented in a press release by ARM in 20047. Surprisingly though,
10 years later, TrustZone’s market is still almost exclusive to Trusted Logic,
Gemalto and Giesecke&Devrient (MobiCore), and it is difficult to find it men-
tioned in any research work besides the one by the Graz University of Tech-
nology8. All three world leading security companies monopolize the TrustZone
market, driven by financial stakeholders such as Visa and MasterCard, by im-
peding 3rd parties - specially research oriented institutions - to make use of it by
opposing to open implementations. The level of security provided by TrustZone
is therefore virtually increased through obscurity: A lock unknown to locksmiths
is world’s most secure lock.

The lack of open APIs and libraries, in combination with Original Equip-
ment Manufactures (OEM) such as Samsung or Nvidia, disabling the TrustZone
security extensions for their development boards is a big impediment for the
research community to get hold of the technology. At the time of this paper the
only boards fully supporting the TrustZone technology are: Xilinx Zynq-7000
AP SoC ZC702, Nvidia Kayla DevKit (Tegra 3) and ARM Versatile Express.
Our experience is that they are all subject to nondisclosure agreements (NDA),
if TrustZone use is intended. Overcoming the closeness of TrustZone requires
implementing, supporting and promoting standards, as well as making them
available to an active, diverse community. This is the main contribution of this
work. We are actively pushing for the expansion and distribution of an open
source implementation of a TEE for the TrustZone security extensions. This in-
volves bringing the parts together, dealing with licensing limitations and making
source code and documentation accessible.

While this third option, based on TrustZone is attractive on paper, the secrecy
surrounding it and the lack of open APIs and libraries is a huge barrier to its
utilization in the context of trusted cells (or any other innovative data platform).
We are working together with Xilinx and Sierraware to remove this barrier.

4 The ARM-Xilinx/OpenVirtualization Framework

Sierraware9, an embedded virtualization company, developed Open Virtualiza-
tion10, which is the first open source alternative that leverages the security exten-
sions present in ARM TrustZone. It is composed by (i) SierraVisor, a hypervisor

7 http://www.arm.com/about/newsroom/5688.php
8 http://www.iaik.tugraz.at
9 http://www.sierraware.com

10 http://www.openvirtualization.org

http://www.arm.com/about/newsroom/5688.php
http://www.iaik.tugraz.at
http://www.sierraware.com
http://www.openvirtualization.org
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for ARM-based systems, and (ii) SierraTEE, a TEE for ARM TrustZone hard-
ware security extensions. While the hypervisor is an interesting contribution, it is
the TEE open source implementation that changes the game, since it opens the
door for developers and researchers to using TrustZone. Open Virtualization’s
TEE implementation is compatible with Global Platform’s TEE specification.

Open Virtualization was first released between 2011 and 2012. Since then,
Sierraware has maintained an open source distribution of it. However, their fo-
cus has been in their commercial distribution. The main issue with this approach
is the risk of contaminating one of the versions with the other. This is specially
significant when it comes to IP blocks and other licensed software. As a con-
sequence, releasing code for the open source version requires the overhead of it
having to be audited by the different vendors, making the process tough and slow,
and preventing code distribution via repositories. Also, maintaining a commer-
cial product implies inevitably that publicly available documentation is limited
and incomplete.

We are working together with Xilinx11 and Sierraware to improve this situ-
ation. Our main contributions here are (i) facilitating the distribution of Open
Virtualization by structuring it and making it available through a public service
code repository, (ii) increasing the public knowledge of TrustZone by working
with Xilinx in documenting the support of Open Virtualization for the Xilinx
SoC ZC702, and as a consequence of this (iii) helping expanding the reach of
TrustZone and Open Virtualization to the research community. The git reposi-
tory containing Open Virtualization is available and can be used directly for the
Xilinx ZC702 board12. We are at the moment working with Xilinx to create a
wiki to complement the repository with documentation on both TrustZone and
Open Virtualization. Our intention is to continue supporting this project and im-
prove those components of Open Virtualization that are relevant to our research.
Ideally, this would be the beginning of a community around Open Virtualization,
where researchers and developers could contribute and build knowledge. We are
also working towards making this git repository Sierraware’s main vehicle for
their open source distribution.

Let us take an example of how the ARM-Xilinx/OpenVirtualization frame-
work could support Trusted Cells. Consider Servfos, a fictive company, that pro-
vides energy services based on data obtained from the smart sensors it is world
renowned for. Their clients supply Servfos with data coming from the sensing
infrastructures deployed in their buildings, and Servfos uses these data to give
their clients all sorts of statistics and other information on their energy usage
efficiency. This allows Servfos’ clients to detect energy leakages and reduce their
monthly expenses. Also, Servfos works with the local municipality in a contest
for ”The Greenest Firm in the Block”. Those business that wish to participate
agree on Servfos providing the municipality with a set of spatio-temporal aggre-
gates on their energy consumption, which are then used for the contest and for
some energy awareness games in different social networks. Finally, Servfos gives

11 http://www.xilinx.com
12 https://github.com/javigon/OpenVirtualization

http://www.xilinx.com
https://github.com/javigon/OpenVirtualization
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their clients the possibility to participate in an European project that promotes
energy efficiency in office buildings. While the concrete businesses the data is
coming from is not relevant, it is required to access all data points from one
random office in each participant’s building for a whole month. For each service
they provide, Servfos has a different contract with each of their clients, where all
parties agree on who will access which data, and how it is going to be used. Serv-
fos’ clients are willing to participate in green initiatives, but they are concern
about potential uncontrolled accesses to their sensitive data.

In order to support all the services that Servfos offers to their clients two things
are needed: a policy model that is flexible enough as to allow the definition of
complex access and usage policies (the contract), and an engine that enforces
this contract. Derived from this, our specific challenges are: (i) defining an usage
control model for sensor data in terms of UCON authorizations, obligations and
conditions, (ii) identifying which components of a database system should be
placed in a secure environment in order to enforce this usage control model, and
finally (iii) providing an implementation for it. The ultimately goal is to have a
framework (iv) that allows companies like Servfos to provide valuable services
on top of sensor data belonging to individuals or organizations, in such a way
that data owners can count on the access and usage control policies they define
to be enforced. Such framework represents the data platform we have described
in this paper and an implementation of the trusted cells.

Data flows between the trusted cell located in the client side and the one in
the Servfos side. The trusted cells control the access to the sensor data accord-
ing to the UCONABC model. They guarantee that sensitive data is stored in
secure memory and processed by a secure processor (TEE). High performance
processes take place in a REE. To do so they make use of the TrustZone secu-
rity extensions of the ARM Cortex-A9 processor powering the trusted cell. The
software enabling the use of TrustZone is Open Virtualization: an open source
implementation of Global Platform TEE’s specification developed by Sierraware.
The communication between the cells is secured by cryptographic keys that are
stored in the Secure World.

5 Conclusion

In the process of designing and implementing a data platform for sensor data
that allows data owners to share their data while retaining a form of access and
usage control over it, we have encountered a challenge in finding suitable hard-
ware to support it. The secrecy surrounding commercially available hardware
platforms that leverage secure processing, and the lack of open implementations
for them, limit their use, specially inside the research community. What is more,
the industrial monopoly created around secure platforms such as TrustZone vir-
tually increases their level of security through obscurity, representing a benefit
for attackers that are smart enough to find unreported loopholes.
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In this paper we present our efforts for changing this situation. We have
worked together with Xilinx in bringing to the research community Open Virtu-
alization: an open source implementation of a TrustZone TEE environment de-
veloped by Sierraware. The goal is that our efforts result in the establishment of
a community around Open Virtualization and TrustZone, where researchers and
developers can contribute and build knowledge. In the process of discussing the
suitability of TrustZone for our research purposes, we have also given an overview
of commercially available hardware platforms for trusted big data platforms.

Finally we have presented the roadmap for a data platform that supports the
manipulation, analysis and sharing of large volumes of sensor data, while address-
ing the information security problem that this introduces. This data platform
is the materialization of a trusted cell. It is the combination of a formal us-
age control model (UCONABC), a commercially available, extensively deployed
hardware technology that leverages security at a low price (ARM TrustZone),
and an open source implementation of Global Platform’s TEE standard (Open
Virtualization). This is a first step towards a decentralized data platform based
on a TEE at the edges of the Internet that supports innovative services on sensor
data.
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Abstract. Dynamic data re-publication is now an emerging issue in data pub-
lishing due to the awareness of privacy disclosure in data sharing. Existing 
models such as ݇-anonymity and ݈-diversity only aim to provide data protec-
tion for single release. In practical, new data arrive continuously and up-to-date 
dataset should be released from time to time. The release of multiple anony-
mized datasets (microdata) allows the attackers to learn extra knowledge by 
cross examines the releases within a targeted timeframe. In this paper, we study 
the data re-publication of dynamic big data based on the ݉-invariance model. 
In particular, we reconstruct the existing model to support re-publication for big 
data. We consider re-publication with insertion, deletion and update of the ex-
isting records. Counterfeit records will be used to maintain the update pattern of 
all the releases and to increase the false information in the knowledge learned 
by the attacker from the released microdata.  

Keywords: privacy-preserving data publishing, dynamic data re-publication, 
big data privacy, ݉-invariance. 

1 Introduction 

In today’s Information and Communications Technology (ICT) era, many organiza-
tions, government agencies and corporations are collecting large amount of data (big 
data) every day. Big data can be used to improve the development of products  
and services. For instance, insurance companies are using data obtained from hospit-
als or healthcare providers to create coverage for services such as new insurance poli-
cies. Also, the use of big data is now becoming a key basis of competition in many 
industries. 

The sharing of big data during collaborative works involves the publication of per-
sonal information. When personal data of an individual is released for research or 
analysis purposes, sensitive information such as disease and salary should be pro-
tected. In other words, sensitive information must be released to improve the data 
utility while the privacy of the data owner should not be compromised. Hence, data 
privacy has been a growing concern and global issue in the era of big data. Hereafter 
in this section, we use the term dataset to refer to big data.  
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Several major privacy breaches have occurred in the past few years. In 2002, 
Sweeney shows that 87% of the United States population can be uniquely identified 
by matching information such as zip code, gender, and date of birth with the voter 
registration list (external information) [1]. In 2006, an Internet services and media 
company (AOL) released around 20 million of search records of 650,000 of its cus-
tomers. Two reporters of the New York Times newspaper were able to identify AOL 
customer no. 4417749 as Thelma Arnold, a 62 years old widow living in Lilburn [2]. 
A recent paper published in Nature Scientific Reports showed that four points of data 
about each individual are enough to uniquely re-identify an individual with 95% of 
accuracy [3]. With only two data points, more than 50% of the individuals could be 
re-identified. All the cases highlight the importance of privacy preserving technology 
to prevent any privacy leak during the data publishing.  

1.1 Motivating Scenario 

Let consider a scenario where a central hospital wish to publish some patient records 
to a research institute for data analysis. The original medical dataset is shown in Table 
1. For the sake of simplicity, we assume that each patient has only one record. 

Table 1. Original medical dataset  

Patient Gender Age Zip Disease 

Bob Male 15 27892 Flu 
Sam Male 13 27895 Asthma 
Yuki Female 48 27885 Cancer 
Jane Female 50 27875 Diabetes 
Ellen Female 59 27886 Heart Disease 

 
In general, all explicit personal identity information (ܲܫܫ) such as name and social 

security number (SSN) should be removed from the original dataset before it is pub-
lished. However, removing ܲܫܫ from the original dataset does not preserve privacy. 
As illustrates by Sweeney in [1], quasi-identifier ܳܦܫ  (a set of attributes such as 
gender and zip code) can be used to identify an individual after linking with publicly 
available resources such as voter registration list. In order to address this linking at-
tack [1], Sweeney and Samarati proposed ݇-anonymity model [4] to ensure that each 
released data be indistinguishable from at least ሺ݇ െ 1ሻ others (i.e., by grouping ݇ 
individual data based on the ܳܦܫ ). In the ݇ -anonymity model, individual re-
identifying risk is maintained under an acceptable probability (i.e., 1/݇). However, ݇-
anonymity is found vulnerable against background knowledge attacks by Machana-
vajjhala et al [5]. When the adversary has additional information about the target, 
there is a relatively high probability that the target will be identified.  

Another privacy model called ݈-diversity model was proposed in [5] to comple-
ment the ݇ -anonymity model. This model requires the representation of sensitive 
attributes in the released dataset with at least ݈ “well-represented” values. In other 
words, the ݈-diversity model ensures the risk of attribute disclosure is maintained 
under 1/݈. Table 2 is an example of 2-diverse generalization of Table 1. In the first 
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release ܯଵ, all records from Table 1 are partitioned into two equivalence classes, ܥܧଵ and ܥܧଶ and each equivalence class consists of at least two records. Also, the 
sensitive attribute has at least two diseases. Note that the patient’s name in Table 2 
will not be released and they are included for illustration purpose only.  

Table 2. A 2-diverse microdata release at ݐଵ ܥܧ௜ Gender Age Zip Disease Patient 

1 
Male [13-15] 278* Flu Bob 
Male [13-15] 278* Asthma Sam 

2 
Female [48-50] 278* Cancer Yuki 
Female [48-50] 278* Diabetes Jane 
Female [48-50] 278* Heart Disease Ellen 

 
The microdata in Table 2 can prevent the attacker from inferring more than 1/2 

confidence on any particular patient. However, this protection is only possible for 
static release. If the original dataset is updated with insertions of new data or deletions 
of exiting records, the attacker can cross-examine the sequence of releases to infer the 
sensitive data of the target.   

Assuming that the data publisher needs to update the release at ݐଵ due to the inser-
tion of Alice’s record [Female, 19, 27835, gastritis] and the deletion of Jane’s record 
[Female, 50, 27875, cancer]. The data publisher inserts Alice into ܥܧଵ and removes 
Jane from ܥܧଶ. As shown in Table 3, the second release ܯଶ at ݐଶ is still adhere to 
2-diversity. Also, the gender attribute in the ܥܧଵ has been generalized in order to 
prevent the attacker from knowing Alice’s record (the only female in the ܥܧଵ). 

Table 3. A 2-diverse microdata release at ݐଶ ܥܧ௜ Gender Age Zip Disease Patient 

1 
Teenager [13-19] 278* Flu Bob 
Teenager [13-19] 278* Asthma Sam 
Teenager [13-19] 278* Gastritis Alice 

2 
Female [48-50] 278* Cancer Yuki 
Female [48-50] 278* Heart Disease Ellen 

 
Now, assuming that the attacker has access to both releases (ܯଵ and ܯଶ) at ݐଵ 

and ݐଶ and the ܳܦܫ of a target. The attacker is able to infer a particular patient by 
cross-examine the sequence of releases. For instance, if the adversary knows that 
Alice, a youth adult was admitted to the hospital at ݐଶ. After referring to ܯଵ and ܯଶ, 
the attacker can conclude with high probability that Alice has gastritis. 

1.2 Our Contributions 

This paper presents a secure algorithm to facilitate the re-publication of dynamic big 
data. In particular, we aim to remove inference channels from the sequence of releases 
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in data re-publication. The attacker should not be able to infer the sensitive value of 
any data owner with high probability. We use counterfeit records in our algorithm to 
hide the update patterns of two or more sequence of releases. Also, we propose to 
utilize counterfeit records to increase the false information in the knowledge learned 
by the attacker from the released microdata. 

2 Preliminary Definitions 

We denote ௜ܶ  as the original dataset at time ݐ௜ and ௜ܶכ as the microdata (generaliza-
tion of ௜ܶ) released by the data publisher. The microdata ௜ܶכ consists of ݀ quasi-
identifier ܳܦܫ ൌ ሼܳܫଵ, ,ଶܫܳ  ௗሽ and a sensitive attribute ࣭. We assume that theܫܳ…
quasi-identifier can be either categorical or continuous data while the sensitive 
attribute is a categorical data from its domain (e.g., disease).  

Defining privacy can be a daunting task. The difficulty in defining the privacy is 
due to the unknown background knowledge of an attacker. Recent works have shown 
the necessity of considering the attacker’s background knowledge when reasoning 
about data privacy in data publishing [6]. However, in practice, it is hard for the data 
publisher to know what background knowledge the attacker possesses. In this paper, 
we assume the attacker knows the existence and the exact ܳܦܫ of his target in the 
released microdata. Also, the attacker has the access to external resources such as 
voter registration list. 

Definition 1 (inference channel). Let ௜ܶכ and ௜ܶାଵכ  be two sequences of microdata 
released by the data publisher at time ݐଵ and ݐ௜ାଵ. We say that there is an inference 
channel between ௜ܶכ and ௜ܶାଵכ  if the attacker is able to infer any data owner with 
high probability (after cross-examine both releases).  

Definition 2 (privacy breach). A privacy breach occurs when an attacker learns the 
sensitive attribute of any data owner with probability more than ½. We assume that 
the attacker has access to all the released microdata and already had the background 
knowledge about the target (i.e., exact ܳܦܫ of the data owner).  

Definition 3 (data utility). The content of the released microdata ௜ܶכ must be main-
tained as rich as the original dataset ௜ܶ . In particular, the analysis of  ௜ܶכ will pro-
vide accurate results as compared to the results obtained from ௜ܶ .  

Definition 4 (false information). We say that the attacker learns false information if 
the sensitive value he discovered is wrong or not accurate.    

3 Related Works 

In the literature, many proposed schemes are aimed at enforcing anonymity and diver-
sity in order to prevent the background knowledge attacks. However, ݇-anonymity 
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and ݈-diversity are insufficient when the adversary has sequential background know-
ledge. Thereafter, other attacks were discovered in the literature that lead to new 
models such as ሺ݇, ݁ሻ-anonymity[7], ሺܺ, ܻሻ-anonymity[8], ሺߙ, ݇ሻ-anonymity[9] and ݐ-closeness[10]. Most of the existing works only consider single-release and static 
anonymization. A survey of recent attack models and privacy models in data publish-
ing can be found in [11]. 

The first study for dynamic data re-publication was investigated in [12]. This work 
preserves a weak form of ݈-diversity to release multiple microdata of the same table. 
However, it supports only insertion of new records. Another incremental update me-
thod for continuous data publishing was proposed in [13]. These pioneering works 
play an important role in dynamic data re-publication but they are not practical for 
real life applications. In some applications, the deletion of records is essential (critical 
absence problem [14]) and cannot be avoided. Hence, several methods have been 
proposed to support both insertions and deletions of records in dynamic re-publication 
[14-16]. 

 Invariance-࢓ 3.1

A privacy notion called ݉-invariance is the first study to address both data insertions 
and deletions in dynamic data re-publication [14]. In particular, ݉-invariance aimed 
to prevent the association attack when the attacker cross-examine the new release 
with the previously released microdata. The ݉-invariance model ensures that each 
record is assigned to a signature which has the same set of sensitive values (at least ݉ 
values). In other words, a record will have the same signature in all the released mi-
crodata. Therefore, the attacker is not able to associate an individual with less than ݉ 
sensitive values.  

In order to achieve ݉-invariance, counterfeit records are added into some equiva-
lence classes. The size of the counterfeit records in each equivalence class will be 
released as auxiliary information to improve the accuracy of the data analysis. Note 
that the attacker is not able to distinguish the counterfeit records from the genuine 
records in the released microdata. However, the inclusion of counterfeit records may 
cause false information in certain cases [17]. For instance, the counterfeit records with 
negative reactions will give wrong analysis result to study such as patient’s reaction to 
certain drugs.  

As discussed in [16], ݉-invariance model is vulnerable to a new attack called val-
ue equivalence attack where the sensitive value of an individual can reveal the sensi-
tive value of other individuals. A graph-based anonymization algorithm is proposed in 
[16] to address the value equivalence attack.  

4 Our Algorithm 

The main goal of our algorithm is to prevent any inference channel in the data re-
publication. Similar to approach in [14], we utilize the counterfeit records in our algo-
rithm to ensure that each equivalence class (ܥܧ௜) is adhere to ݈-diverse requirement 
and no inference cases can be determined by the attacker. Also, we aim to maintain 
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the data utility of the released microdata. We will discuss the details of our re-
publication algorithm in the following sections.  

4.1 Counterfeit Records Generation 

The sensitive value of the counterfeit record in the released microdata is chosen from 
the domain of the sensitive attribute (e.g., disease). The counterfeit records are used to 
hide the update patterns of two or more sequences of microdata. However, the number 
of counterfeit records in each release should be controlled and minimized.  

In this paper, we consider the release of big data which consists of large amounts 
of datasets. Therefore, the inclusion of counterfeit records will not degrade the utility 
of the released microdata in the data analysis. We will illustrate the usage of the coun-
terfeit records in the following sessions. 

4.2 Initial Release 

At the initial release time ݐଵ, the data publisher partitions all records in ଵܶ (Table 1) 
into ݊ equivalence classes ܥܧ ൌ ሼܥܧଵ, ,ଶܥܧ . . ,  ௡ሽ that comply with the ݈-diversityܥܧ
requirement (i.e., at least ݈ different values on sensitive attribute). After the partition, 
the size of each group maybe different due to the number of records in ଵܶ and the 
constraints used to meet the ݈-diversity. Next, a counterfeit record will be added into 
each ܥܧ௜. For instance, records in Table 1 are partitioned into Table 4 where each ܥܧ௜ 
consists of a counterfeit record ܿ௜௝ . We denote ܿ௜௝  as the ݆-th counterfeit record in the 
equivalence class ݅  (i.e., ܿଶଵ is the 1st counterfeit record in ܥܧଶ). 

The sensitive values of the counterfeit records can be used to change the ݈-
diversity of the initial microdata. For example, Table 4 is a 3-diverse microdata (after 
the inclusion of counterfeit records) as compared to 2-diverse in Table 2. However, 
we can set the counterfeit records to maintain the diversity of the microdata.  

Table 4. Dataset partition with counterfeit records. ܥܧ௜ Disease Patient 

1 
Flu Bob 
Asthma Sam 
Fever  (ܿଵଵ) * 

2 

Diabetes Helen 
Cancer Jane 
Heart Disease Ellen 
Diabetes (ܿଶଵ) * 

4.3 Re-publication  

After the initial release at ݐଵ, the data publisher needs to update the current release ܯ௜ when new records arrive or modification of the existing records is required. The 
modification is referred to the deletions or changes of the existing records.   
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Table 5. Anonymized release with insertion ܥܧ௜ Disease Patient

1 

Flu Bob 
Asthma Sam 
Gastritis Alice 
Bronchitis (ܿଵଵ) * 

2 

Diabetes Helen 
Cancer Jane 
Heart Disease Ellen 
Diabetes (ܿଶଵ) * 

 

Table 6. Anonymized release with deletion ܥܧ௜ Disease Patient 

1 

Flu Bob 
Asthma Sam 
Gastritis Alice 
Bronchitis (ܿଵଵ) * 

2 

Diabetes Helen 
Cancer (ܿଶଶ) * 
Heart Disease Ellen 
Diabetes (ܿଶଵ) * 

Insertion of New Records. When a new record ݎ௡௘௪ arrives, the data publisher first 
identifies the ܥܧ in the current release ܯ௜ which can accommodate ݎ௡௘௪ . If the ܥܧ 
for ݎ௡௘௪  does not exist, a new group will be created. Otherwise, ݎ௡௘௪ will be as-
signed into the existing ܥܧ. For instance, when Alice’s record [Female, 19, 27835, 
gastritis] arrives, we can insert it into ܥܧଵ of Table 4. In order to protect the newly 
added record, we can change the value of ܿଵଵ to bronchitis. By doing this, the attack-
er only learns that the new record being added is either gastritis or bronchitis. The 
second release ܯଶ at ݐଶ is shown in Table 5. 

Deletion of the Existing Records. When we want to remove any existing record ݎ௢௟ௗ 
from the current release ܯ௜, the deleted record will be maintained in the new release 
with a counterfeit record. For instance, if we intend to remove Jane’s record from 
Table 5, a new counterfeit record ܿଶଶ will be used to replace Jane’s record. By doing 
this, the attacker will not be able to detect the changes in the two releases. 

Update of the Existing Records. When the existing record needs to be updated (i.e., 
a patient is recovering from a disease, but at the same time he/she was infected with a 
new disease), direct modification of the existing record allows the attacker to learn 
which record has been modified after examine a series of published microdata. In 
view of this, any changes of the existing records should be covered by the counterfeit 
records. Since we have at least one counterfeit record in each equivalence class, the 
modification of an existing record will be covered in the subsequence release.  

4.4 Manipulation of the Equivalence Classes 

After several updates, the number of counterfeit records in any equivalence class will 
be increased. For each new record arrives, the data publisher first selects one of the 
available counterfeit records (݆ െ 1) in ܥܧ to replace the record. For example, if a 
new record in ܥܧଶ arrives, either ܿଵଶ or ܿଶଶ can be used to place the new record. 
After the insertion of the new record (i.e, by replacing the counterfeit record ܿଵଶ) , the 
modification in the new release must not give a big different with other releases.  
The remaining counterfeit record ܿଶଶ in ܥܧଶ will be used to maintain the similarity 
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pattern between the releases. Note that we have to maintain at least one counterfeit 
record in each equivalence class.  

In some cases, the new records cannot be assigned into the existing ܥܧ while the 
existing records need to be deleted from the ܥܧ. When the number of counterfeit 
records increases, we can split the existing ܥܧ into two or more classes. As shown in 
Table 6, there are two counterfeit records in ܥܧଶ. After splitting ܥܧଶ, we have two 
new equivalence classes and each of them accommodates one counterfeit record.  

Also, we can combine two or more equivalence classes after several releases in or-
der to reduce the number of counterfeit records used in the microdata. The data pub-
lisher examines and tests if the newly generated microdata can be used together with 
other releases to compromise the privacy of any data owner. If it is free from the at-
tacks, the data publisher publishes it as the next available microdata.  

5 Analysis and Discussion 

In our algorithm, the counterfeit records are used to anonymized the microdata when 
insertion, deletion, and updates are required. The number of counterfeit records in-
serted into the microdata plays an important role in preventing the data leakage. First, 
we can use them to prevent the attacker from knowing which record has been added 
into the new release by comparing it with other releases. Secondly, counterfeit records 
can be used to temporary freeze the update patterns of several releases. Since we have 
at least one counterfeit record in each equivalence class, it is easy for the data  
publisher to maintain the same set of sensitive values in two or more sequences of 
microdata. However, we need to ensure that the data quality of the new release is 
maintained and can be used for analysis.  

Generally, we can assume that the big data collected are not commonly removed in 
a big volume. Also, the number of counterfeit records in the released microdata is 
relatively small. Therefore, our solution can ensure that the data utility of the anony-
mized microdata can be maintained at an acceptable rate. 

5.1 Generating False Information 

In [14], ݊ െ 1 counterfeit records are used to reduce the false information rate. We 
note that the number of counterfeit records in each equivalence class will be reduced 
when new records arrive. The number of counterfeit records will increase if there are 
many records need to be deleted. However, we aim to maintain a number of counter-
feit records in each equivalence class in order to increase the rate of false information 
learned by the attacker.  

5.2 Comparison with the Existing Work 

The idea of our solution is motivated by the approach in [14]. Similarly, we utilize  
the counterfeit records in our algorithm to ensure that the attacker will not be able to 
infer the sensitive information of any data owner. Unlike solution in [14], we do not 
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publish the auxiliary information to the data recipient. Instead, the number of counter-
feit records used is kept private and only known to the data publisher. Interestingly, 
this can increase the rate of false information learned by the attacker. For an example, 
when a new record arrives, one or more counterfeit records can be set to a disease that 
is different (or same) from the one arrived. The attacker will see several changes of 
the disease but it is hard to determine the genuine one from the mixture. Hence, with 
high probability, the attacker will learn false information about the sensitive attribute.  

6 Conclusion and Future Work 

In the real world environment, the update operations of microdata such as insertion of 
new records, deletion and updates of the existing records are commonly happen. In 
this paper, we study the re-publication of dynamic sensitive data in a privacy preserv-
ing environment. The usage of counterfeit records allows the data publisher to hide 
the modification patterns of two or more sequences of microdata. The attacker with 
background knowledge about an individual is not able to learn the exact record of his 
target. Therefore, our solution is secure for dynamic data re-publication. 

Most of the existing solutions in the literature applied the same level of privacy 
protection to all the data owners without considering the actual concern of each  
data owner. However, to enforce the same level of privacy protection to every data 
owner is not necessary. For example, a patient who suffers from flu may not think  
the symptoms are sensitive as compared with diseases such as HIV or genetic disord-
er. In the future work, we aim to study the user-defined privacy protection in data  
re-publication.  
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