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Message from the CSS 2013 General Chairs

As the General Chairs and on behalf of the Organizing Committee of the 5th In-
ternational Symposium on Cyberspace Safety and Security (CSS 2013), we would
like to express our gratitude to all participants who attend the conference and as-
sociated symposiums/workshops in Zhangjiajie, China, during November 13-15,
2013. This famous city is the location of China’s first forest park (The Zhangjia-
jie National Forest Park) and a World Natural Heritage site (Wulingyuan Scenic
Area).

The aim of CSS 2013 was to bring together researchers and practitioners
working on cyberspace safety and security areas to present and discuss emerging
ideas and trends in this highly challenging research field. It attracted many
high-quality research papers that highlight the foundational work that strives to
push beyond the limits of existing technologies, including experimental efforts,
innovative systems, and investigations that identify weaknesses in the existing
safety and security services.

CSS 2013 was sponsored by the National Natural Science Foundation of
China, Springer, the School of Information Science and Engineering at Central
South University, the School of Software at Central South University, and Inder-
Science IJCSE; it was organized by Central South University, National University
of Defense Technology, Hunan University, and Ji Shou University. CSS 2013 com-
prised of the main conference and three international symposiums/workshops.
The conference program contained 11 keynote speeches shared by the co-located
IEEE HPCC 2013, IEEE/IFIP EUC 2013, and CSS 2013 conferences which
highlight the latest research trends in various aspects of computer science and
technology.

Many individuals contributed to the success of this high-caliber international
conference. We would like to express our special appreciation to the Program
Chairs Prof. Indrakshi Ray, Prof. Dengguo Feng, and Prof. Muttukrishnan Ra-
jarajan for giving us this opportunity to hold this prestigious conference and
for their guidance in the symposium organization. Thanks also to the Workshop
Chairs Prof. Jemal H. Abawajy, Prof. Jin Hee Cho, Prof. Yanjiang Yang, and
Prof. Yeong Deok Kim for their excellent work in organizing the attractive sym-
posiums/workshops. We thank the Publicity Chairs Prof. Peter Mueller, Prof.
Yulei Wu, and Prof. Scott Fowler for their great work on this event. We would
like to give our thanks to all the members of the Organizing Committee and
Program Committee for their efforts and support.

Finally, we are grateful to the authors for submitting their fine work to CSS
2013 and all the participants for their attendance. Hope you enjoy the conference
proceedings!

October 2013 Guojun Wang
Vijay Varadharajan
Gregorio Martinez



Message from the CSS 2013 Program Chairs

On behalf of the Program Committee of the 5th International Symposium on
Cyberspace Safety and Security (CSS 2013), we would like to welcome you to
the conference proceedings.

The conference focuses on cyberspace safety and security, such as authentica-
tion, access control, availability, integrity, privacy, confidentiality, dependability,
and sustainability issues of cyberspace. The aim of this conference is to provide
a leading-edge forum to foster interaction between researchers and developers in
cyberspace safety and security, and to give attendees an opportunity to network
with experts in this area.

CSS 2013 was the next event in a series of highly successful international
conferences on cyberspace safety and security (CSS), previously held as CSS
2012 (Melbourne, Australia, December 2012), CSS 2011 (Milan, Italy, Septem-
ber, 2011), CSS 2009 (Chengdu, China, August, 2009), and CSS 2008 (Sydney,
Australia, December, 2008).

This international conference collected research papers on the above research
issues from all over the world. This year we received 105 submissions in response
to the call for papers. Each paper was reviewed by at least three experts in the
field. After detailed online discussions with among the program chairs and the
track chairs, 30 papers were finally accepted, leading to an acceptance ratio of
28.4%.

We feel very proud of the high number of submissions, and it was difficult
to select the best papers from all those received, but at the end we defined an
amazing conference.

We would like to offer our gratitude to the General Chairs Prof. Guojun
Wang, Prof. Vijay Varadharajan, and Prof. Gregorio Martinez for their excel-
lent support and invaluable suggestions for the success of the final program. In
particular, we would like to thank all researchers and practitioners who sub-
mitted their manuscripts and the Program Committee members and additional
reviewers for their tremendous efforts and timely reviews.

We hope all of you enjoy the proceedings of CSS 2013.

October 2013 Indrakshi Ray
Dengguo Feng
Muttukrishnan Rajarajan



Welcome Message from the
CSS 2013 Workshop Chairs

Welcome to the proceedings of the 5th International Symposium on Cyberspace
Safety and Security (CSS 2013) held in Zhangjiajie, China, during November 13—
15, 2013. This year’s program consisted of three symposiums/
workshops that covered a wide range of research topics on cyberspace safety
and security:

(1) The Third International Symposium on Security and Quantum Commu-
nications (SQC 2013)

(2) The 2013 International Workshop on Security and Reliability in Trans-
parent Computing (SRTC 2013)

(3) The 2013 International Workshop on Trust, Security and Privacy for Big
Data (TrustData 2013)

The aim of these symposiums/workshops is to provide a forum to bring
together practitioners and researchers from academia and industry for discus-
sion and presentation of the current research and future directions related to
cyberspace safety and security. The themes and topics of these symposiums/
workshops are a valuable complement to the overall scope of CSS 2013 and give
additional value and interest. We hope that all of the selected papers will have
a good impact on future research in the respective field.

We offer our sincere gratitude to the workshop organizers for their hard work
in designing the call for papers, assembling the Program Committee, managing
the peer-review process for the selection of papers, and planning the workshop
program. We are grateful to the workshop Program Committees, external re-
viewers, session chairs, contributing authors, and attendees. Our special thanks
go to the Organizing Committees of CSS 2013 for their strong support, and es-
pecially to the Program Chairs Prof. Indrakshi Ray, Prof. Dengguo Feng and
Prof. Muttukrishnan Rajarajan for their guidance.

Finally, we hope that you will find the symposium and workshop proceedings
interesting and stimulating.

October 2013 Jemal H. Abawajy
Jin-Hee Cho

Yanjiang Yang

Yeong-Deok Kim
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Abstract. Nowadays Web robots can be used to perform a number of useful
navigational goals, such as statistical analysis, link check, and resource
collection. On one hand, Web crawler is a particular group of users whose
traverse should not make part of regular analysis. Such disturbance affects site
decision making in every possible way: marketing campaigns, site re-structuring,
site personalization or server balancing, just to name a few. Therefore, it is
necessary to correctly detect various robots as soon as possible so as to let the
robots to be used under the security policy. In this paper, we come up with a
crawler guard to detect and block unauthorized robots under the security policy.
It can immediately differentiate various robots based on their functions
(navigational goals) to ensure that only the welcome robots which obey the
security policy are allowed to view the protected Web pages. Our experiment
focuses on how the crawler guard could identify precisely the viewing goal of the
robots under certain limits of Web page hits. The experimental results show that
the request count is smaller than 8 while the accuracy of detection is 100%.

Keywords: Web Crawler, Web Robot, Navigational Behavior.

1 Introduction

A Web robot is a program with automated browsing. It is an agent that traverses the
Web's hypertext structure by retrieving a document, and recursively retrieving all
documents that are referenced without any significant human involvement. Robots can
be used to perform a number of useful tasks, such as statistical analysis, maintenance of
the hypertext structure, implementation of Web mirroring and resource discover.
Otherwise the use of robots comes at a price, especially when they are operated
remotely on the Internet. Robots require considerable bandwidth and place extra
demand on servers as well, so they may affect the navigation of normal customers.
Moreover, unauthorized robots can severely falsify the browsing behavior analysis of
the customer in many E-commerce Web sites or induce information disclosure. For
example, Web robot can inflate the clicking rate on the advertisement banner to misuse
a payment scheme. Some robots ignore the Robot Exclusion Protocol [20], a standard
that allows Web site administrators to specify their rules of operation via the robots.txt
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file, and open up privacy and security issues. Hence, in order to avoid damages and
economic losses, it is important to identify Web robots. From the defense’s point of
view, it is necessary to detect all unauthorized Web robots and take proper measures to
redirect or block them. Moreover, the safeguarded scheme should maintain the
system’s functionality and ease of use for normal visitors. Unfortunately, most of the
common methods are not able to satisfy this requirement.

Today, the most widely used methods, such as checking the [IP address] and [user
agent] fields in logfile entries, checking of requests for robots.txt and using hidden link
traps (embedding of HTML code that looks like a link, but indeed is invisible for a real
user), for robot detection [10-12]. Another enhanced techniques based on statistics are
used to discover session attributes for characterizing Web crawler behavior [1-4,
13-15]. These enhanced methods are used to find implicate log characteristics from
Web access logs for Web navigation behavior analysis and then identify some kinds of
robots based on the calculated attribute values.

Our study differs and complements from the results previously published that our
techniques are much simpler to implement yet effective in producing accurate detection
for incoming request in real time. It has some differences from these methods in several
aspects. First, the simple methods are just suitable for differentiating robot from human
visits. However they can’t further identify various robots, while our scheme, named
crawler guard can identify various robots based on their function. Second, some other
methods are too complex to distinguish robots in real time, while our work can redirect
all suspected robot visits to the classifier and then differentiate them regarding the
navigation characteristics of various goals. The load of data preprocessing can be
deeply lowered as only suspected traffic is redirected. Thus the crawler guard can
quickly distinguish various specific Web robots while the visits are still in progress.
Third, various robots can be correctly differentiated so as to ensure both the
functionality and ease of use of a protected Website. Instead of irrationally blocking,
we can ensure that robots can be normally used according to security policy.

The main contributions of this paper are summarized below.

1. Our scheme can redirect all suspected robots’ traffic to the Classifier through
the ingenious filter page so speediness of detection is independent on the
objects in a Web page and suitable for all Web sites.

2. Our scheme can make the load of pre-processing session deeply lower so
various specific Web robots can be quickly distinguished while the crawler
visit is still in progress.

3. Our robot identification algorithm can correctly differentiate various robots
based on functions so we can ensure that robot can be normally used under the
security policy, and both the functionality and ease of use of a protected Web
site will not be affected. Thus our approach successfully strikes a balance
between security functionality and ease of use for users.

The rest of the paper is organized as the following: The next section gives an
overview on the related work. Section 3 describes the differences between Web robot
and Web browser in navigation behavior and also shows the methods for discovering
various Web robots. In Section 4, we provide a detailed overview of the crawler guard.
Section 5 discusses the experimental results on the accuracy and speediness of
identifying various robots. Finally, we present our conclusion in Section 6.
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2 The Technologies for Web Robot Detection

Today's most widely used technologies for Web robot detection can be divided into
four major categories: simple methods, traps, Web navigation behavior analysis and
navigational pattern modeling [1, 4]. The simple methods to detect robots are by
matching the IP address of a Web client against those of known Web robots. Sun et al.
designed a BotSeer to provide an efficient tool for researchers, Webmasters and
developers to study Web robot related issues and design Web sites. It can be used to
assist the regulation and development of Web robots [12]. Unfortunately, these
techniques are time-consuming. Often time, they only discover robots that are already
well-known. Moreover the “User-Agent” HTTP request header is easily forged. On one
hand, Kadakia presents many methods to detect robots such as hidden field trap and
robot.txt honeypot trap [6]. The methods’ function is limited because it can only tell
human form robots. Park et al. developed simple yet effective algorithms to detect
human users and test the effectiveness of these algorithms on live data by implementing
the CoDeeN network, and robot related abuse complaints which had dropped by a
factor of ten [10]. Tan et al. investigated the navigational pattern of Web robots and
applied a machine learning techniques to exclude robot traces from the Web access log
of a Web site [1]. They noted that the navigational pattern of the Web crawlers is
different from the human users, and these patterns can be used to construct the features
by a machine-learning algorithm. Maria et al. focus on the analysis of some commercial
robots with the objective of characterizing their behaviors and their access patterns. The
outcomes of this temporal analysis could be very useful for Web site administrators to
estimate and predict the load of their sites and develop regulation policies aimed at
improving site availability and performance [21]. Shinil et al. expresses the behavior of
interactive users and various Web robots in terms of a sequence of request types [22].
The approach can work well on detection of many Web robots, such as image crawlers,
email collectors and link checkers. However, above-mentioned algorithms are not
adequate for real-time traffic analysis since they require a relatively large number of
requests for accurate detection. Andoena Balla et al. present a methodology for
detecting Web crawlers in real time. They use decision trees to classify requests in real
time, as originating from a crawler or human, while their session is ongoing. To
identify the most important features to differentiate humans from crawlers, they used
machine-learning techniques. The high accuracy, with which their system detects
crawler IP addresses while a session is ongoing, proves the effectiveness of our
proposed methodology [23]. However the method is only capable of differentiating
humans from crawlers. It cannot be used to detect various Web robots.

On the other hand, hiding the Web pages having flaws from malicious crawler is
another scheme to protect Web site. Kandula et al. used CAPTCHA tests to optimize
the test serving strategy to produce better good put during DDoS attacks [16]. Although
CAPTCHA tests are generally regarded as a highly effective mechanism to block
robots, they are impractical if we consider the user-friendly problem, since human users
do not want to solve quiz every time they access a Web page. Ollmann examined
techniques which are capable of defending an application against automated attack
tools; providing advice on their particular strength and weakness and proposing
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solutions capable of stopping the next generation of automated attack tools [11].
NAKADO et al. observed network behaviors and malware behaviors from darknet and
honeypots, and strictly analyze to produce a set of profiles containing malware
characteristics. To this end, inter-relationship between above two types of profiles is
practically discussed and studied so that frequently observed malwares behaviors can
be finally identified in view of scan-malware chain [17]. KIM et al. proposed a hybrid
intrusion forecasting system framework for an early warning system. The proposed
system utilizes three types of forecasting methods: time-series analysis, probabilistic
modeling, and data mining method. By combining these methods, it is possible to take
advantage of the forecasting technique of each while overcoming their drawbacks [18].
DU et al. first proposed a traffic decomposition method, which decomposes the traffic
into three components: the trend component, the autoregressive (AR) component, and
the noise component. A traffic volume anomaly is detected when the AR component is
outside the prediction band for multiple links simultaneously. Then, the anomaly is
traced by using the projection of the detection result matrices for the observed links
which are selected by a shortest-path-first algorithm [19].

3 Discovery of Web Robot

If we hope to increase security of a Web site and keep ease of use for normal visitors,
we should be capable of detecting unauthorized Web robots and take proper measures
to redirect or block them. To achieve the aims, at first we should analyze the
navigational patterns for various types of Web robots and show that these patterns are
quite different from those for human users.

There are some obstacles on the way that makes the task of blocking Web robot a lot
more difficult than it already is. Some Web robots may be used to perform a number of
useful tasks, such as statistical analysis, maintenance of the hypertext structure,
implementation of Web mirroring and resource discover. For example some businesses
run solely on search engine rankings. Blocking these robots will apparently lose their
services. Furthermore, most of the Web sites are designed to let human users easily
surf, and none of techniques should affect the usability of a Web site while they are
used to block Web robot. Thus we need to propose an advanced proposal to accurately
distinguish various robots, that is, any proposal preformed for stopping robot should be
viable to accurately block some specific types of robots according to the security
policy, and they must not affect original functionality and ease of use of protected
Web site.

Human traverses various Web sites through a Web browser. To achieve the goal
mentioned above, we try to find some features for quickly distinguishing between Web
browser and robot, and further, we hope to eliminate the specific Web robot threat
according to the security policy. The target can be achieved in two phases. First, we
need to find a way to quickly differentiate Web browser between robots. Second, we
should find clues of further differentiating various robots. Somewhat surprisingly, there
were very little previous researches regarding the problem of distinguishing various
Web robots. Most previous work we know about is in the context of identifying human
from robots [1-4].
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We suppose that the behavior of the Web browser or the robot is relevant to its
functionality. The Web browser concerns itself with the look of a Web page so it must
retrieve all embedded objects in a Web page. The Web robot is good at retrieving
complete information on a Web site so it is a leading concern to continue to traverse all
hyperlink of a Web page. Likewise we reason that the visitor having a particular
functionality may have a specific behavior pattern. For verifying above assumption, we
try to select and classify the visitors based on their function, and let them surf some
experimental Web sites to find some helpful clues from Web access logs.

3.1 The Differences between Web Robot and Browser in Navigation Behavior

As a Web robot is a program with automated browsing to assist in speeding up resource
discovery, we can assume that the navigation behavior of the Web robot may be distinct
from human users. A Web robot starts from a seed page and then starts its crawling
process picking a URL from the queue, downloading its associated page by sending
HTTP request to the target server and analyzing it for obtaining new links which are
then added to the queue, until a sufficient number of pages are identified, no URLSs left
in queue, a specified depth level is reached or some higher level objective is reached.

A Web robot can also treat embedded objects, such as image files and music files,
according to various navigational goals in addition. For example some search engines
serving as entry points to Web pages strive for coverage that is as broad as possible so
they will add the URLSs of these objects to the queue, and some robots implementing
Web mirroring should maintain the look and feel of the page mirrored exactly so they
will retrieve all embedded objects. If the navigational goal of the robot is to collect a
specific kind of file, there is only this type of embedded object in all request URLs.
Although these robots may have different functions, we find that the requests of the
embedded objects are not sent at once for all robots when we analyze the navigational
logs of these robots. Therefore we can assume that there are some successive requests
for the Web page type (such as htm, asp, php, etc) in the Web access log, which exactly
represents the of the navigation behavior of Web robot.

Human traverses various Web sites through a Web browser. Web browsers submit
information to Web servers as well as fetch Web pages from them by using HTTP. On
the other hand, the browser will parse and format the response Web page to display and
interact with embedded objects such as images, videos, music and games located on a
Web page. For showing complete appearance, if there are any embedded objects, the
browser will automatically and successively perform HTTP requests until these objects
have been retrieved. Therefore one request from the browser may generate many
records in the Web access log. There is no specific arrangement of the files type in URL
fields of these records because the embedded objects are placed according to
appearance, and do not follow any specific rules. By analyzing Web access log, we also
find that Web browsers are the most-commonly-used type of HTTP user agent.

We can also illustrate the difference between Web robot and browser from their
respective function. Web robot is a software program which automatically locates and
retrieves information on the Internet so it should traverse all hyperlink structures of
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each Web site to achieve the goal. A Web browser is another software application
which enables a user to display and interact with text, images, videos, music, games and
other information typically located on a Web page at a Website. In terms of the
completeness of a Web site, the Web robot concern, but not in terms of the appearance
of each Web page. Contrary to Web robot, the Web browser is good at presenting any
kind of content that can be part of a Web page. If there are any embedded objects in a
Web page, the browser will automatically and successively sent requests at once until
all of them have been retrieved. On the contrary, a Web robot will treat embedded
objects according to various purposes of visit so the requests of the embedded objects
are not sent at once.

3.2  Quickly Telling Human from Web Robots

The observations of the navigation behavior of human user and Web robot are shown as
follows. First, the visibility of human user is different from the robot. Human user, for
example, must only follow visible links, whereas robot usually automatically traverses
all the links in a page. Second, human user surfs Web site by a mouse or keyboard,
whereas robot has no activity of mouse or keyboard. Third, human user can interact
with a Web page, whereas robots can’t do it. According to above descriptions, we can
design a spider trap to tell human from robots.

A spider trap is a method of identifying crawlers as they browse your site and a way
of determining if a crawler is good or bad by monitoring where it browses. It is a set of
Web pages that may intentionally or unintentionally be used to cause a Web crawler or
search robot to make an infinite number of requests or cause a poorly constructed
crawler to crash [5]. The basic idea of spider trap is to take advantage of the scanners
lack of ability to differentiate real links from set traps [6]. A robot renders a Web page
and analyzes just code so it misses the visual output of the code. For example, a null
href link ( <a href="trap.php”/>) can be visited by robot but can’t be seen by human.
According to above-mentioned observations of the navigation about human or robots, a
spider trap named hidden link has been design to tell human from robots. The trap can
be embedded in front-end Web pages to snare all Web robots [8-9].

We propose an innovative scheme, which named crawler guard, for discovering all
crawling traffic and differentiating it according to the different visit behaviors. The
processes of the crawler guard are portioned out two phases. Phase 1 is responsible for
accurately tell apart human users and Web crawler as quickly as possible. All robots
will be caught in Phase 1 and then be redirect to phase 2 for classification based on their
function. In Figure 1, the diagram of crawler guard’s phase 1 and how it works is
described in detail. In phase 1, the crawler guard comprises a trap hunter, hooks and
monitors. The trap hunter can automatically plant proper hooks on front-end Web
pages. The hooks are embedded in front-end Web pages via hidden link and linked to
the monitor on server-side Web page. The monitor is capable of analyzing the HTTP
request headers to get necessary visit information of the trapped visitors from hooks
and then and finally saved to the respective logfiles in the Logger. On all occasions, the
crawler guard can accurately tell apart human users and Web crawler as quickly as
possible in phase 1.
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Front-end Web pages Server side
/ TrapHuner Hooks / Monitor \
Planting hooks Hidden link » Request logs

Fig. 1. The diagram of telling human from robots Pass

3.3  Quickly Differentiating Various Robots

Some robots may be used to perform a number of useful tasks, such as statistical
analysis and resource discover so blocking these robots will apparently lose their
services. On the other hand, some robots’ navigation logs may disturb site decision
making in every possible way, such as marketing campaigns, site re-structuring and
server balancing. Therefore a better scheme for blocking robot will be capable of
identifying the robots having respective functions, and then allow or deny them
according to the real needs. Moreover it must not affect original functionality and
ease of use of the protected Web site.

Robots crawl a site and operate differently depending on the task a robot is
programmed to do. Therefore, robots traversing a site with the same information will
exhibit similar navigational patterns. Doran et al. had proposed a novel functional
classification scheme to understand and analyze Web robot traffic. The classification
scheme can be used to analyze Web server access logs for providing insights into the
robot traffic based on their functionality [7]. These insights could guide the separation
of well-behaved robots from ill-behaved ones but it is difficult to separate them in real
time because of needing to preprocess a large amount of visit traffic in the Web access
log file before going on analysis. Thus the ill-behaved robot could not be immediately
blocked from accessing the server. We aim not to partition the robot traffic into classes
according to the functions of the robots but also to isolate unauthorized robot as quickly
as possible. That is to say, we need to present a methodology for detecting Web
crawlers in real time. First we need to find a most obvious feature for each functional
classification. After doing some numerical of experiments for various robots, we had
gotten the obvious feature for some functional classification. The result is shown in
table 1. The left side shows the function of the robot and the right side presents its
obvious visit behavior feature hidden in the Web access log. For example, if a robot is
found to send a http request to retrieve Cascading Style Sheets (CSS) embedded in a
Web page, we can reason that the robot should be capable of duplicating a Web site. If
a robot is found to send a query string having parameters, the robot should be an
injection attack tools.

A special Web page, named Filter page, is designed meticulously to supply various
embedded objects in the Web page for differentiating robot. The robot having some
specific function must retrieve theses embedded objects by sending requests to them.
While the robots retrieve one object, they will be trapped to its respective Web page to
analyze the visit information. And then the information is finally saved to the
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Table 1. The features of navigation behavior based on functional classification

Function
E: Explore for a
structure
S: Search engine
K: Search for keywords

Navigation Behavior Feature

site
There are no requests for the embedded
objects in visit log.

There is a request for Cascading Style Sheets
(CSY) in visit log.

There are some requests for Web pages and
some specific embedded objects such as image
type or music type.

The query string has parameters.

M: Mirror a Web site

D: Download files

I: Injection attack tools

respective logfiles. The processes of differentiating various robots are shown in Figure
2. Here we should emphasize that our scheme is adequate for real-time detection of the
robot in comparison with the solutions had been proposed. The existing methods need
to preprocess a large amount of visit traffic in the Web access log file before going on
analysis so it is difficult to detect robot in real time [1-7]. In contrast, our scheme
designs some traps according to the obvious feature of each type of robot to redirect all
suspected robots’ traffic. The work of grouping together the Web log entries into a
session log according to their IP address and agent fields while date is within a
threshold period is unnecessary. Therefore the scheme can be used to quickly identify
various robots.

@oming from phaseD

Redirect all requests for
the objects in filter page
tor the classifier

Trapped to filter page —»

Logger:

Saving various logfiles
classified according to
function

Classifer:
Differentiating type of
the crawler based on

visil behavior

Fig. 2. The flowchart of differentiating crawler type based on visit behavior
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4 System Implementation

To block unauthorized robot in real time, we design a trapped system named crawler
guard. The system is viable to differentiate robots according to the obvious features of
crawling traffics. The diagram of the crawler guard is shown in figure 3. The process of
the crawler guard can be divided into three phases. The Phase 1 is responsible for
accurately telling apart human users and Web robot. All robots can be trapped in Phase
1 and then be redirect to phase 2 to further differentiate them. In phase 2, the Filter is a
particular Web page designed meticulously to supply various embedded objects to trap
robots. While the robot retrieves one object, they will be trapped to its respective Web
page named as Classifier_type (e.g. Classifier_M, Classifier_D, Classifier_I. The types
were shown in Table 2). Table 3 summarizes the key steps of our robot identification
algorithm. The first step, named sessionizing, is to combine all single requests in logfile
entries into user sessions. Each HTTP-request is represented by a single line in the
logfile. Each logfile entry consists of the following fields: [IP address] [date] [request]
[status] [referrer] [agent]. Among them, [IP address] as client IP address, [date] as date
and time of the request, [request] as HTTP-request containing the request method, the
URL of the requested resource (page), and the desired HTTP-protocol, [status] as
3-digit status code returned by the server, [referrer] as URL of the referencing page and
[agent] as name of the client agent (e.g., " Mozilla/4.0 + (compatible;+MSIE7.0; +
windows+NT+5.1; + NET+CLR+2.0.50727)" ). For each http request, we can
differentiate it according to the obvious feature of visit behavior. After phase 1 and
phase 2, the result will be saved in the Logger. Finally, the Blocker can remove
unauthorized robots’ HTTP requests according to the security policies kept in the
Policy holder in phase 3.

Fromt-end Web .
Manager Server side

RS —_—
4 TrapHunter Iy Hooks " Filter pape Phisc |
e Vi —— —
Embedided

Policy holder _rgc?::;t - ubgi:'ll.;ls ! From 1
elements
T ]) %

I Classifier 1)
¢ Blocker 1 |

ITfeTemoiating
robots
Black list ]
{ Lopper N
¢ | Phasc 3
Resething request
SES5I0N Legfiles -

B

Planting hooks

Phase

]

Fig. 3. The diagram of crawler guard
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Table 3. The robot identification algorithm

for each RequestLog Ri do

if (containsCSS(Ri) then
add Ri_ip to robot_M]i ]

else if ( containsSpecificObject(Ri) then
add Ri_ip to robot_DIi ]

else if ( containsParameter (Ri) then
add Ri_ip to robot_I[i ]

end;

5 Experimental Evaluation

We use an experimental Web site as a case study to evaluate the accuracy of the
obtained classification models and their ability for discovering various Web robots. To
confirm the robots’ function, we pick some robots having various functions and let
them crawl on the experimental Web sites. The functions of each robot can be verified
via the crawling result and summarized in table 4. The vertical columns list the robot
name and the horizontal rows, the function. The functions having been previously
described in table 2 are presented with a capital letter for easy identification. If a robot
has one function, the intersection is marked with “*” in the field of Function in Table 4.
For example, the advanced robot named BlackWindow is capable of exploring (E) and
mirroring (M) a Web site on local host according to background information so the
intersections of the second row and E, M columns are labeled with “*”. In order to
verify the accuracy and speediness of the crawler guard, we use some Web browsers
and the robots having been listed in table 4 as client, and implement the crawler guard
on the experimental Web site. Each client has different source IP address and launches
http requests to the experimental Web site at the same time. In the logfile of the Logger,
each entry consists of six fields: Phase number, Request number, IP, User agent, Visit
Time and URL. Among them, the Phase number means the record comes from which
phase of the crawler guard; the Request number is the line number of the session which
includes all requests for the objects in the Filter page. We can compare the IP field in
the Logfile with the source IP address of each client to get the information of detection.
For example, if the source IP address of the BlackWindow was shown in the
Logfile_M, the intersection of M column and BlackWindow row need to be labeled
with “*” in the field of the Logfile in Table 4. Thus we can compare data in the field of
Logfile with the field of Function in Table 4 to verify the accuracy of detection. The
results obtained from the comparison are shown in the field of Accuracy.

In the logfile of the Logger, there is a Request number field to present the line
number of the session which includes all requests for the objects in the Filter page. For
example, if the request for CSS object is found in fifth line of a session log, the Request
number field is 5 in the Logfile_M. Thus we can reason that using only 5 requests to
identify the robot. According to the experimental results, we find various robots may
need different Request number because of structure of Web page or robot’s program.
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Table 4. The accuracy of identifying robot for crawler guard

Type
E|S|K|M|D I Accuracy (%)
Robot Name
Function || X | X | X
Teleport Pro 100%
Logfile || X | X | X
Function S P
BlackWindow 100%
Logfile % P
Win Web Function RIS P 100%
0
Crawler Logfile | X x
~ Function KX P
V1§ua1 Web 100%
Spider Logfile | X P
Function X K| X
J QC Web 100%
Spider Logfile A ¥ | X
s Function X X
Gy.x1 s Image 100%
Spider Logfile S P
Function S
DRK Spider 100%
Logfile %
Acunetix Web | Function ¥ ¥
Vulerability - - . 100%
Scanner Logfile % P
Function S P
HDSI 2005 - - 100%
Logfile P DS

Therefore we use minimum Request number and average Request number to present
speediness in Table 5.

All robots must be immediately trapped into the hidden link located in first line of
each Web page by the Trap Hunter so they can be distinguished from all visit traffic.
The prediction is verified through the first row in table 5. In addition to all of the above,
others are gotten in phase 2, that is, by navigation patterns. In phase 1, the request
number is dependent on the number of embedded objects in Web page so the value of
request number is different to each Web site. Whereas, the request number is
independent on Web page since we use the ingenious Filter page as identical Web page
for visiting. The result is just dependent on robot’s program in phase 2. Therefore, our
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Table 5. The speediness of identifying robot for crawler guard

Type Phase # Min. Request # Avg. Request #
E 1 2 5
S 2 3 3
K 2 5 7
M 2 5 6
D 2 3 3
I 2 1 1

scheme is suitable for all Web sites. Here the method was tested in real time with the
help of an emulator, using only a small number of requests. In Table 5, the experimental
results show that the Request count is smaller than 8 while the accuracy of detection is
100%. The results demonstrate the effectiveness and applicability of our approach.

6 Conclusions

Web robots can be used to perform a number of useful navigational goals but
unauthorized robot may severely falsify the browsing behavior analysis or induce
information disclosure. Therefore it is a necessary task to ensure the robots being
legitimately used according to security policy. To achieve the aim, a real-time scheme
to detect various robots is a critical work. In this paper, we come up with a prototype,
named crawler guard, to detect and remove Web robot threats according to security
policy. Crawler guard is much simpler to implement yet effective in producing
accurate results for incoming request at real time. It can immediately differentiate
various robots based on their navigational goals to ensure that only the authorized
robots obeying security policy are allowed to visit the protected Web site. Our
experimental results show that the crawler guard is really viable to remove
unauthorized Web robots at once. Its speediness is better than other methods adopting
log analysis and feature statistic. Moreover, our scheme is independent on specific
traffic models or behavior characteristics, which may need to change with more
sophisticated robots.
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Abstract. With the increasing popularity of mobile communication de-
vices loaded with positioning capabilities (e.g.,GPS), there is growing de-
mand for enjoying location-based services (LBSs). An important problem
in LBSs is the disclosure of a user’s real location while interacting with
the location service provider (LSP). To address this issue, existing solu-
tions generally introduce a trusted Anonymizer between the users and
the LSP. But the introduction of an Anonymizer actually transfers the
security risks from the LSP to the Anonymizer. Once the Anonymizer is
compromised, it may put the user information in jeopardy. In this paper,
we propose an enhanced location privacy preserving (ELPP) scheme for
the LBS environment. Our scheme employs an entity, termed Function
Generator, to distribute the spatial transformation parameters periodi-
cally, with which the users and the LSP can performs the mutual trans-
formation between a real location and a pseudo location. Without the
transforming parameters, the Anonymizer cannot have any knowledge
about a user’s real location. The main merits of our scheme include (1)
no fully trusted entities are required; (2) each user can obtain accurate
POIs, while preserving location privacy.

Keywords: location-based service, location privacy, K-anonymity.

1 Introduction

With the proliferation of mobile communication devices loaded with positioning
capabilities (e.g., GPS), location-based services (LBSs) have been gaining in-
creasingly popularity in recent years [I] [2]. With the versatility and full-featured
features, LBSs are facilitating users’ daily lives, by, for instance, finding the
nearest restaurant with favorite taste, gaining coupons from nearby market, and
getting tourist information and route guidance in trips, etc.

However, users must provide their real locations to the location service provider
(LSP) before enjoying LBSs, which poses a serious threat to their privacy. Let us
consider the following scenario: a user Bob uses his GPS enabled mobile phone
to issue a k-nearest neighbor (KNN) query to a LSP (e.g., Google Maps) to
find the top-2 nearest hospitals. Since the LSP is potentially untrustworthy, an
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Fig. 1. Framework for K — anonymity location privacy. kNN stands for the k-nearest
neighbor query.

adversary who has compromised the LSP can obtain Bob’s real identity, loca-
tion, queries, and may deduce other sensitive information about Bob, such as
his home location, health condition, and even lifestyle habit, political/religious
affiliation etc. Despite the benefits provided by LBSs, the privacy threats of re-
vealing a user’s personal information through his location have become a key
problem to inhibit user adoption. Ensuring location privacy, i.e., protecting user
location information, is paramount to the success of LBSs. Over the past years,
many promising approaches have been proposed concerning preserving location
privacy. Generally, they can be classified into two main types [3]: Trusted Third
Parties (TTP)-free schemes and TTP-based schemes. In TTP-free schemes, users
communicate with the LSP directly. In order to protect the real location infor-
mation from the untrusted LSP, users add noises to locations (e.g., enlarge user’s
location or generate multiple decoys at different locations), and send the ”fake”
ones to the LSP [4]. However, more noises in the query, more redundant results
will be returned from the LSP, and a higher communication cost will be incurred
on the users.

In TTP-based schemes, a trusted entity, called the Anonymizer, is introduced
into the system [5] [6] acting as an intermediate tier between the users and the
LSP. To guarantee the location privacy, most existing solutions adopt the loca-
tion K-anonymity principle [7] [8]: a mobile user satisfies location K-anonymity
if the location information sent to the LSP is indistinguishable from at least K-1
other users. Therefore, the fundamental idea behind K-anonymity is to replace
the real location of the user by a cloaking area in which at least K users are
located.

In Fig. 1, the users send their kNN queries to the Anonymizer, which is
responsible for removing the user ID and constructing a cloaking area, called
Anonymizing Spatial Region (ASR or K-ASR), which contains at least K users.
Given the ASR, the LSP can process the query and return a set of candidate
point of interests (POIs), but cannot identify any user with probability larger
than 1/K. The Anonymizer then filters candidate set, and forwards the accurate
results to each user. Compared to the TTP-free solutions, the TTP-based solu-
tions can prevent the LBS provider from knowing a user’s real location with a
probability higher than 1/K, while consuming lower communication cost for the
users. However, the TTP-based schemes require a trusted Anonymizer, which has
the knowledge about all users’ locations. Thus, the security of the whole system
relies on the Anonymizer. Once the Anonymizer is attacked by an adversary, it
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will pose a serious threat to user privacy and may put the user information in
jeopardy.

In this paper, we propose an enhanced location privacy preserving (ELPP)
scheme for the LBS environment, in which location privacy is guaranteed with-
out needing any fully trusted entities. We introduce an entity, termed Function
Generator, to distribute transformation parameters periodically for users and the
LSP to performs mutual transformation between a real location and a pseudo
location. Without the transforming parameters, the Anonymizer cannot have
any knowledge about a user’s real location. However, with a set of pseudo loca-
tions, the anoymizer still has the ability to construct a correct K-ASR to achieve
K-anonymity on the LSP, and to filter the false POIs for each user. Therefore,
our scheme can provide enhanced security for the whole system.

Our contributions are threefold:

1. We propose a novel framework for protecting location privacy, in which we
introduce a Function Generator to get rid off the need of any trusted enti-
ties. To the best of our knowledge, the ELPP scheme is the first to provide
enhanced location privacy for LBS environment.

2. We utilize Hilbert Curve [9] to transform a real location to a pseudo location,
with which the Anonymizer can construct the ASR and filter POIs for each
user correctly without compromising the real location.

3. We thoroughly analyze the security and the performance of the ELPP scheme.
Our scheme protects location privacy from the the Anonymizer, the LSP, the
Function Generator, and other users.

The remainder of this paper is organized as follows: We introduce related
work in Section 2 and present technical preliminaries in Section 3.We describe
the scheme in Section 4 and theoretically analyze its security in Section 5. Finally,
we conclude this paper in Section 6.

2 Related Work

While interacting with the LSP, user privacy can be classified into query privacy
and location privacy [7]. The former is related to the disclosure of the sensitive
information in the queries or the related interests about users. The latter, on the
other hand, is related to the disclosure and misuse of users location information.
Our work is on protecting location privacy while enjoying LBSs. The most recent
work on location privacy can be classified into two main categories: Trusted Third
Parties (TTP)-free approaches [4] [10] and TTP-based approaches [3] [5]

The TTP-free methods are categorized in two sub categories in [11] : obfus-
cation based methods and collaboration based methods. In obfuscation based
schemes, users generate multiple decoys at different locations and send the fake
locations to the LSP. For example, [4] proposed a scheme, named SpaceTwist,
where POIs are retrieved from the LSP incrementally. This process starts with
a location different from the users actual location (called anchor location), and
it proceeds until an accurate query result can be reported. The main drawback
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of this scheme is that multiple-round interaction between the users and the LSP
may incur a higher communication cost.

In the collaboration based methods, each user cloaks his location by contacting
his peers and collecting their location data. The first collaborative TTP-free
scheme in LBS was first proposed by [12]. The user perturbs his location by
adding zero-mean Gaussian noise, and then broadcasts his perturbed location to
his neighbors and requests for perturbed locations from them to form a cloak.
Since users only exchange perturbed locations, they do not need to trust each
other for privacy. The main problem of this proposal is that the noise added to
query will degrade the accuracy of the answers returned from the LSP. Therefore,
the main drawback of the TTP-free methods is that the quality of the service
(QoS) will degrade, due to the high communication cost incurred by the low
accuracy of the answers.

In TTP-based solutions, the Anonymizer is introduced into the system, acting
as an intermediate tier between the users and the LSP. the Anonymizer can
behave (i) by deleting personal information of the users from the queries before
sending to the LPS; (i7) by hiding or modifying the exact location of the users;
(#4) by removing or filtering the false answers from the LSP. Existing TTP-
based approaches usually require the Anonymizer to construct a K-anonymity
ASR. The conception of K-anonymity was first introduced by Sweeney et al. [13]
to prevent information loss and disclosure of personal data in databases. K-
anonymity in LBS privacy can be viewed as a user’ location is indistinguishable
from K-1 other users’. So, the fundamental idea behind K-anonymity is to replace
the real location of the user by cloaking areas in which at least K users are
located. Inspired by their work, [8] [14] [15] [I6] proposed efficient schemes to
construct K-anonymity ASR. For example, Hilbert cloaking [I5] [16] uses the
Hilbert space filling to map 2-D space into 1-D values, and partitions the 1-D
sorted list into groups of K users. In Clique Cloak [I4], the Anonymizer perform
spatio-temporal cloaking algorithms to search for cliques of users, and constructs
a minimum bounding rectangle (MBR) of K users.

To improve the performance and QoS of the TTP-based solutions, the work
in [14] enables a user to define his personal privacy requirements, e.g., the min-
imum level of anonymity and the maximum temporal and spatial resolutions.
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In [5], Vu et al. proposed to use locality-sensitive hashing (LSH) to partition
user locations into groups, each containing at least K users, before constructing
K-anonymity ASRs. Furthermore, they devised an efficient algorithm based on
Voronoi diagram to answer kNN queries for any point in the ASR of arbitrary
polygonal shape. The authors in [I7] proposed efficient in-memory processing
and secondary memory pruning techniques for kNN queries in both 2D and
high-dimensional spaces. They devised an auxiliary solution-based index EXO-
tree to speed up any type of kNN query.

The main merit of the TTP-based schemes is that the employment of the
Anonymizer protects the location privacy from the untrusted LSP, while en-
abling the LSB to provide better QoS. However, this kind of scheme moves
users’ trust from LPS to intermediate entities. The problem is that it will pose a
serious threat to user privacy and may put the user information in jeopardy once
the Anonymizer is compromised. Our ELPP scheme, by employing a Function
Generator to the system, combines the merits of the two schemes, without fully
trusted entities while providing better QoS.

3 Preliminaries

3.1 Problem Formulation

We consider this scenario: a user u sends the message {Location, ID, Query} to
a LSP for kNN query. Map resources and database are stored in the potentially
untrusted LSP. Upon this request, the LSP seeks the desired information in
its database and returns appropriate POIs to u. The motivation of our work
is to preserve location privacy for the users while enabling the LSP to provide
high-quality services.

In this paper, we propose a novel enhanced location privacy preserving (ELPP)
scheme that introduces an entity termed Function Generator to the TTP-based
model (Fig. 2). The purpose of the Function Generator is to provide spatial
transformation parameters (STPs) for users and LSP to map the 2-D space co-
ordinate (a real location) into a 1-D space Hilbert value (a pseudo location),
so that the Anonymizer without the STPs has no knowledge of a real location.
The scheme works as follows: after obtaining the STP from the Function Gen-
erator, users encode their real locations to pseudo locations, denoted as Lu’. By
aggregating enough pseudo locations from the users, the Anonymizer constructs
a transformed ASR, denoted as R’, and sends it to the LSP. On the LSP side,
the transformed ASR can be decoded by the STP got from the Function Gen-
erator. The LSP then finds out the candidate POIs for the users in the decoded
ASR, and transforms the real locations of POIs to pseudo locations, denoted as
POT’, before responding to the Anonymizer. Upon the POI’s for K users, the
Anonymizer accurately filters and forwards the accurate results for the querying
user, denoted as POI,’. The main merits of our scheme is that the ELPP scheme
provides enhanced security for the whole system without needing fully trusted
entities, and each user can obtain the accurate results.
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3.2 Threat Model

Adversarial Capabilities. In the threat model commonly used in LBS pri-
vacy protection studies, the LSP are regarded as malicious observers, and all the
other entities can be considered benign. An adversary can be the owner of an
LBS entity, or is able to compromise and control of the LBS entities. In our threat
model, the communication channels are assumed to be secured when queries and
information are transmitted via communication networks. The existing security
schemes (e.g., SSL) and conventional solutions (e.g., cryptography and hashing)
can be used to protect the secrecy and integrity of the information through net-
work. Therefore, there are three types of attackers: (i) the LSP, which knows the
ASR, may be compromised by the adversary, or may leaks information for mak-
ing profits. (ii) the Anonymizer, collecting all messages as an intermediate tier
between the users and the LSP, may become a bigger target, and may reveal the
cloaking algorithm; (éii) A small number of malicious users may want to know
other users’ privacy. All of these attackers are assumed to be more interested in
the users’ real locations than other information.

Adversarial Limitations. On the other hand, we also assume that the
Anonymizer will not collude with any other entities. Collusion between the
Anonymizer and other entities or malicious users could reveal privacy. This as-
sumption has also been made in previous research by other researchers, e.g.,
the proxy reencryption systems [18] [19], in which the LSP performing proxy
re-encryption operations is assumed to not collude with other entity to ensure
system-wide security.

Our security goal is to protect location privacy for users. We consider our
scheme fails if any of the following cases is true:

— The LSP knows the real location about any user with a probability larger
than 1/K.

— The Anonymizer knows any user’s real location.

— The Function Generator knows any user’s real location.

The user knows real location about other users.

3.3 Hilbert Curves

The users and the LSP utilize Hilbert Curve to transform real locations to pseudo
locations. A Hilbert curve is a continuous fractal space-filling curve which is
first described by Hilbert [9]. Hilbert Curves pass through every point in an
multi-dimensional space once and once only in some particular order according
to some algorithm [20]. Given the 2-D coordinates of a point S in the lattice
system, denoted as < xg,ys >, the corresponding 1-D code of S based on the
Hilbert curve order, denoted as H(s), is to be determined, reversely, given the
1-D code of a point on the Hilbert curve, the corresponding lattice coordinate is
to be determined, This process is defined as encoding and decoding [21].
Definition 1. The set of cells ordered by Hilbert curve is defined as:

H = {Coo, Co1, Co2, ---Cijs ., Cn_1y(N-1) } (1)
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where Cj; are the < x,y > coordinates of a grid and N is the number of grid
cells in one dimension.
Definition 2. The Hilbert value of a point S can be defined as:

H(s) = h(< xs,ys >) (2)

where A is spatial transformation function, which encode the 2-D lattice co-
ordinate into 1-D Hilbert value. Given the parameter of the function, the H-
value mapping to each grid cell is assigned. The parameter refers to the curve’s
starting point (X;,Y;), curve order N, curve orientation o, and curve scale
factor @. We term this parameter space transformation as STP, where STP
={(X1,Y1), N, 0,0}. The important property of a Hilbert curve that makes it a
very suitable tool for our proposed scheme is that function A becomes a one-way
function if the STP are not known [I6]. A malicious attacker, not knowing this
key, has to exhaustively check for all combinations of curve parameters to find
the right curve by comparing the Hilbert values for all cells. An explicit formu-
las algorithm [22] by Moon et al. can be used to generate H-value ordered by
h(< x,y >), or decode the Hilbert value inversely by A~ (H).

Without loss of generality, we assume the user’s location is a point and is iden-
tified by two values such as its latitude and longitude. We define the coordinate
(z,y) refers to the spatial position of the mobile node in the two dimensional
space (i.e., x-axis and y-axis). Given the STP, a point S with 2-D coordinate
(zs,ys) can be presented by the lattice coordinates < x4, ys >.

(XSaYS) - (Xan )
_bovo) ®)

U here is the unit length of each cell, which can be get from the scale of factor
O and the number of grid cells in one dimension 2V, and (z¢,yo) is the real
coordinate of the lower-left corner of cell < 0,0 >. Note that it is possible for
two or more points to have the same lattice coordinate and also the same H-value
in a given curve. With high probability [22], if two points are in close proximity
in the 2-D space, they will also be close in the 1-D transformation.

< Xs, ¥>=|

3.4 Voronoi Diagram

The LSP performs the k-nearest neighbor queries by using the Voronoi Diagram
(VD) [23]. Consider a set of limited number of points, called generator points,
denoted by P, in the Euclidean plane. We associate all locations in the plane
to their closest generator(s). The set of locations assigned to their generator(s)
forms a region called Voronoi polygons, denoted by V(i). The nearest neighbor
of any site inside a Voronoi polygon is the generator(s) of it.

The order-1 Voronoi diagram can be formally defined as: P=p;,...p, C R2.
Assume a set of generators P=p;,...p, C R? , where 2 < n < oo and p; # Dj,
fori#j,i,j€l,={1,..n}.

The region given by:

V(pi) = {pld(p,pi) <d(p,p;)}forj#i,j€ Iy (4)
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where d(p, p;) is the Euclidean distance between two points. In order-1 VD, each
polygon is associated with a point. We now extend the notion to order-N VD
by considering the V(i) associated with N generators, which is a subset of P,
denoted by VP. That is, V(i) is the locus of sites closer to all points in VP than
to any other points not in VP.

4 Enhanced Location Privacy Preserving Scheme

4.1 Overview

Our basic idea is to introduce a Function Generator to transform a user’s real
location to a pseudo location based on Hilbert curve. As illustrated previously,
the main reason for location transformation is to prevent the Anonymizer from
having users’ actual location information.

The system consists of the user, the Anonymizer, the Function Generator and
the LSP. The ELPP scheme mainly consists of five steps, as shown in Fig. 3. We
omit the interaction between the Function Generator and the users/the LSP in
Fig. 3. Actually, the user/LSP should first request STPs from the Function Gen-
erator before transforming the locations. Main task of Function Generator is to
construct space transformation parameter, STP={(X,,Y;), N, 0, ©}, at different
time point ¢; (The details are provided in Section 3.3), and sends it to the user
and the LSP. Since the Anonymizer does not have any knowledge of the STP, it
can not deduce the real location about the users.

Stepl. Location Transformation. After obtaining the STP from the Function
Generator, the user runs the Alg.1 to transform his real location into a pseudo
location. The messages from the user to the Anonymizer are:

MSGUQA = {Lu/,ID,Q,ti} (5)

where Lu’ denotes the transformed location using Alg.1, ID is the identity of
the user (e.g., IP address), Q denotes the kNN requirement, ¢; refers to the time
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point at which the user gets the STP from the Function Generator and presents
his LSBs.

Step2. Cloaking. The Anonymizer removes the user’s ID and selects at least
K-1 users with the same H-value. Then, it constructs a K-ASR for the K users
and sends it to the LSP. The messages from the Anonymizer to the LSP are:

MSG o = {R', H(u),t;} (6)

where R’ denotes the transformed ASR based on the cell, H(u) is the H-value of
the user, ¢; is the timestamp when the user transform his location and presents
his LSBs.

Step3. kNN Search. The LSP finds out the POIs for the users in the ASR.
Since the region is shifted to the cell space, it should be transformed to the real
one first. The LSP will works as follows: it connects with the Function Generator
to get the STP with the timestamp ¢;, and then decodes the H-value to the 2-D
spacial location, calculates the actual ASR from the transformed one. After that
the LSP searches the candidate POIs in ASR with the VDs (details in Section
3.D) and transforms their coordinates to the corresponding cell, and finally,
forwards the pseudo locations of POlIs, presented by POI’ to the Anonymizer.
The messages from the LSP to the Anonymizer are:

MSGLQA :{POI/S} (7)
where the POT’ is the pseudo locations of POI.

Step4. Results Filtering. The Anonymizer gets the POI’s, which may poten-
tially be the kNN answers for any user within the entire ASR. Since the pseudo
location of user and POlIs are transformed by the same STP, the Anonymizer
can exactly find out accurate kNN results for the user from the all POI’s, and
remove the false ones. The messages from the the Anonymizer to the user are:

MSGAQU = {POIU’} (8)
where the POIu’ denotes the accurate answer for the user’s kNN query.

Step5. Results Transformation. The user gets exact POI's from the
Anonymizer, since the pseudo locations of the POIs are the offset based on the
origin of coordinates of the cell, user can easily get the real POIs by transforming
the offset of the cell to the real location.

4.2 Location Transformation

As described in Section 3.3, the Hilbert space filling curve imposes a linear
ordering on the grid cells, assigning a single integer value to each cell. With the
STP, we can map the 2-D space into 1-D Hilbert value using the function A. The
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privacy of the solution relies on the large number of Hilbert curve parameter
choices. We employ the Function Generator to distribute the STP to users and
LSP. For the sake of security and efficiency, we assume the STPs are generated
randomly at regular intervals (e.g.,3 minites). Getting the STP from the Function
generator, user can construct a lattice system with 2%V % 2 grid cells in scale O,
the centre point of each cell is regarded as point in a space of finite granularity. If
we assume the lower-left corner of each cell is the origin of coordinates in the cell
space, denoted as (2., y.), so the user’s offset coordinate, denoted as (z, y,)’, in
corresponding grid cell < z,,y, >, can be defined as relative position between
the user real location (z,,y,) to the origin of coordinates (., y.) by scale.

(1‘07%) = U* < Tuy Yu > +(l‘07y0) (9)

(xua yu)/ = (xuvyu) - (x07yc) (10)

Similar to the Eq. 3, U is the unit length of each cell, (xq, yo) is the real coordinate
of the lower-left corner of cell < 0,0 >. The expression of location coordinate
for a user u is shown in Talbe 1.

Table 1. The location coordinate of user

Real location Lattice coordinate Offset coordinate Pseudo location
(Tu, Yu) < Ty, Yu > (Tu, Yu)’ {H (w), (muayu)/}

Therefore, with the STP, users can transform their real location (2, y.) to
a pseudo one, denoted as (Lu’), which is its H-value in Hilbert space and offset
coordinate in corresponding cell, presented by {H (), (4, yu) }. The process of
location transformation is shown in Alg. 1.

Fig. 4 illustrates how a Hilbert curve can be used to transform a user real 2-D
space location into pseudo one. In this example, starting from the centre-point
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of < 0,0 > in the lattice system, the 2-D Hilbert curve orderly passes 22 * 22
grids. The users a, b, ¢, have the lattice coordinate of < 1,1 > in lattice system,
and their offset to the origin of coordinates in < 1,1 > are (5,5)’, (3,8), (7,9)’.
After transforming, they can be presented respectively by their pseudo location

of {2,(5,5)'},{2,(3,8)'},{2,(7,9)'}-

4.3 K-Anonymity Cloaking

The Anonymizer performs K-anonymity cloaking to protect the user location
privacy from the untursted LSP. Upon receiving a message from a user, the
Anonymizer removes users identifiers, such as IP addresses, and generates an
ASR, where a given degree of location anonymity can be maintained. We as-
sume that every cell is big enough to contain more than K users. The K-
Anonymity spatial cloaking algorithm safely works as follows. Firstly, given the
MSGyaa={Lu’, ID, Q, t;}, the Anonymizer removes users’ identifiers, and then
clusters the location of the user by their H-value. In the next step, it randomly
chooses K-1 users in the same cell of the querying user. If the number of users
is small than K, it can achieves the location anonymity by delaying the message
until K mobile nodes have visited the same cell located by the querying user.
Once the K users are determined, the cloak region can be represented by rect-
angles, disks or simply the set itself. In this paper, we construct a K-anonymity
ASR using the minimum bounding rectangle (MBR) which encloses these K users
(the query user and other K-1 users) in the same cell, denoted as R’. Since all
the user pseudo positions are presented by their offset based on the origin of
coordinates in the corresponding cell, the MBR can be also expressed by its ver-
texes using the offset coordinate in this cell, which are (2,1,¥u1)" ~ (Tpa, Yoa)'
During the processing of K-anonymity cloaking, the Anonymizer does not have
any real location information about users. Finally, the ASR in a corresponding
cell, presented by R’ and the H-value, is constructed and forwarded to the LSP.
The MSG a2r,= {R’, H(u), t;}, where R’ = (2y1,Y01) ~ (T4, Yva)’, H(u) is the
H-value of the cell, ¢; is the timestamp of user presenting the LSBs.

Fig. 4 shows an example of K-ASR construction, where u is the querying user.
Assume K = 4 and u selects users who have the same H-value as u. According to
the K-anonymity cloaking procedure, the K-anonymity user set is [ul, a, b, c|.
Since all the users are presented by their offset based on the origin of coordinates
in the cell 2, the MBR enclosing these four users can be also expressed by
its vertexes using offset coordinate based on the cell, which is (zy1,¥01) ~

(xv4> yv4)/~

4.4 EkNN Search Algorithm

Before the LSP searches the POIs for users, it needs to get decoding parameter
from the Function Generator with the timestamp ¢; to calculate the actual ASR
from R’ and H-value. With the STP, the LSP maps the H-value to the 2-D
spacial location, and get the origin of coordinate of the corresponding cell, and
then obtain the real location of R’. The LSP can not deduce what the users
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Algorithm 1. LocationTrans

1: {Input STP ={(X;,Y:), N, 0,0}, User location coordinate (Zu,yu.)}
{Output Lu'= (H(u), (Tusyu)’ )}
Construct a lattice system with 2V % 2V cells in scale ©.
Transform the (2., y.) into lattice coordinate < x,y. > using Eq. 3.
Get the H(u) by Eq. 2 //using STP.
Compute the the origin of coordinates of the cell (z.,y.) using Eq. 9.
Get the offset (z.,y.)" using Eq. 10.

Fig. 5. Search POIs based on order-2 VD

are located exactly, since it just have the information about the K-anonymity
region.

The ENN search problem can be solved efficiently with the Order-k VDs.
According description in Section 3.4, the kNN answer of any site inside one
polygon are its associated generator points. That means searching the POIs in
ASR for all users is to identify the order-k polygons that overlap with the ASR,
and find the union of their corresponding associated points. The term overlap
here means the polygon intersects or lies completely inside ASR. For example,
in Fig. 5, with the STP, the LSP can calculate the real coordinate of the ASR,
which is V; ~ Vj. To get the results of the kNN query in this area, it can search
the union of associated generator points for all the polygons which overlap with
this rectangle, the results of POIs for all users in the ASR are the p;...p7. Similar
o [16], due to the time-consuming process of finding the kNN query, we use a
computationally efficient algorithm by considering polygons that intersect with
ASR and polygons that are inside ASR separately, which takes O(logn + Kn)
worstcase running time. The process of kNN Search algorithm is shown in Alg.
2. Before the LSP forwards the POIs to the Anonymizer, it should transform the
location of them to the pseudo ones (POI’), which we can get from the offset
based on the cell.

POI' = POI — (zc,y.) (11)
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Algorithm 2. kNN search algorithm run by LSP
1: {Input: STP ={(X;,Y}), N, 0,0}, R’, H-value}
{Output: the set of POI'}
Construct a lattice system with 2V % 2V grid cells in scale ©.
Decode the H-value using 7" (H (u)).
Compute the the origin of coordinates of the cell (z.,y.) using Eq. 9.
Get real coordinates of ASR from R’ and the (zc,yc).
Search POIs in real ASR.
Get POI’s using Eq. 11.

4.5 Results Filtering

The Anonymizer gets the POI’s for any users within the entire ASR. It should find
out the exact answer for the querying user. Since the Anonymizer has the pseudo
locations of users and POlIs, which are transformed by the same STP, and whose
offset coordinates are based on the same origin of coordinates of the cell (z., y.).
It can exactly find out the top-k nearest POI’s from the pseudo location of the
querying user. In our example, the Anonymizer gets the set of p}...p, (in Fig. 5),
which are the kNN answers for user a, b, ¢, and v in the rectangle (in Fig. 4), only
p} and pg are the exact results for the querying user u. So the Anonymizer will
filter the false answers, and return the accurate results to u.

4.6 Results Transformation

Given the exact locations of POI’s, which are the offsets based on the origin of
coordinates of the cell (z.,y.), the user can transform the pseudo locations to
the real locations of POI’s by inverse operation of Eq. 11, and finally gets the
accurate answer for his kNN query.

5 Security Analysis

Our analysis will focus on how the ELPP scheme can achieve the users location
privacy preservation and resist the possible privacy leakage from Anonymizer and
other entities in the system. In particular, the security requirements discussed
in Section 3.2, note that, the collusion between the Function Generator and the
Anonymizer or the malicious users are out of the scope of this paper. The security
and privacy requirements are satisfied if the following four cases are true.

Case 1: The LSP does not know the location information about user . The
message between the Anonymizer and the LSP is MSGaor= {R’, H(u), t;}.
Since ASR is a cloaking region of K users, the LSP can not know exact position
of each user with probability larger than 1/K due to the K-anonymity principle.
The POIs searched by the LSP are candidate results for all users in ASR, neither
the adversary nor the LSP knows which results are returned to the honest users.
So, they can not deduce the location information about user. Therefore, case 1
is true.
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Case 2: The Anonymizer cannot know any user’s real location. The location
information from each user to the Anonymizer is an pseudo one encoded by
transformation function. The parameter of the decode function is only known by
the users and the LSP, without of the STP, the Anonymizer itself cannot deduce
the real location. Even if the Anonymizer is compromised by the attackers, the
knowledge about user on the Anonymizer will not leak any user location privacy.
The security of transformation used in the scheme are proved to be strongly
robust in [I6]. The POIs returned from the LSP are also transformed by the
Hilbert filling curve, it is hard for the Anonymizer to guess each user’s interest
without STP. Assume that adversary can somehow gained the knowledge for the
value of the STP, the similarity of Hilbert curve he can guess to the real one is
very small. Therefore, case 2 is true.

Case 3: The Function Generator can not know any user location. The main
task of Function Generator is to construct the STP, and launch it to the users
and LSP. The STP itself will not reveal any valuable information. Therefore,
case 3 is true.

Case 4: The user will not know location information about other users. The
Anonymizer can correctly returns results to each user, who can only obtains its
own results, having no knowledge about others’. Even if a small number of ma-
licious users work cooperatively, they cannot know other honest usersinterests.
Therefore, case 4 is true.

6 Conclusion

In this paper, we propose a comprehensive ELPP scheme for protection of user
location privacy in LBS. A key feature of the system is that we get rid off the
fully trusted entities to provide enhanced security. In our future work, we will
improve our scheme by deploying multiple Anonymizers to avoid the potential
botteleneck between the users and the Anonymizer, and ensure the high security
of the system.
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Abstract. Resisting malicious Web page tampering is critical to provide robust
web services. Existing Web page tamper-resistant solutions either require extra
equipments (e.g., storage equipments or content distribution systems), or suffer
from significant performance degradation. In this paper, we design and
implement a lightweight Web page tamper-resistant system for the Linux system.
In our design, we adopt the system call interception, event-trigger mechanism,
the attribute of Linux file system, and combine them together to resist tampering
attempts to the Web page files. Our solution is very lightweight and does not
require any additional storage equipments or content distribution systems. We
implement a prototype of our mechanism on Linux with kernel version 2.6, and
deploy it in a campus Web server. Experiment results show that our mechanism
can effectively protect Web page files from being tampered, incurring only
negligible increase in response delay and CPU utilization ratio.

Keywords: Web page tamper-resistance; system call interception; event-trigger;
Linux.

1 Introduction

Nowadays, malicious tampering of pages by hackers brings serious crisis to Web
services. Many methods can be used by hackers to modify Web files. The first method
is uploading a web shell. The attackers often take vulnerabilities of uploading functions
provided by the website to upload malicious codes. Although the web site will check
the file type, such checks could be bypassed by attackers easily (e.g., via file header
spoofing). As a common page, web shell runs in the Web server account, so it has the
privilege to modify the other page files and could be visited or connected through
HTTP. Attackers would connect their web shells with Explorer or other tools (e.g.,
"Chinese copper"), and run the modification command to hack the website. They could
even upload Trojans by the web shell to do further attacks.

The second common method used by attackers is to get the permission to use
the manager pages of Web background. Attackers may use SQL injection or
password-guessing to get the weak password, and then obtain the control of the Web
background. With the permission, hackers could modify the Web pages, upload some
web shells, or modify some legal pages to web shell (e.g., "one-word" web shell to
PHP, ASP, ASPX, JSP) to leave backdoors.

G. Wang et al. (Eds.): CSS 2013, LNCS 8300, pp. 29-39] 2013.
© Springer International Publishing Switzerland 2013
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We can see that resisting tampering of Web pages not only protects the integrity of
single page, but also perceives and denies the illegal uploading or other illegal options
initiatively. Thus it is critical to protect the folder structure of the web site, and notify
the administrators in time in case the Web pages are tampered.

In this paper, we design and implement a lightweight page tamper-resistant system
on the Linux operating system. We combine the system-call interception in kernel
space, an event triggered mechanism in the application layer, and the property of Linux
file system together to protect the pages against being maliciously tampered. Compared
with existing solutions, our design does not need to back up the website file or deploy
any additional hardware. We implement our design on Linux with kernel version 2.6
and deploy it in a campus Web server. Experiment results show that our mechanism can
effectively protect Web page files from being tampered, incurring only negligible
increase in response delay and CPU utilization ratio. When there are 50 concurrent
requests, the response delay increases only 2ms after our system is deployed and the
CPU utilization ratio increases only one percent. When there are 100 concurrent
requests, the response delay increases only 0.1s and the CPU utilization ratio increases
only 3 percent.

The rest of the paper is organized as follows. Section 2 overviews related work.
Section 3 describes our page tamper-resistant strategies. In Section 4 we give the details
in implementing our system and analyze its security. We deploy our system and
evaluate its performance in a campus Web server, and report the results in Section 5.
Finally, in Section 6 we conclude this paper and point out some future research
directions

2 Related Work

In recent years many tamper-resistant solutions have been proposed. We would first
introduce some commonly used approaches to resisting Web page tempering attacks.
Watermark detections [1,2] are often performed by combining a content distribution
system (CMS) and an embedded module in the Web server. When distributing Web
pages, the CMS computes watermarks of the original pages and restores a backup copy
of the watermarks. When processing web requests, the embedded model locates the
page files and computes the watermark of the page files. It then compares the computed
watermark with corresponding backup watermark. If the two watermarks do not match,
we can determine that the page is tampered. This mechanism could ensure that the
tampered pages would not flow out of the server. However, there are some limitations
of this mechanism. For example, the watermark computation may significantly
increase the average response delay, and the website needs to equip a CMS.

Event triggered programs [3,4] need to work together with synchronous backup
servers. An event trigger program will be noticed if any changes to the page files occur,
and then it can use the backup server to recover changed page files. Some researchers
studied optimization of this type of mechanisms [5,6]. However, the problem of this
type of mechanism is that there will be a delay during the file recovery. The defense
capability for continuous tampering attack is poor, and the tampered pages may flow
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out. Furthermore, the website server needs to deploy an additional synchronization
backup server (e.g., Rsync,) to back up the original file pages.

On the Windows platform, the popular trend is to control page modification by file
filters because this mechanism could save much more resources [6,7]. Another reason
for programmers to use this mechanism is that the programmers could easily handle the
IRP packets to control file options, by using multiple level interfaces provided by the
Windows platform to intercept file operations. However, this mechanism could be used
on Windows platform only. As most web sites are deployed on Linux servers
nowadays, the applicability of this mechanism is severely limited.

3 Page Tamper-Resistant Strategies and System Structure

The Linux system provides two security mechanisms to resist illegal file modification.
The first one is file permission control, with which users without writing privilege
could not modify the file. Unfortunately, this mechanism is useless for the protection of
pages, as the web shell has all the privileges of Web server account. The second
mechanism is the immutable attribute, which is a feature of EXT file system (one of the
most common file systems on Linux). When the immutable attribute for a certain file or
directory is activated, the system can prevent all users from modifying the file or
creating/deleting files in the folder. However, this mechanism could just provide
passive protection, i.e., it could not catch and warn the illegal options initiatively.
Moreover, some websites need to provide uploading function to users, in which case
activating the attribute would affect the quality of web service. More than that, the
attribute-flag could be cleared by the process with root privilege. Thus solely using this
mechanism could not meet our demand.

In order to prevent attackers from uploading malicious codes or tampering
page files, we first briefly describe the entire process of file operation on Linux
system.

Figure 1 shows how file operations are handled on Linux. From Figure 1, we know
that all file operations need to transform into system-call and enter into kernel space
before they can be further processed, no matter these operations are started by
applications (including Web servers), Shell terminals, or other methods. When conduct
file operations, system calls need to visit the Inode structure that is located in the virtual
file system (VFS) in the Linux kernel in order to access the files. Inode is a structure in
the kernel space that is used to identify the real files or directories. It contains some
important information associated with the files or directories, e.g., the attribute-flags of
the file system (like immutable attribute flag), the time of latest modification. This
information plays a crucial role in the processing of system calls.

From the above analysis, we can learn that in order to modify a file on Linux
system, the attacker must rely on the information contained in the Inode structure
of the target file or directory, and he needs to execute the system-call function
successfully.
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Fig. 1. File operation processing of Linux OS

Therefore, our system combines system call interception, immutable attribute of file
system, and event-trigger mechanism together to resist page tampering attacks. Before
entering the system call to trap into the kernel space, our system intercepts the
operation, and rejects invalid ones to use the system-call functions. The illegal
operations will be recorded in a log file. Meanwhile, we will set the immutable attribute
flag in the corresponding Inode of the protected page files or directories to make them
immune to modification. As a result, we can prevent the tampering at two
control-points in the modification process. At the same time, in the application layer,
our system uses the event-trigger mechanism to assist the above two mechanisms by
monitoring the page files and directories, recording the monitor log in time and issuing
an early warning if the monitored object is modified. As the last line of defense, it
provides evidences for the administrator to determine the validity of modification.

According to the page tamper-resistant strategy presented above, the entire structure
of our system design is shown in Figure 2.

As is shown in Figure 2, our system consists of three modules: a system call
interception module in the kernel space, a file attribute control module, and an
event-monitor module in the application layer. The working mechanism of each
module is briefly introduced below.

The system call interception module is responsible for intercepting the system calls
related to file modification. The module maintains a list of paths that need to be
protected. When the modification options from upper layers call the related system-call
function, the module will firstly check the operation’s target path. If the operated object
is a subdirectory or a file in the protected path, the module will return an error to the
upper layer, and reject the call and record the log in time. As for operations on other
paths, it will be processed by the original system call directly.

The file attribute control module is responsible for activating the immutable attribute
of the protected files and directories, which makes the page files and directories
immune to modification in the VFS level. As have been pointed out in previous
sections, it must work with the other modules together to ensure that the page files are
not maliciously tampered.
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Fig. 2. Structure of our tamper-resistant system

The event-trigger module is responsible for monitoring the content of page files and
the structure of folders in real time, acquiring its modifying event in time, and creating
a monitor log to inform the website administrator promptly.

Then, through the mutual assistance in the layers of system-call and VFS, our system
will intercept the page modification, record logs of malicious behaviors in time, and
monitor the changes of the page files and directories in real time. This forms a multiple
layered protection system to ensure the security of page files effectively.

For the convenience of the administrator to maintain and modify the pages, a page
locking module is implemented in our system. When the administrator is doing some
normal modification to a certain page or file directory, the lock will be released to
permit the administrator’s modification. During the rest of the time, the page locking
module will lock the page files, which will reject all modifications during this period.

Taking into account that some web sites would allow users to upload some personal
information files (e.g., images), our system provides another work mode. Only to those
directories for user uploading, our system works in monitor mode in order to discharge
the options and generate the logs. To the other import paths that store the page files or
other resources, the system still work in the protection mode.

4 System Implementation and Security Analysis

4.1 System Implementation

System Calls Interception

Linux uses the system call table to save the entrance of system call functions. When a
system function is invoked, the OS first searches the entrance related to the function in
the system call table and then executes the function. In order to intercept the system
call, we modify the system call table during the running time of our system and replace
the system call entrances related to the file or directory modification operations with
the address of our intercepting functions.
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The flowchart of modifying the system call table is shown in Figure 3. In the Linux
OS of the version 2.6.X, the address of the system call table is no longer exposed.
Therefore, we can acquire the address of the system call service routine through the
interrupt descriptor of INT 0x80, and then acquire the address of the system call table
through the code of the service routine. After we obtain the address of the system call
table, we replace the entrance of the related system call functions with the new
intercepting functions in the system call table.

The involved system calls are those used to modify the file system, e.g., create and
write. We use the LKM (Linux Kernel Module) to implement the above interception
mechanism. It is a plug-and-play module that does not need to recompile the whole
kernel. When the tampering resistant system exits, the kernel module will be
uninstalled automatically and the original system call table will be recovered, so there
will be no follow-up affects to the OS.

x
Lacate the Absolute Path
of the File

Call the wrignal
system call

Return ervor

Fig. 3. Diagram of the new system call

Event-Trigger Monitor

In our system, the implementation of the event-trigger monitor utilizes the Inotify
technology [8]. Inotify is a new feature added after the kernel version 2.6.14. It is a
fine-grained and asynchronous monitor of file system events. By using this mechanism
to register a monitor on the files or directories, we can get the events in real time. The
principle of Inotify is to add a monitoring data item to the Inode structure, and send the
event to the monitor located in the application layer. The monitor will insert the event
into the event queue to notify the user, who will deal with it latter. Our system uses the
mechanism to monitor the event such as IN_MODIFY (the monitored object is
modified) and others related to the file or directory modification.

Netlink Communication

Netlink is a communication mechanism specialized on Linux. It aims to transmit data
between the kernel space and the user space. It provides the program in user space with
a group of standard socket interfaces to implement the full-duplex communication.
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Compared with the ioctl and proc file system, netlink has many advantages. It is an
asynchronous communicative method, and the interface is very convenient to use.
Moreover, it is suitable for massive data and the conversation could be initiated by the
kernel space.

4.2  Security Analysis

Security Analysis of the System

To analyze the security of Web pages, we first introduce the operation principle of our
system. Our system applies the daemon mechanism [9]. As shown in Figure 4, the
system will start the master process as a daemon, which can make process run in
background and get rid of the control of terminal. The master process will insert the
kernel module into the kernel space and start two child processes: the page locking
monitoring process and the kernel information gathering process. The kernel module
registered in the kernel space uses netlink-based socket protocols to communicate with
the monitoring process in user space, so it is always in busy status and could not be
uninstalled. When the system is running, the daemon will closely watch the status of the
two child processes by the signal mechanism. Once the child processes exit
unexpectedly, the daemon will immediately restart them. Meanwhile, the daemon itself
shields the “sigtem” signal [8] (the signal of common kill command) to prohibit legal
user’s incorrect operation. The process can normally exit only after the administrator
who is authorized to run the instruction of exit. Thus, by using daemon mechanism and
monitoring the child processes, we could ensure the tamper-resisting functions work
properly.

Taking into account that the attackers with root privilege could use the sigkill signal
to destroy any processes by force, we use the same technology to intercept the
system-call sys_getdents to hide our process. Thus the attacker could not see our
process with the ps command. We provide all the option interfaces to authorized user,
even though they could not see our process in the process list, they could operate our
system as usual. So that attackers could not disguise as legal ones to modify our
protection. Even if the hackers successfully prompt to root privilege, they could hardly
notice our system as our processes don't exist in the process list. Furthermore, their
attempts to tamper the pages would be recorded by our system.

Security Analysis of Page Files

As we have pointed out in previous sections, the attackers could hardly stop our system
from protecting the content and directory structure of web pages. In this subsection we
analyze the security of web pages under the protection.

We divide the analysis into three cases. First, for the websites that provide functions
of uploading and modification to only web administrators, even after the hackers get
control of the background process of the web (e.g., by using weak password or
SQL-injection attacks), they still could not modify the web-pages or upload their web
shells as our system locks all the page paths. All the modification and uploading
options will translate into system-call like “write” and so on, and our system would
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reject them. Only the authenticated web administrator could unlock the paths and use
background processes to perform legal modifications. When the web administrator
locks the pages again, or if the duration of unlocking status exceeds a pre-defined
threshold, our system would lock the paths again and reject all the modifications.
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Fig. 4. Diagram of the tamper-resistant system

For the websites that provide vulnerable user-uploading services, the hackers could
upload their web shells or other malicious codes successfully because our system just
monitors the folder for user-uploading. However, the attackers still could not modify the
Web pages because the web shell would also fail to call the system-calls to do
modification on the page file paths. If the attackers get the root privilege, they could only
disable the immutable attribute of the file-system, but could not notice and stop our
system as analyzed before. In addition, all of their attempts would be recorded at once.

In the third case, there may be some other procedure loopholes in the website. In this
case, the attackers could run the command remotely. For example, the attackers could take
advantage of Structs2 loopholes to get an interactive shell and run the remote command to
create web shells or modify the pages [10]. As we have pointed in Section 3, all the
commands or options need translate into system-calls. Thus, as same as in the first case, our
system would resist the illegal calls to protect the web pages and notice the administrators.

5 Performance Analysis and Test Results

5.1 Performance Analysis

The system call interception module that is shown in Figure 2 will process file
operations first. It needs to determine whether the path of target files is a sub-file or
sub-directory in the paths to be protected. This searching process can be completed
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with at most N comparison operations, where N is the number of path-items in the
protection list. Usually the number of paths recorded in the protection list is small, so
the searching process can be quickly done and will not introduce significant response
delay. Meanwhile, the maximum length of a path name on Linux is 256 bytes. It takes
only a few milliseconds for the common string matching algorithm to perform path
name matching. Therefore, it takes just several milliseconds for system interception.
The file system features are provided by Linux file system. The time needed can almost
be ignored. The event-trigger work will not affect the file operations for just monitoring. In
conclusion, the time delay introduced by the tamper-resistant system is only several
milliseconds, so it will not affect the normal running of the website significantly.

5.2  Test Results

In order to validate the effectiveness in protecting process of the system, we deployed
our system in a Web server in our campus network and monitored the attacks to the Web
server. During a half of a month monitoring, we intercept 2 uploading of web shell and 6
tampering to the pages and its directory structure. Fig. 5 shows an example record of an
illegal deleting operation to the website’s resources files intercepted by our system.

01132I[2012-01-11 10:55:53][File Protect]-DENY_DELETE:/ust/local/apache-tomcat-6.0.2
0/webapps/WebSite/resources/images/20100312.bmp[Domain:localhost][Method:Protect]$

Fig. 5. Example record of an illegal deleting operation

To evaluate the efficiency, we opened an empty file and wrote data in the same
size(1KB) for 10,000 times under the following four different conditions, and then
observed the time difference in different conditions. The test results are shown in Table 1.

It should be noticed that under the condition of “load the protection system and
provide protection”, the time delay is much less than under other conditions. This is
because the modification was rejected and there are no I/O operations afterward. As for
the condition of “load the protection system but not to provide protection”, the time
delay is a little bit more than the others due to the matching of file paths in the kernel.
We can learn from Table 1 that the delay is in a reasonable range.

Table 1. Efficiency of file modification

Protection Method Average Delay (ms)
Do not load the protection system 5.8
Load the protection system and 12
provide protection '
Load the protection system but not to 33
provide protection '
Only to monitor with event-trigged 5.9

mechanism
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For the further performance test, we used the HP Load runner to simulate large-scale
concurrent users in laboratory. The tested website used the open-resource version of
Crossday Discuz! Board and we use the same testing scripts during the process. The
results are shown in Table 2. We observe that when the concurrent number is 50, the
average response time of the websites which loaded the page tamper-resistant system
just increases 2ms, and the CPU utilization increases about 1%. But when the
concurrent number is 100, the average response time increases 0.1s, and the CPU
utilization increases 3%. This means that the tamper-resistant system does not consume
much resource. It proved that the system reached the requirement of lightweight in
resource consumption.

Table 2. Performance Test

C t Number of
oneurent WUHber o Average Response Average CPU

l.Jsers Online State Time (s) Utilization (%)
Simultaneously
50 Before Deployment 0.696 49.251
50 After Deployment 0.698 50.682
100 Before Deployment 1.678 80.009
100 After Deployment 1.714 83.105

6 Conclusion

The page tamper-resistant system designed in this paper is able to minimize the page
file's risk of being tampered to ensure the security with lightweight resource
consumption. Therefore, we need not to back up the page files in addition, which
avoids the participation of reliable backup system or back servers. For the websites
without CMS distribution system, there is no need to add one and modify the overall
running mechanism of the Web service. We can resist the tampering to pages in a
convenient and efficient way.
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Abstract. Multiple-bank e-cash (electronic cash) model allows users
and merchants to open their accounts at different banks. Most e-cash
systems in the literature have been proposed in the single bank model
in which clients and merchants have accounts at the same bank. In re-
cent years, some multiple-bank e-cash systems were proposed, but they
were proven secure in the random oracle model. In this paper, based
on the Groth-Sahai proof system and Ghadafi group blind signature, we
construct a multiple-bank e-cash system which is proven secure in the
standard model. We achieve the dual privacy requirement (i.e., the user
anonymity and bank anonymity) by using the group blind signature. Our
scheme can also trace the identity of the signer. At last, some security
properties of our scheme, such as anonymity, unforgeability, identifica-
tion of the double spender and exculpability, are proved in the standard
model.

Keywords: multiple-bank e-cash, group blind signature, automorphic
blind signature, Groth-Sahai proofs.

1 Introduction

Group blind signature and multiple-bank e-cash were firstly introduced by
Lysyanskaya and Ramzan [I]. Group blind signature combines the properties
of both a group signature scheme and a blind signature scheme and therefore
it maintains the anonymity of the signer as well as the message to be signed.
Multiple-bank e-cash system consists of a large group of banks which are moni-
tored by the Central Bank, opener, users and merchants. Each bank can dispense
e-cash. The users and merchants can open their accounts in different bank. To
make e-cash systems acceptable to government, the multiple-bank e-cash sys-
tem should provide the owner tracing, coin tracing, identification of the double
spender and signer tracing.

The multiple-bank e-cash system consists of Group Manager (GM), opener
(OP), multiple banks Bi,---,B,, the users Uj,---,U, and the merchants
My, -, M,. Existing multiple-bank e-cash systems were proven secure in the
random oracle model. Some results [23] have shown that some schemes proven
secure in the random oracle model, are not secure in the standard model. There-
fore, we propose a multiple-bank e-cash system proven secure in the standard
model. We consider the dual privacy requirement, such as the user anonymity
and bank anonymity.

G. Wang et al. (Eds.): CSS 2013, LNCS 8300, pp. 40-5I] 2013.
© Springer International Publishing Switzerland 2013
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Related Work. Much research has been performed in the area of e-cash
[ABI6I7/SQITOITT). The compact e-cash scheme [4] allows a user to withdraw
a wallet containing 2¥ coins efficiently and satisfies all the security properties
mentioned above. However, the number of the coins that the user wants must
be chosen in the withdrawal protocol, and be spent one by one in the spending
protocol. Belenkiy, Chase, Kohlweiss and Lysyanskaya [12] proposed a compact
e-cash system with non-interactive spending in the standard model. This scheme
is based on P-signature [13], simulatable verifiable random functions [I4] and
Groth-Sahai proofs systems [I5]. Izabachene and Libert proposed the first divis-
ible e-cash scheme [I1] in the standard model. They used a different method to
authenticate the spending path. Unfortunately, the communication complexity
of the spending scheme is proportional to the level number of the spent node.
Zhang et al. constructed an anonymous transferable conditional e-cash [I6] in
the standard model.

The concept of group blind signatures was first introduced by Lysyanskaya
and Zulfikar [1], where it was mainly used to design a multiple bank e-cash
system in which digital coins could be issued by different banks. Based on the
group blind signature [1], Jeong and Lee constructed a multi-bank e-cash system
[17]. However, the system is proven secure in the random oracle model. In 2008,
a multiple-bank e-cash [I8] is proposed by Wang et al. However, it does not
satisfy the unforgeable requirement. In order to obtain unforgeability, Chen et
al. proposed an e-cash system [19] with multiple-bank. All the security of above
multiple-bank e-cash are proven in the random oracle model which is known not
to accurately reflect world (see [2] for instance).

Using divertible zero-knowledge proofs [21], Nguyen et al. proposed a group
blind signature [20]. However, to eliminate the interaction in proof, it relies on
the Fiat-Shamir transformation. Therefore, it is proven secure in the random
oracle model. In 2013, Ghadafi constructed a group blind signature [22] in the
standard model. He gave the formalizing definitions of the group blind signature.
He also offered the dual privacy requirement, such as the user anonymity and
the signer anonymity.

Our Contribution. We construct a multiple-bank e-cash system by using au-
tomorphic blind signature scheme [23] and Ghadafi group blind signature [22] in
the standard model. We make the following contribution.

— We can trace the identity of the signer by the opener.

— By introducing a security tag, we can recover the identity of double spender.

— We give the security proof in the standard model. The new system satisfies
anonymity, unforgeability, identification of double spenders and
exculpability.

Paper Outline. The rest of the paper is organized as follows. In Section 2
we present preliminaries on the various cryptographic tools and assumptions.
Definitions and the security properties of divisible e-cash are presented in Section
3. In Section 4, we present our construction and give efficiency analysis. We give
the security proof in Section 5. Finally we conclude in Section 6.
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2 Preliminaries

2.1 Mathematical Definitions and Assumptions

Definition 1. (Pairing). A pairing é : G1 x Go — Gs is a bilinear mapping
from two group elements to a group element [15]].

— G1,G2 and G3 are cyclic groups of prime order p. The elements G, H gen-
erate Gy and Gy respectively.

— é: Gy x Gz is a non-degenerate bilinear map, so é(G, H) generates G3 and
for all a,b € Z,, we have é(G*, H®) = é(G, H).

— We can efficiently compute group operations, compute the bilinear map and
decide membership.

Definition 2. (Diffie-Hellman Pair). A pair (z,y) € G1 x Gy is defined as
a Dif fie— Hellman pair [24), if there exists a < Z, such that v = G*,y = H?,
where G, H generate G1 and Go respectively. We denote the set of DH pairs by
DH = {(G*, H%)|a € Z,}.

2.2 Mathematical Assumptions

The security of this scheme is based on the following existing mathematical
assumptions, i.e., the Symmetric External Diffie-Hellman (SXDH) [15], AWF-
CDH [26] and the asymmetric double hidden strong Diffie-Hellman assumption
(q-ADH-SDH) [23].

Definition 3. (Symmetric External Diffie-Hellman). Let G1,Go be cyclic
groups of prime order, G1 and Go generate G1 and Go, and let é : G1 X Gy — Gg3
be a bilinear map. The Symmetric External Diffie-Hellman (SXDH) Assump-
tion states that the DDH problem is hard in both Gy and Go. For random a,b,
G1,G$,GY <+ Gy and Go, GS,GY + Go are given, it is hard to distinguish G$°
from a random element from G; for i =1,2.

Definition 4. (AWF-CDH). Let Gy < G1,G2 < G4 and a < Z,, be random.
Given (G1, A = G$,G3), it is hard to output (G7, G, G5, GS") with r # 0, i.e.,
a tuple (R, M, S, N) that satisfies

8(A,8) = &(M,Gs)  é(M,Gs) = é(Gr,N)  éR,Ga = &(G1, S).

Definition 5. (g-ADH-SDH). Let G, F, K < G1,H < G2 and z,¢;,v; < Z,
be random. Given (G, F,K,G*; H,Y = H") and

(A; = (K - G™) e By = F, Dy = H, Vi = G™ W, = H")

for1 <i<gq—1, it is hard to output a new tuple (A = (K-G”)m}rc,B =F° D=
He)V =G",W = H") with (c,v) # (¢;,v;) for all i. i.e., one that satisfies

é(AY -D)=¢(K -V,H),é(B,H) = é(F,D),é(V, H) = é(G, W).
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2.3 Useful Tools

Groth-Sahai Proofs. Groth and Sahai [I5] constructed the first NIZK proof
systems. They prove a large class of statements in the context of groups with
bilinear map in the standard model. In order to prove the statement, the prover
firstly commits to group elements. Then the prover produces the proofs and sends
the commitments and the proofs to the verifier. And last the verifier verifies the
correctness of the proof.

Groth-Sahai proofs can be instantiated under different security assumptions
but since as noted by [25] the most efficient Groth-Sahai proofs are those in-
stantiated under the SXDH assumption, we will be focusing on this instantia-
tion. Following the definitions of Ghadafi [22], the proof system consists of the
algorithms GS = (GSSetup, GSProve, GSVerify, GSExtract, GSSimSetup,
GSSimProve). For ease of composition, we also define the algorithm GSPOK
(ers,{wi,...,w;},{e1 A... Aej}) [22] which proves j multiple equations involv-
ing witness (w1, ...,w;) and returns a vector of size j of Groth-Sahai proofs.

Automorphic Blind Signature. Abe et al. proposed an automorphic blind
signature scheme [23] which is structure-preserving signatures on group ele-
ments. The automorphic blind signature to sign one message is done between U
and signer. We define the automorphic blind signature to sign one message as
ABSign() and the verification of the signature as ABSVerify().

In order to sign two messages, we use the definition 2 in [23] to finish a generic
transformation [23] from any scheme signing two messages to one singing one
message.

Group Blind Signature. Ghadafi constructed a group blind signature [22]
which provides the dual privacy requirement. On the one hand, the signer (the
bank) can hide his identity and parts of the signature that could identify him.
On the other hand, the user can hide the message and parts of the signature
which could lead to a linkage between a signature and its sign request. Ghadafi
presented two example instantiations. We use the first construction and define
the first construction as GGBS(). The CERT signature [22] is instantiated by
using the above automorphic blind signature [23]. Note that when we sign one
message, we use the ABSign() to generate the signature. However, when we
sign two messages, we use the transformation signature which transforms the
signature to two messages into the signature to one message.

3 Definitions for Multiple-Bank E-Cash

Our model builds on the security models for the Ghadafi group blind signature
[22] and the transferable e-cash [I0]. The parties involved in a multiple-bank
e-cash are: a group manager GM, an opener OP, many banks B; and users Uj.
Note that merchants M are the special users.

In the following, we first describe the algorithms for multiple-bank e-cash.
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3.1 Algorithms

We represent a coin as coin, which its identity is Id. A multiple-bank e-cash
system, denoted IT, is composed of the following procedures, where \ is a security
parameter.

— ParamGen(1*) is run by some trusted third party (TTP) which takes as
input 1* and outputs the public key mbpk for the multiple-bank e-cash
system, the group manager’s secret key skqgas and the opener’s extraction
key (ckop, €kop)-

— BKeyGen() is run by the banks B;, to generate his pairs of personal se-
cret /pulbic keys (bssk;, bspk;) and (bgsk;, bgpk;). The former is used in the
joining protocol. The latter is used for issuing the group blind signature in the
withdrawal protocol. We assume that the public key is publicly
accessible.

— UKeyGen() is run by the users U;, to generate his pair of personal se-
cret/pulbic keys (sky,, pky,). Note that the merchants M are special users.

— Issue(B;(mbpk,i,bssk;),GM (skau, i, bspk;)) is an interactive protocol be-
tween a bank B; and the group manager GM . After a successful completion
of this protocol, B; becomes a member of the group. If successful, B; obtains
the certificate cert;, and stores the second secret/public keys (bgsk;, bgpk;)
and cert; into gsk;. GM obtains the signature sig; on the second public key
bgpk; and stores the second public key bgpk; and sig; into reg;.

— Withdraw(U; (mbpk, m),B;(gsk;, pku,)) is an interactive protocol between a
user U; and an anonymous bank B;. If the protocol completes successfully,
U; obtains a blind signature m,, on the message m. B; does not learn what
the message was. U; only knows the signature that is signed by the bank,
but he does not know which bank issues the signature.

— Spend(U;(coin, pkar, sku, , pku,, ckop),M (skar, pkar, bgpk;)) is an interactive
protocol between a user U; and a merchant M. If the protocol completes
successfully, U; obtains the corresponding serves. M obtains an e-coin coin.

— Deposit(M (coin, sk, pkar, bgpk:),Bi(pkay, DB)) is an interactive protocol
between a merchant M and a bank B;. If coin is not valid, B; outputs L.
Else, B; checks whether the database DB contains an e-cash coin’ in which
the serial number is the same as the one in coin. If DB contains coin’, B;
outputs (coin, coin’). Else, B; adds coin to DB, and credits M’s account.

— Identify(coin, coin’) is a deterministic algorithm executed by B;. It outputs
the public key pky, and a proof 7¢.

— VerifyGuilt(pky,, 7¢) is a deterministic algorithm that can be executed by
anyone. It outputs 1 if 7¢ is correct and 0 otherwise.

— Open(mbpk, ekop, regi;, m, my) is a deterministic algorithm in which the
opener uses his extraction key ek,, to recover the identity ¢ of the banker
and produces a proof 7g attesting to this claim.

— VerifySigner(mbpk, i, bspk;, m, 7, Ts) is a deterministic algorithm which in-
puts an index 4 and returns 1 if the signature m,, was produced by the bank
B; or 0 otherwise.
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3.2 Security Properties

In this section, we give the brief description of the security properties in our
scheme.

Anonymity. Anonymity includes the bank anonymity and the user anonymity.
In the following, we give the formal definition of the bank anonymity and the
user anonymity.

The bank anonymity guarantees that the adversary is unable to tell which
bank produced a signature. We employ the same signer anonymity used by [22],
where we require that the adversary is given two banks of its choice, the adversary
still cannot distinguish which of the two banks produced a signature.

The user anonymity guarantees that the adversary is unable to tell which
message it is signing. We employ the blindness property used by [22], where we
require that the adversary is given a signature on a message m; for ¢ = {0,1} of
its choice, he still cannot distinguish which of the two messages is signed.

Unforgeability. Unforgeability guarantees that no collection of users can ever
spend more coins than they withdrew. Formally, we have the following definition
based on the experiment given below.

Identification of Double-Spender. The identification of double-spender guar-
antees that no collection of users, collaborating with the merchant, can spend
an e-cash twice without revealing one of their identities. Formally, we have the
following experiment.

Exculpability. The exculpability guarantees that the bank, even when collud-
ing with malicious users, cannot falsely accuse hones users of having double-spent
a coin. Formally, we have the following experiment.

4 Multiple-Bank E-Cash

Multiple-bank e-cash allows users and merchants to open their accounts at dif-
ferent banks. It supplies the users anonymity and the banks anonymity. In the
following, we give the details of this scheme.

4.1 Setup

On input 1* and output the public parameters of bilinear groups bgpp = (p, G1,
G2,Gs,é,G, H), where X is the security parameter. We choose random elements
F K, T € G;. On input bgpp run the setup algorithms for Groth-Sahai proofs
and return two reference strings crsi,crse and the corresponding extraction
keys ek, eks. The two reference strings and the extraction keys are used for the
first round and the second round of the automorphic blind signature scheme



46 J. Zhang, Z. Li, and H. Guo

which is used for issuing the group blind signature on the e-cash. The opener’s
commitment key and extraction key are (ckop, = crsa, ekop = eka). On choose
sgm 4+ Zp and output the key pair of group manager (skgy = sem, pkam =
(S1 = Gi°M, Sy = G3°M)). The public key of multiple-bank e-cash is mbpk =
(bgpp, F, K, T, crs1, crsa, pkau ). H is a collision-resistant hash function.

Each bank B; chooses sp,,s;. < Z, and creates two key pairs (bsskp, =

sp,,bspkp, = (S1 = G1"', Sy, = G,")) and (bgskp, = s5,,bgpkp, = (S1 =

GiBi , Sy = G;Bi )). The first key pair is the bank’s personal key pair. The second
one is used for signing the e-cash. Each user U; chooses sy, < Z, and generates
the key pair (sky, = su,,pky, = (S1 = G377%,S2 = G57)). Each merchant M;
also creates the key pair (skas, = sy, pka, = (S1 = GiMi , Sy = G;Mi ).

4.2 The Joining Protocol

The joining protocol allows the bank to obtain a certificate from the group
manager. In order to issuing e-cash, each bank firstly joins into the group whose
manager is GM . Then the bank B; obtains the certificate cert;. Using the certifi-
cate and the key pair (bgsk, bgpk), the bank issuing the e-cash. In the following,
we give the details of the protocol.

1. (B; =& GM). The bank B; generates the signature sig; = ABSign(bssk;,

bgpk;). Then B; sends sig;, bgpk; = (S29 = GiBi,Sgg = G;Bi) to the group
manager GM.

2. (GM — B;). GM checks whether the public key bgpk; has existed in the
database DB,y or verifies é(S%7, Gy) # é(G1,5%9). If it is not, GM verifies
the signature sig;. If ABSverify(bspk;, bgpk;, sig;) = 1, GM generates the
certificate cert; = ABSign(skca, bgpk:). At last, GM sends cert; to B;.

3. B; verifies the correctness of the certificate. If ABSwverify(pka, bgpki,
cert;) = 1, B; saves the certificate cert;.

4.3 The Withdrawal Protocol

The withdrawal protocol allows U; to withdraw an e-cash from B;. ¢, is defined
as the commitment and corresponding proof to the message m. C’ff“‘” is defined
as the commitment to m using the commitment key ck,p,. In the following, we
give the protocol in detail.

1. (U; — B;). U; chooses s, + Z, and generates the serial number S =
(Gi™,G5™). U; also chooses q1,q2 < Z, and computes Q1 = G¥',Q2 =
G1,Qs = G¥,Q4 = G¥. U, picks at random nonces 1,12 + Z,. To hide
the serial number, U; generates the following commitments cg and the correct
proofs mg by using the commitment key ck,,;, of the opener. U; also generates
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the commitment Cpky, and the correct proof Tpky, tO U;’s public key pky, =

(81 =G, 8y =Gy,

cs = (Cgi, g, Co, Cgy” Un = T - Gim),
Ty GSPOK{C?“Sl, {G7™, G;'",Ql, Q2},é(Gi™, Go) = é(Gy, G5™) A
6(Q1,Ga) = &(G1, Q2) NE(T, Q2) - 6(GT™, G2) = (U1, G2)},

cko cko cko ck su;
ok, = (OO, OOt €O O Ua =T - GYY),
1

Tk, GSPOK{crsl, (G771, G5, Q3,Qu}, (G, Ga) = é(Gh, G571) A
é(Q1,Ga) = &(G1,Qa2) N (T, Q2) - ¢(G1”", Ga) = é(Us, Ga)}.

At last, U; sends {pku,, cs, Ts, Cpky, » Tpky, } 10 Bi.

2. (B; = U;). B; verifies the public key pky,, ms and Tpky, - 1 GSVerify(crsy,

3.

ws) = 1 and GSVerify(ersy, npky,) = 1, B; generates the group blind
signature GGBS(S, pky,) [22] on cs and ¢y, by using the definition 2 in
[23]. GGBS(S, pky,) includes the signature o g, pku,) and the proof 7o o .
To(s.0hp,) gives a proof that o(g i) is a valid signature on cs and cppy, -

At last, B; sends To(s prg,) 0O U;.

Ui verifies 7o, - If it is OK, to obtain the signature of the messages
(Gi™,G5™) and (GSU ,G5Y1), U; re-randomizes the proof To(s.pry, 1O

) i

Ia(s, rky; )"

At last, U; obtains the e-cash coin = {S, cpr,, ,

;(s,pkui ) }-

4.4 The Spending Protocol

The spending protocol allows U; to spend an e-cash to the merchant M. In order
to hide U;’s identity, U; randomizes cpy,,, and W{,pkm by RdCom and RdProve.

1.

2.

(M — U;). M computes R = H(pkn||Datel||r) and sends { R, pkys, Date, r}
to U;, where r < Z,, is a random value.
(Ui — M). U; also computes R = H(pkn||Date||r). The commitment to

. . ko, ko ko, ko, sU;
U;’s public key is cpi,, = (C’gi(j’i,C’;;[}:,Cés" C’é4",U1 =T.G"). In

order to hide U;’s public key, U; chooses t5,t', 1/, v/, p' < Z,, and randomizes

Cpky, into cpkU [24].

U; computes Y = G”’”Jrl and the security tag T = pky, - é(Y, G¥). Mean-

while, U; gives the followmg NIZK proofs my,7p. my gives a proof that
1

Y = Gy and s, in Y ois equal to s, in S. mp gives a proof that the
security tag T is correctly formed.
1
7y + GSPOK{crsi,{Y,¢v,sm}, 6(Gym  Go™ - Ga) = 1g,, € A(Y/(by7 R®) =16, },
T < GSPOK{CTSl, {T, (bT, Y, (by}, {T = pkUi (Y G2 (Y/(by, 1([;,3,
é(T/¢r, h’) = 1,3},
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where ¢y, ¢r < G are auxiliary variables, and 6 < Z,, is a variable [I1].
At last, U; sends the e-cash coin’ = {S,R ‘/7<S,pkui>’
Ty , 7TT}} to M.

3. M verifies the proofs. If they are correct, M saves coin’ and supplies serves
to Uz

/ —
acpkUv aTa Tcoin! = {7T
7

4.5 The Deposit Protocol

M can deposit the e-cash to any bank. We assume that M has an account in B;.
When M wants to deposit a coin coin’ to B;, M just sends coin’ to B;. B; checks
the validity of 7.oi and the consistency with S. If coin’ is not a valid coin, B;
rejects the deposit. Else, B; checks if there is already the serial number S in the
database. If there is not entry in the database, then B; accepts the deposit of the
coin coin’, credits the M’s account and adds coin’ in the database. Else, there is
an entry coin’ = {S, R/, CgkuiaT/aWéom'} in the database. Then, B; checks the
freshness of R in coin’ compared to coin”. If it is not fresh, M is a cheat and B;
refused the deposit. If R is fresh, B; accepts the deposit of the coin’, credits the
M’s account and add (coin’, coin’) to the list of double spenders. For recovering
the identity of double spender, B; executes the Identify algorithm.

4.6 Identify

The Identify algorithm makes sure that when a double-spending is found, B;
recovers the identity of double spender. The description of the Identify algorithm
is as follow.

B; knows two coins coing = {S, Rl,{c;kvi}l,Tl,m} and coing = {8, Ra,
{C;kui Yo, To,mo}. Therefore, B; directly recovers the public key pky, by

computing (7772 /T*) LR

4.7 Verify

Any one can verify the correctness of the double spenders and the signer (bank).
In order to verify the correctness of the double spenders, any one executes the al-
gorithm VerifyGuilt. One can parse the coiny and coing as (S, Ry, {C;akui JSPVAR
m1) and (S, Ra, {c};,, t2, T2, m2) and next run Identify on these values. If the
algorithm Identify returns a public key, then one can check if 7; is consistent
with (S, Ry, {C;kui}lle) and if 7o is consistent with (S, Ra, {c;kvi}g,Tg).

In order to verify the correctness of the signer (bank) who is opened by opener,
any one executes the algorithm VerifySigner. The input of the algorithm is
(mbpk, i, bspk;, m, T, Ts). After verifying the correctness of m,,, any one can
check if the signature is signed by the bank.
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4.8 Signer Tracing

Signer tracing is that the opener OP can recover the identity of the signer B;. U;
obtains the signature 7y, - Using the Open algorithm [22], OP extracts

UpkU

(a(s,pkw),certi,bgpk:i) from ). Therefore, we know which bank signs

05,0pky;
the e-cash.

4.9 Efficiency Analysis

We analyze the efficiency of our scheme, Chen’s scheme [19] and Jeong’s scheme
[1I7] from the following 5 aspects, namely the efficiency of the joining protocol,
the efficiency of the withdrawal protocol, the efficiency of the spending protocol,
the efficiency of the deposit protocol and security model. It is somehow hard to
quantify the exact cost of the spending protocol in [17] as the instantiation of the
SKREP is very complex. We thus simplify the comparison by stating the total
multi-exponentiations needed. The comparison is given in the following Table 1.

We assume that C is the computation cost of the joining protocol. Cs is the
efficiency of the withdrawal protocol. Cjs is the efficiency of the spending proto-
col. Cy is the efficiency of the deposit protocol. C5 is the security model. M E
represents the number of multi-exponentiation. ROM represents the random
oracle model. SM represents the standard model.

Table 1. Efficiency comparison between related work and our scheme

Ch Co Cs Cy Cs
Chen’s scheme [19] GB]\} 26723]\]\44EE (B;z 21%5 ][\]{ 56810]\]\/[4EE B; 285bM E ROM
B; 11MFE B; 1I0ME M 12MFE
GM 12ME U; 199ME U; 11ME
B, 1"MFE B; 1TME M 101ME
GM 1TME U; 36 ME U; 26ME

Jeong’s scheme [17] B; 12ME ROM

Ours B; T6ME SM

Based on the Table 1, the number of multi-exponentiation in our scheme is
less than one in Chen’s scheme [19], but more than Jeong’s scheme [17]. However,
our scheme is proven secure in the standard model. We know that the scheme
proven secure in the standard model is more securer than one proven secure in
the random oracle model. Therefore, our scheme is more secure.

5 Security Analysis

Regarding the security of our construction, We have the following theorem.

Theorem 1. Our multiple-bank e-cash system is secure under the following as-
sumptions: unforgeability of automorphic blind signature and Ghadafi group blind
signature, pseudorandomness of the Dodis- Yampolskiy PRF and soundness, wit-
ness indistinguishability and re-randomness of Groth-Sahai proofs system.
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6 Conclusion

In this paper, we present a multiple-bank e-cash which is proved secure in the
standard model. We achieve the dual privacy requirement (the users anonymity
and the bank anonymity) by using the Ghadafi group blind signature. To hide the
identity of the user, we re-randomize the commitment to the user’s public key by
using the re-randomness of the Groth-Sahai proofs system. To ensure the security
of the security tag, we use the pseudorandomness of the Dodis-Yampolskiy PRF.
At last, we prove the security properties in the standard model.
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Abstract. This paper presents a fast chaos-based confusion-diffusion type image
cipher which introduces a diffusion mechanism in the confusion stage through a
novel bit-level permutation. As the pixel value mixing effect is contributed by
both stages, the workload of the time-consuming diffusion stage is reduced, and
hence the performance of the cryptosystem is improved. Compared with those
recently proposed bit-level permutation algorithms, the diffusion effect of the
proposed scheme is significantly enhanced as the bits are shuffled among dif-
ferent bitplanes rather than within the same bitplane. Moreover, the pseudoran-
dom locations for bits permutation are produced in a parallel manner, which
further increase the performance. Lorenz system is employed as generation of
keystream for diffusion. Extensive cryptanalysis has been performed on the
proposed scheme, and the results demonstrate that the proposed scheme has a
satisfactory security level with a low computational complexity, which renders it
a good candidate for real-time secure image transmission applications.

Keywords: Image cipher, bit-level permutation, logistic map, Lorenz system,
parallel iteration.

1 Introduction

With the rapid developments in multimedia and communication technologies, a great
deal of concern has been raised in the security of image data transmitted over open
channels. Conventional block ciphers, such as Triple-DES (Data Encryption Standard),
AES (Advanced Encryption Standard) and IDEA (International Data Encryption Al-
gorithm), are not suitable for practical image cipher due to the size of image data and
increasing demand for real-time communication. To meet this challenge, a variety of
encryption technologies have been proposed. Among them, chaos-based algorithms
suggest an optimal trade-off between security and performance. Since the 1990’s, many
researchers have noticed that the intrinsic properties of chaotic dynamical systems such
as extreme sensitivity to initial conditions and system parameters, ergodicity and
mixing property naturally satisfy the essential design principles of a cryptosystem such
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as avalanche, confusion and diffusion. The fundamental architecture of chaos-based
image cipher was firstly proposed by Fridrich in 1998 [1]. Under this structure, the
pixels of a plain image are firstly rearranged in a secret order, so as to eliminate the
strong correlations between adjacent pixels. Then in the diffusion stage, the pixel
values are altered sequentially and the modification made to a particular pixel usually
depends on the accumulated effect of all the previous pixel values, so as to diffuse the
influence of each pixel to the whole cipher image. Following Fridrich’s pioneer work,
a growing number of chaos-based image cryptosystems with confusion-diffusion
architecture, their cryptanalysis, and improvements have been proposed [2-25]. A brief
overview of some major contributions is given below.

In [2-3, 12], the 2D chaotic cat map and baker map are generalized to 3D to enhance
the effectiveness of pixel permutation. It can be seen that these two improved chaotic
maps can perform the operation of shuffling the pixel positions in a more efficient
manner than 2D-based methods. In [5], Xiang et al. proposed a selective image en-
cryption scheme, which only ciphers a portion of significant bits of each pixel by the
keystream generated from a one-way coupled map lattice. It is reported that an ac-
ceptable level of security can be achieved by only encrypting the higher 4 bits of each
pixel, and therefore the encryption time is substantially reduced. In [7], a way of im-
proving the security of chaos-based cryptosystem is proposed, using a hierarchy of one
dimensional chaotic maps and their coupling, which can be viewed as a high dimen-
sional dynamical system. In [8, 9], Gao et al. reported two chaos-based image encryp-
tion schemes, which employ an image total shuffling matrix to shuffle the positions of
image pixels and use a hyperchaotic system to confuse the relationship between the
plain image and the cipher image. In [10], Wong et al. suggested to introduce certain
diffusion effect in the confusion stage by simple sequential add-and-shift operations.
The purpose is to reduce the workload of the time-consuming diffusion part so that
fewer overall rounds and hence a shorter encryption time is needed. To overcome the
drawbacks of small key space and weak security in the widely used one-dimensional
chaotic system, Sun et al. [11] proposed a spatial chaos map based image encryption
scheme. The basic idea is to encrypt the image in space with spatial chaos map pix-
el-by-pixel, and then the pixels are confused in multiple directions of space. In [13],
Rhouma et al. presented a one-way coupled map lattice (OCML) based color image
encryption scheme. To enhance the cryptosystem security, a 192-bit-long external key
is used to generate the initial conditions and the parameters of the OCML by making
some algebraic transformations to the secret keys. In [14], Xiao et al. analyzed the
cause of potential flaws in some chaos-based image ciphers and proposed the corres-
ponding enhancement measures. In [15], Wang et al. suggested a chaos-based image
encryption algorithm with variable control parameters. The control parameters used in
the permutation stage and the keystream employed in the diffusion stage are generated
from two chaotic maps related to the plain image. As a result, the algorithm can effec-
tively resist all known attacks against permutation-diffusion architectures. In [16],
Wong et al. proposed a more efficient diffusion mechanism using simple table lookup
and swapping techniques as a light-weight replacement of the 1D chaotic map iteration.
They reported that at a similar security level, the proposed cryptosystem needs about
one-third the encryption time of a similar cryptosystem. In [18], Amin et al. introduced
a new chaotic block cipher scheme for image cryptosystems that encrypts block of bits
rather than block of pixels. The scheme employs the cryptographic primitive operations
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and a non-linear transformation function within encryption operation, and adopts round
keys for encryption using a chaotic system. In [19], Wang et al. proposed a fast image
encryption algorithm with combined permutation and diffusion. In their scheme, the
image is firstly partitioned into blocks of pixels, and then, spatiotemporal chaos is
employed to shuffle the blocks and, at the same time, to change the pixel values. In
[23], anovel bidirectional diffusion strategy was suggested to promote the efficiency of
the most widely investigated permutation-diffusion type image cipher. By using the
proposed strategy, the spreading process is significantly accelerated and hence the
same level of security can be achieved with fewer overall encryption rounds. In [25],
Seyedzadeh et al. proposed a novel chaos-based image encryption algorithm by using a
Coupled Two-dimensional Piecewise Nonlinear Chaotic Map, called CTPNCM, and a
masking process. Distinct characteristics of the algorithm are high security, high sen-
sitivity, and high speed that can be applied in encryption of color images.

Very recently, bit-level permutation algorithms were suggested by some scholars
[20-22, 24]. As the permutation is performed on bitplane rather than pixel plane, the
bit-level permutation has the effects of both confusion and diffusion. The workload of
the time-consuming diffusion stage is reduced as the pixel value mixing effect is con-
tributed by both stages, and hence the performance of the cryptosystem is improved.
However, those proposed schemes shuffle each bitplane of an image independently.
The bits distribution of a bitplane significantly affects the diffusion effect, i.e., if a
bitplane contains pixels of nearly all 1s or Os, the introduced diffusion effect will be
negligible. To further enhance the diffusion effect introduced in the confusion stage,
this paper proposes a novel bit-level permutation scheme which shuffles the bits among
different bitplanes rather than within the same bitplane. The new method swaps each bit
with another bit at a location chosen by three chaotic logistic maps that work parallelly.
The architecture of the proposed image encryption scheme is shown in Fig. 1.

m rounds
_ Confusion Diffusion
Plain | (bit-level permutation (pixel value mixing) . . >
anmage | among different bitplanes) P & Cipher image
Three chaotic logistic maps Lorenz system
Confusion key Diffusion key

Fig. 1. Architecture of the proposed cryptosystem

In the diffusion stage, Lorenz system is employed as generation of keystream.
Compared with 1D chaotic maps such as logistic map, tent map, and Chebyshev map,
the Lorenz system has more complicated dynamical property and number of state
variables. Consequently, cryptosystem based on Lorenz system has stronger unpre-
dictability and larger key space, which are essential for secure ciphers. The whole
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confusion-diffusion operations need to be performed alternatively for m (m > 1) rounds
according to the security requirement. Obviously, the more rounds are processed, the
more secure the encryption is, but at the expense of computations and time delays.
The rest of this paper is organized as follows. Section 2 discusses the proposed
bit-level permutation strategy using parallel-iterated logistic maps. Then the Lorenz
system based image diffusion process is described in Section 3. In Section 4, the security
of the proposed cryptosystem is analyzed in detail. Finally, Section 6 concludes the paper.

2 Bit-Level Permutation Using Parallel-Iterated Logistic Maps

As it is known, in digital imaging, a bit is the smallest unit of data. For example, each
pixel in an 8-bit grayscale image can be described by

P(x,y) = b(7)b(6)b(5)---b(0), (1

where P(x, y) is the value of the pixel at coordinate (x, y) and the number in parentheses
indicates the bit index from highest bit 7 to the lowest bit 0. Accordingly, we can
decompose a L-bit image into L independent bitplanes and each bitplane is a binary
image because there are only two possible intensity values (0 and 1) for each pixel.

Three parallel-iterated chaotic logistic maps are employed to implement the pro-
posed permutation algorithm. The logistic map is described by

'er—l = ll'l'xn (1 - ‘xn )’ ‘xn € [0’ 1]’ (2)

where ¢ and x, are parameter and state values, respectively. When u€[3.57, 4], the
system is chaotic. The initial value x, serves as the key for confusion process.

Without loss of generality, we assume the plain image is of MxN pixels with L-bit
color depth. The detailed permutation procedure is described as follows.

Step 1: The L bitplanes of the plain image are extracted from highest to lowest bit,
respectively.

Step 2: The three logistic maps are iterated parallelly for N, times to avoid the
harmful effect of transitional procedure, where N, is a constant. Each thread is assigned
with an individual initial value K, (1=1, 2, 3) as part of the confusion key.

Step 3: The logistic maps are iterated continuously. Exchange current bit with the bit
at location (m, n) of the rth bit plane, where

r =mod] floor(x, x10"*),L],

1n

m=mod| floor(x,, x10"), M1, €)
n=mod| floor(x;, ><1014),N],

where xy,, x,,, are x3, are current state values of the three maps, respectively, mod(x, y)
returns the remainder after division, and floor(x) returns the value of x to the nearest
integers less than or equal to x. In our scheme, all the state variables are declared as
64-bit double-precision type. According to the IEEE floating-point standard, all the
variables have a 15-digit precision, and hence the decimal fractions of the variable are
multiplied by 10"
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Step 4: Return to Step 3 until all the bits in each of the L bitplanes are swapped from
left to right, top to bottom.

Step 5: Combine all the L shuffled bitplanes together and the permutated image is
produced.

Let P'(x, y) be the value of the pixel at coordinate (x, y) in the bit-level shuffled
image, as described by

P'(x,y)=b'(L-1)b'(L-2)---b'(0), “)

where b'(i) (i =0, 1, ..., L-1) are the bits swapped from other locations of different
bitplanes. Obviously, the following formula holds

Prob[P(x,y)=P'(x,y)]= Gj , 5)

and thereby an effective diffusion mechanism is introduced.

The application of above discussed algorithm to a grayscale test image is demon-
strated in Figs. 2-3. Fig. 2(i) shows the plain image of 256x256 pixels with 256 grey
levels, and (a)—(h) show the 8 bitplanes of the plain image from highest bit to the
lowest, respectively. The 8 shuffled bitplanes are shown in Figs. 3(a)—(h), respectively,
and the resultant permutated image is shown in (i) of Fig. 3. Fig. 4 demonstrates the
results of conventional bit-level permutation algorithm. As can be seen from Figs. 2
and 4, the bits in the 2nd bitplane of the plain image are not well-distributed, which
significantly affect the confusion effect of the corresponding shuffled bitplanes pro-
duced by the conventional algorithm. However, the bits in all the 8 shuffled bitplanes
produced by the proposed permutation algorithm are uniformly distributed, as the bits
are shuffled among different bitplanes rather than within the same bitplane. As a result,
the diffusion effect introduced by the proposed algorithm is superior to that of con-
ventional algorithm. The quantitative comparison of the two algorithms will be given in
Sec. 4.2.

'-(a ; (b; C) (d5

© ® ) ‘ (h)

Fig. 2. Bitplanes of plain image. (a)—(h) are the bitplanes of (i) from highest bit to the lowest,
respectively.
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(d)

© ® © | )

Fig. 3. The application of the proposed bit-level permutation algorithm. (a)—(h) are the 8 shuffled
bitplanes, respectively, and (i) is the resultant permutated image.

(d)

(® (h)

Fig. 4. The application of the conventional bit-level permutation algorithm. (a)—(h) are the 8
shuffled bitplanes, respectively, and (i) is the resultant permutated image.

3 Image Diffusion Using Lorenz System

In 1963, Edward Lorenz, an early pioneer of chaos theory, developed a simplified
mathematical model for atmospheric convection. The model is a system of three or-
dinary differential equations now known as the Lorenz equations, as described by

dx

— =0 — N

7 (y—x

d 6
—y=x(,0—z)—y, ©
dt

dz _

dr Pz

where ¢ is time and o, p, f are the system parameters. When =10, p=8/3, f=28, the system
exhibits chaotic behavior. The initial state values xy, y, and z, serve as the diffusion key.
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The detailed diffusion process is described as follows:
Step 1: Iterate Eq. (6) for N, times for the same purpose as explained above. To solve
the equation, fourth-order Runge-Kutta method is employed, as given by

X, =x,+(h/6)(K, +2K,+2K,+K,),

Voo =9, +(h16)(L +2L, +2L,+L,), @)
2 =2, F(R/O)M,+2M, +2M,+ M),

where
Kj zo-(yn_'xn)
L=x(p-2)-y, (=D,
Mj :xnyn_ﬂzn

K, =0l(y, +hL,, 12)~(x, +hK, /2)]
L =(x, +hK,_ /2)(p—(z,+hM 1)~ (y, +hL, 12)  (j=2,3),
M, =(x,+hK,_ 12)(y,+hL,_ 12)~ Bz, +hM _ 12)

K, =0l(y, +hL,)~(x, +hK )]

L =(x, +hK, )(p—(z, +hM ) ~(y, +hL. )  (j=4),
Mj =(x, + th_l)(y” + th_l) —,H(z” + hMj_l)

and the step A is chosen as 0.0005.

Step 2: The Lorenz system is iterated continuously. For each iteration, three key
stream elements can be quantified from the current state of the chaotic system ac-
cording to

k ,, = mod[round((abs(x,)— floor(abs(x,)))x 10"),211,
kyn = mod[round((abs(y,)— floor(abs(y,))) x10'),247, ®)
k,, = mod[round((abs(z,) — floor(abs(z,))) X 10',2"],

where n =1, 2, ... represents the nth iteration of the Lorenz system, and round(x) rounds
X to the nearest integers.
Step 3: Calculate the cipher-pixels value according to Eq. (9).

Cotniynt = Koy @ L Py +k,,1 mod 27} ®cyy ),
Corine = Ky [Py Tk, 1 mod 210,00 ©)
Caxins =Koy @ Psuuonyes 1 mod 253 @y,

where Cixp-1)sms Paxm-n+m (M = 1, 2, 3) are the output cipher-pixels and currently

operated pixels, respectively, and @ performs bit-wise exclusive OR operation. One
may set the initial value ¢, as a constant, which can be regard as part of secret key.
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Step 4: Return to Step 2 until all the pixels of the permutated image are encrypted
from left to right and top to bottom.

The decipher procedure is similar to that of the encipher process described above,
and the inverse of Eq. (9) is given by

p3><(nfl)+l = [kxn @ C3><(nfl)+l @ C3><(nfl) + 2L _kxn] mOd 2L’
10
Paxn-iy+2 = [k)'n ® Cax(n-1y+2 ® Cyn-nyn1 T 2! _kyn] mod 2", (10)

_ L L
Paxn-1y+3 = [k, ®C3><(n—l)+3 ®C3X(n—l)+2 +2" =k, ] mod 2.

4 Security Analysis

An effective cryptosystem should be robust against all kinds of known attacks, such as
brute-force attack, known/chosen plaintext attack, statistical attack and differential
attack. Detailed security analysis has been carried out in this section to demonstrate the
robustness of the proposed scheme.

4.1 Key Space Analysis

The key space is the set of all possible keys that can be used in a cipher. The key space
must be large enough to avoid opponents from guessing the key using a brute-force
attack, but small enough for practical encryption and decryption. The key of the pro-
posed cryptosystem is composed of two parts: confusion key Key. and diffusion key
Key,. As mentioned above, Key. is composed of initial conditions (K., K., K.) of
three logistic map and Key, is composed of initial conditions (xy, yo, zo) of Lorenz
system. As all the state variables are declared as 64-bit double-precision type, the total
number of possible values of Key, and Key, are both approximately 10*. The two parts
of the key are independent of each other. Therefore, the total key space of the proposed
cryptosystem is

Key,,, = Key (K ,K ., K )xKey,(xy, ¥y, 2y) = 10" x10% = 2%, (11
which is larger than that of the well-known Triple-DES (2'°®), IDEA (2'**), and AES
(2%, 2'%% and 2%°) algorithms. Therefore, the proposed image cryptosystem is secure
against brute-force attack.

4.2  Statistical Analysis

Statistical analysis is one the most common cryptanalysis techniques in use today. In
this subsection, the proposed image cryptosystem has been proved to be robust against
various statistical analyses by calculating the histogram, the correlation of two adjacent
pixels and the information entropy.

4.2.1 Histogram

The frequency distribution of cipher-pixels is of much importance to an image
cryptosystem. It should hide the redundancy of plain image and should not reveal the
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relationship between plain image and cipher image. Histogram analysis is often used as
a qualitative check for data distribution. An image histogram is a graphical represen-
tation showing a visual impression of the distribution of pixels by plotting the number
of pixels at each grayscale level. Figs. 5(a), (c), (e), (g) show the plain image, bit-level
permutated image using conventional algorithm, bit-level permutated image using
proposed algorithm and the output cipher image, respectively. Their corresponding
histograms are shown in (b), (d), (f) and (h) of Fig. 5, respectively.

As can be seen from Fig. 5, the histogram of the output cipher image is fairly evenly
distributed and therefore does not provide any hint to employ statistical analysis.
Moreover, though the histogram of the bit-level permutated image using the proposed
algorithm is not distributed in a perfectly uniform, its uniformity is much better than
that of the bit-level permutated image using conventional algorithm owing to the su-
perior diffusion effect introduced in the permutation process.

4.2.2 Correlation of Adjacent Pixels

Pixels in an ordinary image are usually highly correlated with their adjacent pixels
either in horizontal, vertical or diagonal direction, but the correlation of the adjacent
pixels in a cipher image should be as low as possible so as to resist statistical analysis.
The correlation of adjacent pixels can be graphically measured by the following pro-
cedure. First, randomly select 3000 pairs of adjacent pixels in each direction from the
image. Then, plot the distribution of the adjacent pixels by using each pair as the values
of the x-coordinate and y-coordinate. The correlation distribution of two horizontally
adjacent pixels of the plain image, bit-level permutated image using conventional
algorithm, bit-level permutated image using proposed algorithm and the output cipher
image are shown in Figs. 6(a)—(d), respectively.

1000

(b)

(e) (@ (h)

Fig. 5. Histogram analysis. (a) plain image. (b) histogram of (a). (c) bit-level permutated image
using conventional algorithm. (d) histogram of (c). (e) bit-level permutated image using pro-
posed algorithm. (f) histogram of (e). (g) output cipher image. (h) histogram of (g).
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(a) (b)

©) ()

Fig. 6. (a)—(d) are correlation of horizontal adjacent two pixels of plain image, bit-level permu-
tated image using conventional algorithm, bit-level permutated image using proposed algorithm
and output cipher image, respectively.

To quantify the correlations of adjacent pixels in an image, the correlation coeffi-
cient r,, is calculated by using the following three formulas:

R NETETR)
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where x; and y; are grayscale values of ith pair of adjacent pixels, and N denotes the total
number of samples.

Table 1 lists the results of the correlation coefficients for horizontal, vertical and
diagonal adjacent pixels in the four images. As can be seen from Fig. 6 and Table 1, the
strong correlation between adjacent pixels in the plain image is completely eliminated
in the cipher image produced by the proposed image cryptosystem. Moreover, the
correlation coefficients of the bit-level permutated image using the proposed algorithm
are comparable with that of the output cipher image, and evidently better than that of
the bit-level permutated image using conventional algorithm.
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Table 1. Correlation coefficients of two adjacent pixels

Bit-level permutated Bit-level permutated

o Plain . . . . Output cipher
Direction . image using conven- image using pro- .
image . ; . image
tional algorithm posed algorithm
Horizontal 0.9589  0.2069 -0.0136 0.0131
Vertical 0.9435  -0.0557 0.0017 —0.0036
Diagonal 09162  -0.1146 -0.0249 -0.0075

4.2.3 Information Entropy

Information theory, introduced by Claude E. Shannon in 1948, is a key measure of the
randomness or unpredictability of the information. Information entropy is usually
expressed by the average number of bits needed to store or communicate one symbol in
a message, as described by

H(X)==3 P(x)log, P(x) (15)

i=1

where X is a random variable with n outcomes {x, ..., x,} and P(x;) is the probability
mass function of outcome x;. Therefore, for a random image with 256 gray levels, the
entropy should ideally be H(X)=8.

Table 2 lists the entropies for plain image, bit-level permutated image using con-
ventional algorithm, bit-level permutated image using proposed algorithm and the
output cipher image. It can be seen from Table 2 that the entropy of the output cipher
image is very close to the theoretical value of 8. This means we can regard the output
image as a random source. Also, the entropy for the bit-level permutated image using
the proposed algorithm is close to the theoretical value and significant superior to that
of the bit-level permutated image using conventional algorithm.

Table 2. Information entropy for different images

Bit-level permutated Bit-level permutated .
- . . . . Output cipher
Plain image  image using conven- image using pro- .

image
tional algorithm posed algorithm g

7.0097 7.6239 7.9729 7.9970

4.3  Key Sensitivity Analysis

Another essential property required by a cryptosystem is key sensitivity, which ensures
that no data can be recovered from ciphertext even though there is only a minor dif-
ference between the encryption and decryption keys. To evaluate the key sensitivity
property of the proposed cryptosystem, the test image (Fig. 2(i)) is firstly encrypted
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using a randomly selected key K.=(0.56197972394051, 0.40110866517742,
0.14837430314112) and K,=(3.73946235774965, 5.83069041022533, 2.8370061767-
4220). Then the ciphered image is tried to be decrypted using three keys with a slight
difference to the confusion key while keeps the diffusion key unchanged. The em-
ployed keys are: (i) K,=(0.56197972394052, 0.40110866517742,0.1483743031411 2),
(i) K.=(0.56197972394051, 0.40110866517743, 0.14837430314112), and (iii)
K.=(0.56197972394051, 0.40110866517742, 0.14837430314113). The resultant de-
ciphered images are shown in Figs. 7(a)-(c), respectively, from which we can see that
even an almost perfect guess of the key does not reveal any information about the plain
image. Similar results are obtained with a slight change in the diffusion key.

4.4  Differential Analysis

To implement differential analysis, an opponent usually makes a slight change in a
plain image and then compares the two produced cipher images to find out which
parts are different. With the help of other analysis methods the secret key may be
obtained. However, if the slight change can be effectively diffused to the whole cipher
image, then such differential analysis is infeasible. To measure the diffusion perfor-
mance of a cryptosystem, two criteria NPCR (number of pixel change rate) and UACI
(unified average changing intensity) are commonly used.

(a) () (©

Fig. 7. Results of key sensitivity test. (a) deciphered image using key (i). (b) deciphered image
using key (ii). (c) deciphered image using key (iii).

The NPCR is used to measure the percentage of different pixel numbers between two
images. Let P(i, j) and P,(i, j) be the (i, j)th pixel of two images P, and P,, respectively,
the NPCR is defined as:

W H
D> DG, j)
NPCR=2"21  %100%, (16)
WxH

where W and H are the width and height of P, or P,. D(i, j) is set to 0 if P1(i, j)= P2(i,
j), and 1 otherwise.

The second criterion, UACI is used to measure the average intensity of differences
between the two images. It is defined as
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vact =] iﬂlP(zn P, j)
WxH -1

i=l j=1

x100%. a7

The NPCR and UACI values for two truly random images, which are expected es-
timate for a good image cryptosystem, are 99.609% and 33.464%, respectively. To test
the NPCR and UACI of the proposed cryptosystem, two plain images with only one bit
difference at the lower right corner pixel are employed, as shown in Figs. 8(a) and (b).
The two test images are encrypted using the same key and their corresponding cipher
images are shown in Figs. 8(c) and (d), respectively. The differential image between the
two cipher images can be found in Fig. 8(e). We obtain NPCR=99.59% and
UACI=33.45%, which indicate that the proposed scheme is secure against differential
attack.

(© (d) (e

Fig. 8. Results of diffusion performance test. (a) and (b) are two plain images with only one bit
difference at the lower right corner pixel. (c) cipher image of (a). (d) cipher image of (b). (e)
differential image between (c) and (d).

5 Conclusions

This paper has proposed a fast chaos-based image encryption scheme with confu-
sion-diffusion architecture. To address the performance issues of confusion-diffusion
type image cipher, the proposed scheme introduces an effective diffusion mechanism in
confusion process through a lightweight bit-level shuffling algorithm. As the pixel
value mixing effect is contributed by both stages, the same level of security can be
achieved in a fewer number of overall rounds, and hence the performance of the
cryptosystem is improved. Compared with those recently proposed bit-level permuta-
tion algorithms, the diffusion effect of the proposed scheme is significantly enhanced as
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the bits are shuffled among different bitplanes rather than within the same bitplane.
Moreover, the three logistic maps used for producing pseudorandom locations for bits
permutation are iterated in a parallel manner, which further increase the performance.
We have carried out an extensive security analysis of the proposed image cryptosystem
using key space analysis, statistical analysis, key sensitivity analysis and differential
analysis. Based on the results of our analysis, we conclude that the proposed image
encryption scheme is perfectly suitable for the real-time secure image transmission
over public networks.
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Abstract. As data transmitted in the smart grid are fine-grained and
private, the personal habits and behaviors of inhabitants may be revealed
by data mining algorithms. In fact, nonintrusive appliance load monitor-
ing (NALM) algorithms have substantially compromised user privacy in
the smart grid. It has been a realistic threat to deduce power usage pat-
terns of residents with NALM algorithms. In this paper, we introduce
a novel algorithm using an in-residence battery to counter NALM al-
gorithms. The main idea of our algorithm is to keep the metered load
around a baseline value with tolerable deviations. Since this algorithm
can utilize the rechargeable battery more efficiently and reasonably, the
metered load will be maintained at stable states for a longer time period.
We then implement and evaluate our algorithm under two metrics, i.e.,
the step changes reduction and the mutual information, respectively.
The simulations show that our algorithm is effective, and exposes less
information about inhabitants compared with a previously proposed
algorithm.

Keywords: Smart grid, information security, privacy, utility,
rechargeable battery.

1 Introduction

In recent years, electric utilities are increasingly making the transition to smart
grids, which exploit large-scale smart meter deployments at power users for bi-
directional realtime communications using Internet protocols [1]. For example,
the US government has allocated more than 4.3 billion dollars for smart grids
and similar programs are in progress in Asia and the EU [2]. A smart meter is
an advanced meter that not only measures power consumption in much more
detail than a conventional electricity meter, but may also potentially commu-
nicate with a number of appliances and devices. Smart meters are expected to
provide accurate readings automatically at requested time intervals to the util-
ity company, the electricity distribution network, or the wider power grid [3].
In a word, smart meters provide further information about power consumption

G. Wang et al. (Eds.): CSS 2013, LNCS 8300, pp. 67-B0] 2013.
© Springer International Publishing Switzerland 2013
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patterns of users, which may contribute to improved forecasts of demands in the
near future, allowing for appropriate reactions on the supply side. On the other
hand, county and town residents can also benefit from the deployment of smart
meters in individual houses. A practical assumption is that users can shift their
electricity consumption to different times according to the realtime electricity
price.

Unfortunately, along with these positive effects of smart grids, some security
and privacy threats are inevitable [4-6]. Since messages transmitted in the smart
grid may contain sensitive data and much more personal information is delivered
to the electricity supplier, the personal habits and behaviors of inhabitants will
be revealed by data mining algorithms [749]. In fact, nonintrusive appliance load
monitoring (NALM) algorithms have substantially compromised user privacy in
the smart grid. It should be pointed out that such privacy concerns have already
jeopardized the mandatory deployment of smart meters in some countries, lead-
ing to a deployment deadlock |10]. Thus, how to preserve user privacy in smart
grids has become a hot topic of research recently. Nevertheless, power usage
must always be accurately measured and reported, which means that we have
to protect consumer privacy in the presence of profile-exposing smart meters.

One of the viable approaches to resolving the problem of user privacy disclo-
sure in the smart grid is to disguise appliance load signatures using a rechargeable
battery [L1]. That is, a rechargeable battery and a control system are deployed
between the smart meter and the circuit breaker in their houses. By mixing util-
ity energy with energy provided or consumed by the battery to offset spikes and
dips in power consumption, the load observed by the smart meter is smoothed.
Then appliance load characteristics will be modified or obscured so that power
usage events can be hidden. Note that this approach will not compromise the ac-
curacy of the metered load, which means the utility provider can always establish
the correct amount to charge the user.

On account of limited battery capacity, emphasis is placed on the search for an
appropriate algorithm in system control, by which user privacy can be improved
given feasible battery size. In this paper, we introduce a novel algorithm to trans-
form the power usage data for the goal of hiding appliance load characteristics.
The main idea of the algorithm is to keep the metered load around a baseline
value with tolerable deviations. Since this algorithm can utilize the rechargeable
battery more efficiently and reasonably, the metered load will be maintained
at stable states for a longer period of time. The steady state means the hiding
of appliance load characteristics. Therefore, the risk of privacy leakage can be
reduced. We also implement and evaluate our algorithm under two metrics, i.e.,
the step changes reduction and the mutual information (MI), respectively, and
demonstrate its validity and efficiency.

The remainder of this paper is organized as follows. The next section reviews
relevant research related to user privacy in the smart grid. In Section 3, we will
provide a brief background on appliance load profiles and NALM algorithms.
System model and main notions are also given in Section 3. Details of the al-
gorithm are elaborated in Section 4, followed by evaluations in terms of step



Preserving User Privacy in the Smart Grid 69

changes reduction and mutual information in Section 5. Finally, conclusions are
summarized in Section 6.

2 Related Work

Security and privacy issues have become a hot research topic recently in the
smart grid and many efforts have been made. A good overview of the various
approaches and the state of the art is given in [12]. There exist mainly two types
of solutions to preserving user privacy in the smart grid. The first type relies on
the encryption or the perturbation of raw metered data to protect user privacy
from exposure, while the second type hides the actual power consumption by
using intelligent power routers and battery buffers in individual houses.

It has been demonstrated in [13] and |14] that power consumption patterns
can be extracted and tracked with the use of NALM algorithms, which made the
threat of user privacy leakage realistic. The protocols proposed in [L5] preserve
appliance usage privacy by masking the metered load in such a way that an
adversary cannot recover individual readings, while the sum of masking values
across meters is set as a known value. In [16], the metered power usage data
are divided into attributable data and anonymous data along with a trusted
escrow service. A secure data aggregation scheme for the smart grid was pre-
sented in [17] using homomorphic encryption. The protocol proposed in [1§]
utilizes commitments and zero-knowledge proofs to privately derive the bill of
an individual.

In [11], a pioneering approach was presented that exploits home electrical
power routing through the use of rechargeable batteries, and alternates power
sources to moderate the effects of load signatures. By charging and discharging
the battery, an individual can manipulate the metered load to obscure some sen-
sitive information contained in the original load. Thus, an appropriate algorithm
for charging and discharging is needed to minimize information leakage. A “best
effort” (BE) policy was proposed in [11], which tries to hold the metered load to
its most recent value, while in [19] a stochastic policy was presented and exper-
imentally demonstrated to be more effective in minimizing information leakage.
It has been shown in [20] that BE algorithm is valid in combating data mining
algorithms. In [21], another algorithm was proposed to maintain the metered
load as constant as possible. Distinct from the BE policy, the metered load is
pre-determined instead of being changed continually as its most recent value. A
novel algorithm called stepping approach was introduced in [22], aiming at max-
imizing the error between the load demanded by a household and the metered
load.

3 Background

3.1 Appliance Load Profiles

Distinct from conventional electromechanical residential meters deployed in the
legacy power grid, smart meters play a vital role in implementing realtime mon-
itoring and dispatch such as load management, distributed energy storage, and
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distributed energy generation. That is, smart meters can measure power con-
sumption at the granularity of seconds or minutes other than months. In normal
conditions, the collected fine-grained time series of electric demand by smart
meters is defined as appliance load profiles, which are delivered to authorized
parties (e.g., the utility provider) at or near real time for load forecasting and
fraud detection. With those data in hand, NALM algorithms can be employed
to extract individual appliance events. Then, along with known appliance load
signatures, sensitive chronic behaviors will be revealed.

3.2 Nonintrusive Appliance Load Monitoring

NALM algorithms can extract the power consumption of individual appliances
from appliance load profiles in order to deduce what electric appliances are being
used [13]. They take advantage of the correspondence between power loads and
appliances being turned on and off. As an appliance load profile is the aggregation
of various appliances and the times during which each is operating, this technique
aims to decompose the appliance load profile into individual load signatures.
Besides, the approach is called “nonintrusive” because appliance load data can be
gathered remotely without the knowledge of residents instead of placing sensors
on each of the individual appliances. A step change is characterized by a sharp
edge in the power consumed by the household. By detecting pairs of the edges
with equal magnitude and opposite direction, and matching them with specific
load signatures, NALM algorithms can expose individual appliance events from
aggregated load profiles.

3.3 System Model and Notation

First of all, we introduce the main notions used in the sequel, which are given in
Table 1. We adopt the rechargeable battery model presented in [11]. That is, in
our system model, a rechargeable battery is deployed between the smart meter
and household appliances, which can be discharged or charged within a metering
interval At with power [,(t), adjusting the amount of electricity the household
consumed from the power grid. Thus, the actual consumption load {,(¢) will be
partially disguised to reduce the information leakage from smart meter readings.
A system overview is illustrated in Fig. 1.

Note that in this model, we assume [,(¢) > 0, which indicates that the
home energy system cannot send electricity back to the power grid. Besides,
the rechargeable battery is only used to supply electricity for appliances in the
house rather than be discharged back into the power grid. In addition, we also
assume our rechargeable battery model is idealized. That is, neither charging
nor discharging the battery will cause additional energy loss, and the battery
life is long enough.

With the moderation of the battery, the metered home load, i.e., the smart
meter reading becomes I(t) = 1,(t) + Ip(t). When [,(t) > 0, the battery is being
charged and when [,(t) < 0, the battery is being discharged. Then, [;(t) =
0 means that no power from the battery is mixed with the actual household
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Rechargeable battery

Appliances Controller Smart meter Power supplier

Fig.1. A general framework of rechargeable battery system. The arrow shows the
direction of power flow.

load, which does not happen frequently. We aim to moderate I(t) in order to
distort I(¢) in such a way that makes [,(t) undetectable. That is, [,(¢) cannot be
extracted with the knowledge of I(¢).

Table 1. Notation for TD algorithm and system parameters

t A point in time

At A metering interval

la(t) The actual appliance load at some point

1(t) The measured value of the household load by the smart meter
() The confusion value provided by the rechargeable battery

b(t) The current battery level at some point

bm The upper bound of the battery capacity

Vb The baseline value of [(t)

o The upper bound of the fluctuation range versus vy

To evaluate privacy protection, it should be clear here what need to be pre-
served. Given a load profile [,(t), the differences between successive power mea-
surements represent changes in the state of some appliances as they are turned
on or off. These are called step changes, which are considered as private infor-
mation because they can reflect user behaviors. Hence, our goal is to smooth
the metered load profile (¢) as much as possible to reduce step changes. Surely,
if I(t) is constant, then no information beyond the total power consumption is
leaked. However, it is feasible only with quite large battery capacity, which is
not practical. The emphasis is placed on the problem how to maximize privacy
protection, given any set of appliance load I,(t) with limited battery capacity
and no knowledge of the future.

4 Proposed Scheme

It should be pointed out that when employing NALM algorithms, we pay more
attention to the amplitude changes from the previous sample of appliance loads
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instead of the amplitudes themselves. Since appliance loads are typically repre-
sented by pairs of (time; amplitude), the step changes are generated as corre-
sponding pairs of (time; Aamplitude). For example, the smart meter recorded a
four-minute load profile: to: 40W; t1: 140W; £2: 640W; t3:640W; £4:140W, then we
can obtain the following step changes: (¢1; +100W), (t2; +500W), (t3; OW), (t4;
— 500W). That is, only those samples with prominent amplitude changes can
serve as valuable data sources for NALM algorithms. Therefore, for the purpose
of resisting NALM algorithms, an intuitive and effective approach is to reduce
the step changes in appliance load profiles as far as possible.

Algorithm 1. TD Algorithm
1: d=1a(t) — vp;
2: if |d| < o then

3: l(t) =la(t); {current load is in given range}
4: else
5 if d > 0 then
6: (discharge the battery)
7 if b(t) > d then
8: I(t) = randchoose(vy, (vp + 0)); {battery energy is enough}
9 b(t) = b(t) — (La(t) — L(1));
10: else
11: I(t) = la(t) — b(t); {provide maximum battery energy}
12: b(t) = 0;
13: end if
14:  else
15: (charge the battery)
16: if (b, —b(t)) > |d| then
17: I(t) = randchoose((vs — ), vp); {remaining battery capacity is enough}
18 bi(t) = b(t) + (I(t) — La());
19: else
20: I(t) =1(t) + (bm — b(t)); {fully charge battery}
21: b(t) = bm;
22: end if
23:  end if
24: end if

A “best-effort” privacy algorithm was proposed in [11], whose idea is to main-
tain a constant metered load I(t) if the battery capacity is kept within a safe
limit. That is, when the appliance load [, (¢) is larger (or smaller) than the pre-
viously metered load I(t — At), the battery will be controlled by the algorithm to
discharge (or charge) in order to make [(t) equal [(t— At). Of course, the premise
is that the battery bound is not reached. While BE algorithm can obscure appli-
ance load signatures to some extent, in [19] a finite state model was proposed to
demonstrate that the stochastic battery policy is better than BE algorithm in
reducing information leakage. However, we argue that this conclusion is not so
precise. As in the model of [19], the battery capacity is set at 1 and will be used
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up with just one regulation, which does not accord with the actual situation. If
the battery capacity were infinite, the metered load [(¢) would be constant all
the time, and little information would be leaked. Hence, the main idea of BE
algorithm is reliable.

Since BE algorithm is not optimal, in this paper we propose a novel algorithm
called “tolerable deviation” (TD) which outperforms BE algorithm in reducing
information leakage. The core idea of TD algorithm is to keep the metered load
around a baseline value with tolerable deviations. More specifically, given an ac-
tual appliance load {,(t) at some point, BE algorithm tries to hold the metered
load to its most recent value by setting [(¢) = I,(t — At), while TD algorithm
first selects an appropriate baseline value v, along with a tolerable deviation o,
and then chooses a random value in (vp, — 0, vp+0) as the metered load I(¢). That
is, the transformed metered loads by TD algorithm are changing dynamically.
For the same sake of maintaining a “constant” metered load I(t), we make the
following contributions. First of all, we replace the rigid constant [, (t — At) with
a flexible choice in a tolerable range around the baseline value as (vp, — o, vy + 0).
This approach is feasible, as tiny step changes will be regarded as noise and
then filtered out by NALM algorithms. Namely, samples of the amplitudes with
no changes or tiny changes can be ignored for analysis. What is more crucial,
TD algorithm’s flexibility is conducive to utilizing limited battery capacity more
efficiently due to the introduction of v, and o. That is, TD algorithm can main-
tain the metered load at approximately constant values for a longer period of
time compared with BE algorithm. On the other hand, we can even intention-
ally introduce some fake step changes by choosing a large deviation. In this
case, some amplitudes may become so large that they cannot be filtered out any
longer by NALM algorithms. As the corresponding original loads remain stable,
these step changes are considered fake. The outline of TD algorithm is given in
Algorithm 1.

Algorithm 2. An Extension of Step 8 in TD Algorithm
1 d=1a(t) — vp;
2: if |d| < o then

3:  if b(t) is below safe lower limit then

4: I(t) = vp + o; {choose maximum metered load to charge battery}
5 () = b(t) + () — L(b)):

6: else if b(¢) is above safe upper limit then

7 I(t) = vy — 0; {choose minimum metered load to discharge battery}
8 () = b(t) — (a(t) — ();

9:  else if b(t) is within safe limit then

10: 1(t) = la(2);

11:  end if

12: end if

Note that in Step 3 of Algorithm 1, we simply set [(¢) = l,(¢) without any
modifications because the current load is in the given range around the baseline
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value. In fact, TD algorithm can still take the following steps in Algorithm
2 to utilize the rechargeable battery more efficiently. That is, if the remaining
capacity of battery is too small, TD algorithm will set the metered load [(¢) as its
maximum allowed value v, 4+ o in order to charge the battery; on the contrary, if
the remaining capacity is too large, TD algorithm will set the metered load I(t) as
the minimum allowed value vy —o so that the battery can be discharged to release
storage space. However, the battery may be used too frequently in this case,
which should not be ignored since we must take battery life into consideration.
Thus, TD algorithm can provide distinct levels of privacy protection for residents.
When the current load is in the given range around the baseline value, i.e.,
lo(t) € (vp — o,vp + o), if the user has strong requirements on security and
privacy, more often than not Algorithm 2 will be employed. Otherwise, just
setting [(t) = l,(t) can also be acceptable.

Our TD algorithm is a two-factor transformation. Both the baseline value
and the deviation play a vital role in hiding appliance load characteristics. Con-
sequently, the choice of these two parameters to a large extent determines the
effectiveness of the method. Pre-selected as these two parameters are, they can be
updated when required so as to keep the metered load stable as long as possible.
In general, the user selects the baseline value according to her/his own realtime
power consumption. To be specific, if the appliance load of an individual is heavy
in a period, then a relatively large v, is appropriate. On the contrary, the user
will update vy with a relatively small value when the appliance load is low for a
while. As for the deviation, the choice of ¢ plays a subtle role in TD algorithm.
On the one hand, a small value of o contributes to tiny changes of output loads,
so the mutual information will be reduced. Nevertheless, this strategy poses a
huge strain on the battery, which signifies an increased probability of battery
failure. Then more step changes will be revealed. On the other hand, a large
enough value of ¢ results in the invalidation of TD algorithm. Because in this
case, the output load profiles are exactly the same as the original load profiles.
As a matter of fact, it is still a problem how to generate the optimal o. Detailed
simulation results will be given in the following section.

5 Evaluations

5.1 Datasets and Experimental Methods

In our experiments, we choose two typical datasets for detailed analysis, which
are referred as D1 and D2. Both D1 and D2 are ten-minute resolution datasets,
which are collected through simulating the day-to-day activities of an ordinary
household and a corporate office, respectively. We optimize the model as much as
possible to make the outputs consistent with the real world. Besides, we argue
that the implementation costs for our work are acceptable according to [23],
as the major overhead lies in the communications between the controller and
the smart meter. In consequence, this approach is practical for most households
equipped with rechargeable batteries.
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To begin with, we operate two transformations on both datasets with the
battery in the same size as 4.5kWh and the deviation fixed at 10W. The step
changes from both original datasets and corresponding transformed datasets are
counted to show to what extent can TD algorithm reduce step changes compared
with BE algorithm. Then, D1 and D2 are transformed by BE algorithm and TD
algorithm, respectively, for eleven batteries increasing in size from OkWh to
5kWh with the same deviation as 10W. The mutual information between the
original datasets and the transformed datasets is calculated for further analysis.
Finally, we set the battery capacity at 4.5kWh and run our TD algorithm for
D1 with an increasing sequence of deviation from OW to 300W. We calculate
the mutual information between the original dataset and the outputs from TD
algorithm, and count total step changes along with fake step changes in order
to find the optimal deviation. In addition, when the current load is in the given
range around the baseline value, we just set I(t) = I,(t) for simplicity.

5.2 Intuitive Observation Results

An intuitive feeling of TD algorithm’s effect and its comparison with BE algo-
rithm are given by Fig. 2 and Fig. 3. We can clearly see that the behaviors of
TD algorithm are in such a way that steady realtime loads with tolerable de-
viations comprise the majority of the TD algorithm’s output profiles. That is,
the controller maintains the target steady load as far as possible by charging

1900
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Load (W)

100 200 300 400 500 800 700 800 900 1000 1100 1200

Fig. 2. Comparison between original appliance load profile and transformed load pro-
files in BE and TD, respectively, for dataset D1. The abscissa represents a ten-min
time base for the whole day.
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Fig. 3. Comparison between original appliance load profile and transformed load pro-
files in BE and TD, respectively, for dataset D2. The abscissa represents a ten-min
time base for the whole day.

or discharging the battery. As the battery capacity is limited, the key point of
maintaining a longer steady state lies in the choice of v, and o. In our experi-
ments, to simplify the operation, we adopt just two different values of v, which
are the means of total power consumption in day and night, respectively. We
argue that the value of v, can be updated more frequently such that the steady
state will last longer. Besides, the choice of o will be discussed in further detail
below.

It cannot be neglected that a number of step changes still appear in the TD
algorithm’s output profiles outside of steady states. These step changes tend to
appear during daylight high-demand periods instead of during night off-peak
hours. If the residual battery capacity is not enough, the steady state cannot be
maintained any longer and the exposure of some step changes will be inevitable.
Nevertheless, while these large trends reveal some information about the resi-
dent, most notably the likelihood of human presence at home or in the office,
they do not disclose the more fine-grained details such as how many occupants
are or what their activities are. Compared with those in the original load profiles
and the transformed outputs from BE algorithm, the step changes in the TD
algorithm’s output profiles show smaller amplitudes and last a shorter period,
which benefits from the wiser use of the rechargeable battery. In addition, since
vp is updated continually and independent of realtime loads, the battery will be-
come invalid at unpredictable points in time, resulting in some fake step changes
in the TD algorithm’s output profiles.



Preserving User Privacy in the Smart Grid 7

5.3 Quantitative Results

Next, our analysis will focus on quantifying the TD algorithm’s validity in reduc-
ing individual appliance load characteristics in load profiles. We present two sorts
of numerical experimental results, the step changes reduction and the mutual
information, respectively.

Table 2 shows the step changes reduction of TD algorithm in our experi-
ments. It can be seen that when the original load profiles are transformed by
TD algorithm, the number of step changes drops dramatically (around 50.23%)
compared with that of BE algorithm (around 29.02%). Note that step changes
here include fake step changes. These fake step changes will interfere with the
process of NALM algorithms to some extent. On the other hand, since the output
load is randomly chosen in the given range, it will be more difficult to perform
a sister matching algorithm in order to extract symmetric ON/OFF pairs from
the step changes. In a word, our TD algorithm can effectively counter NALM
algorithms to preserve user privacy in the smart grid.

Fig. 4 depicts the comparison of TD algorithm with BE algorithm under
the mutual information metric with datasets D1 and D2. As can be clearly
seen from the above figure, the mutual information is heavily dependent on the
battery capacity, which is a matter of course based on the analysis in Section 4.
Though TD algorithm outperforms BE algorithm in the step changes reduction,
it seems that TD algorithm does not have an advantage on reducing the mutual
information especially when the battery capacity is large enough. One crucial
reason for this result is the introduction of o. As the value of [(¢) is randomly
chosen in the given range, the output load profiles of TD algorithm will contain

Table 2. Step changes reduction by BE and TD for datasets D1 and D2

Dataset Original BE TD
D1 420 273 189
D2 221 182 130
Total 641 455 319

Mutual Information
Mutual Information

00 05 10 15 20 25 30 35 40 45 50 00 05 10 15 20 25 30 35 40 45 50
Battery Capacity (kWh) Battery Capacity (kWh)

(a) For dataset D1. (b) For dataset D2.

Fig. 4. MI between original load and transformed load with varying values of battery
capacity
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more various amplitudes, which contributes to the larger mutual information.
Nevertheless, different from step changes, the mutual information only suggests
the dependency between events in load profiles, but does not have a substantial
effect on privacy disclosure. That is, the larger mutual information is not the
equivalent of more step changes.

5.4 Extended Discussion of Deviation

Finally, we turn to the discussion of o. An evaluation of TD algorithm with
increasing values of o under the mutual information metric is given in Fig. 5(a).
We can see that when o grows from OW to 80W, the corresponding mutual
information increases slowly from 0.0705 to 0.1845, which is in accord with our
previous analysis. When o is between 80W and 200W, the corresponding mutual
information unexpectedly decreases slightly. Then, when ¢ is large enough, e.g.,
300W, the corresponding mutual information nearly reaches its maximum. It can
be learned from Fig. 5(a) that the mutual information does not change distinctly
so long as the value of ¢ is not too large. Consequently, we need not pay much
attention to the mutual information in search for the optimal o.

—e— Total Step Changes
—A— Fake Step Changes

o o
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I

Mutual Information
o o o
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°
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(a) MI between original load and trans- (b) Number of step changes in transformed
formed load. load.

Fig. 5. Effect of 0 on MI and number of step changes for TD with dataset D1

Now we consider how the number of step changes changes over o. As shown
in Fig. 5(b), when o grows from OW to 60W, both the number of total step
changes and that of fake step changes decrease. The larger the value of o is,
the longer time period the stable states can be maintained for. As a result,
fewer step changes will be leaked. Note that a sharp fluctuation appears while
o is between 60W and 100W. Based on this observation, we can choose 8O0W as
the optimal o, because both the number of total step changes and that of fake
step changes reach maximums. That is, the number of useful step changes holds
steady with almost no changes, while fake step changes increase. In fact, the
number of useful step changes is nearly unchanged during all the periods until
the value of o becomes too large.

6 Conclusion

We have proposed a novel algorithm called TD using an in-residence rechargeable
battery to reduce information leakage in appliance load profiles. TD algorithm
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adopts the strategy of maintaining the metered load around a baseline value
with tolerable deviations, in order to utilize the limited battery capacity more
efficiently and reasonably. As a result, we can keep the metered load at stable
states for a longer time period, which contributes to the hiding of appliance
load characteristics and the reduced risk of privacy leakage. Intuitive observa-
tions along with quantitative results are then given by simulations. We employ
two metrics for evaluations, i.e., the step changes reduction and the mutual in-
formation, respectively. The experimental results confirm the TD algorithm’s
validity and efficiency in preserving user privacy in the smart grid. Besides, the
transformed load profiles expose less information compared with BE algorithm.
Future work will focus on the choice and the update of vy and o to minimize
private information disclosure.
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Abstract. Security of biometric templates in a fingerprint authentication system
is highly critical because the number of fingers of a person is limited and the
raw fingerprints cannot be reset or replaced. A cancelable template is an
efficient and powerful means to provide template protection. However, in most
cancelable fingerprint templates, the many-to-one based non-invertible
transformation acts on each single minutia, which may greatly decrease the
discriminative capability of its feature representation, and more importantly,
single minutia is more sensitive than a local structure to the non-linear
distortion present in a fingerprint image. In this paper, we propose a cancelable
template by utilizing some nice properties of Delaunay triangle-based local
structures, e.g., excellent local structural stability, to achieve satisfactory
performance. The non-invertible transformation is applied to each Delaunay
triangle-based local structure rather than to each individual minutia so as to
mitigate the influence of non-linear distortion and retain the discriminative
power of the feature data after the many-to-one mapping. Experimental results
on the publicly available databases demonstrate the validity of the proposed
scheme.

Keywords: Cancellable template, Delaunay triangles, fingerprint, local
structure, biometrics, security.

1 Introduction

Fingerprint authentication technique is widely used in military and civil applications,
e.g., banking systems, building entry systems and security systems, and occupies the
most market due to the distinctiveness and stability that fingerprints can supply
compared to some other biometrics, such as face, iris, trait, voice and so on [1].
Fingerprint authentication systems, which verify “Are you whom you claim to be?” to
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achieve authentication, is composed of two stages, the enrollment stage and
authentication stage. In the enrollment stage, fingerprint feature data are captured and
stored in the database as templates. In the authentication stage, a person who wants to
pass the authentication presents his/her fingerprint, from which the query feature data
are extracted and compared with the templates [2] to make a match or non-match
decision. Fingerprint authentication systems provide a more efficient and secure way
than traditional authentication methods, e.g., passwords and tokens, thus the problems
of remembering long passwords and token loss can be avoided [3].

However, template protection for fingerprint authentication systems is a critical
issue that more attention should be directed to. The storage of raw template data
would cause some serious security concerns for the reason that the number of fingers
of a person is limited and the raw fingerprints cannot be replaced or reset. Once they
are compromised, they cannot be changed or re-issued like passwords or tokens.
Furthermore, the same template is usually used in different applications, which means
template loss in one application equals its loss in all other applications [4].

Cancellable biometrics and biometric cryptosystems are two major techniques that
are employed to provide secure fingerprint template protection. In cancellable
biometric systems, a non-invertible transformation is applied to the original template
data to output transformed data in a different format during the enrolment stage. The
query data, which are extracted during the authentication stage, are also transformed
into a new format by utilizing the same non-invertible transformation function. The
matching is conducted between the transformed template and query data instead of
the original data. In this way, even though the transformed templates are
compromised, the original templates are still secure and cannot be recovered because
the transformation is non-invertible [5].

Ratha et al [5] first proposed the concept of the cancellable biometrics. In their
research, three different transformations, Cartesian transformation, polar
transformation and functional transformation, are proposed and applied to the
fingerprint minutiae to generate a transformed template. A new transformed template
can be re-issued just by changing the transformation key when the stored template is
compromised. Subsequent to [5], several cancelable biometrics [6-13] are also
proposed. Among them, [12] and [13] are two recent research works. Specifically, in
[12], Ahmad et al. proposed an alignment-free pair-polar coordinate-based cancelable
template to avoid fingerprint image registration that has been considered as non-trivial
in poor quality and rotated images [14-16]. Meanwhile, a many-to-one mapping
algorithm was applied to realize non-invertibility. Different from [12] which
concentrates on the relative location between minutiae pairs in a pair-polar coordinate
system, Wang and Hu [13] mainly considered the non-invertible transformation
function and proposed a densely infinite-to-one mapping (DITOM) method to achieve
the non-invertible property.

We observe that, in most of the existing cancelable fingerprint template design, the
non-invertible transformation is loaded upon each single minutia. However,
individual minutiae are more sensitive to non-linear distortion than a local structure
which is composed of several neighboring minutiae. Motivated by this, in this paper
we propose a local Delaunay triangle-based cancelable fingerprint template. The main
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contribution of our work is three-fold. First, instead of focusing on individual
minutiae, the non-invertible transformation is applied to each local Delaunay triangle
which is structurally more stable under distortion. Second, each local structure is
composed of several Delaunay Triangles, so the feature data extracted from it are
apparently more discriminative than the feature data extracted from only a single
minutia or triangle. Third, the new feature, the distance from the incircle center of a
triangle to the polar space center, is more insensitive to non-linear distortion than the
lengths of three edges of a triangle that are used by most existing methods.

The rest of the paper is organized as follows. The proposed Delaunay triangle-
based cancelable fingerprint template is presented in Section 2. In Section 3,
experimental results are demonstrated and discussed. The conclusion and future work
are given in Section 4.

2 Proposed Method

The employment of the Delaunay triangle-based local structure is attributed to the
nice properties that such a structure can provide [17, 18]. First, each minutia in a
Delaunay triangle-based local structure is likely to preserve a similar structure with its
neighborhood minutiae under translation, rotation and little scale change due to
nonlinear distortion. Second, missing and spurious minutiae influence the Delaunay
triangulation net only locally. In other words, when some local structures are changed
by some noisy minutiae, other structures would not be affected. Thus, the
employment of the Delaunay triangle-based local structure in the proposed cancelable
template can mitigate the negative influence of non-linear distortion present in the
fingerprint images.

2.1 Delaunay Triangle-Based Local Structure

The generation of the Delaunay triangle-based local structure is based on the
Delaunay triangulation net. Given a fingerprint image which contains a set of
minutiae M = {m,}",, where N is the number of minutiae, as shown in Figure 1(a), a

Voronoi diagram which partitions the entire fingerprint region into several small cells
is generated. In each cell, a minutia m;, is located in the center and all the points in the

cell around m, are closer to m, than to any other minutiae, as shown in Figure 1(b).

Then, by linking the centers of every cell and its neighbor cells, the Delaunay
triangulation net is constructed, as shown in Figure 1(c). In this case, there is a total of
(2xN-2-K) Delaunay triangles produced by the Delaunay triangulation net, where K is
the number of minutiae on the convex hull of the Delaunay triangulation net. The
Delaunay triangle-based local structure used in our implementation is composed of
those Delaunay Triangles that share a common vertex. N Delaunay triangle-based
local structures would be generated. The example of a Delaunay triangle-based local
structure TS, , which centers around vertex a, is given in Figure 1(d). We can see that

the local structure 7., is made up of seven triangles aabc , aacd , aade , raef ,

aafg , aagh , and aahb , and all these seven triangles share the common vertex a.



84 W. Yang et al.

© (@

Fig. 1. (a) A set of minutiae (b) The Voronoi diagram (c) The Delaunay triangulation net (d)
An example of a Delaunay triangle-based local structure 7S,

2.2  Feature Data Generation

For each Delaunay triangle-based local structure TS, we consider its center minutia
as the origin of the coordinate system and the center minutia’s orientation acts as the 0
degree axis in the polar space. Take the local structure 7.5, which centers at minutia
a as an example. Several features can be extracted from each of its Delaunay
triangles. Below, we define some local features from the Delaunay triangle aabc :
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- 1, , the length between the vertices a and o which is the incircle center of

aabc
-

cax ?

the angle between the 0 degree axis (or X axis) and edge ac in the
counter clock-wise direction;
- «,, , the angle between the 0 degree axis (or X axis) and edge ab in the
counter clock-wise direction;
- B, , the orientation difference between the orientation 6, of vertex b and
the orientation 6, of vertex c;

Therefore, a set of feature data, e.g., f, =, .

cax?

a,,.p,.) as shown in Figure 2,

can be extracted from each triangle of a Delaunay triangle-based local structure.

Y

Fig. 2. Feature data f,, = (I,

cax?

a,,..3,.) extracted from triangle aabc

2.3 Non-invertible Transformation of the Delaunay Triangle-Based Local
Structure

In cancellable templates, a non-invertible transformation is applied to conceal the
original feature data. As previously mentioned, three different transformations,
Cartesian transformation, polar transformation and functional transformation, are
proposed by Ratha et al [5]. Here, we employ a similar polar transformation. In
contrast to [5] and [12] which apply the polar transformation to each single minutia,
in our implementation the polar transformation is applied to every triangle of a local
structure T, .
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A 4

Fig. 3. The original triangle aabc and transformed triangle aa,b,c,

In the polar transformation, a polar space is divided into S angles and L levels. The
process of the polar transformation is equivalent to the process of changing sector
positions. The transformation through the matrix M and M, can be expressed as,

T =S+M, 1
T, =L+M, 2)

Again we take the triangle aabc in the local structure 7'S, which centers at minutia a as

an example. We assume that the polar space, which centers at vertex a, is divided into
S angles and L levels. For example, We set S=4, L=1, and define the transformation
matrix M =[5, 7, 10, 15]. Then the transformation can be expressed as

T =S+M,

[1,2,3,4]1+[5,7,10,15]

=[mod(6,4), mod(9,4), mod(13,4), mod(19,4)]
[2,1,1,3]

3)

This transformation is a many-to-one mapping, we can see that the points/triangles
originally located in angle sectors S=2 and S=3 are both mapped to angle sector S=1.
Since each triangle, e.g., aabc , has three vertices, we choose its incircle center as the
reference point for this polar transformation. As shown in Figure 3, the incircle center
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o of aabc originally located in S=1 and L=1, together with its three vertices a, b and
¢, would be mapped to the sector of S=2 and L=1 to generate a new triangle aa,bc, .
After this non-invertible transformation, the feature data extracted from the
transformed triangle aa,b,c, are surely different to those extracted from the original
triangle aabc .

The union of transformation matrixes, M and M,, acts as a secret key k. If the

template data are compromised by the adversary, a new template could be re-issued
by simply changing the transformation key k.

2.4  Fingerprint Matching

In the fingerprint matching procedure, a certain extent of deformation should be
allowed to the feature data because of the elasticity of finger skin. To tolerate these
feature differences between template and query images, the quantization technique is
utilized to assign a same symbol to those feature values that are located in the same
range. The quantization step sizes for distance, angle and orientation difference are
denoted by ss,, 55, , 55, , respectively. As mentioned in [19], a small quantization step
size would be very sensitive to tiny distortions while a large quantization step size
would result in losing the discriminative power of the feature data. So the selection of
these quantization step sizes is crucial to the performance of the proposed system.
After quantization, each triangle is denoted by four quantized values. For
instance, the transformed ftriangle aabc,  would be expressed by

@ e, = @l s A 0059005 APy, ) - 1f two triangles are considered as a matching
pair, all their four corresponding elements should be the same.
Matching between a local structure TS;“‘ x,1from the template image fp" and a

local structure 7S J.QE”, Nyl from the query image fp° depends on how many triangles

from them are matched, where N; and N, are the number of local structures in fp”

and fp?, respectively. Assume the number of matched triangles between TS,.Z[LNT]

and TS J.QE”, n,1are N, then the similarity between them is calculated by

N, XN,
Si‘ — i i (4)
7 Ny XN,

If S, is equal to or larger than a pre-defined threshold 7, , then these two local

ij

structures TS

wenvry and TS b , are considered as a match, and the number of

jell.ng

matched local structures N, between fp" and fp?would increase by one. After all
the local structure matches between fp” and fp? are done, if Ny, is equal to or
larger than a pre-defined threshold #,,, fp' and fp° are judged to be matching and

the authentication is passed.
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3 Experimental Results

In order to evaluate the performance of the proposed scheme, we test it on two
publicly available databases, namely, FVC2002 DB1 and DB2. Each database
contains 800 gray-level fingerprint images collected from 100 different fingers with
eight images for each finger. To extract the minutiae from fingerprint images, we
adopt the software VeriFinger 6.0 from Neurotechnology [20].

Three performance indices are used in this paper to evaluate the performance of the
proposed cancelable fingerprint template:

(1) False Reject Rate (FRR) - the ratio of unsuccessful genuine attempts to the total
genuine attempts.

(2) False Accept Rate (FAR) - the ratio of successful impostor attempts to the total
impostor attempts.

(3) Equal Error Rate (EER) - the error rate when the FRR and FAR are equal.

The matching protocol employed in this experimental is same as that in [12].
Specifically, the 1* image of each finger in the databases is set as the template and the
2" image from the same finger is set as the query to compute FRR. And the 1 image
from each finger in the database is set as the template image and compared with the
2" image which acts as the query image from the remaining fingers in the databases
to compute FAR. So there are 100 genuine matching tests and 9900 impostor
matching tests over each database.

T e L

o Non-transformed on FVC2002 DB1 |

I
I
09 —— LI ‘
’ ! —6— Transformed on FVC2002 DB1
I
I
I

—0— Non-transformed on FVC2002 DB2

08F ———r——-

- - Transformed on FVC2002 DB2 r

Fig. 4. Performance of the proposed method before and after transformation in terms of EER
over databases FVC2002 DB1 and DB2
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In the experiments, we set the quantization step sizes, ss, =20 pixels, ss, =57,
and ss, =57 ; the similarity threshold 7, is set to be 0.25; the angles and levels are set

to be S=8 and L=3, for both databases. Performance of the proposed scheme before
and after transformation in terms of the EER is indicated in Figure 4.

From Figure 4, we can see that after the non-invertible transformation, the
performance of the proposed scheme is slightly worse than that before transformation
on both databases. This is because the many-to-one mapping tends to make some of
the triangles from template and query images that originally match become non-
matching after the non-invertible transformation. To be specific, on database
FVC2002 DB, the EER is increased from 5.41% (before transformation) to 5.93%
(after transformation). But we can see that the increase of 0.52% in the EER is little.
The performance on database FVC2002 DB2, before and after transformation, is
EER=2.82% and EER=4%, respectively.

Table 1. Performance comparison of the proposed method with some existing methods in terms
of EER(%)

Methods FVC2002DB1 FVC2002DB2
Ahmad et al. [12] 9.0% 6.0%
Wang and Hu [13] 3.5% 4.0%

Proposed 5.93% 4.0%

In Table 1 we compare the EER of the proposed cancelable template with some
existing cancelable design recently proposed. We can see that the proposed method
performs better than the method in [12] on both databases FVC2002 DB1 and DB2,
and performs the same as the method in [13] on database FVC2002 DB2 and slightly
worse than [13] on FVC2002 DB1. However, in [13] each minutia has to be paired up
with all other minutiae in the image and fingerprint matching is quite cumbersome.
By contrast, the proposed method forms the Delaunay-based local structure in an
efficient manner and just needs one layer of comparison in fingerprint matching.

4 Conclusion and Future Work

Cancelable fingerprint templates are an efficient and powerful means to protect
biometric templates; however, the non-invertible transformation loaded on each
individual minutia tends to increase the template’s sensitivity to non-linear distortion
and decrease the discriminative capability of the feature data since the many-to-one
mapping may map multiple minutiae into one position. To address the issue, in this
paper we propose a local Delaunay triangle-based cancelable fingerprint template by
exploiting some nice properties of Delaunay triangles. The proposed cancelable
template achieves reasonable performance after the non-invertible transformation. For
future work, we will perform more extensive testing to explore the best parameter
setting and further improve the performance of the proposed method.
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We are also interested in investigating cancelable template design for other
biometrics such as ECG [21], and keystroke dynamics [22]. Multi-modal cancelable
dynamics have been least investigated which needs more attention. Existing biometrics
cancelable templates are vulnerable to record multiplicity based cryptographic attacks
[23]. How to design a biometric template that can resist such attacks will be a good
research topic in the future.
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Abstract. Software-Defined Networking (SDN), which offers program-
mers network-wide visibility and direct control over the underlying
switches from a logically-centralized controller, not only has a huge im-
pact on the development of current networks, but also provides a promis-
ing way for the future development of Internet. SDN, however, also brings
forth many new security challenges. One of such critical challenges is how
to build a robust firewall application for SDN. Due to the stateless of
SDN firewall based on OpenFlow, the first standard for SDN, and the
lack of audit and tracking mechanisms for SDN controllers, the exist-
ing firewall applications in SDN can be easily bypassed by rewriting
the flow entries in switches. Aiming at this threat, we introduce a sys-
tematic solution for conflict detection and resolution in OpenFlow-based
firewalls through checking flow space and firewall authorization space.
Unlike FortNOX [I], our approach can check the conflicts between the
firewall rules and flow policies based on the entire flow paths within an
OpenFlow network. We also add intra-table dependency checking for
flow tables and firewall rules. Finally, we discuss a proof-of-concept im-
plementation of our approach, and our experimental results demonstrate
our approach can effectively hinder the bypass threat in real OpenFlow
networks.

Keywords: SDN, Firewall, Openflow, Security.

1 Introduction

Software-Defined Networking (SDN) is an innovational network framework in-
troduced by Clean Slate [I7] at Stanford University. It enables programmers
to control and define the networks by software programming, which makes it
be regarded as a reformation in the network field. As the core technology of
SDN, OpenFlow [12] is a new network transfer model which separates the func-
tion of network controlling and network flows. This model enables users to con-
trol the operation of the packets in the networks by inserting flow entries into

G. Wang et al. (Eds.): CSS 2013, LNCS 8300, pp. 92-{[03] 2013.
© Springer International Publishing Switzerland 2013
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switches. It also provides promising method to the research on designing new In-
ternet infrastructure. Nowadays, OpenFlow has been deployed in many research
institutions such as Stanford University [9], Internet2, JGN2plus, etc. Also,
many network device manufacturers have produced wired and wireless devices
supporting OpenFlow.

SDN separates data plane and control plane in the networks, while in a tra-
ditional network, such two planes are implemented in switches and routers. In
an SDN network, the control plane controls the flow tables in the switches via
OpenFlow protocol. Through this way, the control plane realizes the centralized
control to the whole network. A controller will compute the shortest flow paths
for specific work and control the forwarding behaviors made by the switches.
The controller could be a device, a virtual computer, or a physical server [10].

Although SDN introduces many advantages in the development of networks,
it also brings forth some new security challenges. One critical challenge is how
to build a robust firewall application for SDN networks. A major limitation of
OpenFlow is that it is almost stateless. If a host or a network device send a flow
to the network, only the first packet of the flow will be checked by the controller
while the subsequent packets will be directly forwarded by the switches without
any exploration. Neither audit nor tracking mechanism is set towards flows in
the controller. Thus, the existing firewall applications for SDN could be easily
bypassed by inserting the flow entries with rewriting operations deliberately [I].

To address such a threat, we introduce a systematic approach for conflict
detection and resolution in SDN firewall via checking flow space and firewall au-
thorization space. We search the flow paths in the entire network and check them
against all firewall deny rules to find out whether the flow paths conflict with the
firewall rules. Then, we present different conflict resolution strategies according
to different operations in the firewall rules or the flow tables. Considering that
the address space of a flow path may be different from the address space of the
conflicting firewall rules, we introduce a method that is to insert specific blocking
flow entry into the ingress switch or the egress switch of the flow path. Through
this method, the firewall application could block the packages that is in conflict
with the firewall rules without disrupting other normal packages. By creating
and maintaining a shifted flow graph, we establish a tracking mechanism for
flows and therefore solve the bypass problem fundamentally.

The major contributions of this paper are summarized as follows:

— We address the threats and security challenges of SDN through demonstrat-
ing why SDN firewalls could be easily bypassed.

— We propose a novel policy conflict detection approach for SDN firewalls
through checking shifted flow space and firewall authorization space.

— We present a flexible conflict resolution mechanism to facilitate a fine-grained
conflict resolution according to different operations of flow entries and
firewall rules.

— We implement an SDN firewall application in FloodLight [I5] based on
our proposed approach and evaluate the effectiveness and efficiency of our
application.
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The remainder of this paper is organized as follows. In section 2, we discuss the
security challenges of OpenFlow networks. In section 3, we analyze these chal-
lenges and introduce a systematic conflict detection and resolution framework.
In Section 4, we discuss the implementation of our approach and the evaluation
of our firewall application. Section 5 overviews the related work and we conclude
this paper in Section 6.

2 Security Challenges of OpenFlow Networks

SDN, as a new network paradigm, was just introduced a couple of years ago.
Because it allows network applications to operate with switches in the networks
directly, it faces a variety of security challenges [3].

First, in SDN, controller cannot ensure that there is no conflict among the
various applications. Also, the firewall or other security applications can easily
be bypassed by adding deliberated flow tables.

Considering a simple bypass example in Figure 1, there are four hosts, three
switches and one controller in a network topology. A firewall application locates
in the controller which blocks the communication between host A (IP:10.0.1.12)
and host C (IP:10.0.3.32). Now, we insert three flow tables respectively into the
three switches and each flow table consists of one flow entry. The first flow entry
modifies the source IP address of the packet with 10.0.1.x as the source address
to 10.0.4.x; the second flow entry modifies the destination IP address of the
packet whose source address is 10.0.4.x to 10.0.3.x; The last flow entry forwards
the packet whose source address is 10.0.4.x and destination address is 10.0.3.x.
If host A sends a packet with 10.0.4.22 as the source address and 10.0.3.32 as
the destination address, this packet will bypass the firewall and arrive Host C
through the rewriting behavior because it doesn’t match any firewall rules.

Second, the exiting approach [I] overlooks the intra-table dependency among
the firewall rules or flow entries. The Security Enforcement Kernel introduced
in [I] devises a conflict detecting algorithm for OpenFlow networks. However,
the proposed algorithm is incapable of identifying intra-table dependency, and
therefore couldn’t accurately detect conflicts.

Considering the topology in Figure 1, suppose there are two rules in the
firewall as shown in Figure 2. The first rule “IP:10.0.1.12->10.0.3.22 Allow”
allows all the packets whose source address is 10.0.1.12 and destination address is
10.0.3.22. While, the second rule “IP:10.0.1.12,10.0.4.22->10.0.3.22 Deny” drops
all packets whose source address is 10.0.1.12 or 10.0.4.22 and destination address
is 10.0.3.22. Since the first rule has higher priority than the second one, the first
rule overlaps the second rule partially. Therefore, when detecting the conflicts,
such a rule dependency must be considered to enable precise conflict detection.

3 Owur Approach

3.1 Overview of Header Space Analysis

Our conflict detection and solution algorithm is based on Header Space Anal-
ysis (HSA) [5]. A uniform and protocol-agnostic model of the network using a
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geometric model of packet processing is provided by HSA. A header is defined
as a point in space {0, 1}* which is called header Space (L is the length(in bit)
of the packet). Network boxes are modeled using a Switch Transfer Function T,
which transfers received header h in the input port to a set of packet headers on
one or more output ports:

T : (h,p) = {(h1,pl),(h1,pl),...}

For example, define the transfer function T between a and b as:

Rosp = Ua—)bpaths{Tn(F(Tnfl(' s (F(Tnfl(hap) o ))}

So the paths between a and b are several transfer function groups, each like
{T1,T2,Ts,...,T,}. The switches between a and b are:

a—S1—...—>S-1—5,—b

Using the range inverse at each step in a path, a set of headers can be found,
the process is :

ho =Ty (D(o. (T (DT (hy b)) . . ), using the fact that "= '~

n
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3.2 Shifted Flow Space and Denied Authorization Space

If we want to check whether the firewall rules conflict with flow tables in Open-
Flow switches, we should track all the packets and calculate all the destinations
which the packets can reach and the header space at each destination. We com-
pare the source address and destination address in the header space of every
flow paths with the address space derived from the firewall policy. If they have
intersection, the flow rules are considered in conflict with the firewall policy.

In a general way, the firewall rule consists of 5 fields: source address, source
port, destination address, destination port, and protocol. The ingress header space
of a flow path consists of three fields: source address, source port, and protocol.
The egress header space of the flow path consists of two fields: destination ad-
dress, destination port. Through the ingress and egress spaces, which constructs
a tracked space of a flow path, we can figure out the source and the destina-
tion of a traffic flow path. All flow paths form a flow graph, which is called the
netplumbing graph [0].

Our conflict resolution approach just considers the flow paths which have
rewriting actions, because we aim at hindering the bypass threats towards an
SDN firewall. We call flowpaths which consists of rewriting flow entries shifted
flow paths. Those shifted flow paths compose a graph named Shifted Flow Path
Graph. Also, the rules in a firewall build an Authorization Space. When detecting
the conflicts between the firewall policy and flow policies, we just compare the
Deny Authorization Space and the Sifted Flow Path Space.

3.3 Conflict Detection and Resolution

Before detecting conflicts, we should get the Deny Authorization Space and the
Shifted Flow path Space. For each rule in the Deny Authorization Space and the
tracked space of each shifted flow path, we detect whether they have intersec-
tions, if so, we claim that there is a conflict between the firewall policy and the
flow policies.

To resolve such conflicts, we remove the entire flow path in the network or
refuse the insertion of the flow entry that could cause conflicts. We block the
conflicting part of a flow path by inserting corresponding deny rules with a higher
priority. For example, the flow path shown in Figure 3 has a source address 100x
and a destination address 110x. The firewall deny rule is ” 101z — 11zx : DENY”.
Therefore, this rule is conflicting with the flow path. To resolve this conflict, a
new flow rule 71001 — 111z: DENY?” is inserted in the ingress switch of the flow
path and another new flow rule 7101z — 1100: DENY” is added in the egress
switch to block the conflict part of the flow path.

3.3.1 Adding New Firewall Rules

Adding new rules to the firewall may cause conflicts between firewall policy and
flow policies. If the new rules are with the actions other than deny, they will not
cause bypass threats. So we just care about the deny rules. Before detecting the
conflicts, we check the Deny Authorization Space first. We can detect the new
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Fig. 3. Inserting rules to block conflict packets in a conflicting flow path

deny space introduced to the firewall by checking the overlapping relationships
with other deny rules. Then, we get the tracked space of the Shifted Flow Path
Space and then check the conflicts between the new Deny Authorization Space
and the tracked space. If there are conflicts, we resolve the conflicts by adding
new deny rules to the ingress switch and the egress switch of the flow path. If the
new inserted firewall rule introduces new deny space, there may be conflict flow
paths in network due to rewriting the content of packet header fields. Therefore,
the tracked space records the source and destination of the flow path. And it
is easy to detect the conflicts by comparing the tracked space with the firewall
authorization space directly. If the tracked space is smaller than the firewall deny
authoritarian space, this inserting request is rejected. But if the tracked space
is bigger than new introduced deny space in the firewall, we should only block
the conflicting part of the flow path.

As an example shown in Figure 4, when a new rule is inserted into the firewall,
the firewall finds the conflicting flow path’s address space bigger than the address
space of new deny rule. Thus the firewall just denies the conflicting part of
the flowpath at the ingress and egress switches by inserting corresponding flow
entries (deny rules) with a higher priority.

3.3.2 Adding New Flow Entries
When network applications or controllers insert new flow entries to the flow
tables, they may induce new conflicts with the firewall policy. Before checking
the conflicts, we should update the Shifted Flow Path Graph, because new in-
serted flow entry may change current flow paths and/or create new flow paths,
which may introduce new conflicts. Once the conflict are detected, different from
adding new firewall rules, our conflict resolution solution only need to block the
conflicting part of the flow path at its ingress switch. If the tracked space is
smaller, the request of adding new flow entry will be refused directly.

As shown in figure 5, when a new flow entry is added to Table 3, we detect
a conflict between firewall policy and the new flow entry. The address space
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Fig. 4. Adding a deny rule to the SDN firewall
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Fig. 5. Adding new flow entries to the newtowk

(1110 — 2100) of flow path is smaller than the deny authorization space (1110 —
2x00) of the firewall, so the request of adding this new flow entry is refused.

3.3.3 Updating Flow Entries and Firewall Rules
There are other operations to the firewall policy and flow tables: updating/
deleting rules. Updating a flow entry or firewall rule may import new conflicts.
Thus, these operations need to be examined for conflict detection and resolution
as well.

Updating an existing rule in the firewall may change the intra-table depen-
dency. Therefore, we need to update the Deny Authorization Space like adding
firewall rule, and then detect and resolve the conflicts.
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Updating an existing flow entry may also import conflicts. In this case, our
approach first updates the Shifted Flow Path Graph and finds the new added
flow paths. Then, the conflicts are detected and and resolved. When resolving
the conflicts, the conflicting part is blocked in both ingress and egress switches.

4 Implementation and Evaluation

4.1 Implementation

Our implement is based on Ubuntu Linux operation system version 12.04 and
Mininet [18] on Virtualbox. The Mininet implements our network topologies
virtually. The Floodlight controller is compiled by Floodlight version 0.9.0 and
hosted on an Intel 2.7GHZ core i3 CPU with 4.0G RAM. We used Python
to implement the topology of network and Java to implement the enhanced
modules. We deployed the Conflict Detection and Resolution module in the
firewall application. On one hand, the detection module obtains all the firewall
rules added by the administrator and all flow entries in every switch. On the
other hand, the resolution module gets the blocking flow entry and inserts it to
corresponding switch or rejects the insertion request. Our implementation has
about 3000 lines of Java code.

As shown in Figure 6, the Detection and Resolution module are implemented
as an module application in the Floodlight controller. The controller reads
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and stores the topology message by Java API provided by the Topology Man-
ager/Routing module service. At the same time, it reads all the flow tables in
every switch by Java API function and stores them as a Flow Path Graph. When
applications or controllers insert flow entries to the switches, the graph will be
updated accordingly. When the detection module finds the conflicts between the
flow paths and the firewall policy, it will call the resolution module to resolve
these identified conflicts. All flow entries are obtained by Java API provided by
the Floodlight controller platform, while all firewall rules are obtained by the
function we implemented as a new Java API in the Firewall module applica-
tion. To optimize the performance of our application, we convert the source and
destination addresses to binary vectors. Then, our application calculates the in-
tersection of firewall deny authorization space and flow path space by directly
using their binary code for the conflict detection.

4.2 Evaluation

Figures 7 and 8 show a simple topology and a complex topology, respectively,
used for our evalution. We use a remote controller installed our firewall applica-
tion. The simple topology consists of three switches, S1, Sz, S3, and four hosts,
h1, ha, hs, hg, while the complex topology consists of eight switches and sixty-
four hosts. Flow tables in these switches form the flow paths. The topologies
use a remote controller, Floodlight, which controls the switches based on the
OpenFlow standard. If a flow entry in each switch is changed, the switch will
send a Flow-Removed type message [I2] to Floodlight. Thus, Floodlight could
update the topology in real-time and the detection module could calculate the
spaces timely.

We insert the firewall rules and flow rules to network boxes in a virtual network
environment. Our conflict detection and resolution algorithms could find the
shifted flow paths in the network and conflicts between the firewall policy and
flow policies, and resolve the conflicts by inserting blocking entries to ingress
and egress switches.
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In our experiment, our goal was to measure the delay caused by detecting the
conflicts between a resident firewall policy and a number of active flow entries. To
achieve the goal, we excluded the time used for getting the firewall rules and the
flow entries by setting the functions to record the delay time. We pre-configured
one firewall rule in the firewall module and check it against the sets of 100, 200,
300, ..., 1000 candidate flow entries. We did our evaluation in terms of both the
simple topology and the complex topology. Figure 9 shows our analysis results.
The results show the computing costs increase linearly along with the increasing
numbers of candidate flow entries. In addition, we can observe the difference of
computing costs with respect to two topologies.

5 Related Work

With the quick development of SDN techniques, the security issues in SDN have
attracted more attentions recently. In [4], the researchers introduced FLOVER,
a model checking system, which verifies that the aggregate of flow policies in-
stantiated within an OpenFlow network does not violate the network’s security
policy. Their system detects faults leading to invalid and invisible routes, but it
doesn’t consider firewall policies. The key components of SDN includes Open-
Flow switches and controllers. There is a few research talking about the firewall
application security in the controller. In [2], the authors proposed PermOF, a
fine-grained permission system, as the first line of defense to apply minimum
privilege on applications. They summarized a set of 18 permissions to be en-
forced at the API entry of the controller. Our work is most closely related to
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Fig. 9. These plots illustrate the performance in conducting conflict evaluation per
firewall rule against 100, 200, 300, 400, 500, 600, 700, 800, 900, 1000 flow entries

FortNOX [I], which uses single IP address to identify potential bypass violations
and provides a conflict detection and resolution approach. However, it detects
conflicts only based on pairwise comparisons, while ignores ignores rule depen-
dency in both flow tables and firewall polices. Also, it could not build an globe
view of network state. In contrast, our approach is able to build an entire view
of network through tracking all flow path for accurate conflict detection. In ad-
dition, our approach can check conflicts dynamically when any network state
changes, such as adding, deleting and modifying firewall or flow rules.

Recently, some work could enable dynamic reachability checking and build an
globe view of network state by real-time network verification [6]. Even though
these approach can be applied for policy conflict detection, they could not pro-
vide effective mechanisms for policy conflict resolution. In contrast, our work
provides a systematic solution for policy conflict detection and resolution in
SDN.

6 Conclusion

In this paper, we addressed the challenge of building a robust SDN firewall. In
our approach, the source and destination addresses of firewall rules and flow
entries are first represented by binary vector. Then, conflicts between firewall
rules and flow rules are checked through comparing the shifted flow space and
deny firewall authorization space. During the conflict detection, the rule depen-
dencies in both flow tables and firewall policies are considered. Furthermore, our
approach provides a fine-granted conflict resolution. Finally, we implemented
our security-enhanced SDN firewall application in Floodlight. Our experiment
showed that our application can effectively and efficiently prevent bypass threats
in OpenFlow networks.
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Abstract. There is little work has been done to mine attack models online in
IDS alerts from the network backbone. The contributions of this paper are
three-fold. Firstly, we put forward a software-pipeline online attack models
mining framework suited with alert clustering mining methods. Secondly, we
propose an online alert reduction method and improve two-stage clustering
method. Thirdly, we propose an approach to adjust parameters used in the
framework on the fly. The experiment shows that the data feature is stable in
sequence length to apply the parameters self-adjustment algorithm, and
parameters self-adjustment works well under the online mining framework. The
online mining attack models is efficient compare to offline mining method, and
generated attack models have convincing logic relation.

Keywords: Attack model mining online, alert reduction, two-stage clustering,
sequence analysis, behavior analysis, parameters adjustment.

1 Introduction

Nowadays, IDS is one of the most common security components deployed on the
Internet. It provides basic information about network intrusion behaviors happening
on network, but it helps network administrator little as it provides too much details for
network administrator to understand them all together. Researchers in this field have
proposed variety methods to generate a high-level succinct perspective of the
intrusion information to tackle this problem in recent ten years. These methods help
network administrator a lot to keep the network away from thoroughly compromised
by some attacker and help them to discover related attack models occurred on the
network. And among these methods, the clustering mining method is a promising one
as it works without predefined rules or presupposition.

Through there are a lot of methods provide a succinct perspective of the intrusion
behaviors, it is still a hard problem the researchers facing to nowadays to provide an
online perspective of the intrusion behaviors, especially for these based on clustering
methods. To provide a real-time high-level perspective of the intrusion information
based on clustering method should tackle a serial challenges while the Internet
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improved rapidly these years. And the methods we proposed in the paper are mainly
related to the problems listed below.

How to design an online framework suits well with clustering method. It’s a
challenge for us to design an online mining framework working well with clustering
method. As we know that the clustering is one of the data mining methods which mines
knowledge from data, and generally speaking, more history data always makes a better
result. It contradicts with the time criterion of online framework, so we should propose a
new framework that works well with clustering method.

How to handle huge amount of IDS alerts efficiently. One of the most challenges to
mine attack models online is the rapidly increase amount of the IDS alerts, which makes
it difficult to realize a time critical mining method, so it is the space cost we should
focus on, especially for alerts from network backbone. And the high redundancy of the
alerts makes it possible to handle the huge amount of alerts, and it is necessary to
propose an online redundancy reduction method to handle the huge amount of IDS
alerts.

How to make parameters adjusted on the fly. The parameters are used to control
the process of the software-pipeline, and even a tiny change in them may result in a
big difference in result. The parameters are environment related, and they should be
tuned from time to time to be suited with the changing environment. However, it’s a
hard problem that to evaluate the correlation process without any information of the
correlation method. It’s necessary to make parameters adjustment online with the
information about specified correlation method.

In this paper, a software-pipeline online mining framework is proposed and works
well with the two-stage clustering method. An online redundancy reduction method
based on statistic measurement is proposed to reduce the redundant alert which makes
the mining system successfully to handle the huge amount of IDS alerts. And we
propose a parameter self-adjustment method to make sure the parameters are suited
well with the ever changing environment.

The reminder of this paper is organized as follows: It is related works done in the
alerts correlation and the state of the art in section 2. We address the approaches
proposed in this paper in detail in section 3. In section 4 we introduce the experiment
procedure, present the results of the experiment and analyze the result. And in section 5
here is conclusion of this paper and discussion about some ideas to do in future research.

2 Related Work

As it is difficult for network administrators to find out the intrusion behaviors from
huge amount of low-level IDS alerts generated on the monitor network, to make a
high-level network intrusion behavior alert analysis is needed and helpful. It has
become a hot-point in security area. A comprehensive correlation approach is
proposed by Valeur, et al. [1] , and a typical process of alert correlation is shown in
Fig. 1. Lot methods have been proposed, and we put them into three classes. The first
class of approaches is based on matching the attack scenario knowledge pre-defined.
e.g., ADELE [2], STATL [3], LAMBDA [4] and methods which correlate alerts by
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matching the knowledge database. The second class of approaches is based on
rebuilding the causal relationship between alerts, e.g., the JIGSAW [5] and methods
which correlate alerts according to the consequences among them. The third class of
approaches is based on clustering the similar alerts, e.g., the EMERALD [6] and
methods which correlate alerts by clustering the alerts considering the similarities
among alerts.

Alert Alert Attack session Multi step attack Attack Model
Pre Processing Fusion reconstruction reconstruction generation

Fig. 1. An overview of the attack model mining

Methods proposed to reduce the alert redundancy are different from each other.
Levera, et al. [7] aimed at false positive data and used a data cube and median polish
method, and they did an experiment with a sound result on DARPA 1999 Intrusion
Detection data set [8]. Xiao, et al. [9] reduced the redundancy alert by clustering
method based on similarity among alerts. Ming Xu, et al. [10] proposed a prior
restricted conditions (PRC). Considering the data feature of the alert from the network
backbone and the staged followed by the reduction method. The reduction method
proposed in this paper is based on statistic which is simple and effective.

Methods to correlate alerts could be put into the three classes as mentioned above.
Compared to graph mining[11], a more promising classes is the clustering methods,
and the clustering method has been used in the correlation procedure with different
purposes. Valdes, et al. [12] use clustering method to correlate alerts based on the
similarity of alerts which is measured by a set of alert attribute functions. Porras, et al.
[6] used clustering method to construct accurate and complete attack sensors in a
multilevel alert fusion. Siraj, et al. [13] used clustering method to strengthen the
reliability of alerts fusion with a causal knowledge based inference technique. Zhang,
et al. [14] used clustering method with fuzzy technique and get a reliable result on
LLS DDOS2.0. Peng, et al. [15] used an improved clustering method to acquire the
high level perspective of network intrusion behavior with a quantum-behaved particle
swarm optimization algorithm to generate the parameters. In this paper, a two-stage
clustering method with parameters self-adjustment is proposed to acquire a higher
level perspective of the network intrusion behaviors through a two-phase analysis.

Online mining of attack models poses some major challenges for correlation
approaches. First, the online mining method should cope with the high rate of lower-
level alerts generated by the sensors on the network. Secondly, the proposed method
for models extraction should develop attack models incrementally. And seldom work
has been proposed on those points. Bernhard Amann, et al. [16] proposed an Input
Framework to introduce the intelligence online, and they control the input data rate
successfully. V.SrujanaReddy et al. [17] proposed a patterns’ update algorithm, and
incrementally generate the patterns. Reza Sadoddin et al. [18] proposed a framework
to generate incremental frequent structure in real-time alert correlation. In this paper,
we propose a novel framework suites well with clustering method and tune it to be a
balanced software-pipeline.
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3 Attack Models Online Mining

The attack models online mining system consists of an online mining framework with
balanced software-pipeline, alert reduction method and two-stage -clustering
procedure with parameters’ self-adjustment. The online mining framework is shown
in Fig. 2. The framework is based on approaches which we proposed in our previous
work [19, 20]. We apply new techniques to these offline mining methods to meet the
requirement of online mining, and the key technique is a balanced software-pipeline
with parameters self-adjustment. The two-stage clustering method under online
mining framework re-organizes the workload of each procedure. The parameters’
self-adjustment includes self-adjustment of OL-RMSR’s parameter, self-adjustment
of TSCA’s parameter, and self-adjustment LLCS’s parameter. During the self-
adjustment procedure, the parameters are updated while the online mining procedures
suspended. In the remaining part of this section, we will discuss the methods
mentioned above in detail.

3.1  Online Mining Framework

Online mining is a time and space critical problem, and there are serials of time-
related strategies to achieve a better performance. In this paper, we design our online
mining framework as an adaptation of software-pipeline, and the framework is shown
in Fig. 2. What we input into the system is IDS alerts, and what the system outputs is
the knowledge of the attack models about intrusion behaviors took place on the
network which the IDS monitors.

Online Attack Models
Real time Alerts Correlation using Attack Models
Alerts queue Incremental
Reduction Two Stage Extraction Update
Clustering
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IDS Alerts Clustering Clustering Model Models Attack Models

Fig. 2. The framework of attack models online mining

As shown in the framework, the pipeline consists of the following parts: real-time
alerts reduction, online correlation, attack models incremental extraction, and attack
models update. There is a blocking buffer between each pair-part. The system
organizes the alerts from IDS sensor into a form of FIFO queue. IDS sensors push the
alerts generated on the network in the front of the queue, and simultaneously the
system pops the alerts at the back of the queue, the alerts in the queue are ordered by
the time attribute of the alert. The alert online reduction part pops the alerts directly
from the alerts queue, and then filters the redundant alert data to reduce the workload
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of the system to process in the following procedures. The online correlation part is
made up by two sub-parts: the sequence clustering and behavior clustering. The
former part rebuilds the alerts into the form of sequence and the latter part clusters the
sequences into behavior-clusters. The attack models incremental extraction part
extracts the attack model implicated in the clusters of behaviors. And the last part
maintains the attack models and makes store the attack models into the knowledge
database.

The balance of the pipeline is a hardcore problem. A bad-balanced software-
pipeline will lead to a bad performance even if the architecture designed well. So it is
necessary to divide the workload into stages according to the cost of each stage in
software-pipeline and get a better performance.

3.2  Alert Reduction with Parameter Self-adjustment

The alert reduction ratio is a very important aspect of alert correlation method. It
reflects the workload the system to handle and influences the quality of the result.
However, the reduction ratio is data related. It means that an alert reduction method
may have different performance on different data. So it is necessary to consider the
environment produced the alert data when we propose an alert reduction method, and
it is needed to modify the alert reduction method while the data’s feature structure

changed.
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Fig. 3. The scheme of OL-RMSR
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We propose an online reduction method based on statistical redundancy (OL-
RMSR), as shown in Fig. 3, to reduce the redundancy of the original IDS alerts from
the network backbone. It will cache the alert data and calculate the measurement
features periodically. And the reduction procedure will filter the redundant alert
according filter list. When an alert popped from the alerts queue, it will be cached as
well as to get the alert feature. Each alert fetched from the alerts queue will have the
redundant feature extracted and then make the decision whether it should be flowed to
next stage or not, according to value of the redundant feature. At the same time, the
alerts are cached in a buffer, a trigger is set to calculate the redundant measurement,
and a filter list of alert types is generated according to the redundant measurement
value.

When an alert comes into the system, it will also be cached into a buffer. The
redundant list generation procedure will begin if the buffer is full. Redundant list
generation mainly consists of four steps. First, it gets the statistics number of the alert
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flows. Alert flow consists of alerts have the same source and destination IP addresses
in the time sequence. Second, it gets the statistics vector of alert types in the alert
flows with an enumerative ratio over a threshold &, which used to control the
percentage of the alert type should be included in statistic procedure. Then it
computes the redundant value of the alert types have a ratio over a threshold &,, which
is used to control the percentage of the flow to be included in redundancy ratio
calculation procedure. The redundancy value of each alert type is calculated as we
proposed in previous work [19]. At last, the reduction list of redundant alert types will
be output after it ordered by its redundancy ratio value.

3.3 Two-Stage Clustering Alert Correlation with Parameters Self-adjustment

As shown in Fig. 4, the two-stage clustering alert correlation method consists of
sequences clustering and behaviors clustering. The first stage of clustering is used for
spatial and temporal analysis, and the last two procedures is the second stage
clustering, which is used for behavior analysis. The parameters of clustering
procedures will be updated accordingly while the clustering procedure ongoing. The
details of parameters adjustment procedure will be discussed in the next section.
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Fig. 4. The flow chart of the two-stage clustering with parameters adjustment

In the first stage of clustering, the input data is a queue of attribute vectors, the
output data is a set of sequences with high-similarity alerts. The similarity of alerts
determines the sequence correlation result. The similarity function is a weighted sum
of the functions with attributes: the IP addresses, the time interval and the alert types.
The functions are proposed in our previous work.

It is needed to pop out the sequence immediately after it finished. Once there
comes an alert there will be a time-over check to see if there are some sequences have
run out of the time interval, these sequences will be removed out of the sequence
clustering pool into the incidents pool. And time interval may change from time to
time so it’s necessary to make dynamic parameters adjustment when the system is
running. Considering the time cost and the memory space needed to get proper
parameters set, we use a buffer here to recalculate the parameters periodically.
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Sequence clustering (SC) parameters adjustment will begin when the incidents
pool is full. And there is just one buffer to store the incidents generated by the first
stage clustering. The adjustment procedure consists of three procedures: sequences
rejoin measurement calculation and sequence clustering parameters adjustment.

As shown in Fig. 5, once the buffer of incidents is full we rejoin the sequences and
rebuild the sequences into a more complete form if two or more sequences in the pool
are pieces of alerts sequence related to a same malicious behavior. The sequences
rejoin procedure will check each end alert and initial alert of all the sequences to find
sequences may relate to same intrusion behavior. If there is one end alert and one
initial alert belong to different sequence and they have a similarity over the threshold
without consider the time interval &4 then we will rejoin these two sequences into one.
Then the alerts with same type in one sequence will be filtered out, and the
measurement calculation procedure will get a proper time interval &; for the
sequence clustering. The time interval &4 will replace &y and be applied to the
sequence clustering procedure just after the adjustment.

In the second stage clustering, we use the Edit Distance Ratio (EDR) to measure
the similarity of two incidents. Compared to the Edit Distance, the EDR is much more
effective especially when the sequences have a big difference in length.

Incidents Pool Buffer Ful - Measurement SC Parameters
Or Sequences Rejoin . R
Update imer OverZ Calculation Adjustment

K

Fig. 5. The sequence clustering parameters adjustment procedure

The behavior clustering (BC) parameters adjustment procedure is almost the same
as the sequence clustering parameters procedure. The measurement calculated here is
the statistic information of the clusters’ size &, and the size bigger than the majority
of the clusters will be chosen to be the size &, to trigger the action that move the
clusters of behavior from the ongoing pool to the behaviors pool which will be
accessed by the next stage.

3.4 Balanced Software-Pipeline

However, a bad-balanced software-pipeline will lead to a bad performance even if the
architecture designed well. So it is necessary to balance the cost of each stage of
software-pipeline and get a better performance. As shown in Fig. 6, it’s a software
pipeline with 6 stages, the input framework read alerts, the online RMSR reduces
alerts redundancy, the sequences clustering with sequences clustering parameters
adjustment, the behaviors clustering and the behaviors clustering parameters
adjustment, the attack models extraction and the attack models output. Between the
each pair of adjacent stages, a blocking buffer is set here to store the temporary data
used by adjacent stages. The stages not neighboring each other could execute
simultaneous.
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Input (1)  Input(2) Input(3) Input(4) Input (5)
RMSR (1) RMSR (2) RMSR (3) RMSR (4) RMSR (5)
SC(1) SC(2) SC(3) SC(4) SC(3)
BC(1) BC(2) BC(3) BC (4) BC (5)
LLCS(1)  LLCS(2) LLCS(3) LLCS(4)  LLCS(5)

Fig. 6. The stages of online mining software-pipeline

Considering the time of each part of the system cost and the function of each
procedure are not equal to each other, we reorganized the stages to reach a better
balanced time cost. It is a hard problem as the time cost of each stage is different from
each other. After a few test on several data-set with huge amount of alerts, we obtain
run time cost of each stage on these data-set. The clustering stage have a much longer
time cost than the others’. To tackle this problem, we improve the clustering stage to
be a parallel clustering method, both sequences clustering and behaviors clustering,
we propose multithread clustering method to accelerate the clustering process as there
is potential parallelism in them. The clustering level pseudo-code of the algorithm is
shown in Fig. 7.

Input: Behaviors queue BQ
Output: The clusters BC in BQ

1 BC—Remaining BC in last run;

2 IF (sizegc>Epcsize)  //mutilthread clustering

3 Pop-out a behavior bg in BQ;

4. Segment the BC into small bc;

5. Create a threads pool;

6 Get min distance between bg and behaviors in bc;
7 Get min distance d between bg and BC;

8

. IF (d<&pcdist)
9. Add into corresponding cluster;
10. ELSE
11. Create a new cluster;
12. ENDIF
13. ELSE
14. Do single thread clustering
15. ENDIF

Fig. 7. The multithread behaviors clustering algorithm

4 Experiment and Result Analysis

In this chapter, we report and analyze the results of experiments performed for
evaluating the function of proposed methods and the performance of the proposed
framework. We set up the experiment in two steps with a real world alert data-set
conducted for evaluating the main components of the framework separately. A long
history of real world alerts is used to test the performance of the online mining
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framework proposed, and also used to test the attack models reconstruction function
by the two-stage clustering correlation method. The performance of the framework is
evaluated through making an analysis on the size of the data processed and the time of
each stage of the of the pipeline cost in multi-times running of the framework with
performance log. The second purpose of the experiment performed is to test the
reconstruction function by check the result of the framework generated, the result
checking is mainly done in our previous work, and in the experiment performed in
this paper we primarily tested the parameters adjustment function.

4.1 Experiment Setup

In order to obtain a more convincible result, we developed an input framework with
speed controlling to scan more than 30G real world alerts log and input these alerts
into the framework, exactly there are 126783512 raw alerts generated by IDS sensor.
During the setup process, we normalized the alerts data, and each raw alert is
normalized as a vector consists of the following 3 fields:

(1) Time: The time stamp;
(2) Endpoints: The endpoints with source and destination IP, port;
(3) Alert-Type: The alert type with PID, SID, and MSG.

The time stamp of alerts crosses from 14-Nov-2011 16:56:19 to 28-Nov-2011
09:31:07, and it’s about 13 days and 17 hours. There are 4234104 different source IP
addresses, 4695029 different destination IP addresses, and 2050328 IP addresses
appeared both in sources and destinations. Among these alerts there are 402 alert
types marked by different PID and SID pairs. The number of the alerts marked by 6
most alert types is 116985806, or it says that 92.3% of all the alerts are marked by
less than 1.5% alert types. It is believed that most of these alert types have little
information about the intrusion behavior. For instance, among the alert types of the
real world data we used the most common alert type is about the event generated
when the http_inspect preprocessor detects anomalous network traffic.

4.2  Experiment Result

Since the stability of alerts is an important basic hypothesis for the proposed online
mining framework. We first check the stability both in quantity and in time. The
sequence continuity is shown in Fig. 8 and Fig. 9, the sequence length varies from
alert number to alert number in the same real world data, and also varies from time to
time as the mining process goes on. When sequences reconstructed in quantity by the
scale of million, the sequences’ length varies from 5 to 11, and when sequences
reconstructed in time by the scale of 24 hours, the sequences’ length varies from 9 to
17. The later ones are longer than the former ones both in minimal sequence length
and in maximal sequence length. It is because alerts number between each stage in the
later one is larger than the alerts number of the former one, and at the same time the
time interval is bigger than the duration among every million alerts.
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Sequence Length continity in quartity
T T

Fig. 8. Sequence length continuity in quantity

Sequence Length cortinuity in time
T T T T T

Fig. 9. Sequence length continuity in quantity

It is important to have a stable adjustment time cost for mining process scheduling,
as a stable time cost will make the scheduling predictable. Using the large real world
data as input alerts, we get the time cost of adjustment process. The cost of time
varies from 20 seconds to 95 seconds, and the median number of them is 58.8531
seconds. The adjustment result of time interval changes from 6553.6 seconds to
52428.8 seconds according to the data window it is in.

Time cost of adjustment
T

Time Cost/sec

Adjustment Round

Fig. 10. Sequence length continuity in quantity

The online mining method spent much less time during the clustering procedure
compared to the offline mining method, and the attack models’ incremental extraction
works well in the online environment. The offline mining algorithm took more than
12 hours to get the attack models. The time spent to mining attack models from alerts
by the online algorithm is cross from 16:51:41 to 20:54:24, and that’s 4 hours 2
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minutes and 43 seconds. On the average, it’s about 1037.4 alerts per second. The
pipeline plays an important role, especially the stage of parallel clustering.

The online mining procedure generates almost the same attack models as the
offline mining procedure we proposed in [19]. In the Appendix of it, we give a list of
attack models extracted by our online method from the two day duration alert data.
The steps of these attack models have a strong logic relation. For example, as shown
in Table 1, there is an attack model about some kind scan intrusion behavior. The first
two steps are to obtain the SNMP information of target, then scan the information
about PCAnywhere, followed by an attempt to obtain Back Orifice information, and
afterward scan of Amanda version is made with MISC AFS access attempt at last. In
the table, an “Alert Type” is an triple marked with “SID-GID-RID”, and the “Msg” is
msg information in alert.

Table 1. An attack model about scan

Steps Alert Type Msg

1 1-1419-12 SNMP trap udp

2 1-1413-13 SNMP private access udp

3 1-566-6 POLICY PCAnywhere server response

4 105-2-1 (spo_bo) Back Orifice Client Traffic detected
5 1-634-5 SCAN Amanda client-version request

6 1-1504-8 MISC AFS access

The attack models online mining system can extract attack models without explicit
IDS sensor rules information, as well as to extract attack model with instinct rules
information shown in table 1. For instance, there is an attack model extracted about
some kind of remote-exploitation. In this remote exploitation process, it firstly
transfers shellcode to the target system, then a malformed packet with abnormal FIN
number, and then downloads executable binary file and policy.

Table 2. An attack model extracted

Steps Alert Type Msg

1 1-1394-12 SHELLCODE x86 inc ecx NOOP

2 129-16-1 FIN number is greater than prior FIN

3 1-648-10 SHELLCODE x86 NOOP

4 1-15306-4 Portable Executable binary file transfer

5 1-16313-6 POLICY download of executable content x-header

5 Discussion

In this paper, we put forward an online attack models mining framework with a two-
stage clustering method. Considering the huge amount alerts from the network
backbone, we propose an online alert reduction method based on statistics with
parameters online adjustment. The parameters online adjustment is built into the
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online mining framework and generates parameters suited the running environment
from time to time. The parameters adjustment is built into the two-stage clustering
method as well. The experiment shows that the data feature is stable in sequence
length to apply the parameters self-adjustment algorithm, and parameters self-
adjustment works well under the online mining framework. The online mining attack
models is efficient compare to offline mining method, and generated attack models
have convincing logic relation.

And there is still considerable work to do. The attack models mining is based on
the alerts generated by the sensors deployed, and it relies heavily on the sensor’s
detection ability. It’s impossible for the mining framework to extract an attack model
without the basic alert information from sensor, especially for these unknown
malicious behaviors. And it’s desired that some work to improve the quality of alerts.
It is still a hard problem to evaluate the quality of the attack models, further works
need to be done to put the evaluation of parameters and the evaluation of attack
models together.
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Abstract. The Command and Control communication of a botnet is
evolving into sophisticated covert communication. Techniques as encryp-
tion, steganography, and recently the use of social network websites as a
proxy, impede conventional detection of botnet communication. In this
paper we propose detection of covert communication by passive host-
external analysis of causal relationships between traffic flows and prior
traffic or user activity. Identifying the direct causes of traffic flows, al-
lows for real-time bot detection with a low exposure to malware, and
offline forensic analysis of traffic. The proposed causal analysis of traffic
is experimentally evaluated by a self-developed tool called CITRIC with
various types of real Command and Control traffic.

Keywords: Botnets, Network Intrusion Detection, Computer Networks.

1 Introduction

Detection of Command and Control (C&C) communication is an important step
in identifying infected hosts. Much effort has been put in the identification of
traffic properties that are suitable for detection of C&C communication. Com-
mon properties that are used for detection are: signatures, misuse related IP-
addresses, correlation with attack traffic or other C&C traffic, and flow statistical
properties[3] [8] [11][12][I8]. The success of the presented techniques is often due
to the presence of noisy attack traffic, as DDoS attacks, spam, and network scans.
However, there is a growing number of botnets with sophisticated covert C&C
communication that produces minimal noise. This is particularly true for espi-
onage bots that infiltrate an enterprise network. C&C communication that uses
websites of popular services and social networks as a proxy, is an effective method
to hide the C&C traffic, because malicious and legitimate traffic share the same
destinations and protocols. Secrecy can further be enhanced with steganography
and encryption. If these techniques are applied in the right manner and not re-
lated with other observable attack behavior, detection of C&C communication
can become extremely difficult [16].

In this paper, we introduce a new approach to detect covert communication by
identifying direct causal relationships between network flows and prior events.

G. Wang et al. (Eds.): CSS 2013, LNCS 8300, pp. 117-{[3T] 2013.
© Springer International Publishing Switzerland 2013



118 P. Burghouwt, M.E.M. Spruit, and H.J. Sips

traffic y
P
LAN Corporate INTERNET
|:| Network
—_—
4 . user activity

= TFC-
detection

Fig. 1. Deployment of TFC-detection in a LAN

We will refer to this type of detection as Traffic Flow Causality detection or
TFC detection. TFC detection can be deployed as a network IDS. It addresses
the common situation of typical client computers, as PC’s or mobile devices,
located in a LAN of a corporate network, and protected from the Internet by
a stateful firewall as shown in Figure 1. TFC detection inspects passively the
network traffic per computer. User activity from the mouse and keyboard is
also captured per computer by additional hardware or a software agent, and
transported to the TFC detector by a separate channel. An infected computer
will regularly produce traffic by “phoning home” to a malicious entity in addition
to the legitimate traffic. We assume this situation throughout the paper.

The captured traffic can be organized as bidirectional flows: an aggregation
of all IP-packets between two computers, on both sides identified with a unique
IP-address and a Layer 4 port. A stateful firewall forces all bidirectional flows to
initiate from the client computer. Traffic flows are often caused by other traffic
or user activity. An example is the visit to a website: A mouse click can trigger a
DNS flow, followed by a HT'TP flow to the resolved IP-address. The downloaded
HTML object contains URL’s of other HT'TP objects that can result in new
HTTP flows with or without intermediate DNS flows. The flows can be organized
by their causal relationships, in a tree-shaped graph, as shown in Figure 2. We
will refer to this type of graph as a Traffic Flow Causality graph or TFC graph.
In addition we will refer to the first flow of a tree as the root flow and the tree
itself as a TFC tree. If a new flow starts, it will be either a child, connected to
an existing tree, or the root flow of a new tree. The result is a forest of TFC
trees, growing on the event of each new flow.

A TFC graph can be constructed by observing traffic and user activity, as
mouse clicks and key strokes. An important step in the construction process is
the selection of the most suitable event as the direct cause of a new flow, since
there can be multiple events that qualify as potential cause of a new flow. We
have developed for this selection the Optimal Cause Selection algorithm or OCS-
algorithm. It evaluates the time between an event and a new traffic flow, and for
some events, the presence of a reference to the destination of a new flow in the
payload of prior traffic. If a root flow, initiated from a client computer, is not
caused by user activity, it must be caused by an automatic process. This can
be legitimate traffic, such as an automatic update of a normal application, but
it can also be the C&C traffic of a bot instance. A root flow and its offspring
are classified as anomalous, if the root flow is not caused by user activity. In
addition, a whitelist can prevent anomaly classification of traffic that is caused



Detection of Botnet Command and Control Channels by Causal Analysis 119

DNS
10.0.0.1

/4
[ | www.example.org

192.168.0.1
1 /4
]
4
2 L]
. 3 cdn.example.org

192.168.2.1

Fig. 2. Scenario of a visit to the website Example.com by a mouse click with the TFC
graph of the resulting traffic flows (vertices) and their direct causes (edges)

by known legitimate automatic processes. This method allows for the detection
of all types of “phone home” traffic.

Section 2 gives an overview of related work. Section 3 elaborates the construc-
tion of TFC graphs and the associated anomaly detection by the OCS algorithm.
Section 4 presents CITRIC, a self-developed framework that implements TFC
detection and visualization of TFC graphs. Section 5 describes experiments, con-
ducted with CITRIC and traces of normal and botnet C&C traffic. Section 6
elaborates evasion and improvements. Section 7 and 8 summarize conclusions
and future work.

2 Related Work

Our work involves anomaly detection by identifying direct causes of traffic flows,
obtained from passively captured network traffic and user activity. There are
many proposed and implemented anomaly detectors that analyze captured net-
work traffic. We compare here our work with other work that involves associa-
tions between traffic flows.

Cui et al. present Binder [6], a detection approach that also measures causal
relations between user events and traffic events. Zhang et al. propose a sim-
ilar approach, called CR-Miner[2I]. CR-Miner constructs Traffic Dependency
Graphs that resembles our TFC graphs. However, both Binder and CR-Miner
have fundamental differences with our approach:

— Both depend on host-internal information, as process ID’s. Our TFC-detection
captures passively traffic outside the observed host. Even the capture of user
events can be implemented in hardware, outside the software environment of
the host.
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— CR-~Minor constructs dependency trees by the Referer field in the HTTP
header. To prevent tampering, CR-Minor signs from within the browser each
HTTP header. This requires a browser that is not compromised by malware.
However on an infected computer, the risk of browser compromise is sig-
nificant. Another problem is that legitimate HT'TP requests do not always
specify the Referer field. In contrast our approach identifies direct causes by
time measurements and matches between the destination of a new flow and
a reference in the payload of an earlier flow. Forgery of the destination of a
new flow by malware is difficult, since it will result in failed communication
with the remote malicious instance.

— Our TFC graphs include all flows per host, including DNS, which allows a
more complete analysis of covert communication.

Burghouwt et al. demonstrate the detection of a Twitter-based C&C channel
by causally relating Twitter.com traffic with user events [4]. Our TFC detection
extends this work, by identifying causal relationships between flows. In addition
TFC detection does not depend on Twitter specific properties.

Karagiannis et al. present Blinc to classify traffic flows by their originating
applications [I5]. They use graphlets to represent flows that share L4 ports or
addresses. Unlike our approach, no causal relationships are evaluated.

Iliofotou et al. introduce Traffic Dispersion Graphs that present connection
patterns between different hosts [I4]. Our TFC graphs are different, because
they represent flows and causal relationships instead of hosts and connections.

Asai et al. map causal relations between flows in Traffic Causality Graphs
to profile application traffic [2]. The resulting graphs are constructed without
the use of destination references in the payload, resulting in a high uncertainty
of the identified causal relationships. In addition user events are not taken into
account.

3 Causal Analysis of Flows and Anomaly Detection

A Dbidirectional flow or dialogue is the aggregation of IP-packets, exchanged
between a local and remote computer, and identified by the 5-tuple {prot, IPiscal,
TP emote, POTtiocal,; POTtremote |, referring to the IP addresses and port numbers of
the local and remote computer. RFC5103 [20] refers to these bidirectional flows as
biflows. The direction of a bidirectional flow is defined as the direction of the first
packet. Since in the remainder of this paper all traffic flows are bidirectional, the
adjective “bidirectional” will be omitted. In this section we present the algorithm
that identifies causal relationships between flows, and detects anomalous flows
by the cause of the root flow.

3.1 The Direct Cause of a Flow

We define the direct cause of a traffic flow as the event that ultimately triggers
the flow. In addition, there can be multiple indirect causes or additional precon-
ditions that must be satisfied. If a web page shows a hyperlink and a user clicks
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on the link, the induced flow is directly caused by the mouse click and indirectly
caused by the already open web page with the hyperlink.

Traffic events are the most common direct cause of a new traffic flows. An
example is the reception of an IP-address in a DNS reply that is used immediately
as destination of a new HTTP flow. Flows that are caused by traffic events
contribute to the branches of trees, but can never be a root flow.

User events are certain user actions by mouse, keyboard, touch screen or
another input device. Popular actions that can cause new traffic flows are the
release of a mouse button and the press of the Enter key. Flows, directly caused
by a user event, are always root flows.

Process events are state transitions in software processes that trigger auto-
matically new flows, such as a software update or a check for new email. Most
legitimate flows, caused by automatic processes, are well known per host and
their destinations can be defined in a whitelist. Flows, directly caused by a pro-
cess event, are always root flows.

Server events are new flows, initiated from external computers to the observed
computer. This is only possible if incoming connections are allowed. Since this
is normally blocked for clients behind a stateful firewall, we will not elaborate
further on this event type.

A traffic flow is classified as anomalous if the direct cause is a process event,
and the remote address or hostname is not whitelisted. Exact determination of
the direct cause of a flow requires detailed analysis of the program execution of
all processes inside the observed host. This is complex,