
Chapter 13
Addressing Interdependencies of Complex
Technical Networks

Wolfgang Kröger and Cen Nan

13.1 Introduction

This chapter deals with large-scale technical systems, i.e., a wide-area network of
physical-engineered infrastructures that function synergistically to provide a contin-
uous flow of essential goods and services, groups within our societies or societies as
a whole (increasingly) depend on. Themost vital ones, such as the electric power and
water supply system, information and communication technology (ICT), transport
systems, are called critical infrastructures. They are subject to rapid technologi-
cal and organizational changes (e.g., from monopoly to open competitive markets)
and face multiple threats (e.g., technical-human, natural, physical, cyber, financial,
contextual; either unintended or malicious); they may pose risk themselves (e.g.,
high-voltage lines or gas pipelines). In general, those systems have become more
tightly integrated as well as more interdependent, also due to cyber-based host tech-
nologies for communication and control (SCADA1 systems) moving from closed
and dedicated to open and commercialized structures (see Sect. 13.2.2). As demon-
strated by experience disruptions may start slowly, accelerate and cascade within
and among infrastructure systems [1]. The “2003 Italian blackout” may serve as an
illustrating example.

Those critical infrastructure systems have always been “complicated” but in recent
years they have witnessed growing interconnectedness and interdependencies, have
turned into complex systems (see Table13.1 for contrasting juxtaposition).

1 Supervisory Control and Data Acquisition.
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Table 13.1 Contrasting complicated with complex systems (Acc. to [2])

Complicated systems (mechanical watches,
commercial aircraft, nuclear power plants,
etc.)

Complex systems (stock market, power
grids, transport networks, www, social
networks, etc.)

• Large number of highly connected
components; frequency-consequence
curves tend to follow a normal distribution

• Large number of highly connected
components; frequency-consequence
curves tend to show “fat tails” and follow
power law distributions

• Components have well-defined rules and
are governed by prescribed interactions

• Rules of interaction between the
components may change over time and
may not be well understood

• Connectivity of the components may be
quite plastic and roles may be fluid;
interactions are not obvious

• Structure remains closed and stable over
the time; limited range of responses to
changes in their environment

• Systems are more open, respond to
external conditions and evolve; interact
with their environment

• Low dynamic, mostly linear behavior • High dynamic and non-linear behavior;
sudden regime shifts possible

• No adaptation; one key defect may bring
the system to a halt

• Display organization without a central
organizing principle
(self-organization/emergence)

• Inadequate information about the state of
the influencing variables; probabilistic
rather than deterministic behavior

• Decomposing the system and analyzing
sub-parts can give an understanding of the
behavior of the whole, i.e. the whole can
be reassembled from its parts
(“deductionism”)

• The overall behavior cannot be described
simply in terms of their building blocks;
the whole is much more than the sum of
its parts (“systems approach”)

13.2 Understanding Complex Systems by Means of Exemplary
Systems

13.2.1 Electricity Power Supply System

The electric power supply system (EPSS), consisting of power generators, high-
voltage transmission and low-voltage local distribution grids, with transformers/
substations in between, has become one of the most important critical infrastructures
that modern societies and other infrastructures depend on. However, electricity is
seen as common good; security of supply is a key issue but public lacks awareness of
major blackouts. In Europe, while originally designed to serve a region and to allow
for trans-boundary assistance in case of need, the EPSS has turned into an open
system with given energy flux boundary conditions crossing neighboring countries
without centralized control. Regional and vertically integrated monopolies are being
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Fig. 13.1 Initial conditions and failure mechanisms leading to splitting of the ENTSO-E grid on 4
November 2006 (formation of areas at 22:20; re-synchronization of area 1 and 2 at 23:24, of area
3 at 23:57 h) [3]

replaced by an intricate market structure and stressing operation modes, closer to
security margins. The risk of power outages spreading over wide geographic areas
has increased. Furthermore, the integration of large shares of intermittent energy
sources (wind and solar, increasingly at most suitable sites far away from consumer
centers) has also made the power grid more vulnerable, often going along with lack
of awareness and underestimation of complexity. As evidenced by the disruptive
event of 4 November 2006, triggered by a planned, re-scheduled line cutoff (to let a
new built vessel pass), the initial conditions can be manifold and of different types
and the failure and spreading mechanisms are often hard to foresee and control (see
Fig. 13.1). Finally the ENTSO-E2 grid split into three areas of under (two)—and over
(one)—frequency.

Table13.2 depicts information about most recent major blackouts that happened
in various regions of the world due to different reasons. Root cause analyses of them
have revealed the following patterns:

• Operation of systems beyond original design parameters (high trans-border flows,
integration of wind power, etc.).

• Malfunction of critical equipment and adverse behavior of protective devices;
insufficient system automation in some cases (lack of investment).

• Lack of situational awareness and short-term emergency preparedness.
• Limited real time systemmonitoring beyondTSO (TransmissionSystemOperator)
control area and weak cross-border coordination in case of preparedness.

• Inadequacy of N-1 security criterion, of its implementation/evaluation.

2 European Network Transmission System Operator-Electricity.
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As “soft” (organizational, human) factors often dominate they cannot be ignored
when analyzing the EPSS.

Due to pervasive use of cyber-based technology, partially unsecured like the inter-
net, the risk of cyber attacks on the EPSS, and on the SCADA system and EMS
(Emergency Management System) in particular, has increased but does not manifest
as a trigger for blackouts yet. Parts of the EPSS spread over wide geographic and
socio-political areas and are easily accessible, making them highly vulnerable to
terrorist attacks; investigations have shown that “brute force attacks” (on more than
single elements) are necessary to imperil the stability of a large-scale grid [4].

The tendency to growing instabilitiesmay also be amplified by future trendswithin
the EPSS:

• Future power system requires significant changes in the transmission and distribu-
tion system (“smartgrid”/“super grid”) including RES-generation at most suitable
sites and long-distance transport to consumer hubs.

• Means to better balance demand and supply will be given to “households”; the cur-
rent generation of “smartmeters” is unsecured introducing the risk ofmanipulation
and cyber attacks (“worst scenarios” show grid collapse).

• Development of future market-oriented power supply systems are driven by polit-
ical targets and demonstration of feasibility; vulnerability and security issues are
often not sufficiently included.

Given the complexity and complex behaviors following disruptive events of the
systems such as the EPSS it has been argued that reliability and vulnerability analy-
sis have to go beyond the conventional approach of decomposition (e.g., fault tree
analysis) or cause-and-effect/causal chain development (e.g., event tree analysis) to
be able to capture emergent behavior and failure cascades, especially when strong
interdependencies exist (see [5]). The behavior of the whole system can hardly be
understood/described as the sum of the behaviors of its elements. Furthermore, the
operational contexts including organizational factors, safety culture, coexistence of
different technologies, etc, need to be adequately accounted for.

13.2.2 Industrial Control System

The growth of theworldwide interconnectivities of computing devices provides users
new means to share and distribute information and data. In industry, this results
in the adoption of modern ICTs and, subsequently, in an increasing integration of
various facilities, i.e., industrial control system (ICS). In general, ICS is a term
that encompasses several types of control systems, e.g., DCS (Distributed Control
System), PLC (Programmable Logic Controller), SCADA, etc. ICS is typically used
in modern critical infrastructure systems to enable the operators to continuously
monitor and control them for the purpose of ensuring their proper operation [6].
Compared to other ICSs, SCADA system is normally used to monitor and control
very large industrial process facilities such as electricity transmission facilities and oil
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Fig. 13.2 General structure of a SCADA system [8]

and gas production facilities [7]. Its fundamental purpose is to allow a user (operator)
to collect data from one or more remote facilities and send control instructions back
to those facilities. For instance, voltage, frequency and phase angle are all important
parameters in an EPSS and need to be continuously monitored for maintaining a
normal operation environment.

Figure13.2 shows the general structure of a SCADA system. There are four lev-
els in a standard SCADA system hierarchy mainly based on the functionalities of
devices. Level 1, the lowest level in the standard hierarchy, includes Field Level
Instrumentation and Control Devices (FIDs and FCDs), e.g., sensors and actuators.
Remote Terminal Unit (RTU), the level 2 in the standard hierarchy, is a rugged indus-
trial common system providing intelligence in the field. It is a standard stand-alone
data acquisition and control unit with the capabilities of acquiring data from moni-
tored processes, transferring data back to the control center, and controlling locally
installed equipments. Communication Unit (CU), the level 3 in the standard hierar-
chy, provides a pathway for communications between a control center and RTUs.
Different protocols (e.g., Modbus and Profibus) andmediums are adopted by the CU.
Most devices in the scope of the first three levels of the SCADA system hierarchy
are installed (hardwired) in a substation. Master Terminal Unit (MTU), the level 4
in the standard hierarchy, can be regarded as a “host computer” issuing commands,
collecting data, storing information, and interacting with SCADA operator who can
communicate with substation level devices. Compared to the RTU, the MTU is a
“master machine”, which is able to initiate the communication either automatically
by its installed programs or manually by an operator. Generally, three devices are
included in a MTU: HMII (HumanMachine Interface), control server, and engineer-
ingworking station.Thehardware configurationvaries dependingon the type and size
of the system,while general functionalities are similar (see [9] formore information).

The trend from proprietary technologies to more standardized and open solutions
together with the increased number of connections among ICSs and LAN/WAN
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Fig. 13.3 Distribution of annual industrial security incident rates [17]

(Local/Wide Area Network) poses a significant threat. Originally, a SCADA system
was designed as a point-to-point system connecting amonitoring or command device
to remotely located sensors or actuators. By now, it has evolved into a complex
network that supports the communication between a central control unit andmultiple
remote units using advanced ICT [10]. Having said this, extensive uses of them
introduce new types of security threats to SCADA systems [11, 12]. For example,
Stuxnet, a self-replicating computer worm, has recently challenged the securities
of infrastructure systems for its capability of modifying the control logic of field
level control systems through SCADA systems. This sophisticated “superworm” is
a Windows-specific computer work, specifically written to attack SCADA systems,
andwas first discovered in June 2010. It should be noted that the only target of Stuxnet
was Simatic WinCC, a Windows-based SCADA system developed by SIEMENS.
Once inside the system, it uses certain exploits to infect other WinCC computers
within the local network. According to [13], this computer worm infected Iran’s
nuclear enrichment facilities at Natanz, and other sites, and destroyed 30% of its
centrifuges by a self-destruct mechanism.

Recent surveys show that a number of attacks against ICSs, especially SCADA
systems, have been reported over the years, e.g., the prominent Maroochy Shire
accident in Australia (2000), the Florida power outage in USA (2008), etc [14, 15].
There are also numerous unreported incidents by asset owners and operators related
to security issues in ICSs [16]. As seen from these incidents, threats to ICSs come
from numerous sources, e.g., hostile governments, disgruntled employees, malicious
intruders, human errors, technical failures, natural disasters, etc. Figure13.3 shows
annual industrial security incident rates from 1985 to 2009 based on records from
RISI (Repository of Industrial Security Incidents).3 As shown in Fig. 13.3, the annual
incident rate gradually increased in the late 90’s and peaked around 2003. It then

3 RISI is a database including a number of technical incidents in which process control, industrial
automation or SCADA systems were affected.
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Fig. 13.4 Comparison of different types of industrial security incidents (1985–2009) [17]

declined sharply in the mid 2000’s (2005–2007) and appeared to rise again in the
late 2000’s; a linear interpolation shows that its trend is increasing at probably 20–
25% per year over the last decade [17]. These incidents can be also grouped into
direct attacks, indirect attacks (e.g., worms and virus), and human errors (Fig. 13.4). It
should be noted that an incident can be classified intomore one category. For example,
an incident might may be caused by direct attacks and human errors. Unintentional
incidents, e.g., equipment failures and malware attacks, also account for a significant
number of incidents.

13.2.3 Railway System

Railway systems provide transportation services for passengers and goods in almost
all countries and across borders. It is a large-scale infrastructure system that, if
degraded, disrupted or destroyed, has serious impacts on the health, safety, security
and well-being of citizens and on the effective function of the society. The 2009
Viareggio incident may serve as an example. On June 29, a freight train fromTrecate,
hauled by a locomotive with 14 bogie tank wagons derailed at Viareggio, Italy at
23:48 local time. The first wagon hit the platform of the station and overturned to
the left, the next four wagons also overturned and the two following derailed but
remained upright, the last seven did not derail, remaining intact on the track. The
derailed wagons crashed into houses alongside the railway line causing a massive
explosion that destroyed two blocks of flats, killing 22 people, injuring more than 40
and forcing around 1000 people to evacuate their homes (see [18] for this and other
incidents).

In general, a railway system can be broken down to the following subsystems:

• Infrastructure: tracks, on-track equipment including switches, engineering struc-
tures (tunnels, bridges, etc.), associated station infrastructure (platforms, zones of
access, etc.), safety and protective devices.
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Fig. 13.5 Multilayer representation of the railway system [18]

• Energy: electrification system, including its own power plants, transmission sys-
tems, substations, transformers, overhead contact lines, etc.

• Control, Command and Signaling: all the equipments necessary to ensure safety
and to command and control movements of authorized trains including track-side
equipments such as radio block centers, interlockings, base transmission units.

• Rolling Stock: locomotives and wagons including all the various on-board equip-
ment, named accordingly control equipment, structural components (brakes,
wheels, car body, bogies, axles, etc.) and the power equipment (motors, main
transformer, battery system, pantograph, etc.).

• Operation and Traffic Management: operation and control centers including the
technical equipment and personnel at all levels of organization and operation.

Figure13.5 shows a multi-layer representation of the railway system with various
interacting hetero-geneous subsystems and associated components: parallel planes
represent different subsystems while nodes represent various elements together with
some of interconnections between them (arrows). The elements of the various layers
depend on each other, depicted by various horizontal (inside a layer) and vertical
(between layers) links. These links introduce direct and indirect (inter) dependencies
and a failure of an element of the lower layers can cause cascading failures up to
the top layers that could affect the function of infrastructure systems. For example,
one plane represents the rolling stock subsystem whereas the parallel lines consist
of the on-board power system (with nodes on this line being for the pantograph and
various other elements), the on-board control system and so on.
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Maintaining daily normal operation of railway systems is a highly challenging
task and involves multi-dimensional, highly complex collections of technologies,
processes and people and as such, the railway system is vulnerable to potentially
catastrophic failures onmany levels. In general, railway systems are subject to various
hazards and threats:

• Sudden interruption of services due to loss of energy supply or communication
and control.

• Operation of the system close to its limits (e.g., tight operational schedule).
• Malicious cyber-attacks on control systems.
• Accidents with injuries, fatalities or release of dangerous goods (e.g., derailment
and/or collision) due to technical and/or human failures.

• Natural forces and environmental factors (e.g., landslides, extreme weather con-
ditions) with consequences on operational availability and safety.

13.3 Interdependencies

13.3.1 Illustrating Evidence

Critical infrastructure (CI) systems have been continuously exposed to multiple
threats and hazards. A single failure within any infrastructure system or even loss of
its continuous service may be damaging enough to our society and economy while
cascading failures crossing subsystems and/or even boundaries have the potential for
multi-infrastructural collapses and unprecedented consequences. The importance of
preventing or at least minimizing negative impact of cascading failures due to inter-
dependencies among these systems has been recognized, not only by governments
but also by the public, as a topic of CI Protection (CIP). The purpose of the protection
is not just to identify the cause of failures and prevent them but also to halt ongoing
cascading or escalating events before affecting other infrastructures. Therefore, it is
vital to get a clear understanding of these often hidden interdependency issues and
potential failure cascades, and to tackle them with advanced modeling and simula-
tion techniques. In general, addressing the significance of interdependencies among
infrastructure systems and uncertainties of their interactions is a challenge due to
the complexity and perpetual nature of those systems, the lack of sufficient informa-
tion clearly characterizing failure propagations, and the lack of modelling/simulation
tools, by which system interactions can be comprehensively analyzed.

Nevertheless, it is still possible to find some evidences from many documented
incidents through qualitative analysis of available information, which can help us
to shed some lights on the understanding the characteristics of interdependencies
[19]. The 2001 Baltimore tunnel fire may serve as an example: On July 18, a freight
train with 31 loaded and 29 empty cars passed through the Howard Street Tunnel
in Baltimore, USA. At 3:08 p.m., 11 cars derailed while the lead locomotive was
about 1,850 feet from the east portal. Four of them were tank cars and one contained
tripropylene. The derailment caused the puncturing (2-inch-diameter hole near the
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Fig. 13.6 Interdependency graph of 2001 Baltimore tunnel fire [19]

bottom of the tank) of the car carrying tripropylene and the subsequent ignition of
this flammable liquid. The fire spread the contents of several adjacent cars, creating
the heat, smoke, and fume that blocked the access of the tunnel for five days and
eventually shut down the down-town area. As shown in Fig. 13.6, a technical failure
(freight train derailment) occurring in the railway system continued to propagate
into other infrastructure systems due to interdependencies. For instance, the break
of the water mains (a failure within drinking water supply system) due to the tunnel
fire/ explosion flooded the tunnel and damaged power cables and fiber-optic cables.
The radio system was also damaged due to the derailment and therefore, the radio
contact between train crewmembers and corresponding control center could not be
established. About 1,200 Baltimore buildings lost electricity and both internet and
telephone services were interrupted [20].

The 2012 India power blackout, occurred on July 30 and followed by another
power outage on July 31, can serve as another example. The incident is the largest
blackout in history, affecting 620million people. It started froma tripped transmission
line, which caused the failure of a substation. The cascade then spread further beyond
this substation and led to a massive power outage throughout 22 states of India. Vital
infrastructure systems were affected: railways and airports were shut down; health
services provided by several hospitals were interrupted; drinking water services were
interrupted due to the failure of electric pumps. This incident also demonstrates
that the breakdown of such a complex infrastructure system is often the result of
a relatively slow system degradation escalating into a fast avalanche of component
failures, which finally lead to failures of directly or indirectly coupled systems.

These two incidents, as well as others such as the 2003 North America power
blackout, 2004 Rome telecommunication node failure, 2005 Hurricane Katrina, etc,
are regarded to be rare. It can be argued that the probability of future occurrence of
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similar events could be relatively low. However, negative consequences of events,
triggered by one single event, developing into fast cascades crossing system bound-
aries, can beworsened significantly due to interdependencies among systems. Analy-
sis of those “low frequency, high consequences” disruptive events can help us to
understand what can be expected due to interdependencies, even if in different con-
texts and scales. For example, cascades are directional in both cases, the 2003 North
America and the 2012 India blackout, meaning that most of affected infrastructure
systems have unidirectional relationships (dependencies) with power infrastructure
systems.

13.3.2 Definition and Dimensions

From a technical perspective, the term dependency depicts a linkage between two
systems through which the state of one system influences the state of the other,
whereas interdependency is a bidirectional relationship through which the state of
each system is correlated to the state of the other [21]. Interdependency can be of six
different types: the first of three types can be referred as direct while the last three
can be referred as indirect interdependencies, see below for a brief definition based
on work done by Rinaldi et al. [21] and modified by the authors:

(i) Physical—the state of one system depends on the material output(s)/flows(s)
of the other, e.g., a pipeline network provides gas to fuel a power station while
the electricity generated is used to power compressors and controls of the gas
supply network;

(ii) Geospatial—components of multiple infrastructure systems are in close spa-
tial proximity and a local event is able to affect all these components, e.g.,
earthquake, flooding or a fire;

(iii) Informational—infrastructure systems are interconnected via electronic, infor-
mational links, e.g., a SCADA system monitors and controls elements of the
electric power grid—likewise, it may provide pieces of information or intelli-
gence supporting another infrastructure or a decisionmaking process elsewhere;

(iv) Socio—an infrastructure system affects another one via socio factors such as
public confidence, trusts, culture issues, etc;

(v) Policy/procedure—an infrastructure system affects another one due to factors
such as market structure, organizational change, etc;

(vi) Finance—an infrastructure system affects another one due to factors such as
market condition, finance crisis, etc.

Figure13.7 shows six dimensions for describing interdependencies including the
six types. The “coupling and response behavior” of interdependent systems deserves
special attention, as it directly influences whether the infrastructures are adaptive or
inflexible when perturbed or stressed. As shown in this figure, the degree of cou-
pling can be tight or loose, which addresses the nature of correlation of a disturbance
in one system to those in another. The coupling order is either directly connected
(first-order-effect) or indirectly through one or more intervening infrastructures
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Fig. 13.7 Six dimensions for describing interdependencies (according to [21], modified by the
authors)

Fig. 13.8 Examples of nth-order interdependencies and effects taking Energy Crisis in California
as a basis [21]
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(second-order up to n-order effects, see Fig. 13.8 for illustration). The linearity or
non-linearity/complexity of the interaction, i.e., whether or not systems can inter-
act with others outside the normal scheme or operational sequence, not intended by
design being subtle and difficult to detect, shows unfamiliar feedback loops.

Interconnectedness and interdependencies may have a positive or negative impact
on the complex systembehaviors indicating the need tofind the right balance. Failures
(negative impact) that arise from strong interdependencies (and coupling) can be
classified as follows:

• Common cause initiating events: one event causing failure or loss of service
of more than one infrastructure, e.g., areal external events such as earthquakes,
floods, or extreme weather conditions, due to spatial proximity.

• Cascade initiating events: failure of one infrastructure causing failure or loss of
service of at least another infrastructure, e.g., ruptures of mains of the water supply
system.

• Cascade resulting events: failure or loss of service resulting from an event in
another infrastructure, e.g., failure of gas lines due to loss of main electricity
supply if compressors are electrically driven.

• Escalating events: failure or loss of service of one infrastructure escalating
because of failure of another affected infrastructure, e.g., failure of the electric
power system leading to failure of the SCADAsystem and by this affecting restora-
tion of the electric power system.

Events being neither one of these four types maybe called independent. The types of
non-independent events are not mutually exclusive.

13.4 Analyses of Interdependencies

The challenges regarding understanding, characterizing, and investigating interde-
pendencies among infrastructure systems are immense and research in this area is
still at an early stage [22, 23]. In recent years a great deal of effort has been devoted
by researchers and two main directions can be distinguished, i.e., knowledge-based
and model-based approaches.

13.4.1 Knowledge-Based Approaches

Knowledge-based approaches, e.g., empirical investigations or brainstorming, intend
to use data collected by interviewing experts and/or analyzing past events to acquire
information and improve the understanding of the dimensions and types of inter-
dependencies. In order to address the question whether certain combination of
infrastructure failures are more common than others, one of the early empirical
investigation studies built a database using the collected information from a number
of maintenance or operation accidents, reports of the US National Transportation
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Table 13.3 Effect ratios [24]

Type of infrastructure systems No. of times infra-
structure systems
caused failure of
other infrastructure
systems

No. of times infra-
structure systems
was affected by
other infrastructure
failures

Ratio of causing
versus affected by
failure

Water mains 34 10 3.4
Roads 25 18 1.4
Gas lines 19 36 0.5
Electric lines 12 14 0.9
Cyber/fiber/optic/telephone 8 15 0.5
Sewers/Sewage treatment 8 16 1.3

Fig. 13.9 Dependencies between critical infrastructures, according to Ref. [25]

Safety Board and news media searches [24]. The database mainly includes accidents
that occurred from 1990 through 2004 in connection with failures during construc-
tion, maintenance or operation, or due to facility condition related to age of struc-
tures. Table13.3 depicts the ratio of causing failure of another type of infrastructure
versus being affected by failure of another type of infrastructure according to the
database. As shown, water mains cause failures of other infrastructures more fre-
quently while gas lines and telecommunication lines are more likely to be damaged
by other infrastructures.

A policy brief of the International Risk Governance Council [25] also introduces
an assessment based on brainstorming sessions among experts around the world
and categorizes how dependent each infrastructure is on the others, how dependent
the others are on it, and also how strong the intra-infrastructure dependencies are
(Fig. 13.9). According to this report, among five reference infrastructures, electricity,
railways and ICT are most important ones. Most infrastructures have a major depen-
dency on the electricity infrastructure, while the railway infrastructure has a major
dependency on other infrastructures. The ICT has a major dependency on others, as
well as major dependence for other infrastructures.

The knowledge-based approach is straightforward and easy to understand. It is
capable of providing a qualitative assessment on the severity of interdependencies
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and can be considered as an efficient screening method. However, it is a purely data-
driven approach, meaning that the accuracy of results depends on the quality and the
interpretation of the collected information.

13.4.2 Model-Based Approaches

Model-based approaches aim to analyze interdependent infrastructure systems
comprehensively by using advanced modeling/simulation techniques, capable of
providing both quantitative and qualitative information. Even modeling single
infrastructure systems is a challenging task because of their inherent characteris-
tics such as dynamic/nonlinear behaviors and intricate rules of interaction with their
environment due to their openness and high degree of interconnectedness. This task
could become even more challenging when more than one infrastructure systems
must be considered and interdependencies among them need to be tackled. Tradi-
tional approaches and methods based on decomposition and cause-consequence-
relations such as fault and event trees reach the limit of their capacity [26, 27]. In
recent years, a variety of advanced modeling approaches have been developed and
applied, e.g., Input-output Inoperability Modeling (IIM), Complex Network (CN)
Theory, PetriNet (PN)-based modeling, Agent-based Modeling (ABM), etc.

The IIM approach is an example of capturing interdependencies among infra-
structure systems via the development of mathematical models. This approach is
originally a framework for studying the equilibrium behaviour of an economy by
describing the degree of interconnectedness among various economic sectors [28].
It assumes that each system can be modelled as an atomic entity whose level of
operability depends on other systems and propagation between them can be described
mathematically based on the basic Leontief high order mathematical model [29]. The
IIM approach is capable of analyzing cascading failures and providing a mechanism
for dependencymeasurement. In [30, 31],Haimes et al. applied this approach to study
impacts of high-altitude electromagnetic pulse on electric power infrastructure. The
great advantage of this type of mathematical model is its preciseness. However,
deriving an appropriate representation of multiple infrastructure systems is not easy
due to their inherent complexities. To overcome this difficulty, the task of analysing
behaviours of interdependent infrastructure systems as a whole can be turned into
the analysis of the aggregate behaviours of many smaller interacting entities.

ThePN-based approach is amathematical modeling language for the description
of distributed systems which has also been used to represent/assess interdependen-
cies among infrastructure systems. In this approach, components (subsystems) of
infrastructure systems and their states are modeled using basic PN elements such as
places, transitions, etc. In [32], the Swiss railway system is modeled using the PN-
based approach for the purpose of vulnerability assessment, illustrated in Fig. 13.10.
Elements of various subsystems such as track lines and transformers are selected and
categorized as root causes potentially leading to single and/or common cause failures
of the track lines. The core of the vulnerability analysis consists of integrating vari-
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Fig. 13.10 The concept of PN-based modeling approach representing Swiss railway system [32]

ous risk factors affecting the system’s operational performance in one “multi-layer”
PN-based model.

This approach alone has difficulties representing infrastructure systems quan-
titatively and often needs to be combined with other methods. For example, in
the Europe-wide project IRRIS (Integrated Risk Reduction of Information-based
Infrastructure Systems), the PN-based approach is combinedwith theABMapproach
to analyze and manage infrastructure interdependencies [33].

Fundamental elements of theCN theory approach are originally formed by graph
theory [34]. A graph G (V, E) is composed by a set of nodes (vertices) V and the
set of connections E between them. Each node (or vertex) represents an element
of the system, while a link (or edge) represents the relation between corresponding
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Fig. 13.11 Representation of the Swiss transmission grid using CN theory [4]

elements. A graph can then be drawn by plotting nodes as points and edges as lines
between them. In general, a graph can be analyzed by well-developed parameters,
e.g., the order/size of a graph, the weight/strength of a link, the degree/degree dis-
tribution/betweenness of nodes, etc. A complex network can be regarded as a graph
with non-trivial topological features that do not occur in simple networks such as lat-
tices or random graphs but often occur in real graphs. The CN theory is an approach
capturing the coupling phenomenon as a set of nodes connected by a set of links
and by this characterizing their topology. A number of modelling efforts have been
made to adopt this approach for the development of infrastructure system models
and interdependency-related assessments, demonstrating its capability of represent-
ing relationships established through connections among system components [35,
36]. In [4], the Swiss transmission grid is modelled and analyzed using the centrality
analysis of this approach in order to perform heuristic investigations of potential
malicious attacks (Fig. 13.11). In total, 242 nodes are developed to represent substa-
tions, loads, and power generating stations and 310 links to represent transmission
lines.

TheCN theory approach is based on the networkmodelmapping physical configu-
ration of the components (elements) of studied infrastructure systems and their (phys-
ical or logical) interconnections. The analysis of the topological properties of the net-
work is able to reveal useful information about the structural properties, topological
vulnerability, and the level of functionality demanded for its components. However,
this approach lacks the ability to capture uncertain and dynamic characteristics of
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Fig. 13.12 Two-layer modeling concept (using application to the electric power supply system as
an example)

infrastructure systems and system properties when dynamical processes, acting on
the network, occur.

Using the ABM approach, each agent is capable of modifying its own inter-
nal data, its behaviours, its environments and even adapting itself to environmental
changes. An agent can be used tomodel both a technical component (e.g., a transmis-
sion line), and a non-technical component (e.g., a human operator), while different
agents interact with each other directly or indirectly. This approach is able to provide
an integrated environment where a more comprehensive analysis of dynamic sys-
tem behaviours can be performed by “looking-into” the component level of studied
system(s) [37]. In [38], the Swiss transmission grid is modeled/simulated using the
ABM approach for the purpose of system reliability analysis. Instead of only using
nodes and links to represent substations and transmission lines respectively (recall
CN theory modeling approach), agents are created to model various components
of the system such as generators, busbars/substations, transmission lines, operators,
and loads. The rules of behaviors of each agent are represented by using Finite State
Machines (FSMs) and include both deterministic and stochastic time-dependent, dis-
crete events. The model is developed using a two-layer modeling concept, illustrated
by Fig. 13.12. Within this concept, the lower layer represents the separate modeling
of the physical components by means of conventional, deterministic techniques such
as power flow calculations, whereas the upper layer represents the abstraction of the
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whole system (in this case, electric power system) with all its technical and non-
technical components as individual agents. Overall, the ABM approach achieves a
closer representation of system behaviors by integrating the spectrum of different
phenomena that may occur, e.g., generating a multitude of representative stochas-
tic, time-dependent event chains. However, this approach demands a large number
of parameters defined for each agent, requiring thorough knowledge of the studied
system(s).

It should be noted that other model-based approaches, which have also been
applied by researchers but not discussed in this chapter, include System Dynamic
[39], Bayesian Network [40, 41], Dynamic Control System Theory [42–44].

13.4.3 Comparison of Approaches

It is difficult to compare these (knowledge-based andmodel-based) approaches since
all of these approaches have their ownadvantages anddisadvantages. Theknowledge-
based approaches are straightforward and easy to understand, while the model-based
approaches are more comprehensive and promise to gain a deeper understanding
of behaviors of studied system(s). The level of this “deeper understanding” also
varies: Some approaches are only capable of analyzing studied system(s) at the
structure/topology level, which can be considered as appropriate approaches for the
screening analysis, e.g., CN theory and PN-based modeling approaches, while some
approaches are capable of capturing and analyzing dynamic behaviors of studied sys-
tems, e.g., ABMand IIM approach. Among all these, the ABMapproach seemsmore
promising than others, not just due to its capability for representing the complexity
of any infrastructure systems, but also its modeling flexibility and adaptability. For
example, the ABM approach can be integrated with many other modeling/simulation
techniques and even be used to implement other models mentioned above.

13.4.4 Hybrid Modeling/Simulation Approach

13.4.4.1 Challenges and Basic Concept

Some of the model-based approaches which have been introduced and discussed in
the previous section can be used to model interdependencies among infrastructure
systems as well as single systems and interdependencies within, e.g., CN theory, PN-
based and ABM approach. Some of them can only be used to model interdependen-
cies, e.g. IIM. Due to inherent complexity of interdependencies among infrastructure
systems, in practice, there is still no “silver bullet approach”. Instead, it has proven
necessary to integrate different types of modeling approaches into one simulation
tool in order to fully utilize benefits/advantages of each approach and to optimize
the efficiency of the overall simulation. One of the key challenges for developing
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Fig. 13.13 Architecture of the hybrid modeling/simulation approach

such type of simulation tool is the required ability to create multiple-domain models,
e.g., discrete and continuous time models, time-based and frequency-based models,
and to effectively exchange data among them [45]. One solution for meeting these
challenges and handling these technical difficulties is to distribute different simula-
tion components by adopting the concept of modular design. The overall simulation
platform can be divided into different simulation modules at first, which could be
domain-specific or sector-specific simulation components, so as to make the best use
of computational resources, and then distribute them across one simulation platform.

This so-called hybrid modeling/simulation approach, illustrated in Fig. 13.13,
intends to integrate different modeling and simulation techniques, and can be consid-
ered as a successor of the traditional simulation approach in case multiple systems
need to be simulated. It changes the way to design and develop simulation tools:
Instead of building a “heavy weight” simulation component, a number of “light
weight” components are developed interacting with each other over a real-time sim-
ulation platform, which not just potentially improves the efficiency and flexibility of
the developed simulation tool but also decreases its overall complexity. Each distrib-
uted “light weight” simulation component is developed to represent its own system
characteristics using appropriate modeling approaches. The information and control
commands exchanged among simulation components are interpreted and processed
over the network connection, allowing quick assembly of independently developed
components without full knowledge of their peer simulation components.

13.4.4.2 High Level Architecture (HLA)

While several simulation standards do exist for supporting the distribution simu-
lation components, the most widely implemented and applicable one is the HLA
simulation standard [46], which is a general purpose high-level simulation architec-
ture/framework to facilitate the interoperability of multiple-types models and simu-
lations. In 1998, the first complete HLA interface specification was released to the
public [47]. In 2000, HLA was approved as an open standard by the organization of
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the Institute of Electrical and Electronic Engineers: IEEE Standard 1516–2000 [48].
Since then, the HLA standard has been revised and improved; the most current one
is HLA-Evolved.

As an open IEEE standard, HLA has been widely adopted across various fields
of simulation industries during the last decade. The EPOCHS (Electric Power and
Communication Synchronizing Simulator) is an early attempt to distribute several
individual simulators by adopting theHLA standard, which utilizesmultiple research
and commercial systems fromvarious domains [49, 50]. Computer experiments show
that “the overall simulations have been sped up after distributing simulation com-
ponents based on the standard of HLA” [51]. Similar results are also observed while
working on an agent-based framework for controlling activity flows between the
ISS (Interactive Simulation Systems) components [52]. Furthermore, HLA has been
applied to other industry fields such as the US border operation study [53], rail traffic
safety system simulation [54], and many others [55–57]. Although, this standard
has been questioned regarding its feasibility in the research field of interdependency
study, it is still the most applicable and feasible one if compared to other similar sim-
ulation standards such as Distributed Interactive Simulation (DIS) and Aggregate
Level Simulation Protocol (ALSP). One distinguished advantage of this standard is
its support of live participants, meaning that the representation of the live world such
as a human being, a real process instrumentation device and a field controller can
be integrated into the simulation world. More details about the HLA standard can
be found in [58]. While HLA is the architecture, a simulation standard, Run Time
Infrastructure (RTI) is the software, the core element of the HLA standard, which
provides common services to all participating federates.

13.4.4.3 Structure of the Experimental Simulation Platform

An experimental simulation platform has been developed to assess interdependency-
related vulnerabilities between SUC (SystemUnder Control) and its SCADA system
by adopting the hybrid modeling/simulation approach (implemented using the HLA
standard). The platform consists of four major components: SUC model, SCADA
model, RTI server, and simulationmonitor, all connected over aLAN (see Fig. 13.14).

The SCADA model is a discrete-event and agent-based model, developed by a
failure-oriented modeling approach (Fig. 13.15). In this approach, the “agent state”
is defined as a location of control with a particular set of reactions to conditions
and/or events of its related agent. For example, open and close are two states defined
for an agent representing a circuit break device. The “device mode” including both
operational mode and failuremode is defined as the hardware status of corresponding
simulated hardware devices. For example, failure-to-open and failure-to-close are
two device modes defined for a field control device. The transition of various device
modes can affect corresponding agent states.With the help of thismodeling approach,
technical failures of simulated devices of a SCADA system can be easily determined
and corresponding failure propagations can be visualized/studied. The core of the
device mode model is given by the state diagrams illustrated in Fig. 13.16, which



13 Addressing Interdependencies of Complex Technical Networks 301

Fig. 13.14 Architecture of the experimental simulation platform

Fig. 13.15 Failure-oriented modeling approach

reflects a continuous-time, discrete-state Markov model describing failure behaviors
of a studied device with one operation mode (left) and two failure modes (right) (see
[59] for more details).

The SUC model is a continuous-time and agent-based model. The aim of this
model is to investigate various system operating situations which could potentially
result in a blackout of the Swiss electric power transmission network [5]. The SUC
model simulates scenarios in a continuous time by means of conventional techniques
such as power flow calculations. Since it was previously designed as a stand-alone
model, no inputs from external models had been specified. To include this model
in the experimental platform, a Java-based independent HLA-compliant interface is
developed, which is responsible to process all inputs (outputs) to (from) the model
(see [38] for further details).
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Fig. 13.16 State diagram of the device mode model (λ constant failure rate; μ repair rate)

The RTI server acts as the center of the experimental platform and is responsible
for simulation synchronization and communication routing between all components,
through the local RTI interface of each model. Each federate communicates with
this server via its own local RTI interface and starts to follow central federation
management. The simulation monitor system is a real-time tool, through which the
simulation of two models can be observed.

13.4.4.4 Validation the Hybrid Modeling/Simulation Approach

To demonstrate the capabilities of the hybrid modeling/simulation approach, as well
as of the simulation platform, for representing interdependencies among infrastruc-
ture systems, several experiments have been designed including feasibility and failure
propagation experiments.

The purpose of the feasibility experiment is to studywhether theHLA-compliant
distributed simulation environment is capable to simulate interdependencies. In order
to visualize the interdependency phenomena between SCADA and SUC, the scenar-
ios that will trigger power line overload alarm are generated manually during the
simulation. Generally, the maximum load each power transmission line can carry
has been previously determined by its operator and is called overload threshold. If
the real power flowing through a transmission line exceeds its overload threshold,
this line is considered to become overloaded. An accidentally overloaded transmis-
sion line could cause a system collapse. Therefore, suitable corrective actions should
be taken in order to alleviate the overloaded transmission lines. Normally, whenever
a monitored transmission line is overloaded, an alarm will be generated and sent
to the operator in the control center by the RTU of the SCADA system. If, after a
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certain period, the operator fails to react to the overload alarm, then the protection
devices such as disconnectors will automatically isolate the overloaded transmission
line to minimize negative consequences. It should be noted that the procedure for
handling a power line overload alarm is complicated and other factors should also be
considered. In order to simplify this problem, it is assumed that the overload alarm
failed to be handled correctly only if the operator fails to react to the alarm in time
and the protection device fails to trigger. Three case study scenarios are developed
by modifying parameters of corresponding agents in order to observe three different
outcomes after the occurrence of the transmission line overload: (1) neither operator
nor protection device react the alarm, (2) operator reacts alarm, (3) protection device
is triggered after operator fails to react.

The observed simulation results from three case studies show that the propagation
of cascading failures between infrastructure systems due to interdependencies can
be simulated and visualized with the help of the experimental platform. Although
the models are distributed, overall simulation performance is not affected and inter-
connections between models can still be efficiently handled (see [58] for more infor-
mation).

To investigate the phenomenon of failure propagation and related issues, another
experiment has been developed and conducted. In this so called failure propagation
experiment, a number of tests are conducted by triggering single or even multiple
technical failures in order to observe and study sequent events due to the failure
propagation. For example, in a single technical failure test, which is mainly related
to the investigation of the physical interdependency, the FID agent4 is developed
to represent a power flow transducer (PTi) measuring power flow (in unit of MW)
transmitted in a selected transmission line that is included in the SUC model. It is
assumed that the PTi is calibrated incorrectly due to the aging. A list of sequential
events after the incorrect modification of the PTi’s calibration value is recorded using
a database during the simulation. As learned by studying these records, at certain
time, the PTi’s calibration value is modified incorrectly. As a consequence, the output
of the PTi ismore than itsmeasured variable value should be.According to thiswrong
value, the RTU generates a wrong overloading alarm and sends it to theMTU causing
the operator in the control room to make a wrong decision, i.e., to redistribute the
power flow of a transmission line. As the result, the amount of power transmitted in
this line decreases, although it should not. The measured variable from PTi, as part
of the SUC, acts as physical input into the SCADA system. This relationship can
be considered as the physical interdependency, which causes the failure of PTi to
propagate from the SUC to the SCADA system and go back to the SUC (see [27] for
more information).

4 FID agent is an agent representing a field instrumentation device such as a sensor or transducer.
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According to investigation results, analyzed based on both feasibility and failure
propagation experiments, it can be concluded that three types of interdependencies
can be simulated using the current experimental simulation platform: physical, cyber,
and geographical interdependency.5

13.4.4.5 Brief Introduction of “In-Depth” Experiments

In order to investigate and identify interdependency-related (often hidden) vulnera-
bilities between the SCADA system and the SUC, three “in-depth” experiments are
also developed and conducted.

The first experiment is the substation level single failure mode experiment, in
which different failure modes of each substation level component (i.e., FID, FCD,
and RTU) are evaluated by performing a number of tests related to each failure mode.
In total 8 failure modes are defined for these substation level components such as
FID FRH (Failure to Run (too high)), FCD FO (Failure to Open), RTU FRF (Failure
to Run with Field Device), etc (see [59] for more information). One substation from
the reference SCADA system including two transmission lines is randomly selected.
During each test, the scenarios that will trigger power line overload alarm are loaded
at the beginning of the simulation. Each test starts in the operation mode (a device
mode) and one of the agent states. Within a given time period, the device mode of a
respective component will go to one failure mode for which the transition time from
is assumed to be exponentially distributed. After a given time period, the device
mode will go back to operation mode for which the transition time is also assumed
to be exponentially distributed. The transitions between different device modes have
influences on corresponding agent states resulting in the change of behaviors of the
SCADA system and SUC. According to the conclusion of this experiment, among
all the simulated SCADA-related devices, negative effects caused by failures of the
RTU device seem more significant on its interconnected SUC (see [59] for more
information).

The second experiment, the small network single failure mode experiment,
extends the scope of the first experiment to a small network including more com-
ponents from the SCADA system and the SUC (40 substations and 50 transmission
lines). In this experiment, one key substation6 from the SUC model is selected for
triggering the failure modes of substation level components during the simulation.
For each single failure mode, two types of tests are implemented: normal and worse-
case test. The modeling scenarios of normal case test are similar to of the tests in the
first experiment. The worse-case test represents the worse-case situation when the
operator is unable to handle any alarm received by the control center due to natural or
technical failures (hazards), e.g., the failure of the control panel, flooding/fire in the
control center, etc. The purpose of performing experimental tests under this situation

5 Indirect interdependencies are not considered during these experiments.
6 In this experiment, it is assumed that substations connecting more than 6 transmission lines are
considered as key substations.
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is to observe corresponding consequences if the SCADA system fails to monitor and
control the SUC through the MTU. According to the conclusion of this experiment,
on average, negative effects due to interdependencies are aggravated during worse-
case tests, which have been demonstrated during FID FRHworse-case tests (see [60]
for more information).

The third experiment, whole network worse-case failure modes experiment,
extends the scope to the whole network including all simulated components of the
SCADAsystem and the SUC, bywhich negative consequences caused by interdepen-
dencies can be observed and analyzed. In this experiment, instead of just considering
single failures, double failures occurring simultaneously at different substations are
also included. The same modeling scenarios defined in the worse-case tests of the
previous experiment are applied, but in addition, two key substations and non-key
substations are selected as exemplary substations. According to the conclusion of
this experiment, failures of FIDs in both single and double failure tests show very
strong degree of impacts. It is also observed in this experiment that the increase of the
number of key substations could also lead to more significant negative consequences
(see [60] for more information).

Based on the results from these experiments, vulnerabilities of the studied SCADA
system due to its interdependencies with the SUC have been identified, which can
hardly be obtained without an appropriate simulation tool due to the complexity
of real systems. Furthermore, suggestions for potential technical improvements are
proposed, which could be useful to minimize the negative effects and improve the
coping capacity of both systems (see [60] for more information).

13.5 Conclusions

Large-scale/wide-area technical networks, such as critical infrastructures, have
become increasingly interdependent going along with operational modes closer
to their limits, thus stressing the systems. These tendencies and interdependen-
cies, in particular, have dramatically increased the overall complexity of related
infrastructure systems, turning them to “system-of-systems” and causing the emer-
gence of unpredictable behaviors and negative impacts. Therefore, these systems
becomemore vulnerable to cascading failures with widespread consequences. These
interdependency-related issues should not only remain as a subject of theoretical
research. The practical importance has been evidenced and highlighted by numerous
major disruptive events (2001–2012) such as bulk electric blackouts and should not
be underestimated.

These technical networks even continue to become more integrated and their
behaviors may tend to become more complex. Understanding and characterizing
them is a real challenge; research in this area is still at an early stage. It is essential
to get a clearer understanding of their cascading behaviors by applying appropriate
techniques. Consequently, modeling/simulating those systems will remain as a field
of active research. Although progress has been made in advanced modeling and
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simulation, more efforts are needed to further improve the methods/tools, to validate
them and to scale them up to the level of “system-of-systems” and of the systemic
nature of related risks.

In practice, there is still no “silver bullet” solution. Several approaches have been
introduced and discussed in this chapter. Among these approaches, the CN theory is
one of most frequently used techniques for topological analysis, while the ABM can
be combined with other techniques such as theMonte Carlo simulation and offers the
possibilities to include physical laws into the simulation and emulate the behavior of
the infrastructure as it emerges from the behavior of the individual agents and their
interactions. Combining different approaches and utilizing their strengths within one
simulation tool by adopting the technique of distributed simulation using appropriate
standards seem promising. This so called hybrid modelling and simulation approach
has already proved its feasibility and applicability in recent research study and dif-
ferent types of experiments. Hopefully this approach will be adopted by researchers
and practitioners in the field of risk analysis. With the help of this approach, tradi-
tional approaches such as the logic trees with limitations to capture the behaviour
of those systems alone can also be combined with more advanced ones such as the
ABM approach and used for more comprehensive system reliability/vulnerability
analysis.
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