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Abstract This research stems from a control problem for a suspension device.
For a general class of switching stochastic mechanical systems (including closed-
loop control ones), we establish the following: (1) existence and uniqueness of a
weak solution and its strong Markov property, (2) mixing property in the form
of the local Markov–Dobrushin condition, and (3) exponentially fast convergence
to the unique stationary distribution. These results are proved for discontinuous
coefficients under nondegenerate disturbances in the force field; for (3) a stability
condition is additionally imposed. Linear growth of coefficients is allowed.

1 Introduction

Convergence of marginal distributions of (Markov) stochastic systems to a station-
ary one has been thoroughly studied, and there are classic schemes for proving this
property. At the level of ideas, if two facts are established—a version of Doeblin’s
condition and recurrence—then this provides convergence. As a version of the
former we use the local Markov–Dobrushin condition. Quite often it is provided
by the nondegeneracy of the Wiener disturbance. However, in this paper we deal
with mechanical systems presented by highly degenerate stochastic differential
equations of the Langevin–Smoluchowski type driven by a Wiener noise of “smaller

S.V. Anulova
Institute for Control Science, Russian Academy of Sciences, Moscow, Russia
e-mail: anulovas@ipu.rssi.ru

A.Y. Veretennikov (�)
School of Mathematics, University of Leeds, Leeds, LS2 9JT, UK, and Institute of Information
Transmission Problems, Russian Academy of Sciences, Moscow, Russia
e-mail: veretenn@maths.leeds.ac.uk

V. Korolyuk et al. (eds.), Modern Stochastics and Applications, Springer Optimization
and Its Applications 90, DOI 10.1007/978-3-319-03512-3__10,
© Springer International Publishing Switzerland 2014

159

mailto:anulovas@ipu.rssi.ru
mailto:veretenn@maths.leeds.ac.uk


160 S.V. Anulova and A.Y. Veretennikov

dimension”. The Wiener term presents a random force in the velocity component
equation, while the equation for the state component has, naturally, no Wiener
term. Thus, the system is in essence degenerate, and even standard existence and
uniqueness results for it require revision.

The recurrence property of a stochastic system may often be reduced to the
stability of the corresponding deterministic system (with the removed disturbance
term). We establish it in terms of quadratic Lyapunov functions for deterministic
systems with switching. The investigation of existence of such functions for general
systems is still in progress nowadays; see [7]. Eventually, exponential convergence
of marginal distributions in the total variation norm k � kT V will be established.

This work, in fact, stems from the investigation of Campillo and Pardoux into the
issue of a vehicle suspension device; see [8, 9].

Stochastic ergodic control—in particular, with expected average in time with
infinite horizon as cost functional—proved to be a useful tool for constructing
a closed-loop control of a vehicle suspension device; see [8, 12] and references
therein. In [3] we have generalized the model of the suspension device to a multi-
regime one. That is, we admitted several types of the road surface and assumed
that the type of the road surface determines a gear box regime and hence also a
working regime of the suspension device. This object may be described by a hybrid
system (see [6]) with dynamics of a switching diffusion: position of the device X , its
velocity Y and the type of the road surface V (the discrete component). Switchings
constitute a Markov chain (see [15,23,24]). The novelty in comparison to the earlier
works is degenerate diffusion and discontinuous coefficients; the former is due to
the nature of the device, while the latter is caused by the control framework—
optimal control is never smooth. Similar equations without switching have been
studied in [1].

The crucial point in applying the technique of ergodic control is establishing
the ergodicity property of the controlled process. Our result in [3] is ergodicity
in the sense of Markov processes, the state space type (see [18], [17, Ch.6.3]).
Moreover, we have shown that under every (homogeneous) admissible control
policy, the distribution of the controlled process converges in time to its limit at
an exponential rate. The rate of convergence is uniform over all admissible control
policies and locally uniform with respect to initial conditions. We emphasize that
control problems themselves are not addressed in the present paper.

We sketch briefly the contents of [3]—and simultaneously some results from [1]
as a partial case—in the next section in order to make intelligible the motivation and
reasoning of the present work and the investigation in progress.

The paper consists of Introduction (Sect. 1), Reminder about an earlier back-
ground model (Sect. 2), Main Results (Sect. 3) and Proofs of Theorems 1 and 2;
Sect. 4 contains the proof of Theorem 3 on just three lines and the proof of
Theorem 4 given as a sketch with references.



Exponential Convergence of Degenerate Hybrid Stochastic Systems 161

2 Case of Independent Markov Switchings: Reminder

Consider a two-dimensional stochastic differential equation,

dXt D Yt dt; X0 D x;

(1)
dYt D b.Xt ; Yt ; Vt / dt C �.Vt /dWt ; Y0 D y:

Here W and V are independent driving processes: the standard Wiener process and
a Markov chain, taking values in a finite set S D f1; 2; : : : ; N g, t � 0. The generator
of V is a matrix Q D .qij /N �N , which determines transition probabilities over a
small period of time � # 0:

P.VtC� D j jVt D i/ D
(

qij � C o.�/ if i ¤ j;

1 C qii � C o.�/ if i D j:

All intensities are positive, qij > 0 for i¤j ; for j D i the value qii is
defined as qii D � P

j W j ¤i qij . All trajectories of V are right-continuous step
functions without accumulations of jumps (recall that S is finite and consequently
maxfqij ; i; j 2 S; i ¤ j g < 1).

Further,

b.x; y; v/ D �u.x; y; v/y � ˇ x � �.v/ sign.y/: (2)

Here a function u (the control policy) is Borel measurable and satisfies u 2 Œu1; u2�

with two constants u1 � u2. It is assumed that

u1 > 0; ˇ > 0; min
v

�.v/ > 0; min
v

�.v/ > 0: (3)

System (1) describes a mechanical “semi-active” suspension device in a vehicle
under external stochastic perturbation forces treated as a white noise. The original
model without switching V was suggested in [8]. In [3] it was extended to various
road types by introducing switching.

In [3] the behavior of the stochastic system (1) under a fixed control policy u
was studied, namely, how fast does the system approach its stationary regime. This
may be measured by the distance in total variation. Important preliminary results
about existence and uniqueness of solutions have been established. We have shown
that under our assumptions the stationary regime exists and is unique. It is the
discontinuity of u and the degeneracy of the equation that hinders the derivation
of our results directly from the general theory of stochastic differential equations.

In the following theorems (quoted from [3]) we fix the values x; y; v— initial
conditions for the system (1) and for the driving Markov chain. Existence and
uniqueness are understood in a weak sense; see [14, Chap. IV, Definitions 1.2
and 1.4].
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Proposition 1 ([3]). Under the assumptions (3), the system (1) has a weak solution
on Œ0; 1/ unique in distribution. The joint process .X; Y; V / is also unique in
distribution, and these distributions form a strong Markov process.

Denote the marginal distribution of the triple .Xt ; Yt ; Vt / with initial data x; y; v

by �
x;y;v
t ; t � 0.

Proposition 2 ([3]). Under the assumptions (3), there exists a stationary prob-
ability distribution �1 on R

2 � S and positive constants NC ; Nc depending on
minfˇ.v/; v 2 Sg; minf�.v/; v 2 Sg; minf�.v/; v 2 Sg; maxf�.v/; v 2 Sg;
minfqij I i; j 2 S; i ¤ j g, maxfqij I i; j 2 S; i ¤ j g; u1; u2; N , such that

k�
x;y;v
t � �1kT V � NC exp.�Nct/.1 C x2 C y2/; t � 0: (4)

The specification of NC ; Nc assures the rate of convergence to be uniform over all
admissible control policies and locally uniform with respect to initial conditions, as
stated in the Introduction. Note that although the fixed parameters x, y and v (initial
values) are not shown in the left-hand side of (4), the measure �t does depend on
them.

3 Main Results

3.1 The Model

We want to extend the results of [3] in two directions: (1) to consider general
multidimensional mechanical systems and (2) to allow state- dependent switching.

From the theoretical mechanics point of view, we extend the model (1) from the
case of one point mass to an ensemble of d point masses being under the influence
of a combined force—the resultant of a force field, friction and interaction.

Let d � 1 and consider a system of stochastic differential equations in R
2d :

for given x1; x2 2 R
d , and t � 0,

dX1
t D X2

t dt; X1
s D x1 2 R

d ;

dX2
t D b.X1

t ; X2
t / dt C dWt ; X2

s D x2 2 R
d :

(5)

Here W is a d -dimensional Wiener process and the drift term b is a d -dimensional
function. The value d > 1 corresponds to the multi-particle case.

Denote X D .X1; X2/ 2 R
2d .

Let us now explain what is state-dependent switching. Consider a process
Xt ; t � 0; which is a solution of a stochastic differential equation with coefficients
additionally depending on a process .Vt ; t � 0/ taking values in a finite set S D
f1; 2; : : : ; N g. The process V is, informally speaking, a conditional Markov chain:
given a “frozen” value of Xt D x, its generator equals Q.x/ D .qij .x//N �N ; x 2
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R
2d . Informally, this matrix determines transition probabilities over a small period

of time given Xt D x,

P.VtC� D j jVt D i; Xt D x/ D
(

qij .x/� C o.�/; i ¤ j;

1 C qii .x/� C o.�/; i D j;
(6)

where � # 0. For j D i the value qii .x/ is defined as qii .x/ WD � P
j W j ¤i qij .x/.

Finally, consider a hybrid SDE system .X1; X2; V / in R
d � R

d � S D R
2d � S,

d � 1:
for given x1; x2 2 R

d ; v 2 S

dX1
t D X2

t dt;

dX2
t D b.X1

t ; X2
t ; Vt / dt C �.Vt /dWt ;

t � 0; X1
0 D x1 2 R

d ; X2
0 D x2 2 R

d ; V0 D v 2 S:

(7)

Here W is a d -dimensional Wiener process, the drift term b is a d -dimensional
function, and �.v/ is a nondegenerate d � d�matrix. In order to define this object
rigorously, we should describe it through its two-component generator L�.x; v/ D

�
@�

@x1
.x1; x2; v/; x2

�
C

�
@�

@x2
.x1; x2; v/; b.x1; x2; v/

�

C
dX

i;j D1

�ij .v/
@2�

@x2
i @x2

j

.x1; x2; v/

C
X

j 2Snv

.�.x; j / � �.x; v//qvj .x/: (8)

Here generator may be understood in the sense of the martingale problem (see Sect.
5.1 of [4], or [10]); in some papers it is called extended generator. This description
also makes sense for discontinuous intensities qij .

Recall that due to the control origin of the model, no regularity may be assumed
about the drift term b: it is just Borel measurable and of a no more than linear
growth.

3.2 Standing Assumptions

The following assumptions are standing for the system (7).
The values d; N are natural numbers; the points of the euclidean space R

2d are
denoted x D .x1; x2/ (the first and the last d coordinates); S is the set f1; : : : ; N g.
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(SA 1) Dimension and measurability: b.x; v/ W R
2d � S ! R

d ; �.v/ W S !
R

d � R
d and Q W R2d ! R

N � R
N are Borel measurable functions.

(SA 2) Nondegenerate diffusion: the matrix �.i/�.i/� is nondegenerate for any
i 2 S.
(SA 3) Uniform linear growth : there exists a constant C > 0 such that for all

x 2 R
2d and v 2 S,

jb.x; v/j C k�.v/k � C.1 C jxj/: (9)

(SA 4) Intensity bounds: there exist constants 0 < cl � cu < 1 such that

cl � qij .x/ � cu for all x 2 R
2d and i; j 2 S; i ¤ j ; also, qii is defined as

qii WD � P
j W j ¤i qij ; i 2 S.

3.3 Recurrence Assumption

This assumption about a Lyapunov function will be used only in the Sects. 3.6
and 3.7.

(RA 1) There exist a positive definite quadratic function � W R2d ! Œ0; 1/ and
positive constants c1; c2 such that

�
@�

@x1
.x/; x2

�
C

�
@�

@x2
.x/; b.x; v/

�
� �c1�.x/ C c2 for all .x; v/ 2 R

2d � S:

(10)

The class of systems satisfying (10) is non-empty: indeed, it includes the system (1)–
(2) under the assumption (3) and other likewise models. Proposition 2 itself,
actually, prompts why we wish to restrict Lyapunov functions to quadratic ones
here. Another argument will be given after the Theorem 3.

3.4 Weak Existence and Uniqueness

Existence and uniqueness are understood in a weak sense; see [14, Chap. IV,
Definitions 1.2 and 1.4].

Theorem 1. Under the assumptions (SA 1)–(SA 4), the system (7) has a weak
solution on Œ0; 1/ unique in distribution. This solution forms a strong Markov
process.

Existence and uniqueness for the solution of the considered system may be
explained as follows. Take a process with no switching (constructed in [19]) and
attach to it a random moment, which is a minimum of all stopping times defined
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by the switching intensities of transitions to all other discrete states. That is,
conditioned on the trajectory of the process, all distributions of these stopping times
are “exponential” with corresponding (variable) intensities and independent of each
other. Thus, the switched process is constructed up to the first switching. It is clear
that its distribution up to the switching moment coincides with that of any solution
of the system (7). This construction may be continued further inductively, from
one switching moment to the next, and the scheme can be implemented in terms
of stochastic differential equations with “rare” jumps—analogues of switchings.
Such jumps can be generated with minimal restrictions on jump coefficients—
only measurability is required; see [2, 5] and [14, Chap. IV, Sect. 9]. Strong
Markov property in [19] was deduced from the Krylov selection method [16], more
precisely, due to weak uniqueness. In the present paper, the same idea is helpful and
the pasting construction used for establishing existence does preserve the strong
Markov property. This procedure will be sketched in the proof of Lemma 2 in the
Sect. 4.2.

3.5 Local Markov–Dobrushin Condition

This condition describes the following property of the process satisfying (7). For any
two initial states at time zero, let us consider two corresponding processes; then, fix
some moment of time and compare marginal distributions of the processes at this
moment; then, they are non-singular and in a certain sense even uniformly in initial
states.

This fact is non-trivial, but a simple “philosophical” background for such
non-singularity is Girsanov’s formula. However, the stochastic integral under the
exponent with a non-bounded drift along with degeneracy makes the implementa-
tion of this idea technically involved. Namely, to make sure that expressions like
exp.

R T

0
jbj2.Xr ; Vr // are bounded, we will need to consider restricted measures �R0

with R0 < 1 instead of simple �; see the next paragraph.
Let us define the following objects: BR D fx 2 R

2d W jxj < RgI
�s;sCT .x; vI dydu/ denotes the transition measure from .s; x; v/ to .s C T I dydu/I
�R0

s;sCT .x; vI dydu/ is the restriction of the transition measure �s;sCT .x; vI dydu/

to trajectories, whose continuous component does not go beyond the boundary of
BR0 on Œs; s C T �; by definition, BC1 D R

2d .
The local Markov–Dobrushin condition, which we need, is formulated for a fixed

triple T > 0; R > 0; R0 2 ŒR; C1�:

inf
s2Œ0;1/

inf
x;x0

2BR;

v;v02S
�R0

s;sCT .x; v/ ^ �R0

s;sCT .x0; v0/.BR0 � S/ > 0: (11)

Here the minimum � ^ � of two measures � and � is understood in the following
way:



166 S.V. Anulova and A.Y. Veretennikov

� ^ �.A/ WD
Z

A

�
d�

d.� C �/
^ d�

d.� C �/

�
.!/ .� C �/.d!/:

Remark 1. The local Markov–Dobrushin condition, formulated for non-random
initial conditions, implies immediately the same statement for distributed initial
conditions. Definition (11) suits a nonhomogeneous case; in the homogeneous
situation it suffices to take s D 0 and drop infs2Œ0;1/.

Theorem 2. Under the assumptions (SA 1)–(SA 4), for any R > 0 there exist T > 0

and R0 > R such that the local Markov–Dobrushin condition (11) holds.

3.6 Recurrence

Recurrence of stochastic systems is closely related to stability of deterministic
systems and often may be reduced to it, although, in some cases, random pertur-
bations may unexpectedly have a positive effect on the recurrence of the system;
see [11, 13, 15]. (It is not unexpectedly that the opposite cases also occur.)

We shall conclude the recurrence from the existence of a quadratic Lyapunov
function for our system with the removed stochastic term. It is interesting that
the problem of existence of quadratic Lyapunov functions is yet unsolved in full
generality even for linear deterministic switching systems.

Theorem 3. Suppose the assumption (RA 1) from the Sect. 3.3 with a function �

is fulfilled. Then, there exist positive constants c0
1; c0

2 such that for the generator L

given by (8) the following inequality holds:

L �.x; v/ � �c0
1�.x/ C c0

2; x 2 R
2d ; v 2 S: (12)

The constants c0
1; c0

2 depend on a function �; constants c1; c2; a growth constant C

from the inequality (9) and on dimension d .

The proof follows straightforward, as the second-order term in L � adds a constant
to the first-order expression and since limjxj!1 �.x/ D C1. Note that it shows
that c0

1 D c1. ut
Remark 2. One more reason why Lyapunov functions here are restricted to
quadratic ones is our concern not to overcomplicate the presentation. Indeed, in
the quadratic class, the inequality (12) follows easily, while for a general function,
we would need strange additional assumptions; yet, clearly, such a class is wider
than only quadratic functions.

Applying Ito’s or Dynkin’s formula to �.Xt ; Vt /—the latter being equivalent
to the martingale property, at least, for the appropriately stopped process—it is
possible to show the following result. Let 	R WD inf.t � s W jXt j � R/, R > 0.
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Corollary 1. Under the assumptions (SA 1)–(SA 4) and (RA 1), there exist ˛ > 0,
R0 > 0 and C > 0 such that for any R � R0 (and with .X0; V0/ D .x; v/),

Ex;v exp.˛	R/ � C.1 C jxj2/; (13)

and also

Ex;vjXt j21.t < 	R/ � C jxj2: (14)

This statement admits some modifications: as an example, “for any ˛ > 0

there exist R0; C > 0 such that for any R � R0 the inequality (13) holds”. The
inequality (14) may be also stated without the indicator in the left-hand side (and
with a right-hand side as in (13)), but the proof of this version is less elementary and
is not necessary for the proof of the Theorem 4 in the next section.

We provide a brief sketch of the proof of the Corollary 1 for the reader’s
convenience. Dynkin’s formula or, equivalently, the integral form of Ito’s formula
applied to the process exp.˛t/�.Xt / by virtue of (12) implies that

Ex;v exp.˛.t ^ 	R//�.Xt^	R / � �.x/

C Ex;v

Z t^	R

0

exp.˛s/.c0
1� � c0

2 � ˛/.Xs/ ds � 0: (15)

If necessary, this procedure may be accomplished by an appropriate localization.
Now, let us choose R so that

inf
jxj�R

.c0
1� � c0

2/.x/ � 1:

Then (13) follows by Fatou’s lemma as t ! 1, at least, if ˛ � 1.
Further, let ˛ D 0. Then it follows from (15) along with c0

1� � c0
2 � 1 > 0 that

Ex;v�.Xt /1.t < 	R/ � Ex;v�.Xt^	R / � �.x/; jxj > R;

and

Ex;v�.Xt /1.t < 	R/ D 0; jxj � R;

the latter because 	R D 0 for jxj � R. Since quadratic form � is positive definite,
this suffices for (14), as required. ut
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3.7 Exponential Convergence

In this section, for the process .X; V / satisfying the system (7) with initial values
.x; v/, its marginal distribution at time is denoted by �

x;v
t ; t � 0.

There is a routine scheme to deduce exponential—and also many others—
convergence in total variation from two facts: (1) “minorization” condition of local
Markov–Dobrushin type, here provided by the Theorem 2, and (2) recurrence
property, regular returns of the trajectory to a certain set satisfying the “minoriza-
tion” condition, here provided by the Corollary 1. This scheme is expounded in
[20, 21], with the local Markov–Dobrushin condition called differently. Note that
the Theorem 3 may also be used directly, without the Corollary 1.

Theorem 4. Suppose the assumption (SA 1)–(SA 4) and (RA 1) are fulfilled. Then
there exists a stationary probability distribution �1 on R

2d � S and positive
constants NC ; Nc, depending on d; C; �; c1; c2; minf�.v/; v 2 Sg; minfqij I i; j 2 S;

i ¤ j g, maxfqij I i; j 2 S; i ¤ j g; N , such that

k�
x;v
t � �1kT V � NC exp.�Nct/.1 C x2/; t 2 Œ0; 1/

(all parameters are described in the Sect. 3.2).

4 Proofs of Theorems 1 and 2

4.1 Proof of Theorem 1

Proof. We shall establish existence on the basis of the paper [5]; another method-
ological source is the paper [10]. The paper [5] uses the language of stochastic
differential equations; thus, we describe our system in such terms. Consider the
system (5) with b.X1; X2/ D b.X1; X2; v/ on a stochastic basis .˝;F; .Ft /; P/;

where it has a solution. Let the basis be extended if necessary, and let us add to the
system (7) the equation for the discrete component

dVt D
Z
R1

K.Xt ; Vt�; z/N.dt; d z/: (16)

Here N is an .Ft /-adapted Poisson random measure with a mean (compensator)
measure ds � d z

z2 independent of the Wiener process. The coefficient K must be
constructed so that it substitutes the intensities Q W for each i 2 S, it takes values in
fj � i; j 2 Sg and

Z
fzWK.x;v;z/Dj �ig

d z

z2
D qij ; j 2 S n i:
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We give now a description (slightly non-rigorous, although, hopefully, comprehen-
sible) how to construct K: For each i 2 S; K.x; i/ takes value 1 � i on Œz1.x/; 1/I
value 2 � i on Œz2.x/; z1.x//I . . . ; value �1 on Œzi�1.x/; zi�2.x//I value C1 on
ŒziC1.x/; zi�1.x//I . . . ; value N � i on ŒzN .x/; zN �1.x//I value 0 on the rest of
R

1. The points zj ; j 2 S n fig; are defined by the relations

Z 1

z1

d z

z2
D qi1;

Z z1

z2

d z

z2
D qi2; : : : ;

Z zN �1

zN

d z

z2
D qiN ;

where the term with index i i is excluded. Proposition 1 of [5] provides existence
of a weak solution (its condition 2b is not needed in our case because the jump
intensities are bounded and at the moments of jumps, the component X does not
increase). In fact, Proposition 1 of [5] is proved in style of martingale problems,
with pasting solutions at the moments of jumps.

To prove uniqueness, we use Lemma 2 of [5]. It uses a solution . QXt ; t � 0/ of
the equation (5) without switching. Given this trajectory, the first switching moment
	 of the solution .X; V / of the system (7)–(16) has the following distribution (note
that on Œ0; 	/ the trajectories of X and QX coincide by construction):

Lemma 1. Under the assumptions (SA 1)–(SA 4), given the trajectory QXt ; t 2
Œ0; 1/; of the solution of (5) with b.X1; X2/ D b.X1; X2; V0/, the conditional
probability of the event f	 > rg equals

exp

8<
:�

Z r

0

X
j 2Snv

qvj . QXu/du

9=
; :

Finally, we give a sketch of the proof of strong Markov property. The solution of
system (5) does possess a strong Markov property; see [1] and [19]. This entails a
strong Markov property of the switched process (7). To prove it, adopt the method
of [2, Sect. 4], where nondegenerate diffusions are considered. Instead of making
sequentially infinite number of switchings, let us limit ourselves to the first k

switchings and make no further ones. The result is a distribution on the space of
trajectories (both continuous and discrete). Let us take an arbitrary stopping time 	

and calculate the conditional distribution of this distribution given F	 , restricted
to t 2 Œ	; 1/. It equals the distribution of the process with initial conditions
.	; X	 ; V	 / switched finitely many times—so many times how many out of the first
k switchings took place after the moment 	 . With k ! 1 the proof is completed—
the limiting conditional distribution is again that of a switching process, and due to
its uniqueness, this provides the strong Markov property. ut
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4.2 Proof of Theorem 2

Proof. Here we shall explain how to deduce Theorem 2 for a general set S from the
statement of this Theorem 2 for S D f1g. Recall that it suffices to take s D 0 in (11).

Let us fix initial state .x; v/; denote by vXu; u 2 Œ0; 1/; the corresponding
solution of the equation (5) (without switching) with b.X1; X2/ � b.X1; X2; v/. In
some cases it will be convenient to use a more sophisticated notation .vX0;x

u ; u � 0/

for the same process where x is the initial data at 0. Respectively, .vXr;x0

u ; u � r/

signifies a solution of the equation (5) with b.X1; X2/ D b.X1; X2; v/ on the
interval Œr; 1/ with initial value x0 at r . Let us inspect what occurs on time interval
Œ0; T �. The discrete component V is a point process with compensator intensities
lying between the given lower and upper bounds. This implies that the probability
that VT equals 1 is bounded away from zero uniformly in all x; v.

We are now going to give a rigorous explanation of this fact, although its
implementation may look a bit more complicated than it actually is, due to the
inevitably involved notations. To simplify the latter a little bit, denote 1 QX.r/

u WD
1Xr;vX

0;x
r

u ; u � r (this will be used only in this subsection); recall that .vX0;x
u ; u � 0/

is a process without switching and emphasize that likewise without switching is the
process .1 QX.r/

u ; u � r/. Then for v ¤ 1 the nonconditional probability of the event
{VT equals 1} is greater than or equal to the expectation of

Z T

0

0
@expf�

Z r

0

X
j 2Snv

qvj .vXu/dug

� expf�
Z T

r

X
j 2Sn1

q1j .1 QX.r/
u /dug

1
A qv1.vXr/ dr;

or (notations p and q are defined below), equivalently, of

Z T

0

p.r/q.r/qv1.vXr/dr: (17)

Here the conditional probability that the discrete component remains at state v on
the time interval Œ0; r/ given .vXu; 0 � u < r/ reads

p.r/ D expf�
Z r

0

X
j 2Snv

qvj .vXu/dugI

the conditional probability that the discrete component jumps from state v to state 1

on the time interval Œr; r C dr/ given .vXu; 0 � u < r/ equals

qv1.vXr/dr I
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the conditional probability that the discrete component remains at state 1 on the time
interval Œr C dr; T � given .vXu; 0 � u < r/ may be presented as

q.r/ D expf�
Z T

r

X
j 2Sn1

q1j .1 QX.r/
u /dug:

Due to the assumptions on all intensities qij , we get a lower bound (exp.�cT /), the
proof of which is based on the Lemma 1. Integration with respect to r in (17) is a
complete probability formula, a rigorous justification for which may be given, for
example, as in [22].

For v D 1 it is even easier to obtain a desired lower bound by virtue of the same
Lemma 1, as in this case the probability in question is greater than or equal to the
expectation of

expf�
Z T

0

X
j 2Sn1

q1j .1Xu/dug:

Further, fix R > 0 and assume that x 2 BR: Copying the reasoning of [19] and [1],
we obtain that there exists R0 2 .R; C1/ such that the continuous component of the
trajectory does not go beyond the boundary of BR0 on Œ0; T � with probability almost
1, and this is uniformly in initial conditions, belonging to BR � S. Combining these
two facts, we conclude that the probability that both events take place is bounded
away from zero uniformly in .x; v/ 2 BR � S.

The conditional distribution of .X; V / admits on these events a useful estimate.
Take T 0 > 0 and consider the distribution of .X; V / on ŒT; T C T 0�; conditioned
on the past time Œ0; T � history. This distribution is minorized by the distribution of
the solution of system (5) with initial conditions T; XT , with a positive constant
multiplier, which follows from the calculus in [1]—more precisely, from the proofs
of the proofs of Lemmas 3 and 4 from [1]—accomplished by the Lemma 2 and its
Corollaries. This suffices for the local Markov–Dobrushin condition (11). Note that
in [1, 19] the initial conditions are assumed non-random; however, the Remark 1
removes this restriction.

To realize this plan, for x 2 R
2d ; v 2 S, let us define the following:

�.x; vI dXdV /—the distribution of the solution of the system (7) on Œ0; 1/ with
initial conditions x; v;

1�.xI dX/—the distribution of the solution on Œ0; 1/ of the system (5) with
b.X1; X2/ D b.X1; X2; 1/ and initial data x.

Lemma 2. Under the assumptions (SA 1)–(SA 4), for any T > 0 there exists

c.cu; T / D e�T .N �1/cu

such that for any x 2 R
2d and any event A defined through the trajectory of X on

the time interval Œ0; T �; the following inequality holds:
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�.x; 1I A � fV ˇ̌
Œ0;T �

� 1g/ � c.cu; T / � 1�.xI A/:

Proof. Let us fix x and construct on a stochastic basis the following objects:

(1) A process 1X D .1X.t/; t 2 Œ0; 1//—a solution of the system (5) with
b.X1; X2/ D b.X1; X2; 1/ and initial data x.

(2) A switching process .X; V / satisfying the system (7) with initial conditions
.x; 1/ in such a way that they coincide up to the first switching. For this purpose
take a process 1X satisfying (5) and a random variable 	 such that for t � 0,
the probability of the event f	 � tg given .1Xu; 0 � u < t/ according to the
Lemma 1 equals

1 � expf�
Z t

0

X
j 2Sn1

q1j .1Xu/dug

(this can be done on the product space �Œ0; 1/). The moment 	 is the moment
of the first switching, and the value of V	 D j is chosen proportionally
to q1j ; j 2 S n 1. At the moment 	 the switched process X satisfying (7)
acquires the corresponding conditional probability �	;X	 ;V	 ; while the process
1X satisfying (5) develops further in its dynamics. It is easy to see that the
probability of the event f	 > T g conditioned on a trajectory of 1X is uniformly
bounded away from zero on the space of all trajectories: it is greater than or
equal to c.cu; T /. For any event A on time interval Œ0; T �, the probability that
the switched process X lies in A is greater than or equal to the probability of
the event {the process 1X lies in A and the switched process X coincides with
1X}, which, in turn, is greater than or equal to c.cu; T /� {the probability that
1X 2 A}. Thus, it is also greater than or equal to c.cu; T /� {the probability
that 1X 2 A }. ut

Corollary 2. Under the assumptions (SA 1)–(SA 4), for any T > 0 there exists a
constant

c.cu; T / D e�T .N �1/cu

such that for any s 2 Œ0; 1/; x 2 R
2d and any event A defined through trajectories

of X; V on the time interval Œ0; T �; the following inequality holds:

�.x; 1I A/ � c.cu; T / � 1�.x; A \ fV ˇ̌
Œ0;T �

� 1g/:

Proof. Indeed, �.x; 1I A/ � �.x; 1I A \ fV ˇ̌
Œ0;T �

� 1g/: ut

Corollary 3. Under the assumptions (SA 1)–(SA 4), for any T > 0 there exists a
constant

c.cu; T / D e�T .N �1/cu ;
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such that for any initial condition x; a measurable 
 � R
2d � S and R > 0 the

following inequality holds:

�.x; 1I .X; V /T 2 
; Xu 2 BR; u 2 Œ0; T �/

� c.cu; T /1� .XT 2 
 \ fV D 1g; Xu 2 BR; u 2 Œ0; T �/ :

This completes the proof of the Theorem 2. ut

5 Conclusion

We have proved for highly degenerate stochastic mechanical hybrid systems under
quite general conditions (discontinuity and linear growth of coefficients and the
Wiener process perturbations) the following properties:

– Existence and uniqueness theorem and a strong Markov property for solutions of
such systems

– A local mixing property in the Markov–Dobrushin form for these solutions
– Exponential stochastic stability in total variation metric for solutions of such

systems under the additional assumption (10)
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