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Abstract Recently, virtual reality technology provides a new way for spatial
information visualization; it has become a popular research topic in the field of
computer graphics, computer visual and image processing, and other areas. This
chapter first discusses the image-based modeling and rendering techniques
(referred IBMR) and detailed analysis plenoptic functions, which describes tech-
nical theory basis of IBMR. And then in the current domestic, the three typical
methods of 3D virtual scene generation based on panorama, concentric mosaics,
and light field are studied. Finally, the chapter gives the principles of 3D virtual
scene generation and processes based on panorama, those processes including
projection transformation, image registration, image fusion, and inverse repro-
jection transformation. Because the above-studied technical methods can quickly
and efficiently generate the panorama and can achieve a smooth transition between
images coherent, they have been successfully applied to ecotourism site of Hainan
virtual panoramic sights show. This method has better visual effects and
application.
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1 Introduction

Recently, along with the constant development of remote sensing technology,
geographic information systems, virtual reality technology, and digital city pro-
mote the development of three-dimensional visualization technology. Specifically,
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virtual reality technology provides a new way for the visualization of spatial
information; it has become a hot topic of the computer graphics, computer vision,
and image processing research fields.

Three-dimensional modeling of complex models and display is the foundation
of real-time virtual reality technology. Now, it can be divided into two categories.
One is geometry-based rendering (referred as GBR); the other is image-based
rendering (referred IBR).

Traditional geometry-based modeling method is to establish a complete geo-
metric information and topology for the object and then generate three-dimen-
sional images according the computer modeling results; the images are generally
geometric model with polygons. Its main advantage is the observation point, and
the direction of observation can change without restriction, to allow people to
immerse simulation modeling environment, to meet 31 requirements of virtual
reality technology, referred as immersion, interactive, and imagination. The most
commonly used geometric modeling software are AutoCAD, 3dMax, Maya, and
so on. But this modeling method is time consuming and laborious, and its mod-
eling efficiency is not high. From the mid-1990s, IBR technology started to
become a hot research in computer graphics, how to space any two-dimensional
images taken in full three-dimensional display is really one of the latest technol-
ogies in today’s world.

2 Modeling and Rendering Technology of Image-based

Modeling and rendering techniques of image-based can be defined as an image
from a limited, known image from arbitrary viewpoint that can be seen on the new
image. The newly created image is known as Get Image that is referred from the
image to the image. The IBMR technique to eliminate the entire chain of geo-
metric modeling part (the largest part of unnatural factors), combined with com-
puter vision and computer graphics technology to achieve real images based on
virtual modeling process. The image-based modeling and rendering techniques
express explanation is as shown in Fig. 1.

Compared with the traditional GBR techniques, IBMR technology has modeled
easy, fast rendering, realistic strong, and less computation advantages. In recent
years, many scholars use IBR techniques to implement geometrical and optical
model. And this is the modeling of virtual reality technology based on image.

This modeling method is based on the theory of plenoptic function; it is par-
ticularly used for the applications that use the method to very difficultly establish
realistic geometry model of the natural environment, the environment and the need
to reproduce the true original style applications. Now, they have begun to show its
commercial value in the construction and the urban landscape, virtual tours, arts
and culture, business and industrial technology, and other fields.
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Fig. 1 The expression of interpretation of IBMR technology

3 Plenoptic Function

In the 1991, Professor Adelson from the American MIT Institute presented the
plenoptic function concept and used it to describe the light collection can be seen
from the space of a moment, from the viewpoint of any space, and any arbitrary
azimuth and angle and wavelength range. General equation to describe the one
parameter, the equation is as follows:

P7 :P(VX;VY7VZaQaw7i7T) (1>

where (Vyx, Vy,Vz) means three-dimensional coordinate parameter viewpoint,
spherical angle 0 and i defined any one line of sight from the viewpoint, 4 is the
wavelength, and T means for a moment. Plenoptic function as the scene image is a
function, an image which is given by way of an accurate description of the scene.
Plenoptic function depicts a given scene shines all possible environments.

The first application is the seven-dimensional plenoptic function P; =
(Vx, Vy,Vz,0,, 2,7), to get the complete plenoptic function; all-seeing-dimen-
sional modeling requires at least five-dimensional plenoptic function (light scenes
can be assumed constant, nor change over time) Ps = (Vy, Vy, Vz,6,¢); When
the function simplifies to two parameters P, = (6,1), it is the panorama; when
the function simplifies to three parameters P3 = (0, r, &), it is concentric mosaics;
when the function simplifies to four parameters Py = (u,v,s,t), it is light field.

Plenoptic function presents an accurate description of problem for IBR tech-
nology; it became the theoretical basis of IBMR techniques. To this end, IBR
problem can be described as follows: given a set discrete sampling set of plenoptic
functions, IBR purpose is to build a continuous representation of plenoptic func-
tion. IBMR technology can be broken down into the following three processes: (1)
sampling of plenoptic function; (2) reconstruction of plenoptic function; and (3)
resampling of plenoptic function. This expression issues further study and provides
many ways, for example, how to choose the best sampling point and how to
reconstruct a continuous plenoptic function by the sampling points and so on.
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Fig. 2 Panorama effect of Hainan tourism scene

4 Virtual Scene Generation Methods Based on Images

Currently, the typical image-based 3D virtual scene rendering methods are pan-
orama, concentric mosaics, and light field. These methods can produce very
realistic visuals, but you need to collect a large number of base images.

4.1 Rendering Method based on Panorama

In 1993, Professor EricChen first raised the method of panorama in the computer
image processing. This method was later applied to Apple’s Quick Time VR
system software. Panorama is to shoot 360° camera ring in one or more group
photos, and those photos are stitched into a panoramic image through computer
technology to achieve interactive, all-round view of the real scene. Figure 2 shows
the panorama effect of Hainan tourism scene. When Player plug-in support, use the
mouse to control the direction of looking around, can be left to the right or can be
near or far, viewers have the feeling of proximity to real scene. Details about this
part of the description are as shown later.

4.2 Rendering Method based on Concentric Mosaics

He Liwei and Shen Xiangyang, president of Microsoft research Asia, proposed the
rendering method based on concentric mosaics. It is different with the traditional
panoramic view; concentric mosaics is combined into photographs by a camera at
different viewpoints, and these viewpoints are continuously distributed. In fact, it
is located on a concentric series of slim camera picture splicing.

The basic process of rendering method based on concentric mosaics: sampling,
constructed concentric puzzle, and resampling.

1. Sampling: The sampling system of concentric mosaic consists of concentric
number frame fixed cameras in a horizontal rotating rod, with each frame
camera do along the continuous motion, and each camera is a circle, shown in
Fig. 3.
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Fig. 3 Sampling by camera Cy Cy C

Fig. 4 Constructed
concentric puzzle

Fig. 5 Resampling
novel view from P

2. Construct concentric puzzles: Assuming that each frame cameras are slit
camera, that at any point of only a vertical light into the camera, this light and
round in the same plane, and at this point tangent to the circle. Different points
on the circle line taken all together, you can get a concentric mosaic. Along
each circle has two opposite tangential direction of light, the camera can be set
back to back two samples. In this way, we were able to capture all the rays
along the circumference, at any point in the region to establish optical function,
shown in Fig. 4.

3. Resampling: When draw a new view, simply to determine the level of the
viewpoint within the concentric circles of light belongs puzzle, or by interpo-
lating adjacent concentric puzzle to get. For example, in a new light at the
viewpoint P, it can be obtained at the point of V; concentric puzzle CM;, as
shown in Fig. 5.

4.3 Rendering Method Based on Light Field

In 1996, experts Levoy and Hanrahan proposed rendering method based on light
field. Optical flow is the apparent movement grayscale image, which is a two-
dimensional vector field, which contains information that is the image point of the
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instantaneous velocity vector information. The research purpose of light field is to
calculate approximate light flow fields that cannot be obtained directly from image
sequences.

The basic process of rendering method based on light field: sampling, repre-
sentation, and resampling.

1. Sampling: Sampling array used in the camera is shown in Fig. 6. The plenoptic
function simplifies to 4-dimensional P4 = (u,v,s,t). They are structured
parameters of two planes and sampling, as shown in Fig. 7.

2. Representation: Corresponding data organization is shown in Fig. 8.

3. Resampling: Resampling of generating a new viewpoint is a simple linear
process, which is a small amount of computation. However, this technique
relies on the high sampling frequency and requires a very large storage capacity
to store a large number of sample images.
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Fig. 9 Panorama body
model
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Fig. 10 Spherical panorama
unfold effect

5 3D Virtual Scene Generation Method Based
on Panorama

Panorama production process include the following: panorama model selection,
image acquisition, image stitching, and image fusion. Panorama body model used
can be divided into three patterns cube, cylinder, and sphere, as shown in Fig. 9.
The three patterns were already 180 panorama of the projected cube, cylinder, and
sphere’s inner surface. Shown in Fig. 10 is a spherical pattern panorama unfold
surface effect.

Panorama’s formal description based on plenoptic function is the use of discrete
images or continuous capture of a video image sequence as basic data, to form a
panoramic image by processing and then put organized into multiple panoramic
image space through a suitable space model. In this space, the user can move
forward, backward, 360° circular looking up, looking down, close look, and dis-
tance operations such as virtual panoramic image design.

5.1 Panorama Shooting and Production Tools

Common hardware equipment of panorama shooting are as follows: digital camera
(wide-angle lens, fish-eye lens), turntable, lighting lamps, and panoramic head.
The basic production method is as follows: image acquisition with a camera in a
fixed viewpoint according to a certain way (usually in accordance with uniform
angular pivoting 360°), then image after collecting input computer, and image
stitching, blending, and other processing to generate seamless panoramic image,
and the finally reuse computer projector displayed and provide limited local
roaming capabilities. Currently, the major application of the panoramic view is in
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Fig. 11 The radius of the
cylindrical surface

Fig. 12 Projection
transformation

X

a virtual environment, game design, film special effects, and virtual museums. In
the commercial areas, there are some more famous shooting and production tools,
and they are Apple’s QuickTime VR, IPIX Viewer, Live Picture, IBM’s Hot
Media, and other systems.

5.2 3D Virtual Scene Generation Process

Panorama-based virtual scene generation process includes the following: projec-
tion transformation, image registration, image fusion, and reprojection
transformation.

1. Projection Transformation: The point in space of each camera transforms into
an unified cylindrical surface coordinate. The radius of the cylindrical surface is
camera’s focal length (in pixels as the unit). Camera focal length can be esti-
mated by the number of shots, as shown in Figures 11 and 12.

2. Image Registration: Existing generation algorithm of panoramic image mosaic
can be divided into three categories: feature-based approach, flow-based
method, and phase-based correlation method. After the image has been trans-
formed, to find similar regions by overlapping the two images, looking for
similar regions, the general algorithms are based on human visual character-
istics defined as a pattern vector, respectively, for the two image similarity
distance calculation, based on distance to find similar images’ similar parts, as
shown in Fig. 13.

3. Image Blending: After getting a good image stitching, you also need to overlap
the image fusion process in order to achieve a seamless mosaic image.
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Fig. 13 Found two photos overlap splicing

Fig. 15 Panoramic images
of cylinder

Main fusion methods are fade fusion method, finding the minimum energy path
method, and multi-resolution spline fusion method, as shown in Fig. 13.

4. Reprojection Transformation: According to the orientation of the viewpoint,
calculated part of the image should be displayed, and in other beneficial Op-
enGL graphics library, this step can be done automatically, as shown in Fig. 14.
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Fig. 17 Fused panorama

5.3 Experiment and Results

In this chapter, the software used is Pano2VR, Object2VR, both three-dimensional
panorama technology software is the embodiment of the three-dimensional static
picture panorama technology. When a digital camera’s focal length is 35 mm, a
360° panoramic image normally takes 7-9 photos. When the focal length is
105 mm, a 360° panoramic image generally requires 24 photos, the focal length
set at 35 mm.

In this chapter, the three-dimensional virtual scene panorama generation
method based on panoramic images for authentication is discussed. Experimental
images using a digital camera ecotourism in Hainan as photos of the scene, the
same layer adjacent to the angle of rotation between the two pictures 30° between
the upper and lower image rotation angle is 60°. Figure 15 is a computer after
shooting a cylindrical panoramic image stitching process.
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The panorama projection transformation is shown in Fig. 16. Panorama fusion
is shown in Fig. 17. The experimental results show that large numbers of images,
this study used the virtual scene generation method can generate cylindrical
panoramic image, such as spherical panoramas, photos, high precision registration
method, fusion method can achieve better coherence smooth transition between
images, with good visual effect.

6 Conclusion

Hainan has a unique natural environment, vast territory, and abundant resources.
To effectively protect the ecological environment and the tropical island resources
in Hainan ecotourism activities, the image-based 3D virtual scene can be repro-
duced in the field of ecotourism attractions roaming to achieve interactive tour
feature. This method has been successfully applied to the ecotourism attractions of
Hainan virtual panoramic display by a 360° panorama way to achieve ecotourism
attractions of Hainan 3D virtual panorama roaming. Because it reproduces the real
three-dimensional virtual scene, it has good travel Website interactivity and
realism, thus greatly increasing the visibility and scenic spots in Hainan Ecological
Website hits.
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