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Chapter 4 
Computational Discourse Analysis  

As previous chapters were overall oriented towards comprehension and productions 
from the perspectives of individual and collaborative learning, this chapter is 
focused on presenting automatic discourse analysis models and natural language 
processing techniques that ground a computational and quantifiable perspective of 
cohesion and coherence and that greatly impact the underlying functionalities of our 
developed systems (A.S.A.P., Ch.A.M.P., PolyCAFe and ReaderBench).  

4.1   Measures of Cohesion and Local Coherence  

From a computational viewpoint, we limit the perspective of coherence and 
cohesion (see 2.1.1 Coherence and Cohesion) to lexical and semantic cohesion and 
local coherence that captures text organization at the level of sentence to sentence 
transitions, further necessary to achieve global coherence (Lapata and Barzilay 
2005). In this computational context, cohesion is reflected in the linguistic form of 
discourse (McNamara et al. 2010) and is often regarded as an indicator of its 
structure. More specifically, cohesion can derive from: 1/ discourse connectedness 
through cue words or phrases (e.g., “but”, “because”) as relations between 
sentences (e.g., explanation, contrast); 2/ referencing expressions that reflect the 
status of an entity in the discourse and can be identified through co-reference 
resolution (Jurafsky and Martin 2009; Raghunathan et al. 2010); 3/ lexically or 
semantically related words obtained from semantic distances in ontologies 
(Budanitsky and Hirst 2006) (see 4.3.1 Semantic Distances and Lexical Chains), 
cosine similarity in vector spaces from Latent Semantic Analysis (Landauer et al. 
1998a) (see 4.3.2 Semantic Similarity through Tagged LSA) or through topic 
relatedness in Latent Dirichlet Allocation (Blei et al. 2003) (see 4.3.3 Topic 
Relatedness through Latent Dirichlet Allocation). Aligned with the previous 
definition are also the two measures of textual cohesion proposed by Graesser et al. 
(2004), frequently used in automated discourse analysis: referential cohesion (the 
degree to which words, concepts or phrases are related or repeated across the text) 
and causal cohesion (marked by the explicit use of connectives – e.g., “since”, 
“because”, “therefore”, “the cause of” or “as a consequence”).  

Coherence, on the other hand, is much more difficult to express from a 
computational perspective as multiple levels that simultaneously relate discourse 
elements need to be taken into consideration (Grosz and Sidner 1986). Moore and 
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Pollack (1992) focus on two levels in particular: 1/ the informational level, mostly 
centered on causal relations between utterances, weakly related to the linguistic 
form and difficult to model in comparison to previous links between words; and 2/ 
the intentional level, aimed at the changes in the discourse participants’ mental 
states, superficially visible in the linguistic form and extremely difficult to model in 
terms of computational analysis. Moreover, the same study highlights also a 
problem of the rhetorical structure theory (Mann and Thompson 1987) (see 4.2 
Discourse Analysis and the Polyphonic Model) that is limited to a single, preferred 
rhetorical relation between consecutive discourse elements, whereas coherence 
should be modeled as an overlap of multiple relations between the same text spans, 
but at different levels. Nevertheless, while addressing the informational level, 
coherence is most frequently accounted by: lexical chains (Morris and Hirst 1991; 
Barzilay and Elhadad 1997; Lapata and Barzilay 2005) (see 4.3.1 Semantic 
Distances and Lexical Chains), centering theory (Miltsakaki and Kukich 2000; 
Grosz et al. 1995) (see 4.2 Discourse Analysis and the Polyphonic Model) in which 
coherence is established via center continuation, or Latent Semantic Analysis (Foltz 
et al. 1993, 1998) (see 4.3.2 Semantic Similarity through Tagged LSA) used for 
measuring the cosine similarity between adjacent phrases; in the end, overall 
coherence is considered the mean value of the previous semantic similarities. 
Nevertheless, from a computational perspective and through its intrinsic nature 
consisting of a bag-of-words approach, LSA fundamentally supports cohesion and 
not coherence.  

4.2   Discourse Analysis and the Polyphonic Model  

Discourse may be defined as “a coherent structured group of sentences” (Jurafsky 
and Martin 2009, ch. 21) that in NLP is usually considered different in monologues 
and dialogues. However, in both cases the same idea of an emitter–receiver channel 
is used, the difference being the uni-respectively bi-directional communications 
(Trausan-Matu and Rebedea 2010). Therefore, one-way, speaker-listener directed 
models of communication are considered in monologues (Jurafsky and Martin 
2009). The usual way of analyzing discourse in this case is the segmentation of text, 
the search for different relationships among segments, the measurement of 
coherence and obtaining some discourse abstractions like co-references or 
summaries. In this context, cohesion seen as lexical, grammatical and semantic 
links between textual fragments becomes a central element, whereas coherence is 
considered as granted, in different degrees, when analyzing texts. On the other 
hand, the detection of local relations can be used for measuring coherence. Some 
structures are searched, as the Rhetorical Structure Theory (RST) (Mann and 
Thompson 1987, 1988), which considers a hierarchical decomposition of a text. 
Centering Theory (Grosz et al. 1995) and co-reference resolution systems (Jurafsky 
and Martin 2009) may be also considered (Trausan-Matu and Rebedea 2010).  

On the other hand, dialogue analysis has as prototype phone-like (or 
face-to-face) conversations. A typical approach starts from analyzing local, 
two-participant data and tries to identify speech acts, dialog acts and afterwards, 
adjacency pairs (Jurafsky and Martin 2009). Even if there are attempts to analyze 
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conversations with multiple participants, considering a more global, 
collaboration-based perspective, like transacts (Joshi and Rosé 2007), the approach 
is also based on a two interlocutors’ model (Trausan-Matu and Rebedea 2010).  

In terms of discourse analysis, probably the most known discourse theories 
belong to Hobbs (1985), Grosz et al. (1995) or Mann and Thompson (1987). Hobbs’ 
theory is based on considering semantic coherence relations – “a set of binary 
relations between a current utterance and the preceding discourse” (Hobbs 1978) – 
and on using abduction inferences in formal logic (Hobbs 1985, 1979). “Coherence 
thus plays a role beyond sentence boundaries analogous to the role played by 
grammaticality within sentences. It is the mortar with which extended discourse is 
constructed.” (Hobbs 1979). Also, of particular interest is the phenomenon of topic 
drifting observed in spoken conversations – although adjacent segments are 
coherent, the end of the conversation is significantly different from the starting 
point – that is mainly induced by three mechanisms: sematic parallelism, chained 
explanations and metatalk (Hobbs 1990).  

Rhetorical Structure Theory (RST) (Mann and Thompson 1987) identifies 
hierarchical rhetorical structures between text spans (defined as any contiguous 
interval of text), classified as nuclei or satellites in accordance to their importance, 
that is built using a limited set of rhetorical schemas (patterns) like antithesis and 
concession, elaboration, enablement and motivation, interpretation and evaluation, 
restatement and summary, etc. The theory requires the fulfillment of 4 constraints 
for a successful RST analysis (Mann and Thompson 1987): 1/ completeness as 
coverage of the entire text, 2/ connectedness focusing on the recursive division of 
text spans, 3/ uniqueness as each relation is applied on different text spans and 4/ 
adjacency as adjoined text spans are consecutive.  

From a different perspective, coherence is obtained in the centering theory 
(Grosz et al. 1995) at both local (coherence among the utterances in a given 
segment) and global levels (coherence with other segments of the discourse), 
centered on two different aspects: intentional and attentional states, which together 
with the linguistic structure of an utterance sequence, form a tripartite organization. 
An intentional structure should be present in each discourse, assuring that discourse 
is rational. This structure is built from intentions (purposes) and, sometimes, from 
the beliefs of the author of the discourse (or of each participant in a conversation) 
and from relationships among linguistic segments (Grosz et al. 1995). In addition, 
two types of centers are identified: backward-looking and forward-looking. 
Continuation of the discourse is modeled through an ordered set of forward-looking 
centers defined at utterance level plus a single back-looking center (except for the 
first utterance of the discourse segment), “that provides a coherent link to the 
previous utterances by being coreferential with one of the forward-looking centers 
of that utterance” (Gordon et al. 1993).  

On the other hand, the polyphonic theory (Trausan-Matu et al. 2005; 
Trausan-Matu 2010c; Trausan-Matu and Stahl 2007; Trausan-Matu and Rebedea 
2009; Trausan-Matu et al. 2010b) follows the ideas of Koschmann (1999) and 
Wegerif (2005) and investigates how Bakhtin’s theory of polyphony and 
inter-animation (Bakhtin 1981, 1984) (see 3.1.2 Bakhtin’s Dialogism) can be used 
for analyzing the discourse in chat conversations with multiple participants. In 
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phone and face-to-face dialogs only one person usually speaks at a given moment in 
time, generating a single thread of discussion. This is, of course, determined by the 
physical, acoustical constraints (if two or more persons are speaking in the same 
moment, it is impossible to understand something). In chat environments, like the 
one used in the Virtual Math Teams (VMT) project (Stahl 2009a), any number of 
participants may write utterances at the same time. As discussed in a previous 
section, the VMT environment offers also explicit referencing facilities that allow 
the users to indicate to what previous utterance(s) they refer to (see 3.1.1 Chats as 
Support for Social Cognition). This facility is extremely important in chat 
conversations with more than two participants because it allows the existence of 
several discussion threads in parallel. Moreover, the co-occurrence of several 
threads gives birth to inter-animation, a phenomenon similar to polyphony, where 
several voices jointly play a coherent piece as a whole (Trausan-Matu et al. 2007a; 
Trausan-Matu and Rebedea 2009).  

Bakhtin (1984) emphasized that polyphony occurs in any text. He considered 
that dialog characterizes any text, that “our speech, that is, all our utterances 
(including creative works), is filled with others’ words” (Bakhtin 1986). The voice 
becomes a central concept, has a more complex meaning. A voice is not limited to 
the acoustic dimension, it may be considered as a particular position, which may be 
taken by one or more persons when emitting an utterance, which may have both 
explicit, similar to those provided by the VMT chat environment (Stahl 2009a), and 
implicit links (for example, lexical chains, co-references or argumentation links) 
and influence other voices. Each utterance is filled with ‘overtones’ of other 
utterances (Stahl 2009a). Moreover, by the simple fact that they co-occur, voices 
are permanently inter-animating, entering in competition, generating multi-vocality 
in any conversation and even in any text (in Bakhtin’s dialogic theory everything is 
a dialog) or, as Bakhtin calls it, a “heteroglossia, which grows as long as language is 
alive” (Bakhtin 1981).  

The ideas of Bakhtin drive to a musical metaphor for discourse and for learning: 
“the voices of others become woven into what we say, write, and think” 
(Koschmann 1999). Therefore, for analyzing discourse in chats the aim shifts 
towards investigating how voices are woven, how themes and voices inter-animate 
in a polyphonic way (Trausan-Matu et al. 2007b). This is important not only for 
understanding how meaning is created but also for trying to design tools for support 
and evaluation. Figure 7 presents the inter-animation of voices within a chat 
conversation and their evolution in time, following a pattern first described by 
Trausan-Matu et al. (2005); the longest two voices are represented by the linked 
curly lines. As it can be observed, several threads can co-appear in parallel and even 
the same participant may participate to more than one discussion thread within a 
given timeframe (e.g. John, at utterance 19, approves and elaborates Tim’s 
intervention, while in the following utterance represents an approval of Adrian’s 
utterance 18) (Trausan-Matu 2010c). Therefore, this co-presence of multiple 
discussion threads and their inter-influences models voice inter-animation towards 
achieving polyphony.  

The polyphonic model focuses on the idea of identifying voices in the analysis of 
discourse and building an internal graph-based representation, whether we are 
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focusing on the utterance graph (Trausan-Matu et al. 2007a) or the cohesion graph 
(Trausan-Matu et al. 2012a; Dascalu et al. 2013a) (see 7.2 Cohesion-based 
Discourse Analysis). For this aim, links between utterances are analyzed using 
adjacency pairs, repetitions, lexical chains, speech and argumentation acts or 
cohesive links, a graph is built from which discussion threads are identified. 
Nevertheless, in both internal representations, lexical or semantic cohesion between 
any two utterances seen as explicit communicative acts can be considered the 
central liaison between the analysis elements within the graph. Cohesion can be 
expressed as the “distance” between the utterance boundaries (Dong 2005) and can 
be computed by various means of semantic similarity, including semantic distances 
in ontologies (see 4.3.1 Semantic Distances and Lexical Chains), latent vector space 
representations (see 4.3.2 Semantic Similarity through Tagged LSA) or topic 
models (see 4.3.3 Topic Relatedness through Latent Dirichlet Allocation).  

 

 

Fig. 7 Inter-animation of voices within a chat (Trausan-Matu et al. 2007b) 

As the initial polyphonic model used the utterance graph (Trausan-Matu et al. 
2007a) and the cohesion graph (Trausan-Matu et al. 2012a; Dascalu et al. 2013a), 
which can be seen as a generalization, is presented in detail in 7.2 Cohesion-based 
Discourse Analysis, we will focus on providing a comprehensive view of the 
polyphonic model, using as underlying representation the utterance graph. This 
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internal structure is built upon two types of links between utterances: explicit and 
implicit. Participants add manually explicit links during their chat sessions by using 
a facility from the conversation environment – e.g., Concert Chat (Holmer et al. 
2006). On the other hand, implicit links are automatically identified by means of 
co-references, repetitions, lexical chains and inter-animation patterns 
(Trausan-Matu et al. 2005; Trausan-Matu and Rebedea 2010). In the resulted graph, 
each utterance is a node and the weights of edges are given by the similarity 
between the utterances. The orientation of each edge follows the timeline of the chat 
and the evolution of the discussion in time. Starting from the previous graph, a 
thread can be easily identified as a logical succession of explicitly or implicitly 
inter-linked utterances. Moreover, the primary extension of each utterance is its 
inner voice that inter-twines with other voices from the same thread or from 
different ones, but with less strength. A new intervention or a new utterance in 
terms of units of analysis can be clearly expressed as a voice and aspects that need 
to be addressed include: degree of interconnection in terms of cohesion with other 
utterances, relevance within the discourse or future impact in the overall discussion.  

Starting from Bakhtin (1984) perspective of discourse analysis, each identified 
voice may become more or less powerful than the others and may influence the 
others. Among chat voices there are sequential and transversal relations, 
highlighting a specific point of view in a counterpointal way, as mentioned in 
previous work (Trausan-Matu and Rebedea 2009). The cooccurrence of several 
voices which enter in dialogue is a phenomenon considered by Bakhtin to be 
universal, present in any text, not only in conversations: “Life by its very nature is 
dialogic … when dialogue ends, everything ends” (Bakhtin 1984). Bakhtin moves 
the focus of analysis from sentences to utterances in an extended way, in which 
even an essay contains utterances and is, at its turn, an utterance. Moreover, each 
utterance is filled with ‘overtones’ that contain the echoes and influence of other 
previous utterances.  

A voice is generated by an utterance with effects (echoes) on the subsequent 
utterances via explicit and implicit links. Moreover, by the simple fact that they 
co-occur, voices are permanently interacting, overlapping and inter-animating, 
entering in competition, and generating multivocality in any conversation. The ideal 
situation of a successful conversation or a coherent discourse is achieved when the 
voices are entering inter-animation patterns based on the discussion threads they are 
part of (Trausan-Matu et al. 2005).  

Moreover, of particular interest is the multi-dimensionality of the polyphonic 
model (Trausan-Matu 2013). Firstly, the longitudinal dimension is reflected in the 
explicit or implicit references between utterances, following the conversation 
timeline. This grants an overall image of the degree of inter-animation of voices 
spanning the discourse, which can later on be particularized as collaboration, seen 
as the interactions between multiple participants of the conversation reflected in 
their voices. Secondly, threading highlights voices evolution in terms of the 
interaction with other discussion threads. Thirdly, the transversal dimension is 
useful for observing a differential positioning of participants, when a shift of their 
point of interest occurs towards discussing other topics. In the end, this combination 
of continuity (longitudinal dimension) versus juxtaposition (transversal dimension) 
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of voices, respectively centrifugal versus centripetal forces exerted by participants 
in terms of covered concepts generates polyphony.  

In addition, the co-presence of multiple voices in the same time inherently 
generates consonances and dissonances, similarly to the polyphonic musical case. 
In this context, these inter-animation effects of consonance and dissonance in 
voices overlap can be perceived as centripetal and centrifugal forces tightly 
correlated in the trend of achieving discourse coherence. The weaving of the voices 
all along the longitudinal time dimension and meanwhile their consonance/ 
dissonance on the transversal dimension is similar to the case of polyphonic music 
(Trausan-Matu et al. 2006): ”The deconstructivist attack […] – according to which 
only the difference between difference and unity […] can act as the basis of a 
differential theory […] – is the methodical point of departure for the distinction 
between polyphony and non-polyphony.” (Mahnkopf 2002)  

From a computational perspective, until recently, the goals of discourse analysis 
in existing approaches oriented towards conversations analysis were to detect topics 
and links (Adams and Martell 2008), dialog acts (Kontostathis et al. 2009), lexical 
chains (Dong 2006) or other complex relations (Rosé et al. 2008) (see 3.1.3 CSCL 
Computational Approaches). The polyphonic model takes full advantage of term 
frequency – inverse document frequency Tf-Idf (Adams and Martell 2008; Schmidt 
and Stone), Latent Semantic Analysis (Schmidt and Stone ; Dong 2006), Social 
Network Analysis (Dong 2006), Machine Learning (e.g., Naïve Bayes 
(Kontostathis et al. 2009), Support Vector Machines and Collin’s perceptron (Joshi 
and Rosé 2007), the TagHelper environment (Rosé et al. 2008) and the semantic 
distances from the lexicalized ontology WordNet (Adams and Martell 2008; Dong 
2006). The model starts from identifying words and patterns in utterances that are 
indicators of cohesion among them and, afterwards, performs an analysis based on 
the graph, similar in some extent to a social network, and on threads and their 
interactions.  

As conclusion, the polyphonic discourse analysis model, built on Bakhtin’s 
dialogism and supported by multiple natural language processing techniques 
(presented in detail in 4.3 Natural Language Processing Techniques) can be 
considered a viable representation of discourse, with emphasis on the analysis of 
multi-participant conversations for which classic approaches are not appropriate. 
Moreover, initial validations performed by Trausan-Matu (2011) showed that the 
results of the polyphonic analysis were close to those of tutors, whereas its 
extension in terms of assessing collaboration (see 9.2 Collaboration Assessment) 
proves its applicability.  

4.3   Natural Language Processing Techniques  

While addressing natural language processing techniques (Manning and Schütze 
1999), of particular interest is to what extent computational models of semantic 
memory (Cree and Armstrong 2012) grasp underlying semantic relations and 
meanings of concepts from texts, and how these models can be effectively used to 
measure cohesion between textual fragments (Bestgen 2012). In this context, three 
complementary approaches are most remarkable: 1/ semantic distances in 
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ontologies (Budanitsky and Hirst 2006), 2/ semantic vector spaces extracted 
through Latent Semantic Analysis (LSA) (Landauer and Dumais 1997) and 3/ 
probabilistic topics modeling by using Latent Dirichlet Allocation (Blei et al. 2003), 
presented in detail in the current section and integrated in various developed 
systems. The presentation of each approach offers a broad perspective of the 
method and of the used resources, particularities, possible improvements and 
drawbacks.  

4.3.1   Semantic Distances and Lexical Chains  

As knowledge can be formally represented as a conceptualization consisting of 
objects, concepts or other entities presumably related to an area of interest and of 
relationships linking them together (Genesereth and Nilsson 1987), an ontology can 
be seen as an “explicit specification of a conceptualization” (Gruber 1993). 
Therefore, an ontology consists of a set of concepts specific to a domain and of the 
relations between pairs of concepts. Starting from the representation of a domain, 
we can define various distance metrics between concepts based on the defined 
relationships among them and later on extract lexical chains, specific to a given text 
that consist of related/cohesive concepts spanning throughout a text fragment or the 
entire document.  

A   Lexicalized Ontologies and Semantic Distances  

One of the most commonly used resources for English sense relations in terms of 
lexicalized ontologies is the WordNet lexical database (Fellbaum 1998; Miller 
1995, 2010) that consists of three separate databases, one for nouns, a different one 
for verbs, and a third one for adjectives and adverbs. WordNet groups words into 
sets of cognitively related words (synsets), thus describing a network of 
meaningfully inter-linked words and concepts. Therefore, synonymy is the main 
relation between words that are now grouped into unordered sets that also include a 
brief description or gloss, useful for word sense disambiguation (WSD) (Navigli 
2009).  

In addition, WordNet is built using the principle of “cognitive plausibility” as the 
organization of words mimics cognitively related concepts (Miller 1998; Emond 
2006). This principle of plausibility is based on three hypotheses: separability – 
“lexical knowledge is independent from other language related knowledge”; 
patterning – “relations and patterns between lexical entities are central to natural 
language processing” and comprehensiveness – “any computation model of human 
language processing should have a store of lexical knowledge as extensive as 
people do” (Miller 1998; Emond 2006).  

Synsets are interconnected using semantic relations that vary based on the 
underlying part-ofspeech (see Figure 8 and Table 4). In addition, the internal 
organization of nouns and verbs uses a hierarchy built on ”IS A” relationships and 
the links between synsets can be regarded as specialization relations between 
conceptual categories, aligning the perspectives of WordNet: lexical database 
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versus lexicalized ontology. As an overview of WordNet, each database consists of 
a set of lemmas annotated with a set of corresponding senses, covering in the 3.0 
version approximately 117k nouns, 11k verbs, 22k adjectives and 5k adverbs; the 
average noun has 1.23 senses, while verbs have 2.16 senses on average.  
 

 

Fig. 8 WordNet noun tree reflecting semantic/hierarchical relations (Fellbaum 2005, p. 666) 

Table 4 Word part-of-speech and relations between synsets in WordNet (Fellbaum 2005) 

 

Word part-of-speech Available relations between synsets 

Noun hypernymy – “is a” generalization 
hyponymy – “is a” specialization 

coordination/sibling – concepts share a hypernym 
holonymy – “is a part of” generalization 
meronymy – “is a part of” specialization 

Verb Entailment relationships 
troponymy- one activity expresses a particular manner of the 
other 
backward entailment, presupposition and cause 

Adjective Descriptive adjective 
direct antonymy and indirect antonymy 
Relational adjective 
related noun 

Adverb base adjective 
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Regarding other freely available similar resources, WordNet Libre du Francais – 
WOLF (Sagot 2008; Sagot and Darja 2008) is the best French alternative that uses 
the XML file format developed within the IST-2000-29388 BalkaNet – Design and 
Development of a Multilingual Balkan WordNet project (http://www.dblab. 
upatras.gr/balkanet/).  

Besides word sense disambiguation, WordNet or similar resources are useful for 
determining the relatedness between concepts through semantic distances 
(Budanitsky and Hirst 2001, 2006; Wang and Hirst 2011; Pedersen et al. 2004) (see 
Table 5), query expansion using lexical-semantic relations (Voorhees 1994; Navigli 
and Velardi 2003; Moldovan and Mihalcea 2000) or the identification of speech 
acts (Yeh et al. 2008; Trausan-Matu and Rebedea 2010). Although multiple 
semantic distances exist and more can be added to the list presented in Table 5, 
there is no clear measure that best fits all analysis scenarios as “lexical semantic 
relatedness is sometimes constructed in context and cannot always be determined 
purely from an a priori lexical resource such as WordNet” (Murphy 2003; 
Budanitsky and Hirst 2006).  

Nevertheless, we must also present the limitations of WordNet and of semantic 
distances, with impact on the development of subsequent systems (see 6 PolyCAFe 
– Polyphonic Conversation Analysis and Feedback and 7 ReaderBench (1) – 
Cohesion-based Discourse Analysis and Dialogism): 1/ the focus only on common 
words, without covering any special domain vocabularies; 2/ reduced extensibility 
as the serialized model makes difficult the addition of new domain-specific 
concepts or relationships; 3/ most relations are between words with the same 
corresponding part-of-speech, significantly reducing the horizon for comparing the 
semantic relatedness between concepts; 4/ semantic problems or limitations, 
specific to a given context, that require additional cleaning – the OntoClean 
approach (Oltramari et al. 2002) and 5/ the encoded word senses are too 
fine-grained even for humans to distinguish different valences of particular concept 
senses, reducing the performance of WSD systems. For the later granularity issue, 
multiple clustering methods that automatically group together similar senses of the 
same word have been proposed (Agirre and Lopez 2003; Navigli 2006; Snow et al. 
2007). In addition, when considering WOLF in which glosses are only partially 
translated, integrating in the end a mixture of both French and English definitions, 
only a limited number of semantic distances are applicable (e.g., path length, 
Leacock-Chodorow’s normalized path length or Wu-Palmer as the most 
representative).  

B   Building the Disambiguation Graph  

Lexical chaining derives from textual cohesion (Halliday and Hasan 1976) and 
involves the selection of related lexical items in a given text (e.g., starting from 
Figure 8, the following lexical chain could be generated if all words occur in the 
initial text fragment: “cheater, person, cause, cheat, deceiver, …”). In other words, 
the lexical cohesive structure of a text can be represented as lexical chaining that 
consists of sequences of words tied together by semantic relationships and that can 
span across the entire text or a subsection of it. The identified lexical chains are 
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Table 5 Semantic distances applied on WordNet 

 
 
independent of the grammatical structure of the initial text and, in effect, the 
contained concepts from each chain capture a portion of the cohesive structure of 
the text. A lexical chain can provide a context for the resolution of an ambiguous 
term and enable identification of the concept that the term represents. In a particular 
manner, the lexical cohesive relationships between words can be established using a 
lexicalized ontology – WordNet (Miller 1995; Fellbaum 1998) or WordNet Libre du 

Name and 
reference 

Formula Description 

Path length  The length of the shortest path 
between two concepts/synsets. 

Depth  The length of the path from the 
current concept to the global root. 

Hirst-St-Onge 
(Hirst and St-
Onge 1997) 

 Two words are considered 
semantically related if the path is not 
too long and its direction does not 
change too often (dir – number of 
direction changes; k, C – constants). 

Leacock-
Chodorow 
(Leacock and 
Chodorow 
1998) 

 The path length is normalized by the 
overall depth D of the ontology. 

Resnik 

(Resnik 1995) 

 Similarity is expressed as the 
information content of their lowest 
super-ordinate (lso(c1,c2) – most 
specific common sub-summer; p(c) – 
probability of occurrence of synset c 
in a specific corpus). 

Jiang-Conrath 

(Jiang and 
Conrath 1997) 

 
Besides the consideration of the most 
specific sub-summer, the information 
content of the two nodes also plays 
an important role in estimating the 
inverse of similarity. 

Lin 

(Lin 1998) 
 

The measure follows the idea of 
similarity between objects, combined 
with . 

Wu-Palmer 
(Wu and Palmer 
1994) 

 

Conceptual similarity is a scaled 
metric perceived in comparison to a 
global depth. 

Lesk 

(Banerjee and 
Pedersen 2002) 

 Similarity is determined as an 
adaptation of the Lesk (1986) 
approach to WordNet by using the 
overlap between concept descriptions 
or glosses. 
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Francais – WOLF (Sagot 2008). Since first proposed (Morris and Hirst 1991), 
lexical chains have been used in a variety of applications in the fields of Information 
Retrieval (IR) (Manning et al. 2008) and Natural Language Processing (Manning 
and Schütze 1999), most notably for word disambiguation (Galley and McKeown 
2003), detection of malapropisms (Hirst and St-Onge 1997) and text summarization 
(Barzilay and Elhadad 1997; Silber and McCoy 2003).  
 

 

Fig. 9 Disambiguation graph example (Galley and McKeown 2003, p. 1487). Highlighting a 
possible implicit representation of word-sense combinations (#n denotes a word-sense)with 
all edge weights equal to 1. 

Once the pre-processing of a given text is completed (splitting, tokenizing, part 
of speech tagging, parsing, named entity recognition, co-reference resolution) 
(Manning and Schütze 1999), the disambiguation graph (see Figure 9) can be built 
in linear time (Galley and McKeown 2003). In this kind of graph, nodes represent 
word instances and weighted edges represent semantic relations. Since WordNet or 
WOLF do not relate words but senses, each node is split into as many senses as the 
concept has, and each edge connects exactly two senses. In essence, if a word has n 
possible senses, it will initially have n different lexical chain links associated with 
it. Afterwards, when adding a new lexical chain link to the disambiguation graph, 
new connections need to be added between the concept and all the other related 
links in the graph.  

The types of semantic relations taken into consideration when linking two words 
are hypernymy, hyponymy, synonymy, antonymy, or whether the words are 
siblings by sharing a common hypernym. The weights associated with each relation 
vary according to the strength of the relation and the proximity of the two words in 
the text analyzed. Table 6 depicts the weights later used in ReaderBench (see 7 
ReaderBench (1) – Cohesion-based Discourse Analysis and Dialogism), similar to 
Galley and McKeown (2003), but with antonymy having importance (and 
associated weights) equivalent to the synonymy relation.  
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Table 6 Lexical chains – adapted weights based on semantic relations and word distances 
(after Galley and McKeown 2003) 

 
 
The pruning of the disambiguation graph corresponds to the actual 

disambiguation step of the algorithm (Galley and McKeown 2003). Therefore, for 
each word, the values of the lexical chain links associated with each of the word 
senses are compared and the link with the best value is selected. The value of a link 
is computed as the sum of the weights of all the connections for that link or, in terms 
of the generated graph, the sum of the weights of all the edges connecting that link 
to other links in the graph. In the end, when a specific word is associated to a link, it 
has been disambiguated. The last step consists of removing all other links 
associated with the word’s other senses, from the disambiguation graph. In order to 
optimize the process of identifying the link with the best value, these values can be 
computed incrementally when building the disambiguation graph, as new 
connection between two links are added. In this particular context, each lexical 
chain is, in fact, in itself a graph or, to be more exact, a connected component of the 
pruned disambiguation graph. Therefore, lexical chains are identified as connected 
components within the disambiguation graph by using the breadth-first search 
algorithm (Cormen et al. 2009).  

4.3.2   Semantic Similarity through Tagged LSA  

Latent Semantic Analysis (LSA) (Deerwester et al. 1989; Deerwester et al. 1990; 
Dumais 2004; Landauer and Dumais 1997) is a natural language processing 
technique starting from a vector-space representation of semantics highlighting the 
co-occurrence relations between terms and containing documents, after that 
projecting the terms in sets of concepts (semantic spaces) related to the initial texts. 
LSA builds the vector-space model, later on used also for evaluating similarity 
between terms and documents, now indirectly linked through concepts (Landauer et 
al. 1998a; Manning and Schütze 1999). Moreover, LSA can be considered a 
mathematical method for representing words’ and passages’ meaning by analyzing 
in an unsupervised manner a representative corpus of natural language texts. More 
formally, LSA uses a sparse term-document matrix that describes the occurrence of 
terms in corresponding documents. LSA performs a “bag-of-words” approach as it 
disregards word order by counting only term occurrences, later to be normalized. 
The indirect link induced between groups of terms and documents is obtained 
through a singular-value decomposition (SVD) (Golub and Kahan 1965; Golub and 

Semantic relations 

Distance between words 

1 sentence 3 sentences same 
block/paragraph 

other 

Synonym/Antonym 1 1 .5 .5 

Hypernym/Hyponym 1 .5 .3 .3 

Sibling 1 .3 .2 0 
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Reinsch 1970; Landauer et al. 1998b) of the matrix, followed by a reduction of its 
dimensionality by applying a projection over k predefined dimensions, similar to 
the least-squares method (see Figure 10).  

From a cognitive point of view, LSA has been thoroughly analyzed, with two 
prominent directions. Firstly, LSA can be seen as an expression of meaning as each 
word can be represented as a context-free vector in the semantic vector-space model 
(Kintsch 2000, 2001). The actual dimensions of concepts do not bear a specific 
individual meaning, but the overall representation generated by LSA can be 
considered a map of meanings (Landauer et al. 2007). Secondly, the semantic 
proximity effect (Howard and Kahana 1999) highlights the positive correlation 
between the similarities measured through LSA and the human recall using word 
association lists. Moreover, it was noted that the inter-response time between 
similar words was much quicker than for dissimilar words, justifying that LSA 
bears resemblance to the human memory, more specifically to memory search and 
free recall (Zaromb et al. 2006; Landauer et al. 2007). Also, the evolution modeled 
through increasing corpora dimensions for deducing the word maturity metric 
(Landauer et al. 2011) underpins the cognitive similarities of word associations in 
terms of prior information or knowledge.  

 

Fig. 10 Latent Semantic Analysis Decomposition (after Berry et al. 1995, p. 5) 

 
From a computational perspective, LSA is used for evaluating the proximity 

between concepts or textual elements by cosine similarity or, equivalent, scalar 
product (see Equation 1). In addition to the initial model, multiple optimizations can 
be envisioned in order to increase the reliability of the semantic vector-space. 
Firstly, two crucial aspects, although empirical, need to be addressed: the initial 
document dimension and the number of dimension k after projection. In terms of 
documents size, semantically and topically coherent passages of approximately 50 
to 100 words are the optimal units to be taken into consideration while building the 
initial matrix (Landauer and Dumais 2008). While considering the number of 
dimensions k, 300 can be considered an optimal empiric value agreed by multiple 
sources (Berry et al. 1999; Lemaire 2009; Landauer et al. 2007; Jessup and Martin 
2001; Lizza and Sartoretto 2001).  
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,ଵ݀ݎ݋ݓ)݉݅ܵ (ଶ݀ݎ݋ݓ = ∑ ௪௢௥ௗభ,೔∗௪௢௥ௗమ,೔ೖ೔సభට∑ ௪௢௥ௗభ,೔మೖ೔సభ ∗ට∑ ௪௢௥ௗమ,೔మೖ೔సభ                  (1) 

Secondly, term weighting (Dumais 1991) can be applied on the elements of the 
initial term-document matrix. Term frequency – inverse document frequency 
(Tf-Idf) (Manning and Schütze 1999) provides a practical approach due to its 
duality: 1/ local importance, reflected in the normalization of the number of 
appearances of a word in a given document and 2/ global significance by weighting 
the appearances of a given word in all corpus documents, therefore enhancing the 
importance of rare words and reducing the significance of common ones (see 
Equation 2). Moreover, although word vectors can be directly summed up in order 
to build the representation of larger textual fragments, normalization of contained 
concepts also improves overall performance.  ݓ஽,௜ = ൫ln൫ݐ ஽݂,௜ + 1൯൯ ∗ ݈݊ ே௡೔                           (2) 

where ݐ ஽݂,௜ is the number of occurrences of the term i in document D, N is the total 
number of documents in the corpus and ݊݊! is the number of documents in which 
the term i occurs.  

Thirdly, POS tagging (Wiemer-Hastings and Zipitria 2001; Rishel et al. 2006) 
can be applied on all remaining words after stop word elimination and all inflected 
forms can be reduced to their lemma (Dascalu et al. 2010c; Bestgen 2012), that 
means enforcing the NLP pipe on the training corpus. According to Lemaire (2009) 
and Wiemer-Hastings and Zipitria (2001), stemming applied on all words reduces 
overall performance because each inflected form can expresses different 
perceptions and is related to different concepts. Therefore, as compromise of all 
previous NLP specific treatments, the latest version of the implemented tagged LSA 
model (Dascalu et al. 2013a; Dascalu et al. 2013b) uses lemmas plus their 
corresponding part-of-speech, after initial input cleaning and stop words 
elimination. In the end, due to the high demand of computational resources when 
performing the SVD decomposition on a sparse matrix of at least 20K terms with 
20K passages (Landauer and Dumais 2008) (see 7.2 Cohesion-based Discourse 
Analysis), distributed computing enabling a concurrent and parallel execution of 
tasks can be considered a necessity for increasing speedup.  

Similar to semantic distances, we must also consider the limitations of LSA, 
correlated to the experiments performed by Gamallo and Bordag (2011): 1/ the 
requirement of a large corpus of documents for training, both domain specific and 
general; 2/ the computational constraints due to the SVD decomposition phase; 3/ 
the model is blind to word order and to polysemy, as all word senses are merged 
into a single concept; 4/ the empirical selection of k and the segmentation of the 
initial documents into cohesive units of a given size, although cooccurrence patterns 
emerge in large training corpora; and 5/ despite the fact that updating mechanisms 
have been devised for increasing the training corpora (Berry et al. 1995; Witter and 
Berry 1998), it is unfeasible to apply them in practice, and once trained, the model 
remains unchanged.  
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4.3.3   Topic Relatedness through Latent Dirichlet Allocation  

The goal of Latent Dirichlet Allocation (LDA) topic models is to provide an 
inference mechanism of underlying topic structures through a generative 
probabilistic process (Blei et al. 2003). Starting from the presumption that 
documents integrate multiple topics, each document can now be considered a 
random mixture of corpus-wide topics. In order to avoid confusion, an important 
aspect needs to be addressed: topics within LDA are latent classes, in which every 
word has a given probability, whereas topics that are identified within subsequently 
developed systems (A.S.A.P., Ch.A.M.P., PolyCAFe and ReaderBench) are key 
concepts from the text. Additionally, similar to LSA, LDA also uses the implicit 
assumption of the bag of words approach that the order of words doesn’t matter 
when extracting key concepts and similarities of concepts through co-occurrences 
within a large corpus. In contrast to LSA (Landauer 2002) and WordNet (Miller 
1998) that have empirically proved cognitive bases, LDA does not have such a 
cognitive argumentation; it is a probabilistic topic model in which the connotations 
of the latent space behind the model can be ignored (Chang et al. 2009).  

 

 

Fig. 11 Latent Dirichlet Allocation – graphical model representation (after Blei et al. 2003, p. 
ௗߠ ;ௗ,௡ – per word topic assignmentݖ ;ௗ,௡ – nth observed word in d documentݓ .(997  – per 

document topic proportions; ߚ௞  – per corpus topics distributions; M – corpus of documents; ߙ – Dirichlet parameter; Each structure can be considered a random variable. 
 

 
Every topic contains a probability for every word, but after the inference phase a 

remarkable demarcation can be observed between salient or dominant concepts of a 
topic and all other vocabulary words. In other words, the goal of LDA is to reflect 
the thematic structure of a document or of a collection through hidden variables and 
to infer this hidden structure by using a posterior inference model (Blei et al. 2003) 
(see Figure 11). Later on, as documents can be considered a mixture of topics, LDA 
focuses on situating new documents in the estimated pre-trained model. A topic is a 
Dirichlet distribution (Kotz et al. 2000) over the vocabulary simplex (the space of 
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all possible distributions of words from the training corpora) in which thematically 
related terms have similar probabilities of occurrences. Moreover, as the Dirichlet 
parameter can be used to control sparsity, penalizing a document for using multiple 
topics, LDA’s topics reflect in the end sets of concepts that co-occur more 
frequently (Blei and Lafferty 2009).  

Therefore, documents become topics distributions drawn from Dirichlet 
distributions and similarities between textual fragments can be expressed by 
comparing the posterior topic distributions. Due to the fact that KL divergence (see 
Equation 3) (Kullback and Leibler 1951) is not a proper distance measure, as it is 
not symmetric, Jensen-Shannon dissimilarity (see Equation 4) (Manning and 
Schütze 1999; Cha 2007) can be used as a smoothed, symmetrized alternative. In 
the end, semantic similarity between textual fragments can be computed in terms of 
relatedness between distributions of topics – ܾ݋ݎ݌(݂ݐ݊݁݉݃ܽݎ௜), more specifically 
the inverse of the Jensen-Shannon distance (see Equation 5):  

(ܳ||ܲ)௄௅ܦ  = ∑ ቀ௉(௜)ொ(௜)ቁ ܲ(݅)௜ (ܳ||ܲ)௃ௌܦ (3)                           = ଵଶ (ܯ||ܲ)௄௅ܦ) + ܯ,((ܯ||ܳ)௄௅ܦ = ଵଶ (ܲ + ,ଵݐ݊݁݉݃ܽݎ݂)݉݅ݏ (4)          (ܯ (ଶݐ݊݁݉݃ܽݎ݂ = 1 − ,(ଵݐ݊݁݉݃ܽݎ݂)ܾ݋ݎ݌)௃ௌܦ  ((ଶݐ݊݁݉݃ܽݎ݂)ܾ݋ݎ݌
       (5) 

Despite the fact that LDA uses only few latent variables, exact inference is 
generally intractable (Heinrich 2008). Therefore, the solution consists of using 
approximate inference algorithms, from which Gibbs sampling (Griffiths 2002) 
seems most appropriate and is most frequently used. Gibbs sampling can be 
considered a special case of Markov-chain Monte Carlo (MCMC) simulation 
(MacKay 2003) and integrates relatively simple algorithms for approximating 
inference in high-dimensional models (Heinrich 2008) – k, the number of topics, is 
usually 100, as suggested by Blei et al. (2003). Of particular interest from a 
computational point of view is the possibility to perform a distributed Gibbs 
sampling (McCallum 2002) in order to increase training speedup.  

Although LDA proved to be reliable in extracting topics and has the lowest 
perplexity levels (a measure algebraically equivalent to the inverse of the geometric 
mean per-word likelihood) when compared to other probabilistic semantic models 
(Blei et al. 2003), we must also consider its drawbacks: 1/ although topics reflect 
terms that more tightly co-occur, there are no actual class significances 
automatically deduced and topics are not equi-probable (Arora and Ravindran 
2008); 2/ by using an approximate inference model, there are inevitably estimation 
errors, more notable when addressing smaller documents or texts with a wider 
spread of concepts, as the mixture of topics becomes more uncertain; 3/ similarly to 
LSA, LDA is blind to word order, but polysemy is reflected in the membership of 
the same word, with high probabilities, in multiple topics; and 4/ LDA, in 
comparison to LSA, loses the cognitive significance and the posterior distributions 
are nevertheless harder to interpret than the semantic vector space representations 
of concepts.  
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