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Abstract. Programming by Demonstration (PbD) covers methods by
which a robot learns new skills through human guidance and imitation.
PbD has been a key topic in robotics during the last decade that includes
the development of robust algorithms for motor control, motor learning,
gesture recognition and the visual-motor integration. Nowadays, PbD
deals more with learning methods than traditional approaches, and fre-
quently it is referred to as Imitation Learning or Behavioral Cloning.
This work will review and analyse existing works in order to create a
taxonomy of the elements that constitute the most relevant approaches
in this field to date. We intend to establish the categories and types of
algorithms involved so far in PbD and describing their advantages and
disadvantages and potential developments.

Keywords: Mobile Robotics, Programming by Demonstration (PbD),
Imitation Learning, Learning from Demonstration (LfD), Taxonomy.

1 Introduction

Programming by Demonstration (PbD) covers methods by which a robot learns
new skills through human guidance and imitation. Also referred to as imitation
learning, lead through teaching, tutelage, or apprenticeship learning, PbD takes
inspiration from the way humans learn new skills by imitation in order to develop
methods by which new tasks can be transmitted to robots. In this paradigm,
the programmer become an instructor where both the decomposition and the
programming of a skill is performed through the observation of a demonstration
done by the instructor, which can be either a human being or another robot.
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1.1 Motivation

The motivation of this paper is connected with our current research which is
focused on envisaging the most relevant techniques that allow us to teach and
share skills to a group of autonomous outdoor mobile robots called VinBot1.

The purpose of the project is to provide the necessary navigation and behav-
ioral skills to a number of agriculture robots so they can perform tasks such as
monitoring the growth of crops and estimating very valuable information such as
the yield. These robots will be networked, that is, robots connected to a cloud-
based service which will provide the off-board computational resources and all
the necessary tools for communication, storage, process and share of the data
obtained by the on-board sensors.

Robots in VinBot must be capable of learning certain skills involved in au-
tonomous outdoor navigation, such as the creation of maps of the fields and how
to cope with changes in this mutable environment while moving through them
in different periods of the time. Also the avoidance of unknown obstacles and
potential risks to the integrity of the robot will require learning new skills or, at
least, sharing sets of already acquired strategies from other sources. Finally, we
need natural ways to specify and control the missions, as well as learning certain
tasks to tend a specific crop will also be necessary.

Here the importance of autonomously learning skills from demonstrations is
even more evident since the interaction will mostly be performed with users
unaware of robot programming who might not even be located in the same
place as the robot. Additionally, we intend this newly acquired knowledge can
benefit any other robot in the system. This implies that the representation of
skills must be adequate both for transferring not only to similar but also to not
strictly identical robots, as well as shared and replicated onto a number of units.

Consequently, we intend to employ the PbD paradigm for the tasks of skill
learning and transference in the context of networked autonomous mobile robots.
As it will be shown in this paper, PbD is a natural approach to deal with both the
problems of learning skills from demonstrators and the representation of skills
among different robotic embodiments. Despite most of the approaches analysed
here were usually applied to more human-like platforms, such as humanoids or
robotic arms, we also want to investigate what type of approaches best fit our
specific mobile robot platform.

1.2 Outline of the Paper

This paper will first review the state of the art in the area of imitation learning
techniques, analysing both the defining elements that compose the most relevant
approaches and review the taxonomy of techniques describing their advantages
and disadvantages. The objective of this paper is dual: summarizing and stan-
dardizing the current state of this problem and its constituent elements, and

1 VinBot is an FP7 European project starting in 2014 whose main object is to develop
a cloud-based mobile robotic system for agricultural applications.
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also analysing the scope of each of them. Such categorization will be useful for a
better understanding of the techniques and deciding the most effective methods
and posterior research lines in the development of a system using PbD.

2 Programming by Demonstration (PbD)

Since the 80s research in this topic has grown steadily and has become a central
topic in robotics. Learning robot skills for complex platforms that interact in
complex and variable environments is faced with two key challenges.

First, the complexity of the task to learn is such that learning by only trial-
and-error would be impractical. In this way, PbD appears as a strategy to speed-
up and to facilitate the process of learning by reducing the search space and yet
allowing the robot to refine its model of demonstration by trial-and-error. Also
PbD permits the robot to incorporate usual tasks by means of a non-specialized
instructor.

Second, PbD favours a closer relation between the learning process and control
stage, so the latter can be adapted in real time to perturbations and changes
that will likely happen in the environment.

In this section we describe the building elements encounter in PbD and orga-
nize them in Tables 1, 2, and 3.

2.1 Elements in Programming by Demonstration

The challenges faced by PbD were enumerated in [4] as a set of key questions:
What to imitate? How to imitate? When to imitate? Whom to imitate to? To
date only the first two questions have actually been addressed in PbD. Fig. 1
shows an example of the first two questions.

Fig. 1. Observation of multiple demonstrations and reproduction of generalized mo-
tion. In this case, extracted from [57], moving the chess queen forward. The robot
records its joint’s trajectories and learn to extract (what to imitate?) and after that it
reproduces the skill (how to imitate).

In a similar manner, Breazeal & Scassellati in [5] went in further detail into
the ideas of how, in fact, a robot is able to know what elements to imitate when
attempting to learn the movements of a human being, what perceptual aspects
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are relevant to this task and how a robot is able distinguish the parts that will
be emulated once a relevant action is perceived, as well as the moment the robot
must convert this perception into a sequence of motor responses in order to
achieve the same result.

According to the work by Argall et al. [6], PbD can be divided in two stages,
namely, collection of examples, where all the information forming a demonstra-
tion is collected, and derivation of a policy, also known as mapping, where a set
of examples are used to define a group of actions able to reproduce the behavior
outlined in the demonstration.

What to Imitate: Collection of Examples. In this first stage, a set of
informations from the demonstrator, be it a robotic or human, and possibly
also from the environment, is collected from the readings of a capturing system.
This can be a device mounted either on the demonstrator or on the learner, the
commands of a remote control operated by the demonstrator, or a sensor located
externally in the environment, like a camera.

Due to the correspondence problem, i.e., how to correspond actions in different
embodiments and robotic platforms [4] (Fig. 2), in the collection stage we must
be aware of the particular structure for both the demonstrator and the robot
learner. Consequently, two successive mapping steps are required in order to cope
with this problem, namely, record mapping and embodiment mapping, where the
first is a mapping between sensor readings and motor commands and the latter,
a mapping between motor commands from the demonstrator’s body onto that
of the learner.

Fig. 2. Illustration of the correspondence problem, extracted from [57]

Hereafter we describe the sort of techniques summarized in Table 1 showing
their requirements with respect of record and embodiment mappings. Two main
groups of techniques can be separated depending on whether the demonstrator
conveys directly the learner. Also the main related works are referred in Table 1.

In teleoperation (Fig.3), the demonstrator operates the robot learner and its
sensors capture the motion. No record mapping is necessary since the sensory
system is that from the robot learner. In shadowing, the demonstrator shows the
task and the robot learner captures the motion with its sensors while attempting
to match that of the instructor. In this case, a record mapping is necessary. Both
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Table 1. What to imitate? Techniques in the first stage –Collection of Examples
according to [6]–. First column tells the method the demonstrator employs to convey
the learner. The use of record or embodiment mappings is shown respectively in 3rd and
4th columns. The most extreme cases are teleoperation, where no mapping is needed,
and the case of external observation, where both mappings are required.

Demonstrator Technique Record Embodiment Related
Methods Names Mapping Mapping Works

Robot Learner
Teleoperation No No [7, 9–14]

Shadowing Yes No [15, 16]

Externally
Sensors on Instructor No Yes [2, 17, 18]

External Observation Yes Yes [19–22]

in teleoperation and in shadowing no embodiment mapping is needed since the
robot captures information directly from its sensors.

In case sensors are on the instructor, record comes directly from these sensors
and need no record mapping. With this imitation technique, the demonstrator
executes the task and the sensory system information is recorded. If sensor read-
ings come from an external observation, the demonstrator executes the task and
the external sensory system records the execution which will be translated by
means of a record mapping onto the learner motor commands. In case no sensory
device is located on the robot learner, an embodiment mapping is also required
both in sensor-on-instructor and external-observation techniques.

Fig. 3. Teleoperation is one of the most common way for wheeled mobile robots. In
this case, extracted from [58], a Pioneer 3-DX robot is teleoperated by a Phantom
Premium haptic device.

How to Imitate: Derivation of a Policy. The second stage consists in exe-
cuting a group of actions that allows the robot to reproduce the behavior that
was demonstrated from a set of examples. The following are the three most com-
mon approaches: 1) learning a function mapping states to actions, 2) learning a
model of the world dynamics, or 3) using a planner that produces the sequence
of actions after learning the model of an action.
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We relate the most interesting works corresponding to this section in Table 2,
classifying them with respect to the learning approach utilized.

Table 2. How to imitate? Methods in the second stage –Deriving a Policy according
to [6]–. Most of the works in PbD are within the Mapping Function category, either in
Classification or in Regression.

Approaches Learning Techniques Related Works

Mapping
Function

Classification

Low Level Robot Actions [23, 24, 29]

Robot Movement Primitives [7, 19, 25, 28]

High Level Behaviors [23, 26, 27]

Regression
(Mapping
Function
Approx)

At Run Time [13, 32]

Prior Run Time [28, 33, 34]

Prior Execution Time [14, 17, 20, 21]

System
Models

Reward Based
Learning

Engineering Reward Function [35, 36]

Learned Reward Function [9, 22, 37, 38]

Plans Using a Planner [12, 39]

In the first approach, learning a mapping function, the algorithms can be
grouped in two different families depending on whether the output is discrete
–classification– or continuous –regression–.

In the second approach, learning a model of the world dynamics, a reward
function is maximized. It can be a user-defined or learned in optimization pro-
cess. It is typically formulated within the framework of Reinforcement Learning
(RL).

In the third approach, goal executions can be represented as plans. Therefore,
the planning framework represents a policy as a sequence of actions leading from
an initial state to the target state.

2.2 Performance of Programming by Demonstration

Recent studies demonstrate that the performance achieved by the different ex-
posed techniques may vary substantially. Different metrics to compute the im-
itation performance for each proposed approach can be used as in [41], where
several metrics were utilized to evaluate a reproduction attempt with respect to
the set of demonstrations (e.g. Root Mean Square Error (RMSE), Norm of Jerk,
Learning Time and Retrieval Duration).

Argall et al. [6] also exposes the limitations of the dataset provided in the
demonstration. The first limitation is caused by the dataset sparsity, which can
occur when the demonstrator cannot demonstrate all possible states –underde-
monstrated states–. To deal with this problem, [8, 39] proposed a generalization
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from existing demonstrations and [10, 14, 23], an acquisition of new demonstra-
tions. The second, by the poor quality of a set of examples, which can happen
whenever the instructor’s demonstrations is ambiguous, unsuccessful or subop-
timal in certain areas of the state space.

Different solutions were proposed to improve demonstration data when the
demonstration is suboptimal or ambiguous [7, 11, 18, 23, 40] and attempts to
learn from experience by means of feedback from the demonstrator or a reward
function were tried, as in RL [8, 13, 17, 39, 40]. Table 3 shows main works dealing
with the causes of low performance.

Table 3. Evaluation of the Apprenticeship. Two main reasons were identified in
[6] as the cause of low performance: underdemonstrated states and poor quality data.
We show some of the works dealing with this problems and the approaches followed.

Reasons Approaches Related Works

Underdemonstrated
State

Generalization from Existing
Demonstration

[8, 39]

Acquisition of New
Demonstrations

[10, 14, 23]

Poor quality data
Suboptimal or Ambiguous

Demonstrations
[7, 11, 18, 23, 40]

Learning from Experience [8, 13, 17, 39, 40]

3 Taxonomy of Programming by Demonstration

Many approaches were proposed in relation with PbD. In this section we consider
the most relevant ones, as enumerated in Table 4, and we intend to describe the
advantages and drawbacks of each of them.

A great majority of the approaches in PbD mainly focuses on the spacial posi-
tion and velocity of the end effector or the joint angles. First attempts depended
on an explicit temporal indexing and virtually operated in an open loop. Main
drawback of these techniques is that time dependence makes them very sensitive
to both temporal and spatial perturbations.

To compensate these shortcomings, a heuristic to re-index the new trajec-
tory in time is required, while simultaneously optimizing a measure of how well
the new trajectory follows the objective one. This heuristic search is highly task-
dependent and non-trivial and becomes less intuitive in high-dimensional spaces.
One of these time-dependent approaches [46] employs Expectation Maximiza-
tion (EM) and an extended Kalman’s filter to follow a given trajectory. This
algorithm also learns a local model of the robot’s dynamics along the chosen
trajectory.

EM was also used in [44] to optimize a Gaussian Mixture Model (GMM) for
the estimation of the parameters of existing models. In order to find a statisti-
cal noise-free estimation of the dynamical model several approaches using either
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Table 4. Approaches on Programming by Demonstration. There are two main
sets of applications where PbD has been applied. For each set, several metrics were
used to evaluate the performance of the techniques. Main approaches are related to
their corresponding reference.

Applications Metrics Approaches Related Works

Robot 3D position
and velocity coordi-
nates of end-effector
and/or joint angles

RMS, RMSE, Learn-
ing Time, Norm of
Jerk, Retrieval Dura-
tion, Max/Rel. Likely-
hood, Stability, Exter-
nal Reward

HMM+GMR [41]

DMP [42]

MoMP [3]

BM [30]

SEDS [29]

RL [37]

Robot position, ori-
entation and velocity.
Obstacles distances
and discrete actions

Task Performance,
Instructor Evaluation,
Max. Reward Function

IRL [9]

RL
[49]

[52]

Gaussian Process Regression (GPR) [31], Locally Weighted Projection Regres-
sion (LWPR) [33] or Gaussian Mixture Regression (GMR) [41] were proposed.
GMR and GPR find a locally optimal model of the function by maximizing
the likelihood for a complete model to fit the data, while LWPR minimizes the
RMSE between the estimates and the data. One of the main drawbacks of these
approaches is that they cannot guarantee a stable estimate of the motion since
no stability constraint is forced near the optimization attractor point.

Dynamic Movement Primitives (DMP) [45], originally proposed by Ijspeert
et al. [2], offer a method by which a non-linear dynamical model can be esti-
mated while ensuring global stability at the optimization attractor point, that
is, robustness and precision encoding of complex dynamics. DMP is also robust
against perturbations and allows changing parameters of the trajectory without
altering the overall shape of the movement. These models are straightforward
learned by imitation and well suited for reward-driven self-improvement. MoMP
is an extension of these models recently proposed by Mülling et al. [3] to cope
with complex motor tasks requiring several movement primitives. MoMP cre-
ates a framework based on the idea that complex motor tasks can frequently
be solved using a relatively small number of movement primitives and do not
require a complex monolithic approach to solely cope with an entire task.

A different robust approach complementary to DMP is that of SEDS by
Khansari et al. [29], which intends to ensure time-independent learning gen-
eralized dynamics from multiple demonstrations. SEDS also outperforms BM,
previously proposed by Khansari et al.[30], in that it ensures globally asymp-
totic stability instead of local stability and can generalize better the motion for
trajectories far from those in the demonstrations. BM is more accurate, offers
more flexibility and ensures the motion is locally stable. SEDS is more constraint
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because it fits a motion with a single globally stable dynamics. SEDS and DMP
are complementary in the following way. DMP must be used whenever a motion
is intrinsically time-dependent and only one single demonstration is available. In
contrast, when the motion is time-independent and multiple demonstrations are
available, SEDS would be the choice. A third time-independent approach based
on HMM and GMR is proposed in [41]. This method evaluates the eigenvalues
of each linear dynamical system and ensures that all of them have negative real
parts (stable). Nevertheless, asymptotic stability is not guaranteed.

Considering objectives like position, orientation, and velocity of the robot,
distances to the obstacles and a discrete set of actions, most of the techniques
are reward-based, that is, a known reward function to guide the exploration is
assumed [49–53]. A robot’s policy will then consist in choosing actions that
maximize an expected reward function. In order to avoid the former selection,
Inverse Reinforcement Learning (IRL) [9] offers a framework to automatically
determine the reward and discover the optimal control policy using a discrete
state action space. Alternative approaches derive a cost function in a continuous
space [22, 55].

Recent IRL works consider multiple experts and identify multiple reward func-
tions [56]. The goal here is this multiplicity of policies will make the controller
more robust by offering alternative ways to complete the task whenever the
context no longer allows the robot to perform the task in the optimal way.

More recently, Grollman et al. [54] proposed an approach based on learning
from a set of failures where the evaluation of metrics is a binary value represent-
ing the success of the learned task. This work offers an interesting alternative
to approaches that combine IL and RL since no reward function needs to be
explicitly determined.

4 Discussion

As seen in the previous sections of the paper, selection of a certain type of PbD
approach is determined by a number of steps we must take into account. First of
all, we must consider what information from the instructor during a demonstra-
tion will be recorded and employed to teach our robot learner. Choosing a certain
approach will be determined, let’s say, by the possibility or desire of using the
capturing system directly on the instructor or instead obtaining the information
from the images of a set of cameras looking at the scene. Several possibilities are
available and the actual scenario of the task to learn will determine to a great
point the most proper way to capture the movements.

The creation of a set of policies that will control the robot is a question of both
the type of information we obtain from the sensors and the quality of such data,
as well as the algorithm to perform the learning process. Data can be continuous
or discrete, but also have different levels of quality, from motor commands to
higher semantic behavioral levels, like in ’bring an apple from the kitchen’. On
the other hand, considerations about the construction of the learning algorithms
–p.e., the mapping functions– and at what precise moment the resulting actions
will be required also determine the approach to chose.
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A series of drawbacks must be taken into account in designing the procedure
for PbD. Since the learning process usually consists in iterative algorithms which
will adjust the results according to some objective function until a goal is met,
it is important to keep in mind several measures of performance in order to
obtain an adequate solution, such as the total time and convergence speed of
a particular algorithm. Also the robustness to perturbations and precision of
the solutions obtained in the demonstrations and the possibility to include new
examples to the learning process. In this aspect, stability is a key element for
most current approaches. However, sometimes stability can only be maintained
locally, while other times it can be globally. Two of the most important aspects
that generate low performance are under-demonstrated states, which turn into
poor generalizations and problems when incorporating new data, and data of
poor quality from ambiguous and not relevant demonstrations.

Looking at the taxonomy of the most relevant current approaches to PbD, we
can appreciate that the two important steps to resolve are the measure of the
performance of the result and the procedure to model the dynamic of the system
with respect to the learning algorithm. For the first, most approaches use norms
that measures the discrepancy with respect to the ideal demonstration provided
by the instructor. The advantage of this approach is that we can rely on the
instructor experience and goodwill, but the dependence on the instructor might
also limit the overall performance of the system as the instructor become less
competent or tasks grow in complexity and a correct demonstrations are more
difficult to obtain. For the second problem, the main limitation is the scope of
the task, i.e., a combination of primitives that can be learned independently
and generalized or a longer scope task engulfing more extensive behaviors. This
might compromise not only the stability of the solution but also the codification
of the task into primitive ones, if we think of large differences between instructor
and learner embodiments.

With respect to the future of PbD, Cangelosi et al. [48] proposed a roadmap
of action learning research starting from 2010 till following 20 years. Until 2012,
PbD was focused on how to solve action learning, where simplest actions or
movements are considered, intended as complete motor primitives. Presently, we
are on-going the second milestone in the roadmap, which refers to the flexible
acquisition of action patterns and their combination to achieve more complex
goals. For further details please refer to the work by Karaoguz et al. [47] or also
to already mentioned Mülling et al. [3], who proposed to cope with complex
motor tasks employing several movement primitives.

The acquisition of hierarchical and compositional actions is expected to be
solved during the forthcoming years, and by 2016, the association between syn-
tactic constructions and composite actions via social learning is likely to become
the main focus of the investigation. On our behalf, future developments of PbD
might also consider the semantic content of human commands, which can be
found in natural language, but specially in visual content provided by cameras
or instructional videos.
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5 Conclusions

In this work we showed the categories and types of existing algorithms in PbD
and discussed their advantages and drawbacks. We reviewed the state of the
art in the area of imitation learning, analyzing both the building elements that
compose the most relevant approaches and proposed a taxonomy of techniques
describing. A summary and a standardization of the PbD techniques was accom-
plished in this paper, as well as the usage of each technique. Such categorization
is expected to be useful for a better understanding of the PbD approaches and to
decide the most effective methods and posterior research lines in the development
of systems using PbD.
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