
Chapter 4
Bee Inspired Algorithms

Abstract In this chapter, we present a set of algorithms that are inspired by
different honeybees behavioural patterns, i.e., artificial bee colony (ABC) algo-
rithm, honeybees mating optimization (HBMO) algorithm, artificial beehive
algorithm (ABHA), bee colony optimization (BCO) algorithm, bee colony inspired
algorithm (BCiA), bee swarm optimization (BSO) algorithm, bee system (BS)
algorithm, BeeHive algorithm, bees algorithm (BeA), bees life algorithm (BLA),
bumblebees algorithm, honeybee social foraging (HBSF) algorithm, OptBees
algorithm, simulated bee colony (SBC) algorithm, virtual bees algorithm (VBA),
and wasp swarm optimization (WSO) algorithm. We first describe the general
knowledge of honeybees in Sect. 4.1. Then, the fundamentals and performances of
these algorithms are introduced in Sects. 4.2, 4.3, and 4.4, respectively. Finally,
Sect. 4.5 summarises in this chapter.

4.1 Introduction

Honeybee is a typical social insect that works together in a highly structured social
order to finish different kinds of jobs such as bee dance (communication), bee
foraging, queen bee, task selection, collective decision making, nest site selection,
mating, floral/pheromone laying, and navigation that have long since attracted the
attention of human beings (Janson et al. 2005; Latty et al. 2009; Slaa and Hughes
2009; Landa and Tullock 2003). Based on those features, many models have been
developed for intelligent systems and applied to solve combinatorial optimization
problems. In this chapter, a set of bee inspired algorithms are collected and
introduced as follows:

• Section 4.2: Artificial Bee Colony.
• Section 4.3: Honeybees Mating Optimization.
• Section 4.4.1: Artificial Beehive Algorithm.
• Section 4.4.2: Bee Colony Optimization.
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• Section 4.4.3: Bee Colony-inspired Algorithm.
• Section 4.4.4: Bee Swarm Optimization.
• Section 4.4.5: Bee System.
• Section 4.4.6: BeeHive.
• Section 4.4.7: Bees Algorithm.
• Section 4.4.8: Bees Life Algorithm.
• Section 4.4.9: Bumblebees Algorithm.
• Section 4.4.10: Honeybee Social Foraging.
• Section 4.4.11: OptBees.
• Section 4.4.12: Simulated Bee Colony.
• Section 4.4.13: Virtual Bees Algorithm.
• Section 4.4.14: Wasp Swarm Optimization.

The effectiveness of these newly developed algorithms are validated through
the testing on a wide range of benchmark functions and engineering design
problems, and also a detailed comparison with various traditional performance
leading computational intelligence (CI) algorithms, such as particle swarm opti-
mization (PSO), genetic algorithm (GA), differential evolution (DE), evolutionary
algorithm (EA), fuzzy system (FS), ant colony optimization (ACO), and simulated
annealing (SA).

4.1.1 Foraging Behaviour of Bees

Among other algorithms inspired by honeybees, probably one of the most
noticeable behaviours visible to us is the foraging of each individual bee. Foraging
process includes two main modes of behaviour: recruitment of nectar source and
abandonment of a source (Tereshko and Lee 2002). It starts with some scout bees
leaving the hive in order to search food source to gather nectar. After finding food
(i.e., flowers), scout bees return to the hive and inform their hive-mates about the
richness of the flower (i.e., quantity and quality) and the distance of the flower to
the hive (i.e., location) through a special movements called ‘‘dance’’, such as round
dance, waggle dance, and tremble dance depending on the distance information of
the source. Typically, she dances on different areas in an attempt to ‘‘advertise’’
food locations (by touching her antennae) and encourage more remaining bees to
collect nectar from her source. After the dancing show, more foraging bees will
leave the hive to collect nectar follow one of the dancing scout bees. Upon arrive,
the foraging bee stores the nectar in her honey stomach and returns to the hive
unloading the nectar to empty honeycomb cells. The described process continues
repeatedly until the scout bees explore new areas with potential food sources.
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4.1.2 Marriage Behaviour of Bees

Another famous behaviour of bees is the marriage (i.e., mating) behaviour. In the
kingdom of honeybees, queens are specialized in egg-laying. A colony may
contain one queen or more during its life cycle. Typically, mating occur in flight
and 10–40 m above ground. It begins when the queen flights far away from the
nest performing the mating flight during which the drones follow the queen and
mate with her in the air. Normally, the queen mates with 12� 7 drones, and after
the mating process, the drones die.

4.1.3 Dancing and Communication Behaviour of Bees

In general, honeybees (i.e., scout bees) perform a series of movements (i.e.,
dancing) to exchange information (such as the location, quantity and quality of
food sources) and persuade their nestmates to follow them. There are two types of
dances, i.e., round dance when food is very close and waggle dance. In addition,
according to the speed of the dances, honeybees transmit the distance information,
i.e., if dance is faster, then the food distance is smaller (Bitam et al. 2010).

4.2 Artificial Bee Colony Algorithm

4.2.1 Fundamentals of Artificial Bee Colony Algorithm

Artificial bee colony (ABC) algorithm was recently proposed in Karaboga and
Basturk (2007), Karaboga (2005). The basic idea of designing ABC is to mimic the
foraging behaviour (such as exploration, exploitation, recruitment and abandon-
ment) of honeybees. Typically, ABC algorithm consists of two groups of bees:
employed artificial bees (i.e., current exploiting foragers) and unemployed artifi-
cial bees (i.e., looking for a food source to exploit). The latter will be classified
further in two groups: scouts who are searching the environment surrounding the
nest for new food sources, and onlookers that are waiting in the nest and finding a
food source through the information shared by employed artificial bees (Karaboga
and Basturk 2008). In ABC, it is assumed that each food source position corre-
sponds to a possible solution and the nectar amount of a food source corresponds
to the quality (fitness) of the associated solution. The main steps of the ABC
algorithm are listed as below (Karaboga and Basturk 2008; Karaboga and Akay
2009b; Senthilnath et al. 2011):

• Initialization: The initial population can be defined as PðG ¼ 0Þ of SN solutions
(food source positions), where SN denotes the size of employed bees or
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onlooker bees. Moreover, each solution xijði ¼ 1; 2; . . .; SN; j ¼ 1; 2; . . .;DÞ is a
D-dimensional vector. Here, D is the number of optimization parameters.

• Then, placing the employed bees on the food sources in the memory and
updating feasible food source. In order to produce a candidate food position
from the old one (xij) in memory, the memory by employed bees is updated via
Eq. 4.1 (Karaboga and Basturk 2008; Karaboga and Akay 2009b; Senthilnath
et al. 2011):

vij ¼ xij þ /ij xij � xkj

� �
; j 2 1; 2; . . .;Df g; k 2 1; 2; . . .; SNf g ^ k 6¼ i; ð4:1Þ

where vij is a new feasible dimension value of the food sources that is modified
from its previous food sources value (xij) based on a comparison with the
randomly selected neighbouring food source value (xkj), and /ij is a random
number between ½�1; 1� to adjust the production of neighbour food sources
around xij and represents the comparison of two food positions visually.

• Next, placing the onlooker bees on the food sources in the memory. The onlooker
bee chooses a probability value associated with that food source (pi) via Eq. 4.2
(Karaboga and Basturk 2008; Karaboga and Akay 2009b; Senthilnath et al. 2011):

pi ¼
fiti
PSN

n¼1
fitn

; ð4:2Þ

where fiti is the fitness value of the solution i which is proportional to the nectar
amount of the food source in the position; SN denotes the size of employed bees
or onlooker bees. Clearly, the higher fiti is, the greater the probability is of
selecting xij.

• Updating feasible food source, by onlooker bees using Eq. 4.1.
• Adjusting by sending the scout bees in order to discovering new food sources. The

operation of scout bees explore a new food source can be defined by Eq. 4.3
(Karaboga and Basturk 2008; Karaboga and Akay 2009b; Senthilnath et al. 2011):

x j
i ¼ x j

min þ rand 0; 1½ � x j
max � x j

min

� �
; ð4:3Þ

where xmin and xmax is the lower and upper limit respectively of the search
scope on each dimension. Here the value of each component in every xi vector
should be clamped to the range ½xmin; xmax� to reduce the likelihood of scout bees
leaving the search space.

• Memorizing the best food source found so far.
• Finally, checking whether the stopping criterion is met. If yes, terminating the

algorithm; otherwise, restarting the main procedure of the ABC.

Summarizing the steps in standard ABC yields to (Karaboga and Akay 2009a;
Karaboga and Akay 2009b; Karaboga and Basturk 2008; Senthilnath et al. 2011):

• Step 1: The employed bees will be randomly sent to the food sources and
evaluating their nectar amounts. If an employed bee finds a better solution, she
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will update her memory; otherwise, she counts the number of the searches
around the source in her memory.

• Step 2: If all employed bees complete the search process, the nectar and position
information of the food sources will be shared with the onlooker bees.

• Step 3: An onlooker bee does not have any source in her memory and thus she
will evaluate all the information from employed bees and choose a probably
profitable food source (recruitment).

• Step 4: After arriving at the selected area, the onlooker bee searches the
neighbourhood of the source and if she finds a better solution, she will update
the food source position just as an employed bee does. The criterion for
determination of a new food source is based on the comparison process of food
source positions visually.

• Step 5: Stopping the exploitation process of the sources abandoned by the
employed/onlooker bees if the new solution cannot be further improved through
a predetermined number of trials limit. At this moment, the employed/onlooker
bees become scout bees.

• Step 6: Sending the scouts into the search area for discovering new food sources
(exploration), randomly.

• Step 7: Memorizing the best food source found so far.

These seven steps are repeated until a termination criterion (e.g., maximum
cycle number) is satisfied.

4.2.2 Performance of ABC

In order to evaluate the ABC algorithm, Karaboga and Basturk (2007) employed
five high dimensional benchmark testing functions. In comparison with other CI
algorithms (e.g., EA, PSO, GA), the simulation results demonstrated that the ABC
algorithm has the capability of getting out of a local minimum trap which make it a
promising candidate in dealing with multivariable, multimodal function optimi-
zation tasks.

4.3 Honeybee Mating Optimization Algorithm

4.3.1 Fundamentals of Honeybee Mating Optimization
Algorithm

In general, a honeybee community consists of three types of members: the queen,
male honeybees (or drones), and neuter/undeveloped female honeybees (or
workers). The honeybees mating optimization (HBMO) algorithm was proposed in
Abbass (2001a, b) to simulate the social behaviour found among honeybees. In the
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original HBMO, a drone mates with a queen probabilistically through the use of an
annealing function as stated via Eq. 4.4 (Niknam et al. 2011):

Pr Dð Þ ¼ exp
�D Fð Þ

Vqueen tð Þ

� �
; ð4:4Þ

where PrðDÞ denotes the probability for a drone D adding the sperm to the queen’s
spermatheca, DðFÞ represents the absolute difference between the fitness of the
drone and the queen, and VqueenðtÞ stands for the velocity of the queen at time t.
After each transition in space, the velocity and the energy of the queen decreases
based on Eq. 4.5 (Niknam et al. 2011; Marinakis et al. 2008):

Vqueen t þ 1ð Þ ¼ a� Vqueen tð Þ
Equeen t þ 1ð Þ ¼ a� Equeen tð Þ ; ð4:5Þ

where a denotes the decreasing factor which is a positive real number within the
interval of ½0; 1�. The amount of speed and energy reduction after each transition
and each step is controlled through this parameter.

In HBMO algorithm, the broods that are generated through the mating process
between the queen and a drone are calculated through Eq. 4.6 (Niknam et al.
2011):

XBrood; j ¼ Xqueen þ b� Xqueen � Di

� �

XBrood; j ¼ xbroodj; 1; xbroodj; 1; . . .; xbroodj;Ng

� �
1�Ng

; ð4:6Þ

where Di represents the ith drone stored in the spermatheca of the queen, and
b 2 0; 1½ � refers to the mating factor.

Summarizing the steps in HBMO yields to (Horng 2010; Haddad et al. 2006;
Afshar et al. 2007; Boussaïd et al. 2013):

• Step 1: Initializing parameters and population.
• Step 2: Mating flight process, where a queen (best solution) selects drones

probabilistically to form the spermatheca (list of drones). A drone then selected
from the list randomly for the creation of broods.

• Step 3: Creation of new broods by crossover the drone’s genotypes with the
queens.

• Step 4: Use of workers to conduct local search on broods (trial solutions).
• Step 5: Adaptation of worker’s fitness, based on the amount of improvement

achieved on broods.
• Step 6: Replacement of weaker queen by fitter broods.
• Step 7: Termination.
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4.3.2 Performance of HBMO

In Marinakis et al. (2008), by utilizing the HBMO algorithm, the authors made an
attempt to solve vehicle routing problem. Overall fourteen benchmark problems
from the literature were chosen to test the performance of HBMO. Each instance
of the problem set consists of between 51 and 200 nodes including the depot. The
location of the nodes is defined by their Cartesian coordinates and the travel cost
from node i to j is assumed to be associated with the corresponding Euclidean
distance. Each selected problem includes the capacity constraints while the
problems 6–10, 13, and 14 also have the restrictions of the maximum length of
travel route and non zero service times. For the first ten problems, nodes are
randomly placed over a square, while for the remaining four problems, nodes are
distributed in clusters and the depot is not located in the centre. The experimental
results obtained through the HBMO were compared with other twenty methods,
among them, half is the most efficient metaheuristic approaches, and the other half
is the most efficient nature inspired algorithms. Through the comparison, it can be
observed that the HBMO ranks the 2nd and the 1st place among the ten meta-
heuristic methods and ten nature inspired algorithms, respectively.

4.4 Emerging Bee Inspired Algorithms

In addition to the aforementioned two bee inspired algorithms, i.e., ABC and
HBMO, the characteristics of this interesting insect also motivate researchers to
develop several other bee inspired innovative CI algorithms.

4.4.1 Artificial Beehive Algorithm

4.4.1.1 Fundamentals of Artificial Beehive Algorithm

Artificial beehive algorithm (ABHA) was originally proposed by Muñoz et al.
(2009). Based on a set of behavioural rules of each individual bee (e.g., the
individual oriented model), the ABHA is used to solve continuous optimization
problem. In order to implement ABHA, the following procedures need to be
followed (Muñoz et al. 2009):

• Initializing parameters, such as the current position of the individual (hðtÞ), the
current cost value (JðhðtÞÞ), the past cost value (Jðhðt � 1ÞÞ), the abandon
tendency (0\pab\1), and the homing motivation (0\ph\1).

• Defining the bees’ states. Typically, there are four states for each individual, i.e.,
novice state, experimented state, search state, and food source state. The details
of each state are as follows (Muñoz et al. 2009):
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State 1: Novice state. In this state, the bee is in the ‘‘nest’’ (i.e., an abstract
position represented only by the state of the bee, where the information is
exchanged) and does not have information about a source. It performs a random
search or follow a dance if it is available. The current position of each bee can be
defined via Eq. 4.7 (Muñoz et al. 2009):

hi tð Þ ¼ NaN tð Þ; ð4:7Þ

where NaN represents not a number.
State 2: Experimented state. In this state, the bee is still in the ‘‘nest’’ but it has

some information about a food source. If the information means high quality (i.e.,
a good food source), it can be transmitted to other individuals through a dancing
that denoted as a selection probability (psi) via Eq. 4.8 (Muñoz et al. 2009):

psi ¼ � 1
max Jj�min Jjð Þð Þ

� �
Ji �max Jið Þð Þ good information

random search or follow a dance bad information

8
<

:
; ð4:8Þ

where psi is a selection probability that i indicates one of the jth individuals with
available dances.

State 3: Search state. In this state, the bee leaves its nest and looks for a better
foraging source than the current. The bee’s position is updated via Eq. 4.9 (Muñoz
et al. 2009):

hi t þ 1ð Þ ¼ hi þ SS ið Þw tð Þ; ð4:9Þ

where SSðiÞ is the step size at the direction w tð Þ.
State 4: Food source state. Finally, the bee decides which source is the best.

• Calculating the probabilities that are used to balance the exploitation and
exploration characteristics of the algorithm.

4.4.1.2 Performance of ABHA

To test the effectiveness of ABHA, a set of well-known test functions were
adopted in Muñoz et al. (2009), namely, Grienwank function, Rastrigin function,
Ackley function, De Jong F2 function, Schewefel function, and Schaffer F6
function. Compared with other CI algorithms, such as PSO and its variants,
computational results showed that ABHA achieved good results. Also, in a few
cases it is capable with a better performance than the compared algorithms.
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4.4.2 Bee Colony Optimization

4.4.2.1 Fundamentals of Bee Colony Optimization Algorithm

Bee colony optimization (BCO) algorithm was originally proposed in Teodorović
and Dell’Orco (2005). In BCO, when the foragers return to the hive, a waggle
dance is performed by each forager, then the other bees based on a probability
follow the foragers. In order to implement BCO, the following procedures need to
be followed (Bonyadi et al. 2008; Teodorović 2009b; Teodorović and Dell’Orco
2005; Teodorović et al. 2011):

• Step 1: Initialization: Assigning an empty solution to each bee within the
colony.

• Step 2: For each bee, performing the forward pass mechanism, i.e., fulfilling the
following subtasks. (a) Setting k ¼ 1; (b) Evaluating all possible constructive
movements; (c) Selecting one movement using the roulette wheel strategy, (d)
Letting k ¼ k þ 1. If k�NC, redoing the subtask (b).

• Step 3: All bees return to the hive, i.e., starting the backward pass mechanism.
• Step 4: Evaluating (partial) objective function value carried by each bee.
• Step 5: For each bee, determining whether to carry on with its own exploration and

becoming a recruiter, or turning to a follower. In BCO, a loyalty decision strategy
is introduced at this step, i.e., at the beginning of each new round of forward pass,
the probability of the bth bee is loyal to its previously obtained partial solution.
This probability can be expressed via Eq. 4.10 (Teodorović et al. 2011):

puþ1
b ¼ e�

Omax�Ob
u ; b ¼ 1; 2; . . .;B; ð4:10Þ

where Ob denotes the normalized value of the objective function carried by the
bth bee, Ob represents the maximum over all normalized values of partial
solution to be evaluated, and the ordinary number of the forward pass is indi-
cated by u.

• Step 6: For each follower bee, selecting a new solution from its recruiters using
the roulette wheel strategy. In BCO, a recruiting mechanism is performed at this
step. For each unemployed bee, it will decided to follow which recruiter based
on a certain probability. The probability that b’s partial solution would be
selected by any unallocated bee is defined by Eq. 4.11 (Teodorović et al. 2011):

pb ¼
Ob

PR

k¼1
Ok

; b ¼ 1; 2; . . .;R; ð4:11Þ

where Ok denotes the normalized value for the objective function of the kth
announced partial solution, and the number of recruiters is represented by R.

• Step 7: If the solutions are not finished, returning to Step 2.
• Step 8: Evaluating all solutions and looking for the best one.
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• Step 9: Checking whether the termination criterion is met. If not, going back to
Step 2; otherwise, outputting the best available solution.

In addition to the standard BCO detailed in this section, several enhanced
versions of BCO can also be found in the literature as outlined below:

• Autonomous BCO (Zeng et al. 2010).
• Multiobjective BCO (Low et al. 2009).

4.4.2.2 Performance of BCO

In order to see how the BCO algorithm performs, Teodorović and Dell’Orco
(2005) tested it on a ride-matching problem in which the ridesharing is one of the
popular travel demand management methodologies. The preliminary experimental
results showed that the performance of BCO is very promising.

Apart from the original case study described above, the BCO algorithm has also
been successfully applied to a variety of optimization problems as listed below:

• p-Center problem (Davidović et al. 2011).
• Scheduling optimization (Chong et al. 2006; Wong et al. 2008).
• Software maintenance (Kaur and Goyal 2011).
• Transportation (Teodorović 2008; Teodorović and Dell’Orco 2005).
• Travelling salesman problem (Bonyadi et al. 2008).

Interested readers are referred to these selected variants and representative
applications, together with several excellent reviews [e.g., (Teodorović 2008; Bitam
et al. 2010; Teodorović et al. 2011; Goyal 2012; Figueira and Talbi 2013; Teodorović
2009a)], for a further exploration and exploitation of the BCO algorithm.

4.4.3 Bee Colony-inspired Algorithm

4.4.3.1 Fundamentals of Bee Colony-Inspired Algorithm

Bee colony inspired algorithm (BCiA) was originally proposed in Häckel and
Dippold (2009). In order to implement BCiA, the following control procedures
need to be followed (Häckel and Dippold 2009):

• First of all, initializing both populations P1 and P2 by scout bees.
• Stage 1: Once the bees in P1 finish the solution construction, they will com-

municate with their counterparts in P2. At this stage, if the quality of a solution
ueb in P1 is better than the worst one uworst0found in P2 and also if this solution
is not yet contained in P2, then the solution of uworst0 is replaced by ueb.

• Stage 2: If the algorithm reaches the second stage, in a similar way, the bees in
P2 will conduct the solution construction task with a subsequent feedback to
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their peers in P1. At this stage, if the quality of a solution ueb0 in P2 is better than
the worst one uworst on found in P1 and also in not yet included in P1, then the
solution of uworst is replaced by ueb0 .

• Afterwards, checking the solutions’ age. If, after the maximum iteration num-
bers, the quality of a solution does not improve, this solution is removed. An old
solution in P1 is replaced by the solution carried by a scout bee, while a solution
of P2 is replaced by the best solution found in P1, but not yet included in P2.

• Finally, checking whether the stopping criterion is met. If not, the above
mentioned procedure will be repeated; otherwise, the algorithm terminates.

4.4.3.2 Performance of BCiA

In order to see how the BCiA performs, Häckel and Dippold (2009) tested it on a
classic vehicle routing problem with time windows. The preliminary experimental
results showed that the performance of BCiA is very promising, in particular for
the smaller test entities of the benchmarks.

4.4.4 Bee Swarm Optimization

4.4.4.1 Fundamentals of Bee Swarm Optimization Algorithm

Bee swarm optimization (BSO) algorithm was originally proposed by Akbari et al.
(2009). Typically, the proposed algorithm includes three types of bees, i.e.,
experienced forager, onlooker, and scout bees. Each type of bees had a distinct
moving pattern which are used by the bees to adjust their flying trajectories. In
order to implement BSO, the following procedures need to be followed (Akbari
et al. 2009; Niknam and Golestaneh 2013; Sotelo-Figueroa et al. 2010):

• Initializing the population. The initial size of population (b) is determined
manually that involves three types of bees via Eq. 4.12 (Akbari et al. 2009):

b ¼ n [ j [ #; ð4:12Þ

where n represents the sets of experienced forager bees, j denotes the sets of
onlooker bees, and # is the sets of scout bees.

In addition, each bee (i) is associated with a position vector via Eq. 4.13 (Akbari
et al. 2009):

x
* b; ið Þ ¼ x b; i1ð Þ; x b; i2ð Þ; . . .; x b; iDð Þð Þ; ð4:13Þ

where x
* b; ið Þ denotes a feasible solution in an d-dimensional search space

(S � RD) that need to be optimized.
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• Initializing parameters. A set of parameters will be initialized at this phase, such
as the maximum number of iterations (Itermax), the number of the bees (n bð Þ),
and the initialization function via Eq. 4.14 (Akbari et al. 2009):

x
*

0 b; ið Þ ¼ Init i; Sð Þ;8i 2 b; ð4:14Þ

where Init i; Sð Þ represents the initialization function which associates a random
position to the ith bee in the search space S.

• Creating the fitness function. The fitness function is given via Eq. 4.15 (Akbari
et al. 2009):

x
*

b; ið Þ ¼ fit x
*

b; ið Þð Þ: ð4:15Þ

• Updating phase.

1. The position of an experienced forager bee (n) is updated via Eq. 4.16
(Akbari et al. 2009):

x
*

new n; ið Þ ¼ x
*

old n; ið Þ þ xbrb b
*

n; ið Þ � x
*

old n; ið Þ
� 	

þ xere e
* n; �ð Þ � x

*

old n; ið Þ
� 	

;
ð4:16Þ

where rb and re are random variables of uniform distribution in range of
0; 1½ �, xb and xe denote the best food source found by the ith bee and the elite

bee, respectively, and x
*

new n; ið Þ represents the position vector of the new food
source found by the experienced forager.
Overall, the whole equation can be divided into three parts, the first part in
the right side represents the position vectors of the old food sources found by
the experienced forager, the second parts in the right side represents the
cognitive knowledge that attract the experienced forager towards the best
position ever found by the bee, and the third parts in the right side represents
the social knowledge that attract the experienced forage towards the best

position (e* n; �ð Þ) which is found by the interesting elite bee.
2. The onlooker bees (j) use only the social knowledge provided by experi-

enced forager bees to adjust their moving trajectory in the next iteration.
Their positions are updated via Eq. 4.17 (Akbari et al. 2009):

x
*

new j; ið Þ ¼ x
*

old j; ið Þ þ xere e
* n; ið Þ � x

*

old j; ið Þ
� 	

; ð4:17Þ

where x
*

new j; ið Þ represents the position of the new food source which is
selected by the onlooker bee (i), xere is the parameter that probabilistically
controls the attraction of the onlooker bees towards their interesting food

source area, and e
* n; ið Þ is the position vector of the interesting elite bee for

onlooker bees (pjd) that is determined through Eq. 4.18 (Akbari et al. 2009):
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pj ¼
fit x

* n; jð Þ
� 	

Pn nð Þ

c¼1
fit x

* n; cð Þ
� 	 ; ð4:18Þ

where fit x
* n; ið Þ
� 	

is the fitness value of the food source which is found by the

experienced forager bee (j), and n nð Þ is the number of experienced forager bees.
3. The positions of the scout bees (#) are updated via Eq. 4.19 (Akbari et al.

2009):

x
*

new #; ið Þ ¼ x
*

old #; ið Þ þ Rw s; xold #; ið Þð Þ; ð4:19Þ

where x
*

old #; ið Þ represents the position of the abandoned food source, and
Rw is a random walk function that depends on the current position of
the scout bee and the radius search s. Typically, the initial value of radius
s 2 smin\s\smaxð Þ is defined as a percentage of Xmax � Xminj j, where Xmax

and Xmin are the maximum and minimum value of the search space along a
dimension.

• Information selecting. It will be determined via Eq. 4.20 (Akbari et al. 2009):

if fit x
* n; ið Þ
� 	

[ fit b
*

n; ið Þ
� 	

then b
*

n; ið Þ ¼ x
* n; ið Þ

if fit b
*

n; ið Þ
� 	

[ fit e
* n; �ð Þ
� 	

then e
* n; �ð Þ ¼ b

*

n; ið Þ

8
<

:
; ð4:20Þ

where b
*

n; ið Þ denotes the position of the best food source that an experienced

forager (i) can remember, and e
* n; �ð Þ represents the position of the best food

source that the elite bee can find.

4.4.4.2 Performance of BSO

To evaluate the effectiveness of BSO, six analytical benchmark functions were
employed in Akbari et al. (2009). Compared with other bee inspired algorithms
(such as ABC), computational results showed that the proposed algorithm out-
performs the others investigated in this study.

4.4.5 Bee System

4.4.5.1 Fundamentals of Bee System Algorithm

Bee system (BS) algorithm was originally proposed in Sato and Hagiwara (1997).
In order to implement BS, the following procedures need to be followed (Lučić
2002; Sato and Hagiwara 1997; Lučić and Teodorović 2003):
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• In BS, the first global search is performed by pop G. The purpose of this
function is to find as broad as possible to escape from a local optimum. If, for
successive GSC generations, one chromosome is found to be the best, it will be
regarded as a very good solution point around which there may exist the global
best. In BS, this solution is call superior chromosome which will be kept for
local search.

• Concentrated crossover: All chromosomes in pop Lk are made couple with SCk

at the beginning of local search and the crossover mechanism is performed. This
concentrated crossover transfers information about the kth superior chromosome
to all other chromosomes in the kth population denoted by pop Lk.

• Migration: In BS, an individual bee is randomly selected per predetermined
generation Gmig for emigrating to its neighbourhood population. Through this
strategy, each population manages to search independently and cooperatively.

• Pseudo-simplex approach: In BS, for a more efficient and effective search, a
pseudo-simplex mechanism is employed.

First, picking up three best so far chromosomes and name them C1, C2, and C3

according to their corresponding fitness value.
Then, translating them into three vectors, i.e., X1, X2, and X3. Next, calculating

the middle point X0 of X1 and X2 according to Eq. 4.21 (Sato and Hagiwara
1997):

X0 ¼
X1 þ X2

2
: ð4:21Þ

Right after this, computing Xref and Xcont, respectively, based on Eqs. 4.22 and
4.23, respectively (Sato and Hagiwara 1997):

Xref ¼ 1þ að ÞX0 � aX3; ð4:22Þ

Xcont ¼ 1� bð ÞX0 þ bX3; ð4:23Þ

where the reflection ration and contraction ration are denoted by a and b,
respectively.

Next, exchanging Xref and Xcont into chromosomes and set them as Cref and
Ccont, respectively.

Finally introducing C1, Cref , and Ccont to the initial population where the
crossover and mutation have already applied.

• Turning back to global search: The local search will be terminated once the
predetermined number of generations is reached. If the best solution found so far
does not meet the stopping criterion, the algorithm will repeat.
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4.4.5.2 Performance of BS

In order to see how the BS algorithm performs, Sato and Hagiwara (1997) tested it
on nine benchmark test functions selected from the literature. Compared with other
CI approaches (e.g., GA), the preliminary experimental results showed that BS
outperforms GA in all cases which make it a very promising optimization algo-
rithms in dealing with highly complex multivariate functions.

4.4.6 BeeHive

4.4.6.1 Fundamentals of BeeHive Algorithm

BeeHive algorithm was originally proposed in Wedde et al. (2004) and Farooq
(2006) which is a novel network routing algorithm. It is inspired from the dance
language and foraging behaviour of honeybees. The main characteristics of Bee-
Hive algorithm can be concluded as follows: (Farooq 2009; Wedde and Farooq
2006; Farooq and Caro 2008):

• Step 1: During the start up stage, all nodes in the networks begin with a process
named foraging region formation. The first generation of short distance bee
agents are launched at this stage for propagating their nomination in their
neighbourhood.

• Step 2: By comparing the information received from a short distance bee agent,
a node will determined whether to resign as a representative node and join the
foraging region.

• Step 3: Once the former representative node quits, the other nodes will activate
an election mechanism

• Step 4: The nodes continues to announce the next generations of short distance
bee agents by following pre-described steps until the network is split into dis-
joint foraging regions, and overlapping with the foraging zones.

• Step 5: After the Step 4 is executed, the BeeHive algorithm gets into a normal
phase.

• Step 6: When a replica of a specific bee agent reaches a site, it will update the
local stored routing information, and then, except of being sent back to the node
where the replica comes from, it will be continuously flooded.

• Step 7: Representative nodes only generate long distance bee agents that could
be received by the neighbours.

• Step 8: In BeeHive algorithm, bee agents employ priority queues mechanism for
the purpose of a quick routing information dissemination.

• Step 9: Each node carries the current routing information not only for reaching
nodes within its foraging zone, but also for reaching the representative nodes of
foraging regions.

• Step 10: Choosing the next hop for a data packet in a stochastic manner.
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• Step 11: The goodness of a neighbour j of node i for arriving at a destination d,
denoted by gjd, is defined via Eq. 4.24 (Wedde and Farooq 2006):

gjd ¼
1

pjdþqjd

PN

k¼1

1
pkdþqkd

� 	 ; ð4:24Þ

where the propagation and queuing delays are denoted by pjd and qjd, respectively.
• Step 12: In BeeHive algorithm, three kinds of routing tables, namely, intra

foraging zone, inter foraging region, and foraging region membership are
allocated to each node i.

4.4.6.2 Performance of BeeHive Algorithm

In order to evaluate the BeeHive algorithm, the Japanese Internet backbone sce-
nario was employed in Wedde et al. (2004). Through an extensive comparison
with two other state of the art routing algorithms, BeeHive showed a quite
attractive overall performance. Interested readers are referred to Farooq (2009) for
a more detailed explanation about the working principles and applications of the
BeeHive algorithm.

4.4.7 Bees Algorithm

4.4.7.1 Fundamentals of Bees Algorithm

Bees algorithm (BeA) was originally proposed in Pham et al. (2006). The basic
working procedures of BeA are listed as follows (Pham et al. 2006; Karaboga and
Akay 2009a; Pham and Castellani 2009; El-Abd 2012b):

• Step 1: Initializing population with random solutions. At this stage, the BA
requires several parameters to be set such as number of scout bees (n), number
of sites selected out of n visited sites (m), number of the best sites out of m
selected sites (e), number of bees recruited for the best e sites (nep), number of
bees recruited for the other (m�e) selected sites (nsp), and initial size of patches
(ngh) which includes the site, its neighbourhood, and the stopping criterion.

• Step 2: Assessing the fitness of the population.
• Step 3: Forming new population while stopping criterion is not met.
• Step 4: Selecting sites for neighborhood search. The bees with the highest fitness

values are chosen as ‘‘selected bees’’ at Step 4, and accordingly, the sites visited
by them are chosen for neighborhood search.

• Step 5: Recruiting bees for selected sites (more bees for best s sites), and
evaluating the fitness value. In Step 5, the BeA conducts search in the
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neighborhood of the selected sites. More bees will be assigned to search around
the best e sites. The bees can either be selected directed based on the value of
fitness associated with the sites they are visiting, or the fitness values will be
used to determine the probability of the bees being selected. Exploration of the
surroundings of the best e sites represents more suitable solutions can be made
available through recruiting more bees to follow them than the other selected
bees. This differential recruitment mechanism, along with scouting strategy, is
the core operation of the BeA algorithm.

• Step 6: Choosing the fittest bee from each patch. Pham et al. (2006) introduced a
constraint at this stage that is for each patch, only the bees with the highest
fitness value can be selected to from the next bee population. The purpose of
introducing such restriction is to reduce the number of points that are going to be
explored.

• Step 7: Assigning the remaining bees to do random search, and evaluating their
fitness. In the bee population, the remaining bees are assigned randomly around
the search space looking for new possible solution candidates.

• Step 8: Terminating the loop when stopping criterion is met. All aforementioned
steps will be executed repeatedly until a stooping criterion is met. At the end of
each iteration, the population of bee colony consists of two parts: representatives
from each selected patch, and other scout bees performing random searches.

In addition to the standard BeA detailed in this section, several enhanced
versions of BeA can also be found in the literature as outlined below:

• Binary BeA (Xu et al. 2010b).
• Distributed BeA (Jevtić et al. 2012).
• Hybrid BeA (Shafia et al. 2011; Lien and Cheng 2012).
• Multi-objective BeA (Pham and Ghanbarzadeh 2007).
• Neighbourhood enhanced BeA (Ahmad 2012).

4.4.7.2 Performance of BeA

In order to see how BeA performs, Pham et al. (2006) first employed two standard
benchmark functions, namely, Shekel’s Foxholes function and inverted Schwefel’s
function with six dimensions, for testing purpose. Furthermore, eight other
benchmark functions selected from the literature were introduced for validating
BeA. Compared with other CI methods (e.g., GA and ACO), the overall perfor-
mance of BeA is quite competitive.

Recently, Xu et al. (2010b) utilized BeA to study a group of reconfigurable
mobile robots which are designed to provide daily service in hospital environments
for different kinds of tasks such as guidance, cleaning, delivery, and monitoring.
The fulfilment of each job requires an associated functional module that can be
installed onto various robot platforms via a standard connection interface.

Since the classic BeA focuses mainly on single-objective functional optimi-
zation problems, a variant called binary BeA was proposed in Xu et al. (2010b) to
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deal with the multi-objective multi-constraint combinatorial optimization task. In
binary BeA, a bee is describe as two binary matrixes MR and RH, standing for
how to assign the M tasks to the R robots and the R robots to the H homes,
respectively. The size of MR is M � R in which its R columns represent the R
robots, while the M missions is represented by the M rows. Xu et al. (2010b)
evaluated the proposed algorithm with an example problem (20 missions, 8 robots,
and 4 homes) with a size of 820 � 4008 ¼ 276 combinations. At first 12 stochastic
solutions are obtained by scout bees through global search in which six elite bees
survive after the non-dominated selection. The final experiments demonstrated that
the proposed algorithm is a suitable candidate tool in treating workload balancing
issue among a team of swarm robots.

Apart from the case study described above, the BeA has also been successfully
applied to a variety of optimization problems as listed below:

• Controller design optimization (Jones and Bouffet 2008).
• Construction site layout optimization (Lien and Cheng 2012).
• Data clustering (Shafia et al. 2011).
• File search optimization (Dhurandher et al. 2011).
• Filter design optimization (Pham and Koç 2010).
• Manufacturing system optimization (Pham et al. 2007a, Ramírez et al. 2010).
• Mechanical design optimization (Pham et al. 2009).
• Robot control optimization (Xu et al. 2010b; Jevtić et al. 2012).
• Scheduling optimization (Pham et al. 2007b).

4.4.8 Bees Life Algorithm

4.4.8.1 Fundamentals of Bees Life Algorithm

Bees life algorithm (BLA) was recently proposed by Bitam and Mellouk (2013) to
solve a vehicular ad hoc network (VANET) problem, in particular, the quality of
service multicast routing problem (QoS-MRP). Two bees’ behaviours are
employed in the proposed algorithm, i.e., reproduction and foraging behaviours. In
addition, the former incorporated the crossover and mutation operators, while the
latter used a neighbourhood search approach. In order to implement BLA, the
following procedures need to be followed (Bitam and Mellouk 2013):

• Initializing bees’ population.
• The fitness function value corresponding to each candidate solution is

calculated.
• Reproduction process. In this process, based on the crossover and mutation

operators, two new individuals (i.e., queen bee and drone bee) are selected. The
queen starts breeding broods, then those broods will be evaluated according to
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the fitness function, after that, the best fittest brood will be considered as the new
queen for next iteration. Also, the drone bees and worker bees are updated.

• Foraging process. In this process, the worker bees are looking for food sources.
Each worker will be mimicked as one region. During the recruitment process,
the best food source will be founded.

• Ranking and selecting. Only the highest fitness will be selected to form the next
bee population.

• Evaluating the fitness of population (i.e., queen, drone, and worker bees).
• Termination.

4.4.8.2 Performance of BLA

To evaluate the effectiveness of BLA, a series of tests based on VANET simu-
lation scenario are conducted in Bitam and Mellouk (2013). Compared with other
CI algorithms (such as GA, BeA, and HBMO), computational results showed that
the proposed algorithm outperforms the others in terms of the solution quality and
complexity.

4.4.9 Bumblebees Algorithm

4.4.9.1 Fundamentals of Bumblebees Algorithm

Bumblebees algorithm was originally proposed in Comellas and Martínez-Navarro
(2009). It is a more simple and efficient version than the one introduced in
Comellas and Gallegos (2005) as angels and mortals. In bumblebees algorithm, the
bumblebees are employed to play the role of the mortals, while the static food cells
are used to replace the angels. The food cells together with the fixed position of
nest creates a simulating environment which can influence the bumblebees’
behaviour and in turn helps to move the optimization process forward. In bum-
blebees algorithm, the following operators are defined (Comellas and Martínez-
Navarro 2009):

• The world: In the proposed algorithm, the habitat of the colony of bumblebees is
an artificial world consisting of a toroidal square grid with n� n cells. There are
four possible states assigned to each individual cell, namely, empty, with food,
with a bumblebee, or containing a nest.

• Movement: Initially, all bumblebees are located in the next. At each generation,
each single bumblebee will fly out of the nest one by one and randomly move to
any other positions around its current position.

• Bumblebees’ birth: During the algorithm initialization, all bumblebees are
positioned inside the nest and each bumblebee is associated with a randomly
generated solution. The record of some of the best solutions found so far is kept
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by the queen who will pass one of such solution to a newly born bumblebee
every few generation.

• Mutation: Similarly to GA, the mutation mechanism is also introduced in
bumblebees algorithm with a slightly modification of applying mutation on all
individual bumblebees at each generation.

• The reaper: In order to avoid the over- or de-population, a reaper mechanism is
employed in bumblebees algorithm, i.e., one unit of life is subtracted from a
bumblebee’s life at each generation. When the age of a bumblebee arrives at 0,
this individual will be removed from the current artificial world.

4.4.9.2 Performance of Bumblebees Algorithm

In order to test the performance of the bumblebees algorithm, Comellas and
Martínez-Navarro (2009) tested it on the classic graph colouring problem. In
comparison with other CI methods (e.g., GA), the bumblebees algorithm offered a
better solution quality.

4.4.10 Honeybee Social Foraging Algorithm

4.4.10.1 Fundamentals of Honeybee Social Foraging Algorithm

Honeybee social foraging (HBSF) algorithm was recently proposed in Quijano and
Passino (2010). In order to implement the HBSF algorithm, the following proce-
dures need to be followed (Quijano and Passino 2010; Nakrani and Tovey 2003;
Nakrani and Tovey 2004; Scholz-Reiter et al. 2008):

• Foraging profitability landscape: For i ¼ 1; 2; . . .;B, bee i is denoted by hi 2 <2,
a position expression within 2-dimensional space. The foraging profitability
landscape is represented by Jf hð Þ which has a value falling within the range of
0; 1½ �. It is proportional to the profitability of nectar at a location indicated by
h 2 <2.

• Bee roles and expeditions: Setting xj kð Þ as the number of bees at site j at k.
A normal option for expressing this is via Eq. 4.25 (Quijano and Passino 2010):

sj kð Þ ¼ aj

xj kð Þ ; ð4:25Þ

where the amount of nutrients per second at the jth site is denoted by aj.
Suppose that there are Bf kð Þ deployed forager bees. Initially letting Bf 0ð Þ ¼ 0
for the reason of no foraging sites are being discovered. Then the foraging
profitability assessment used by an individual deployed forager bee can be
expressed via Eq. 4.26 (Quijano and Passino 2010):

64 4 Bee Inspired Algorithms



Fi kð Þ ¼
1 if Jf hi kð Þ

� �
þ wi

f kð Þ	 1

Jf hi kð Þ
� �

þ wi
f kð Þ if 1 [ Jf hi kð Þ

� �
þ wi

f kð Þ[ en

0 if Jf hi kð Þ
� �

þ wi
f kð Þ� en

8
><

>:
; ð4:26Þ

where wi
f kð Þ stands for the profitability assessment noise.

• Dance strength determination: In HBSF, the dance strength is denoted by Li
f kð Þ,

i.e., the number of waggle runs of bee i at step k. Setting Fi
q kð Þ as the amount of

nectar gathered under the profitability assessment Fi kð Þ. Then the total quantity
of nectar influx to the hive at step k, denoted by Ftq kð Þ can be defined via
Eq. 4.27 (Quijano and Passino 2010):

Ftq kð Þ ¼
XB

i¼1

Fi
q kð Þ ¼ a

XB

i¼1

Fi kð Þ ¼ aFt kð Þ: ð4:27Þ

• Explorer allocation and forager recruitment: In HBSF, the explorer allocation
process is designed to simultaneously happen with the recruitment of observer
bees to forage sites. Then the probability that the dance of bee i will be followed
by an observer bee is defined via Eq. 4.28 (Quijano and Passino 2010):

pi kð Þ ¼
Li

f kð Þ
PBf kð Þ

i¼1
Li

f kð Þ
: ð4:28Þ

4.4.10.2 Performance of HBSF

To evaluate the effectiveness of the HBSF algorithm, an engineering application,
namely, dynamic resource allocation for multizone temperature control problem
was adopted by Quijano and Passino (2010). Computational results showed that
the proposed algorithm is able to achieve an ideal free distribution situation which
could maximize the uniform temperature allocation.

4.4.11 OptBees

4.4.11.1 Fundamentals of OptBees Algorithm

OptBees algorithm was originally proposed in Maia et al. (2012) that is based on
the processes of collective decision-making by bee colonies to solve multimodal
continuous optimization problem. In order to implement the OptBees algorithm,
the following procedures need to be followed (Maia et al. 2012):
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• Determination of the recruiter bees: Typically, the probability of being a
recruiter bee is associated with each bee in the swarm is given via Eq. 4.29
(Maia et al. 2012):

pi ¼
pmax � pmin

Qmax � Qmin

� �
� Qi � Qminð Þ þ pmin; ð4:29Þ

where pmin and pmax are the minimum and maximum probabilities of a bee be a
recruiter, respectively, Qi represents the quality of the site explored by bee i, and
Qmin and Qmax represent the minimum and maximum site qualities at the current
iteration. After these procedures, the number non-recruiter bees in the swarm is
defined via Eq. 4.30 (Maia et al. 2012):

M ¼ N � r; ð4:30Þ

where N is the total number of bees, r denotes the number of recruiter bees, and
M represents the number of non-recruiter bees.

• Determination of the recruited and scout bees: The number of recruited bees (n)
is calculated by Eq. 4.31 (Maia et al. 2012):

n ¼ prec �M½ �; ð4:31Þ

where prec is the percentage of non-recruiter bees that will be actually recruited,
M is the number of non-recruiter bees, and �½ � denotes the nearest integer function.
So, the number of scout bees (S) is given by Eq. 4.32 (Maia et al. 2012):

S ¼ M � n; ð4:32Þ

• Recruitment process: Due to two-dimensional search spaces, two equal proba-
bilities’ level are employed in this process via Eq. 4.33 (Maia et al. 2012):

xi ¼ xi þ a � U
 y� xið Þ
xi ¼ xi þ u � a � y� xið Þ



; ð4:33Þ

where a is the recruitment rate, is the recruited bee, xi is the recruiter bee, y is a
random number with uniform distribution in the interval 0; 1½ �, U is a vector
whose elements are random numbers with uniform distribution in the interval
0; 1½ �, and 
 denotes the element-wise product.

• Exploration process: In this process, the scout bees are moved to a random point
(i.e., a new region in the search space).

4.4.11.2 Performance of OptBees

To evaluate the effectiveness of the OptBees algorithm, five minimization prob-
lems were adopted by Maia et al. (2012). Computational results showed that the
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proposed algorithm is capable of generating and maintaining the diversity and
consequently obtaining multiple local optima solutions without losing the ability
of global optimization.

4.4.12 Simulated Bee Colony Algorithm

4.4.12.1 Fundamentals of Simulated Bee Colony Algorithm

Simulated bee colony (SBC) algorithm was originally proposed in McCaffrey and
Dierking (2009) to extract rule sets from clustered categorical data. In SBC, each
bee is viewed as an object with a memory matrix and it is modelled as an array. In
order to implement the SBC algorithm, the following procedures need to be fol-
lowed (McCaffrey and Dierking 2009):

• Step 1: Initialization.
• Step 2: Repeating. First, placing the active bees on the food sources in the

memory. Then, putting the inactive bees on the food source in the memory.
Next, sending the scout bees to the search area for discovering new food
sources. Finally, memorizing the best food source found so far.

• Step 3: Termination.

4.4.12.2 Performance of SBC

To evaluate the effectiveness of SBC, the proposed algorithm was tested with six
benchmark data sets in McCaffrey and Dierking (2009). Computational results
showed that SBC can successfully discover the underlying rule set for all six test
data sets.

4.4.13 Virtual Bees Algorithm

4.4.13.1 Fundamentals of Virtual Bees Algorithm

Virtual bees algorithm (VBA) was originally proposed by Yang (2005) and
recently is used in Khan et al. (2010) for solving controller design problem. For
VBA, the population of bees is associated with a memory bank, a food source.
Also, all the memories communicate between bees with a waggle dance procedure.
In order to implement VBA, the following procedures need to be followed (Khan
et al. 2010; Yang 2005):

• Initializing the population.
• The fitness function value corresponding to each candidate solution is calculated.
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• Defining a criterion for communicating the direction and distance.
• Updating the new position of each individual. The new position is updated via

Eq. 4.34 (Khan et al. 2010; Yang 2005):

xiþ1
k ¼ xi

k � 1þ bð Þ þ xbest � bþ a � rand ið Þ � 0:5ð Þ
yiþ1

k ¼ yi
k � 1þ bð Þ þ ybest � bþ a � rand ið Þ � 0:5ð Þ



; ð4:34Þ

where a and b are two positive constants called randomness amplitude and
speed of convergence, respectively, xbest and ybest are best parameters in the ith
iteration, and rand ið Þ is a random number in the interval 0; 1½ �.

• Ranking the candidate solutions.
• Checking termination criterion.

4.4.13.2 Performance of VBA

To evaluate the effectiveness of VBA, De Jong’s test function and keane’s multi-
peaked bumpy function were adopted in Yang (2005). Compared with other CI
algorithms (such as GA), computational results showed that the proposed algo-
rithm is capable of solving multilevel optimization problems in which many local
minimums are involved.

4.4.14 Wasp Swarm Optimization

4.4.14.1 Fundamentals of Wasp Swarm Optimization Algorithm

Wasp swarm optimization (WSO) algorithm was originally proposed in Theraulaz
et al. (1991) that is based on some behaviours found in wasp colony (Karsai and
Wenzel 2000; Lucchetta et al. 2008).

The basic idea of WSO was to mimic a wasp colony behaviour, in particular
according to the importance of individual wasp to the whole colony, assigning the
resources to different wasp (Fan and Zhong 2012; Theraulaz et al. 1991). Therefore
in WSO algorithm, resources will be allocated to individual candidate solutions and
such allocation is completed in a randomly manner where the strength of each option
controls its chosen probability. In Cicirello and Smith (2004), a tournament process
was utilized to implement this stochastic selection process: the weakest option (for
example a) challenges the second weakest option (for instance b) and the winning
probability of a over b is determined through pab ¼ s2

a

�
s2

a þ s2
b

� �
. The winner of this

challenge (say a) will carry on to challenges the third weakest option (denoted by c),
and wins with a probability of pac ¼ s2

a

�
s2

a þ s2
c

� �
. The challenge will continue until

the final winner is selected. In some situations, it is more convenient to allocate costs
instead of strengths to the individual wasps, i.e., the lower the cost, the higher the
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strength of a wasp. In this case, the winning probability of wasp i over j can be
defined via Eq. 4.35 (Cicirello and Smith 2004):

pij ¼
s2

j

s2
i þ s2

j

; i; j ¼ 1; . . .; c: ð4:35Þ

4.4.14.2 Performance of WSO

In Song et al. (2005), the authors utilized WSO to find a trade-off between the
distribution cost and the service level in the context of dynamic vehicle routing
problem with time windows (DVRPTW for short). In real-world environment, a
real-time request impacts more on one vehicle route while less on the other vehicle
routes. In order to take the geographical location information and time window
information of the customers into account, a wasp-like agent strategy is employed
in their study to determine when to re-optimize the vehicle routes. The vehicle
considered in Song et al. (2005) is associated with a wasp named vehicle wasp
which is used to control the status of the vehicle and it has a set of response
thresholds as stated in Eq. 4.36 (Song et al. 2005):

hv ¼ hv;1; hv;2; . . .; hv;n

� 

; ð4:36Þ

where hv;i denotes the response threshold value of the vehicle wasp to a new
demand i.

Based on the simulation data for static VRPTW found in the literature, the
authors re-constructed them for DVRPTW through producing request randomly.
The experimental results showed that when the dynamic property is less than
80 %, the WSO algorithm can generates a better solution. Nevertheless, when the
dynamic property is greater than 80 %, the WSO algorithm failed to provide a
suitable solution. At the end of the study, the authors claimed that WSO algorithm
could fit the practical distribution environment well as long as the route that needs
to be re-optimized does not deviate far from the original planned route.

Apart from the case study described above, the WSO algorithm has also been
successfully applied to a variety of optimization problems as listed below:

• Data clustering (Runkler 2008).
• Decentralized control optimization (Theraulaz and Bonabeau 1995; Baker 1998;

Karsai 1999; Anderson and Bartholdi 2000; Cicirello and Smith 2004; Wang
2009).

• Image processing (Fan and Zhong 2012).
• Logistics system optimization (Pinto et al. 2005).
• Scheduling optimization (Wang et al. 2006).
• Vehicle routing problem (Song et al. 2005).
• Maximum satisfiability problem (Pinto et al. 2006; Cao et al. 2009; Anonymous

2010).
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4.5 Conclusions

In this chapter, we introduced a set of CI algorithms which are based on the
behaviour of the honeybees. These algorithms are mainly divided into two cate-
gories, i.e., the foraging behaviour and the mating behaviour. Although they are
newly introduced CI methods, we have witnessed the following rapid spreading of
at least two of them, i.e., ABC and HBMO.

First, several enhanced versions of ABC can be found in the literature as
outlined below:

• ABC* (Forghany et al. 2012).
• Cauchy distribution-based ABC (Rajasekhar et al. 2011).
• Chaotic ABC (Xu et al. 2010a; Alatas 2010).
• Cooperative ABC (El-Abd 2010).
• DisABC (Kashan et al. 2012).
• Discrete ABC (Tasgetiren et al. 2011; Tasgetiren et al. 2010; Karabulut and

Tasgetiren 2012; Koc et al. 2012; Tasgetiren et al. 2013).
• Elitist ABC (Mezura-Montes and Velez-Koeppel 2012).
• Enhanced ABC (Tsai et al. 2009).
• Global best ABC (Gao et al. 2012; Li et al. 2012; Jadhav and Roy 2013).
• Hybrid ABC (Tien and Li 2012; Shi et al. 2010; Vitorino et al. 2012; Kang et al.

2013; Zhang et al. 2013).
• Improved ABC (Karaboğa and Çetinkaya 2011; Gao et al. 2011; Gao and Liu

2011; Cheng and Jiang 2012).
• Mean mutation operator based ABC (Sharma et al. 2012a).
• Memetic ABC (Fister et al. 2012).
• Micro ABC (Rajasekhar et al. 2012).
• Modified ABC (Anandhakumar et al. 2011; Mezura-Montes et al. 2010; Gao

and Liu 2012; Sharma et al. 2012a; Gao et al. 2013).
• Multi-hive ABC (Zhang et al. 2012).
• Multiobjective ABC (Akbari et al. 2012; Chaves-González et al. 2013).
• Mutable smart ABC (Gorji-Bandpy and Mozaffari 2012).
• Opposition-based ABC (El-Abd 2012a).
• Parallel ABC (Narasimhan 2009; Subotic et al. 2010).
• Penalty guided ABC (Hsieh and Yeh 2012).
• Rosenbrock ABC (Kang et al. 2011).
• Vector evaluated ABC (Omkar et al. 2011).
• Chaotic improved HBMO (Niknam et al. 2011).
• Hybrid HBMO (Niknam et al. 2008; Niknam 2009).
• Maximum entropy based HBMO (Horng 2010).
• Modified HBMO (Olamaei et al. 2012; Niknam et al. 2012).
• Multiobjective HBMO (Niknam 2011).
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Second, the ABC algorithm has also been successfully applied to a variety of
optimization problems as listed below:

• Artificial neural network training (Dhahri et al. 2012).
• Automated software refactoring (Koc et al. 2012).
• Circuit design optimization (Zhang and Ye 2012).
• Composite structures optimization (Omkar et al. 2011).
• Controller design optimization (Rajasekhar et al. 2012).
• Disassembly line balancing (Kalayci and Gupta 2013).
• Expert system design (Babu et al. 2011).
• Filter design optimization (Karaboğa and Çetinkaya 2011).
• Fuel cell research (Zhang et al. 2013).
• Gene research (Forghany et al. 2012; Chaves-González et al. 2013; lez-Álvarez

et al. 2013).
• Image processing (Ma et al. 2011; Akay 2013; Hancer et al. 2012; Akay and

Kirmizi 2012).
• Manufacturing optimization (Samanta and Chakraborty 2011; Yildiz 2013;

Ajorlou and Shams 2012).
• Portfolio optimization (Chen et al. 2012).
• Power system optimization (Hemamalini and Simon 2010; Hong 2011;

Subramanian et al. 2011; Anandhakumar et al. 2011; Ayan and Kılıç 2012;
Bommirani and Thenmalar 2013; Jadhav and Roy 2013).

• Redundancy allocation problem (Hsieh and Yeh 2012).
• Robot control (Xu et al. 2010a).
• Scheduling optimization (Tasgetiren et al. 2011; Sundar and Singh 2012;

Tasgetiren et al. 2010; Tasgetiren et al. 2013).
• Supply chain optimization (Kumar et al. 2010).
• Thermal engine optimization (Gorji-Bandpy and Mozaffari 2012).
• Travelling salesman problem (Karabulut and Tasgetiren 2012).
• Unstable periodic orbits detection (Gao et al. 2012).

Third, the relative HBMO algorithm applications can be found below:

• Image processing (Horng 2010).
• Power system optimization (Niknam et al. 2008; Niknam 2009; Niknam et al.

2011; Niknam 2011; Olamaei et al. 2012; Niknam et al. 2012).
• Travelling salesman problem (Marinakis et al. 2011).
• Vehicle routing problem (Marinakis et al. 2008; Marinakis et al. 2010).
• Water resource management (Haddad et al. 2006; Afshar et al. 2007; Haddad

et al. 2009; Haddad et al. 2010).

Interested readers are referred to them together with several excellent reviews
[e.g., (Karaboga and Akay 2009c; Karaboga et al. 2012; Teodorović 2009a;
Teodorović et al. 2011; Goyal 2012)] as a starting point for a further exploration
and exploitation of the honeybees inspired algorithms.
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