
Chapter 13
Invasive Weed Optimization Algorithm

Abstract In this chapter, we present an interesting algorithm called invasive weed
optimization (IWO) which is inspired from colonizing weeds. We first describe the
general knowledge of the biological invasion in Sect. 13.1. Then, the fundamentals
and performance of IWO are introduced in Sect. 13.2. Finally, Sect. 13.3
summarises this chapter.

13.1 Introduction

Weeds are one of the most robust and troublous plants in agriculture. When we
were young, you may have heard that ‘‘the weeds always win’’. This is due to the
weeds have some strong properties, such as adaptation, robustness, vigorousness,
and invasion. Based on those properties, a novel numerical stochastic optimization
algorithm called invasive weed optimization (IWO) is proposed by Mehrabian and
Lucas (2006) which is based on the natural selection (survival of the fittest) in the
biological world.

13.1.1 Biological Invasion

Generally speaking, biological invasion is a phenomenon in which the groups of
individuals (such as weeds) migrate to new environments and compete with native
populations (Shigesada and Kawasaki 1997). In fact, it is not a novel phenomenon
however, it is one of the most important impacts on the earth’s ecosystems (Jose
et al. 2013). Also, it can be used as a fundamental framework in designing
effective optimization algorithms (Falco et al. 2012).
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13.2 Invasive Weed Optimization Algorithm

13.2.1 Fundamentals of Invasive Weed Optimization
Algorithm

Invasive weed optimization (IWO) algorithm was originally proposed in
Mehrabian and Lucas (2006). To implement the IWO algorithm, the following
steps need to be performed (Mehrabian and Lucas 2006; Roshanaei et al. 2008):

• Initialization: a population of initial weeds W ¼ w1;w2; . . .;wmð Þ, each repre-
senting one trial solution of the optimization problem at hand, is being dispread
over the d-dimensional problem space with random positions.

• Reproduction: each member of the population is allowed to produce seeds
depending on its own, as well as the colony’s lowest and highest fitness to
simulate the natural survival of the fittest process. Such that, the number of seed
produced by a weed increases linearly from lowest possible seed for a weed with
worst fitness to the maximum number of seeds for a plant with best fitness
(which corresponds to the lowest objective function value for a minimization
problem).

• Spatial distribution: the generated seeds are being randomly distributed over the
d-dimensional search space by normally distributed random numbers with mean
equal to zero; but varying variance parameter decreasing over the number of
iteration. The reason for that is to guarantee that the produced seeds will be
generated in a distant area but around the parent weed and decreases nonlin-
early, which results in grouping the fitter plants are together and inappropriate
plants are eliminated over times. Here, the standard deviation (r) of the random
function is made to decrease over the iterations from a previously defined initial
value (rinitial), to a final value (rfinal), is calculated in every time step via
Eq. 13.1 (Mehrabian and Lucas 2006; Roshanaei et al. 2008):

riter ¼
itermax � iterð Þn

itermaxð Þn rinitial � rfinal

� �
þ rfinal; ð13:1Þ

where itermax is the maximum number of iterations, riter is the standard devi-
ation at the present time step and n is the non-linear modulation index usually
set as 2.

• Competitive exclusion: due to fast reproduction, after passing some iteration the
number of produced plants in a colony reaches to its maximum (Pmax). In this
step, a competitive mechanism is activated for eliminating undesirable plants
with poor fitness and allowing fitter plants to reproduce more sees as expected.
This process continues until maximum iterations or some other stopping criteria
are reached and the plant with the best fitness is selected as the optimal solution.
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Taking into account the key phases described above, the steps of implementing
the IWO algorithm can be summarized as follows (Ghosh et al. 2011; Roy et al.
2013; Li et al. 2011; Kundu et al. 2012; Mehrabian and Lucas 2006)

• Step 1: Initialize randomly generated weeds in the entire search space.
• Step 2: Evaluate fitness of the whole population members.
• Step 3: Allow each population member to produce a number of seeds with better

population members produce more seeds (i.e., reproduction).
• Step 4: The generated seeds are distributed over the search space by normally

distributed random numbers with mean equal to zero but varying variance (i.e.,
spatial dispersal).

• Step 5: When the weed population exceeds the upper limit, perform competitive
exclusion.

• Step 6: Check the termination criteria.

13.2.2 Performance of IWO

In order to test the performance of IWO, a set of benchmark multidimensional
functions are adopted in Mehrabian and Lucas (2006), such as Sphere function,
Griewank function and Rastrigin function. Compared with other CI algorithms
[such as genetic algorithm (GA), simulated annealing (SA), and particle swarm
optimization (PSO)], computational results showed that IWO is capable of finding
desired minima very fast.

13.3 Conclusions

Recently, there has been a considerable attention paid for employing nature
inspired algorithms to solve optimization problems. Among others, IWO is a new
member that motivated by a common phenomenon in agriculture, i.e., colonization
of invasive weeds. Although it is a newly introduced CI method, we have
witnessed the following rapid spreading of IWO:

First, several enhanced versions of IWO can be found in the literature as
outlined below:

• Cooperative coevolutionary IWO (Hajimirsadeghi et al. 2009).
• Differential IWO (Basak et al. 2013).
• Differential IWO (Basak et al. 2013).
• Discrete IWO (Ghalenoei et al. 2009).
• Foraging weed colony optimization (Roy et al. 2010).
• Hybrid IWO and differential evolution algorithm (Roy et al. 2013).
• IWO for multiobjective optimization (Kundu et al. 2012).
• Modified IWO (Giri et al. 2010; Ghosh et al. 2011; Pahlavani et al. 2012; Basak

et al. 2010).
• Non-dominated sorting IWO (Nikoofard et al. 2012).
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Second, the IWO algorithm has also been successfully applied to a variety of
optimization problems as listed below:

• Antenna design optimization (Roshanaei et al. 2008; Mallahzadeh et al. 2009;
Basak et al. 2010; Li et al. 2011; Mallahzadeh and Taghikhani 2013).

• Communication scheme optimization (Hung et al. 2010).
• Control optimization (Ghosh et al. 2011).
• Data clustering (Mehrabian and Lucas 2006).
• Electricity market optimization (Hajimirsadeghi et al. 2009; Nikoofard et al.

2012).
• Feed-forward neural network training (Giri et al. 2010).
• Multimodal optimization (Roy et al. 2013).
• Multiple task allocation problem (Ghalenoei et al. 2009).
• Recommender system optimization (Rad and Lucas 2007).
• Solving nonlinear equations (Pourjafari and Mojallali 2012).
• Travel path optimization (Pahlavani et al. 2012).

Interested readers please refer to them as a starting point for a further explo-
ration and exploitation of the IWO algorithm.

References

Basak, A., Pal, S., Das, S., Abraham, A., & Snasel, V. (2010, July 18–23). A modified invasive
weed optimization algorithm for time-modulated linear antenna array synthesis. In
Proceedings of the IEEE World Congress on Computational Intelligence (WCCI), Barcelona
(pp. 372–379). CCIB, Barcelona: IEEE.

Basak, A., Maity, D., & Das, S. (2013). A differential invasive weed optimization algorithm for
improved global numerical optimization. Applied Mathematics and Computation, 219,
6645–6668.

Falco, I. D., Cioppa, A. D., Maisto, D., Scafuri, U., & Tarantino, E. (2012). Biological
invasion–inspired migration in distributed evolutionary algorithms. Information Sciences,
207, 50–65. http://dx.doi.org/10.1016/j.ins.2012.04.027.

Ghalenoei, M. R., Hajimirsadeghi, H., & Lucas, C. (2009, December 16–18). Discrete invasive
weed optimization algorithm: Application to cooperative multiple task assignment of UAVs.
In Joint 48th IEEE Conference on Decision and Control and 28th Chinese Control
Conference, Shanghai (pp. 1665–1670). Shanghai: IEEE.

Ghosh, A., Das, S., Chowdhury, A., & Giri, R. (2011). An ecologically inspired direct search
method for solving optimal control problems with Bézier parameterization. Engineering
Applications of Artificial Intelligence, 24, 1195–1203.

Giri, R., Chowdhury, A., Ghosh, A., Das, S., Abraham, A., & Snasel, V. (2010, October 10–13).
A modified invasive weed optimization algorithm for training of feed-forward neural
networks. In IEEE International Conference on Systems, Man, and Cybernetics (IEEE SMC),
Istanbul (pp. 3166–3173). Istanbul: IEEE.

Hajimirsadeghi, H., Ghazanfari, A., Rahimi-Kian, A., & Lucas, C. (2009). Cooperative
coevolutionary invasive weed optimization and its application to nash equilibrium search in
electricity markets. In World Congress on Nature and Biologically Inspired Computing
(NaBIC), (pp. 1532–1535). IEEE.

180 13 Invasive Weed Optimization Algorithm

http://dx.doi.org/10.1016/j.ins.2012.04.027


Hung, H.-L., Chao, C.-C., Cheng, C.-H., & Huang, Y.-F. (2010, October 10–13). Invasive weed
optimization method based blind multiuser detection for MC-CDMA interference suppression
over multipath fading channel. In IEEE International Conference on Systems, Man, and
Cybernetics (SMC), Istanbul (pp. 2145–2150). Istanbul: IEEE.

Jose, S., Singh, H. P., Batish, D. R., & Kohli, R. K. (Eds.). (2013). Invasive plant ecology. Boca
Raton: Taylor & Francis Group, LLC, ISBN 978-1-7398-8127-9.

Kundu, D., Suresh, K., Ghosh, S., Das, S., Panigrahi, B. K., & Das, S. (2012). Multi-objective
optimization with artificial weed colonies. Information Sciences, 181, 2441–2454.

Li, Y., Yang, F., Ouyang, J., & Zhou, H. (2011). Yagi-Uda antenna optimization based on
Invasive weed optimization method. Electromagnetics, 31, 571–577.

Mallahzadeh, A. R., & Taghikhani, P. (2013). Shaped elevation pattern synthesis for reflector
antenna. Electromagnetics, 33, 40–50.

Mallahzadeh, A. R., Es’Haghi, S., & Hassani, H. R. (2009). Compact U-array MIMO antenna
designs using IWO algorithm. International Journal of RF and Microwave Computer-Aided
Engineering, 19, 568–576.

Mehrabian, A. R., & Lucas, C. (2006). A novel numerical optimization algorithm inspired from
weed colonization. Ecological Informatics, 1, 355–366.

Nikoofard, A. H., Hajimirsadeghi, H., Rahimi-Kian, A., & Lucas, C. (2012). Multiobjective
invasive weed optimization: application to analysis of pareto improvement models in
electricity markets. Applied Soft Computing, 12, 100–112.

Pahlavani, P., Delavar, M. R., & Frank, A. U. (2012). Using a modified invasive weed
optimization algorithm for a personalized urban multi-criteria path optimization problem.
International Journal of Applied Earth Observation and Geoinformation, 18, 313–328.

Pourjafari, E., & Mojallali, H. (2012). Solving nonlinear equations systems with a new approach
based on invasive weed optimization algorithm and clustering. Swarm and Evolutionary
Computation, 4, 33–43.

Rad, H. S., & Lucas, C. (2007). A recommender system based on invasive weed optimization
algorithm. IEEE Congress on Evolutionary Computation (CEC), (pp. 4297–4304). IEEE.

Roshanaei, M. M., Lucas, C., & Mehrabian, A. R. (2008). Adaptive beamforming using a novel
numerical optimisation algorithm. IET Microwaves, Antennas and Propagation, 3, 765–773.

Roy, G. G., Chakroborty, P., Zhao, S.-Z., Das, S., & Suganthan, P. N. (2010, July 18–23).
Artificial foraging weeds for global numerical optimization over continuous spaces. In IEEE
World Congress on Computational Intelligence (WCCI), Barcelona (pp. 1189–1196). CCIB,
Barcelona: IEEE.

Roy, S., Islam, S. M., Das, S., Ghosh, S., & Vasilakos, A. V. (2013). A simulated weed colony
system with subregional differential evolution for multimodal optimization. Engineering
Optimization, 45(4), 459–481. http://dx.doi.org/10.1080/0305215X.2012.678494.

Shigesada, N., & Kawasaki, K. (1997). Biological invasions: Theory and practice. USA: Oxford
University Press.

References 181

http://dx.doi.org/10.1080/0305215X.2012.678494

	13 Invasive Weed Optimization Algorithm
	Abstract
	13.1…Introduction
	13.1.1 Biological Invasion

	13.2…Invasive Weed Optimization Algorithm
	13.2.1 Fundamentals of Invasive Weed Optimization Algorithm
	13.2.2 Performance of IWO

	13.3…Conclusions
	References


