
Chapter 12
Group Search Optimizer Algorithm

Abstract In this chapter, we introduce a new optimization algorithm called group
search optimizer (GrSO) which is inspired from the relationship of group foraging
behaviours, i.e., producer-scrounger paradigm. We first describe the general
knowledge of the producer-scrounger model in Sect. 12.1. Then, the fundamentals
and performance of GrSO are introduced in Sect. 12.2. Finally, Sect. 12.3 sum-
marises this chapter.

12.1 Introduction

The most easily recognized animals’ behaviour is the foraging behaviour, i.e.,
searching for and exploiting food resources (Mills et al. 2010). Nowadays, several
population-based algorithms are proposed based on the foraging theory, such as
ant colony optimization (ACO) and particle swarm optimization (PSO). Recently,
He et al. (2009) introduced a newly developed algorithm called group search
optimizer (GrSO) algorithm which is inspired from the relationship of group
foraging behaviours, i.e., producer-scrounger paradigm (Millor et al. 2006).

12.1.1 Producer-Scrounger Model

Generally speaking, the producer-scrounger (PS) model is a group-living foraging
strategy in which the food will be founded by the discoverers (producers) and
shared with others (scroungers) (Barnard and Sibly 1981; Brockmann and Barnard
1979). It assumed that individuals should specialize in either producing or
scrounging at any one time (Parker 1984). In fact, it is the novel behaviour and
adopted by many animals. To understand when and how such exploitative rela-
tionships will occur, several studies are made. For example Giraldeau and
Lefebvre (1987) studied the PS model in pigeons, and (Biondolillo et al. 1997)
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tested the PS model between the zebra finches. In addition Vickery et al. (1991)
proposed a newly model in which an information sharing mechanism (i.e., a third
strategist: producer-scrounger opportunist) is incorporated.

12.2 Group Search Optimizer Algorithm

12.2.1 Fundamentals of Group Search Optimizer Algorithm

Group search optimizer (GrSO) algorithm was originally proposed in He et al.
(2006). The population of GrSO is called group and each one inside is called
member. Based on the PS model, the main steps of GrSO can be described as
follows (Chen et al. 2012; Shen et al. 2009):

• Initializing phase: In GrSO, ith member at the kth searching iteration has a

position Xk
i 2 Rn; a head angel uk

i ¼ uk
i;1; . . .;uk

i; n

� �
2 Rn�1; and a head

direction Dk
i uk

i

� �
¼ dk

i;1; . . .; dk
i; n

� �
2 Rn in an n� dimensional search space.

In general, the distance can be calculated from uk
i via a polar to Cartesian

coordinate transformation via Eqs. 12.1–12.3, respectively (Chen et al. 2012):
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• Producing phase: The searching process of producer Xp at the kth iteration
samples three points randomly via Eq. 12.4 (He et al. 2009):
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>>:
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where Xk
p is the current position of pth individual in kth generation, Xz; Xr; and

Xl are the positions which the pth individual found in zero degree, right and left
direction of it, respectively, r1 2 R1 is a normally distributed random number
with mean 0 and standard deviation 1, r2 2 Rn�1 is a uniformly distributed
random sequence in the range 0; 1ð Þ; and hmax and lmax are the maximum pursuit
angle and distance, respectively.
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If the searching on three directions is ended, there are three states as follows
(He et al. 2009):

When the new position has a better fitness value, the producer will move to the
new point. The producer will keep its current position, however turn its head to a
new angle via Eq. 12.5 (He et al. 2009):

ukþ1 ¼ uk þ r2 � amax; ð12:5Þ

where amax 2 R1 is the maximum tuning angle.
When there is no better position can be found after a iterations, the producer

will turn its head back to zero degree via Eq. 12.6 (He et al. 2009):

ukþa ¼ uk; ð12:6Þ

where a 2 R1 is a pre-defined constant.

• Scrounging phase: After the determination of the producer, the scroungers will
perform random walks by searching the opportunities to join the resources found
by the producer via Eq. 12.7 (He et al. 2009):

Xkþ1
i ¼ Xk

i þ r3 � Xk
p þ Xk

i

� �
; ð12:7Þ

where r3 is an uniform random sequence in the range 0; 1ð Þ; Xk
i and Xkþ1

i are the
positions of ith scrounger in t and t þ 1 iterations, respectively.

• Ranging phase: The inefficiency foragers will be selected as rangers that will
perform a new searching process based on the random walks, i.e., generating a
new random head angle (ui), choosing a random distance (li), and moving to the
new position (Xkþ1

i ), via Eqs. 12.8–12.10, respectively (He et al. 2009):

ukþ1 ¼ uk
i þ r2 � amax; ð12:8Þ

li ¼ a � r1 � lmax; ð12:9Þ
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where r1 2 R1 is a normally distributed random number with mean 0 and standard
deviation 1, r2 2 Rn�1 is a uniformly distributed random sequence in the range
0; 1ð Þ, lmax is the maximum pursuit distance, amax 2 R1 is the maximum tuning

angle.

Taking into account the key phases described above, the steps of implementing
the GrSO algorithm can be summarized as follows (He et al. 2006, 2009):

• Step 1: Defining the optimization problem, and initializing the optimization
parameters.

• Step 2: Repeat till stopping criteria met.
• Step 3: Choose a member as producer.
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• Step 4: The producer performs producing.
• Step 5: Choose scroungers.
• Step 6: Scroungers perform scrounging.
• Step 7: Dispersed the rest members to perform ranging.
• Step 8: Evaluate members.
• Step 9: Check if maximum iteration is reached, go to Step 2 for new beginning,

if a specified termination criteria is satisfied, stop and return the best solution.

12.2.2 Performance of GrSO

In order to show how the GrSO algorithm performs, the founders have conducted a
set of studies to convince us. First, in He et al. (2006), four benchmark functions
are studied. Second, in He et al. (2009), an intensive study based on a set of 23
benchmark functions are illustrated. For comparison purposes, several traditional
computational intelligence (CI) methods are employed, namely genetic algorithm
(GA), PSO, evolutionary programming (EP), fast EP (FEP), evolution strategies
(ES), and fast ES (FES). Experimental results showed that GrSO outperforms
others in solving multimodal functions, while performing a similar performance
for unimodal functions in terms of accuracy and convergence rate.

12.3 Conclusions

Based on the producer-scrounger model, we introduced an interesting algorithm
called GrSO in which three types of members are involved: producers (i.e.,
seeking food resources), scroungers (i.e., joining resources founded by the pro-
ducer), and rangers (i.e., performing random walks from their current positions).
For simplification, He et al. (2009) assumed that there is only one producer at each
searching iteration and the remaining members are divided into scroungers and
rangers, respectively. In addition, three mechanisms are employed to perform
better searching strategies, i.e., environment scanning (i.e., vision) for producers,
area copying for scroungers and random walks for rangers. Also, it is worth
mentioning that the GrSO algorithm is capable of handling a variety of optimi-
zation problems, especially for the large scale optimization problems. The dif-
ferences between GrSO and other algorithms (such as ACO, EA, and PSO) please
refer to He et al. (2009) for more details. Although it is a newly introduced CI
method, we have witnessed the following rapid spreading of GrSO:

First, several enhanced versions of GrSO can be found in the literature as
outlined below:

• Fast GrSO (Zhan et al. 2011; Qin et al. 2009).
• GrSO with multiple producers (Guo et al. 2012).
• Hybrid GrSO and extreme learning machine (Silva et al. 2011a).
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• Hybrid GrSO with metropolis rule (Fang et al. 2010).
• Improved GrSO (Xie et al. 2009; Shen et al. 2009; Silva et al. 2011b; Chen et al.

2012).
• Multiobjective GrSO (Wang et al. 2012).

Second, the GrSO algorithm has also been successfully applied to a variety of
optimization problems as listed below:

• Artificial neural network training (He and Li 2008; Silva et al. 2011a, b).
• Mechanical design optimization (Shen et al. 2009).
• Power system optimization (Wu et al. 2008; Zhan et al. 2011; Kang et al. 2011,

2012; Guo et al. 2012; Liao et al. 2012).
• Truss structure design optimization (Liu et al. 2008; Xie et al. 2009).

Interested readers are referred to them as a starting point for a further explo-
ration and exploitation of the GrSO algorithm.
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