
Chapter 11
Some Aspects of Nonlinear
and Discontinuous Control with Induction
Motor Applications

Dariusz L. Sobczuk

Abstract In this Chapter the theory of nonlinear control systems is shortly
described. The nonlinear feedback linearization control (FLC) and discontinues
sliding mode control (SMC) are presented. Moreover, several applications of
nonlinear control methods for induction motor drive are shown. The FLC guar-
antees the exactly decoupling of the motor speed and rotor flux control. Thus this
control method gives a possibility to get very good behavior in both dynamic and
steady states. The SMC approach assures direct control of inverter legs and allows
using a simple table instead of performing complicated PWM calculation.
Moreover the SMC is robust to drive uncertainties. The good behaviour of rotor
flux and mechanical speed Sliding Mode Observers (SMO) is the important feature
of the system. Therefore, presented approaches are very useful in a variety of
applications and, in particular, in the drive systems and power electronics.

1 Introduction

The induction motor (IM) thanks to simple construction, reliability and low cost
has found wide applications in industry, electric vehicles and traction drives.
Contrary to the brush DC motor, it can also be used in aggressive or volatile
environments. However, there are control problems when using an IM in speed
adjustable industrial drives. This is due primarily three reasons:

(a) the induction motor is high order internally coupled nonlinear dynamic
system,

(b) some state variables: rotor currents and fluxes are directly not measurable,
(c) rotor resistance (due to heating) and magnetising inductance (due to satura-

tion) varies considerably with a significant impact on the system dynamics.
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Therefore, in high dynamic performance IM drives, the complex control
algorithms should be used. Nevertheless, the advancements in semiconductor
power electronic devices and microprocessors technologies enabled to use IM in
variable speed applications. Implementation of new control techniques in drive
systems has made IM a reasonable alternative to DC motors.

The first high performance IM control method known as Field Oriented Control
(FOC) or Vector Control (VC) has been proposed by Hasse [1] and Blaschke [2].
In this method the IM equations are represented in a coordinate system that rotates
with the rotor flux vector and are called field coordinates. In field coordinates—for
the constant rotor flux magnitude—there is a linear relationship between control
variables and speed. However, another type of coordinates can also be selected to
achieve decoupling and linearization of the induction motor equations. An alter-
native to the FOC is the feedback linearization control (FLC) [3, 4]. The appli-
cation of this approach can take many forms, depending on the choice of variables
used for the linearization. Krzeminski [5] has proposed a nonlinear controller
based on multiscalar motor model. In this approach, similarly as in field oriented
controller, it is assumed that the rotor flux amplitude is regulated at a constant
value. Thus, the motor speed is not strictly decoupled from the rotor flux, like in
FOC. In [6, 7] was developed a nonlinear control system based on input–output
linearization. In this system, the IM speed and rotor flux are decoupled exactly.
The system, however, uses the transformation in field coordinates. Later, Marino
et al. [8, 9] have proposed a nonlinear transformation of the IM state variables, so
that in the new coordinates, the speed and rotor flux amplitude are decoupled by
feedback. Note that using the feedback linearization approach strictly linear and
strictly decoupled system are obtained. Next, for the decoupled linear system
several control algorithms could be applied. One of the important requirements in
the control system is robustness against changing of plant parameters. In this case
a discontinuous type of control called Sliding Mode Control (SMC) could be used
[10–12].

This chapter is divided into four sections. In Sect. 2 the theoretical principles of
FLC are introduced. In Sect. 3 the SMC will be presented. In Sect. 4 the appli-
cation of Sliding Mode and feedback linearization to IM control will be shown. In
this section three algorithms will be presented. At first the FLC algorithm with the
linear control of state variables will be shown [13, 14]. Next the SMC will be used
to control IM linearized in feedback [15]. The application of SMC to such a system
allows creating the direct control algorithms of the inverter [16]. Finally, the
Sliding Mode Observer (SMO) of rotor flux and speed used in the linearized IM
control system will be described [17].
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2 Feedback Linearization

2.1 Introduction

In this section the basis of feedback linearization will be introduced and the
mathematical description and principles [3, 4] will be shortly presented. At first a
description of SISO (single input–single output) systems will be introduced, since
it is more understandable. Next, the description of SISO systems will be gen-
eralized to MIMO (multi input–multi output) systems. At the beginning some
useful definitions will be introduced.

The Lie derivative is defined as below:

Definition 1 Let h is function Rn ? R of class C?. The Lie derivative of the
function h along the vector field f Rn ! Rn is defined by following expression

Lfh ¼ rhð ÞTf ð2:1Þ

where rh is the gradient of function h. The Eq. (2.1). can also be written as

Lfh ¼
Xn

i¼1

oh

oxi

� fi ð2:2Þ

Note that fi is function Rn ! R, and it is ith coordinate of vector f. Afterwards
the lie derivative Lfh is also function Rn ! R. So we introduce the following
definitions:

L0
f h ¼ h

L1
f h ¼ Lfh

L2
f h ¼ Lf Lfhð Þ
. . .

Lk
f h ¼ Lf Lk�1

f h
� �

ð2:3Þ

2.2 Feedback Linearization of SISO Systems

The nonlinear SISO system is given using following equations:

_x ¼ fðxÞ þ gðxÞu
y ¼ hðxÞ

ð2:4Þ

where f ; g 2 Rn; x 2 Rn; u; y; h 2 R:
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Definition 2 The SISO system described by (2.4) have relative degree r at a point
x0 if

LgLk
f h xð Þ ¼ 0 ð2:5Þ

for all x in the neighborhood of x0 and all 0 B k \ r - 1 and

LgLr�1
f h xð Þ 6¼ 0 ð2:6Þ

Assuming, that the system (2.4) has relative degree r. After simple calculations
using Definition 2 the following equations are obtained:

yðkÞðtÞ ¼ Lk
f hðxðtÞÞ dla k ¼ 0; 1; . . .; r� 1

yðrÞðtÞ ¼ Lr
fhðxðtÞÞ þ LgLr�1

f hðxðtÞÞuðtÞ
ð2:7Þ

Coordinate transformations are introduced to the system with relative degree
r by below equations:

z1 ¼ /1 xð Þ ¼ h xð Þ
z2 ¼ /2 xð Þ ¼ Lfh xð Þ

. . .

zr ¼ /r xð Þ ¼ Lr�1
f h xð Þ

ð2:8Þ

the other n - r functions /rþ1 xð Þ;/rþ2 xð Þ; . . .;/n xð Þ have been chosen in such a
way, that the formula:

U xð Þ ¼ ½/1 xð Þ;/2 xð Þ; . . .;/n xð Þ�T ð2:9Þ

have nonsingular Jacobian matrix defined by equations:

jkl ¼
o/k

oxl

ð2:10Þ

Nonsingularity condition is obtained using following inequality:

det Jð Þ 6¼ 0 ð2:11Þ

Afterwards, it is necessary to fulfill the additional condition:

Lg/j xð Þ ¼ 0 dla rþ 1� j� n ð2:12Þ

From (2.7) and (2.8) derivative of zk is obtained:

_zk ¼ ðr/kÞT � _x ¼ ðrLk�1
f hðxÞÞT � _x

¼ ðrLk�1
f hðxÞÞTðfðxÞ þ gðxÞuÞ

¼ Lk
f hðxÞ ¼ /kþ1ðxÞ ¼ zkþ1 dla k ¼ 1; 2; . . .; r� 1

ð2:13Þ
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The derivative of zr is equal:

_zr ¼ ðr/rÞ
T�_x ¼ ðrLr�1

f hðxÞÞT � _x
¼ ðrLr�1

f hðxÞÞTðf ðxÞ þ gðxÞuÞ ¼ Lr
fhðxÞ

þ LgLr�1
f hðxÞu ¼ Lr

fhðU�1ðzÞÞ þ LLr�1
f hðU�1ðzÞÞu

ð2:14Þ

If below definitions are used:

aðzÞ ¼ LgLr�1
f hðU�1ðzÞÞ

bðzÞ ¼ Lr
fhðU�1ðzÞÞ

ð2:15Þ

then

_zr ¼ bðzÞ þ aðzÞu ð2:16Þ

The derivative of zk for k [ r could be rewritten using condition (2.12):

_zk ¼ ðr/kÞT � _x ¼ ðr/kÞTðf ðxÞ þ gðxÞuÞ
¼ Lf/kðxÞ þ Lg/kðxÞu ¼ Lf/kðxÞ
¼ Lf/kðU�1ðzÞÞ dla k ¼ rþ 1; rþ 2; . . .; n

ð2:17Þ

Assuming that:

qk zð Þ ¼ Lf/kþr U�1 zð Þ
� �

ð2:18Þ

Equation (2.17) is presented in the following form:

_zkþr ¼ qkðzÞ dla k ¼ 1; 2; . . .; n� r ð2:19Þ

Thus, the system description in the new coordinates is presented below:

_z1 ¼ z2

_z2 ¼ z3

� � �
_zr�1 ¼ zr

_zr ¼ bðzÞ þ aðzÞu
_zrþ1 ¼ q1ðzÞ
� � �

_zn ¼ qn�rðzÞ

ð2:20Þ

and the output is:

y ¼ z1 ð2:21Þ

Let us assume, that r = n. Then the dynamic of the system is described by:
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_z1 ¼ z2

_z2 ¼ z3

� � �
_zn�1 ¼ zn

_zn ¼ bðzÞ þ aðzÞu
y ¼ z1

ð2:22Þ

If the control is chosen:

u ¼ 1
a zð Þ �b zð Þ þ vð Þ ð2:23Þ

then the closed loop system is described by:

_z1 ¼ z2

_z2 ¼ z3

� � �
_zn�1 ¼ zn

_zn ¼ v

y ¼ z1

ð2:24Þ

Thus, the system is linear and controllable. The control signal could be
rewritten using the previous coordinate system by the following equation:

u ¼ 1

LgLn� 1
f h xð Þ

�Ln
f h xð Þ þ v

� �
ð2:25Þ

Note that above considerations are presented for the case r = n and then the
system is called exact linearized.

The feedback linearization algorithm consists of two steps (Fig. 1):

• coordinates transformation according to Eq. (2.8)
• control signal calculation according to Eq. (2.23)

In the case r \ n after coordinating transformation (2.8) the system (2.20) is
obtained.

If the control signal is chosen:

u ¼ 1

LgLr�1
f h xð Þ

�Lr
fh xð Þ þ v

� �
ð2:26Þ

then partially linearized system will be obtained:
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_z1 ¼ z2

_z2 ¼ z3

� � �
_zr�1 ¼ zr

_zr ¼ v

_zrþ1 ¼ q1ðzÞ
� � �

_zn ¼ qn�rðzÞ

ð2:27Þ

Note, that this system can be decomposed into two subsystems The first one is
linear of dimension r defined by vector n

n ¼ z1; z2; . . .; zr½ �T ð2:28Þ

Only this subsystem is responsible for the input–output behavior. The second
subsystem of dimension n - r is nonlinear. Its behavior does not affect the output
and is defined by a vector g:

g ¼ zrþ1; zrþ2; . . .; zn½ �T ð2:29Þ

and it is responsible for the zero dynamics of the system.
Using the definitions (2.28) and (2.29), system (2.27) could be rewritten in the

following form:

_n1 ¼ n2

_n2 ¼ n3

� � �
_nr�1 ¼ nr

_nr ¼ v

_g1 ¼ q1 n; gð Þ
� � �

_gn�r ¼ qn�r n; gð Þ

ð2:30Þ

Fig. 1 Scheme of feedback
linearization control (FLC)
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Regarding an additional expression:

q ¼ q1; q2; . . .; qn�r½ �T ð2:31Þ

The Eq. (2.30) could be presented in shorter form:

_n1 ¼ n2

_n2 ¼ n3

� � �
_nr�1 ¼ nr

_nr ¼ v

_g ¼ q n; gð Þ

ð2:32Þ

2.3 Feedback Linearization of MIMO Systems

Let us assume that the MIMO system will be described using the following
equations:

_x ¼ f xð Þ þ g xð Þu
y ¼ h xð Þ

ð2:33Þ

where f 2 Rn; x 2 Rn; u; y; h 2 Rm; g 2 Rn�m. In this system the number of
inputs is equal the number of outputs m.

Definition 3 MIMO system described by Eq. (2.33) has the vector relative degree
r = [r1, r2, … ,rm]T at point x0 if

LgLk
f hi xð Þ ¼ 0 ð2:34Þ

for all x in neighborhood of x0 and all 0� k \ ri � 1 as well as
1� i�m; 1� j�m

and matrix A(x), which elements aij are defined by:

aij ¼ LgjL
ri�1
f hi xð Þ ð2:35Þ

is nonsingular in x = x0.

Note that this definition corresponds to the definition of SISO system (Defi-
nition 2).

Let us assume that:

r ¼
Xm

i¼1

ri ð2:36Þ

382 D. L. Sobczuk



The results from Sect. 2.2.1 are generalized to MIMO system. Thus the coor-
dinate transformation is defined by the mapping U:

U xð Þ ¼ ½/1
1 xð Þ; . . .;/1

r1 xð Þ; . . .;/m
rm xð Þ;/rþ1; . . .;/n�T ð2:37Þ

where:

/i
j xð Þ ¼ Lj�1

f hi xð Þ ð2:38Þ

for all i = 1, 2, … , m and j = 1, 2, … , ri. Afterwards

Lgj/i xð Þ ¼ 0 ð2:39Þ

for rþ 1� i � n and 1� j�m.
If the following expressions are defined:

ni
j ¼ /i

j xð Þ
gi ¼ /iþr

ð2:40Þ

the vectors are fixed as:

ni ¼ ½ni
1; n

i
2; . . .; ni

ri
�T

g ¼ ½g1; g2; . . .; gn�r�T
ð2:41Þ

and matrix n

n ¼ ½n1; n2; . . .; nm�T ð2:42Þ

Then the dynamic of the system could be rewritten by the following equations:

_ni
j�1 ¼ ni

j

_ni
ri
¼ bi n; gð Þ þ

Xm

k¼1

aikuk

yi ¼ ni
1

ð2:43Þ

for 1� i�m and 2� j� ri:
whereas the equation corresponds to g is as follows:

_g ¼ q n; gð Þ ð2:44Þ

And the transformation parameters are:

aij ¼ LgjL
ri�1
f hi U�1 n; gð Þ

� �
ð2:45Þ

bi ¼ LgjL
ri

f hi U�1 n; gð Þ
� �

ð2:46Þ

for i, j = 1, 2,…, m.
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In the system (2.33) the control signal is:

u ¼ a xð Þ þ b xð Þv ð2:47Þ

where a 2 Rm; b 2 Rm�m and v is the reference input (v 2 Rm).
Suppose, that the relative degree of the system (2.33) is equal n and the control

signal is:

u ¼ A�1 nð Þ �b nð Þ þ vð Þ ð2:48Þ

then the closed loop system is described by following equations:

_ni
1 ¼ ni

2

_ni
2 ¼ ni

3

� � �
_ni

ri�1 ¼ ni
ri

_ni
ri
¼ vi

yi ¼ ni
1

ð2:49Þ

for i ¼ 1; 2; . . .;m. The closed system is linear and controllable.
If the relative degree of the system fulfills the condition r \ n, then the partially

linearized system is obtained, consisting of two subsystems: linear (2.49) and
nonlinear (2.45). These equations correspond to the SISO system described by
(2.32).

3 Sliding Mode Control

3.1 Introduction

Control Systems are an important part of automation. Sliding Mode Control
(SMC) is a type of control using the theory of Variable Structure Systems (VSS).
The first works in these fields started in 50th of the twentieth century in the Soviet
Union and were developed in 1960s and 1970s (Emelyanow 1967 [10], Itkis 1976
[4], Utkin 1977 [18]).

At the beginning of 1980s started more and more often applying the method of
SMC in the real systems. SMC methods found application in:

• systems of automatic control in planes (Singh 1989) [19],
• control of servomechanisms (Hikita 1988) [20],
• design observers (Slotine and de Wit 1991) [21],
• control robots (Slotine and Sastry 1983) [22],
• control electric motors and in power electronics (Sabanowic and Izosimov 1981)

[23], and many others.
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Today SMC makes a comeback because of discovering second order SMC (2-
SMC) by A. Levant [24]. The 2-SMC is sometimes called SMC without chattering,
because this disadvantageous phenomenon of classical first order SMC is strongly
limited.

3.2 Variable Structure Systems (VSS)

In this section theoretical principles of the VSS will be introduced. The mathe-
matical description of this approach is given in [12]. At the beginning a theoretical
description of systems with single input and single output (SISO) will be intro-
duced, since this approach is simpler and more understandable. The importance
will be put to the SMC. Further considerations applying SMC to SISO systems will
be generalized to systems with multi inputs and multi outputs (MIMO).

It is possible, in the simplest way, to explain the VSS by comparing with the
linear controller for SISO systems.

Let us assume, that the object is described by matrix equation:

_x ¼ Axþ bu ð3:1Þ

For the linear state regulator the structure of the feedback is defined as follows:

u ¼ kTx ð3:2Þ

where A 2 Rn�n; b; x; k 2 Rn; u 2 R:
The VSS can be implemented through state switching between two or more

linear controllers (Fig. 2).
Construction of this system includes two problems:

• choice of parameters for every structure,
• defining the switching logic.

The following advantages are obtained on the costs for the small system
complication:

• it is possible to improve control quality combining useful properties for every
separated structure,

• the VSS can hold new properties not existing for every structure.

3.3 First Order SMC

This section will be concentrating on the first order SMC, also called simply SMC.
SMC occurs if in the neighborhood of the switching surface, trajectories are
directed in its direction. The fact that structure is independent of the object
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parameters is the most important feature of this approach. It causes the robustness
of the system. One should however remember that fulfil two conditions are nec-
essary to obtain SMC:

• trajectories must tend to the switching surface,
• on this surface condition for the occurring sliding mode phenomenon must be

fulfilled.

3.3.1 SMC for the Linear SISO Systems

Now the SMC description for the linear SISO system will be presented. The object
is written in the canonical form:

_xi ¼ xiþ1 for i ¼ 1; 2; . . .; n� 1

_xn ¼ �
Xn

i¼1

aixi þ u
ð3:3Þ

Let us assume that aim of control is zeroing of the output y = x1. Let u will be a
function of the vector x with discontinuity surface determined by the equation
s = 0, where

s ¼
Xn

i¼1

cixi; ci ¼ const; cn ¼ 1 ð3:4Þ

If trajectories are directed at the surface s = 0, then SMC occurred. The suf-
ficient condition is:

lim
s!0þ

_s\0

lim
s!0�

_s [ 0
ð3:5Þ

It means that if s is positive, then its derivative should be negative and if s is
negative, then its derivative should be positive. So, when the Eq. (3.5) is fulfilled,

Fig. 2 Strategy of variable
structure system

386 D. L. Sobczuk



trajectories will be attracted to the sliding surface. Thus, the resulting equation of
the system working with SMC is as follows:

_xi ¼ xiþ1 for i ¼ 1; 2; . . .; n� 2

_xn�1 ¼ �
Xn

i¼1

cixi
ð3:6Þ

Note, that these equations are not dependent from control parameters but only
from parameters ci.

The main problem is to select control to meet the following properties:

• the sliding mode must exist in all points of the surface s = 0,
• control should provide reaching this surface.

In the case of classical SM, the switching function, used in control is function
sign( ).

signðsÞ ¼
þ1 if s� 0

�1 if s\0

(
ð3:7Þ

So the control of the SISO system is equal :

u ¼ Vm sign sð Þ ð3:8Þ

3.3.2 SMC for Nonlinear SISO Systems

A nonlinear SISO system with SMC is described as follows:

_x ¼ g x; tð Þ þ b x; tð Þu

u ¼
uþðx; tÞ dla s� 0

u�ðx; tÞ dla s\0

(
ð3:9Þ

where x; f 2 Rn; u 2 R:
Now, the problem is: how to choose functions u+(x, t), u-(x, t), and switching

surface s to obtain the desired system behaviour. In order to describe the dynamics
of the SMC system one could use equivalent control method. Using this method
equation for the ideal sliding mode will be received. Equivalent control fulfil the
following equation:

_s xð Þ ¼ 0 ð3:10Þ

The Eq. (3.14) could be rewritten in the following form:

ðrsÞT g x; tð Þ þ b x; tð Þuð Þ ¼ 0 ð3:11Þ
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The equivalent control is obtained from the Eq. (3.11) and is equal:

ueq ¼ �
rsð ÞT g x; tð Þ
rsð ÞT b x; tð Þ

ð3:12Þ

with assumption

rsð ÞTb x; tð Þ 6¼ 0 ð3:13Þ

Substituting the Eq. (3.12) to Eq. (3.9) we receive:

_x ¼ g x; tð Þ � rsð ÞT g x; tð Þ
rsð ÞT b x; tð Þ

b x; tð Þ ð3:14Þ

The Eq. (3.14) presents control dynamics of the SMC. Using the equivalent
control method we can also receive other SMC conditions different from Eq. (3.5).
The following condition must be fulfilled:

min uþ; u�ð Þ\ueq\ max uþ; u�ð Þ ð3:15Þ

3.3.3 SMC for MIMO Systems

The SMC description of the nonlinear MIMO systems is similar to those presented
for the SISO systems. An appropriate equation for this case can be written in the
following form:

_x ¼ g x; tð Þ þ B x; tð Þu

ui ¼
uþi ðx; tÞ for si� 0

u�i ðx; tÞ for si\0

(
ð3:16Þ

for i = 1, 2 , …, m. In addition x; f 2 Rn; u 2 Rm.
Equivalent control is obtained from the equation:

_s xð Þ ¼ 0 ð3:17Þ

Let us assume, that K(x) is a matrix with elements kij(x) defined as follows:

kij ¼
osi

oxj
ð3:18Þ

Note, that the rows of the K matrix are gradients of the function si(x).
Thus, the condition Eq. (3.17) can be written in following form

K xð Þ g x; tð Þ þ B x; tð Þuð Þ ¼ 0 ð3:19Þ
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From this formula one can get the equivalent control equation:

ueq ¼ � K xð ÞB x; tð Þð Þ�1K xð Þg x; tð Þ ð3:20Þ

with assumption:

det K xð ÞB x; tð Þð Þ 6¼ 0 ð3:21Þ

Putting the Eq. (3.20) to Eq. (3.16) one receives:

_x ¼ gðx; tÞ � Bðx; tÞðKðx; tÞBðx; tÞÞ�1Kðx; tÞgðx; tÞ ð3:22Þ

Note, that the sufficient conditions for sliding mode existence for MIMO sys-
tems is:

min uþi ; u
�
i

� �
\ueqi\ max uþi ; u

�
i

� �
ð3:23Þ

for i = 1. 2, …, m

3.3.4 Chattering Phenomenon in SMC

So far only an ideal case of Sliding Mode has been considered. However, in the
real condition certain vagueness is appearing:

• hysteresis in switching controls (what limits the frequency of switching),
• delay associated with sampling in digital controllers.

This causes that the system dynamics are not working precisely according to
dynamics determined by the sliding mode. Therefore in the real conditions high
frequency signal is occurring, which is called chattering. It is possible to eliminate
it using different methods. These methods are called chattering reduction methods.
For the purpose of chattering limitation, the continues switching function
approximation is applied. Systems using this approach are called quasi sliding
mode control systems.

Some other methods of chattering reduction are presented below:

• applying the low-pass filter on the controller output,
• adding switching function to equivalent control ueq function, which causes that

the part with saturation can have a smaller amplitude and consequently reduces
chattering,

• using sliding control of the higher order,
• applying the integral sliding mode,
• applying the sliding mode with adaptive switching surfaces,
• decoupling plant structures and applying sliding mode control for the new

object.
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3.4 Second Order SMC

In this section the definition of higher order SMC methods will be introduced [24].
The r order sliding mode control means

s ¼ _s ¼ s
:: ¼ � � � ¼ sðr�1Þ ¼ 0 ð3:24Þ

The higher order system description will be limited to second order system.
This is obvious that in first order SMC systems, a value of the function s derivative
can obtain high value. This is because, this value is not controlled. Reducing this
variable cause also chattering reduction.

In classical SMC, the switching function, used in control is function sign( ). It
means that the control signal is dependent only on switching function s. In the
second order SMC this signal is additionally dependent directly or indirectly on the
derivative of switching function. If the convergence to the origin of the function
_sðsÞin finite time, then occurs second order SMC.

Currently the most popular three following methods exist for achieving the
second order SMC:

• twisting algorithm (Levantovsky (Levant) 1985 [25]),
• sub-optimal algorithm (Bartolini et al. 1997 [26]),
• super-twisting algorithm (Levant 1993 [24]).

3.4.1 Twisting Algorithm

The twisting algorithm was introduced by Lewantowski in 1985 [25] (at present
Arie Levant). He also introduced the second order SMC term in the paper from
1993 [24].

The control function in twisting algorithm has the following form:

u ¼
�VmsignðsÞ if s_s� 0

�VMsignðsÞ if s_s [ 0

(
ð3:25Þ

and VM [ Vm

Trajectories are twisted around the s� _s coordinates system. The origin of the
coordinate system is reached at the finite time.

3.4.2 Sub-Optimal Algorithm

The sub-optimal algorithm was described by Bartolini et al. in 1998 [26]. Control
in this system is described by following equations:
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u ¼
� U signðs� b sMÞ if ðs� b sMÞsM � 0

� a�U signðs� b sMÞ if ðs� b sMÞsM\0

(
ð3:26Þ

where U [ 0; a � [ 1; b 2 0; 1½ Þ; and sM is the last value s measured in the
moment when _s ¼ 0.

3.4.3 Super-Twisting the Algorithm

Super-twisting algorithm was published in 1993 by Levant. In this system control
signal is described by the following formulas:

u ¼ �k sj jqsignðsÞ þ u1

_u1 ¼ �W � signðsÞ
ð3:27Þ

where W [ 0; k [ 0; a � [ 1; q 2 0; 0:5ð �
Note, that in this algorithm, only information about the s functions is necessary.

In the other two methods the information about the derivative of s is required,
which is not easy to obtain.

3.5 Comparison of First and Second SMC

Among the advantages of the second order SMC are:

• The second order SMC system is getting smaller chattering towards the first
order SMC system,

• in the second order SMC the control signals and state variables are smooth at
keeping the robustness of the system,

• in the second order SMC construction of robust differentiating systems based on
the super-twisting algorithm is possible.

Among the disadvantages of the second order SMC are:

• in the second order SMC is much difficult to prove and to get the system
stability towards the first order SMC,

• in the second order SMC system is more parameters for adjusting, and not so
clear construction rules towards the first order SMC system.

This comparison shows that second order SMC systems have better properties
towards first order SMC systems, although obtaining this mode is technically more
difficult.
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3.6 Conclusions

This study presents the mathematical basis of first order SMC and second order
SMC. In the systematic way is explained how the VSS and particularly the SMC of
the first and second order are constructed. The first order SMC description for
linear and nonlinear systems with SISO and MIMO systems are presented. The
advantage of this control method i.e. the robustness of parameter changes is
clarified. Also, a disadvantageous chattering phenomenon is described, and dis-
cussed in which way it is possible to manage with this feature. Then three algo-
rithms for second order SMC controlling are introduced and shortly described.
Finally, the short comparison between first order SMC methods and second order
SMC is performed.

4 The Application of Feedback Linearization and Sliding
Mode to Induction Motor Control

4.1 Introduction

In this section the application of Sliding Mode Control (SMC) and feedback
linearization control (FLC) to induction motor (IM) will be presented. Thus three
application examples will be shown. At first the FLC algorithm with the linear
control of state variables will be investigated. After that the SMC will be used to
control linearized induction motor. The SMC application for such a system gives
us the possibility creating the direct control algorithms of the inverter. Finally, the
Sliding Mode Observer (SMO) of rotor flux and speed used in the linearized
induction motor will be described.

4.2 Application of Feedback Linearization to Induction
Motor Control

This section presents the application of feedback linearization to induction motor
control. The induction motor equations in per unit (pu.) system is described in the
following form:

_x ¼ f xð Þ þ usaga þ usbgb ð4:1Þ

where
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fðxÞ ¼

�awra � xmwrb þ axMisa
xmwra � awrb þ axMisb
abwra þ bxmwrb � cisa

�bxmwra þ abwrb � cisb

lðwraisb � wrbisaÞ � mL

sM

2
66664

3
77775

ð4:2Þ

ga ¼ ½0; 0; 1=rxs; 0; 0�T; gb ¼ ½0; 0; 0; 1=rxs; 0�T ð4:3Þ

x ¼ wra;wrb; isa; isb;xm

� �T ð4:4Þ

and a ¼ rr=xr; b ¼ xM=ðrxsxrÞ; c ¼ rsx2
r þ rrx2

M

� �
=ðrxsx2

r Þ; l ¼ xM= ðsMxrÞr
¼ 1� x2

M=ðrxsxrÞ, where motor parameters rr, rs are rotor and stator resistance in
pu. system, and xr, xs, xM, are rotor, stator and main inductance in pu. system.

Note that xm;wra;wrb, are not dependent on control signals usa; usb. In this case it
is easy to choose two variables dependent on x only. Now the feedback linearization
procedure will be applied, which was described in Sect. 2. So we can define [3, 4]:

/1 xð Þ ¼ w2
ra þ w2

rb ¼ w2 ð4:5Þ

/2 xð Þ ¼ xm ð4:6Þ

Let /1 xð Þ;/2 xð Þ are the output variables. The aim of control is to obtain:

• constant flux amplitude,
• reference angular speed.

Part of the new state variables we can choose according to (4.5) and (4.6). So,
the full definition of new coordinates is given by [8, 9]:

z1 ¼ /1 xð Þ
z2 ¼ Lf /1 xð Þ
z3 ¼ /2 xð Þ
z4 ¼ Lf /2 xð Þ

z5 ¼ arctan
wrb

wra

� �
ð4:7Þ

where Lfh is the Lie derivative of h with respect to a vector field f (2.1).
Note, that the fifth variable cannot be linearizable and the linearization can be

only partial. Denote:

/3 xð Þ ¼ z5 ð4:8Þ

then the dynamic of the system is given by:
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_z1 ¼ z2

_z2 ¼ L2
f /1 xð Þ þ LgaLf /1 xð Þusa þ LgbLf /1 xð Þusb

_z3 ¼ z4

_z4 ¼ L2
f /2 xð Þ þ LgaLf /2 xð Þusa þ LgbLf /2 xð Þusb

_z5 ¼ L2
f /3 xð Þ

ð4:9Þ

In the further part of this section we will consider the system consists of the first
four equations, because the fifth variable is only responsible for the zero dynamics
of the system. We can define linearizing feedback as [4]:

usa

usb

� 	
¼ D�1 �L2

f /1

�L2
f /2

� 	
þ v1

v2

� 	
 �
ð4:10Þ

D is given by:

D ¼ LgaLf /1 LgbLf /1

LgaLf /2 LgbLf /2

� 	
ð4:11Þ

After simple calculation, with the assumption that det(D) 6¼ 0 what means that
wr 6¼ 0, the following equation is fulfilled:

D�1 ¼ rxs

2alxMw2
r

lwra �2axMwrb
lwrb �2axMwra

� 	
ð4:12Þ

and L2
f /1; L2

f /2 are equal:

L2
f /1 ¼ 2a ð2aþ abxM w2

ra þ w2
rb

� 
þ ax2

M i2
sa þ i2sb

� h

� cxM þ 3axMð Þ wraisa þ wrbisb
� �

þ xMxm wraisb � wraisb
� �� ð4:13Þ

L2
f /2 ¼� l xm wraisa þ wrbisb

� �
þ bxm w2

ra þ w2
rb

� h

þ cþ að Þ wraisb � wrbisa
� �� ð4:14Þ

The resulting system is described by the equations:

_z1 ¼ z2

_z2 ¼ v1

_z3 ¼ z4

_z4 ¼ v2

ð4:15Þ

So, the block diagram of the linearized system is shown in the Fig. 3
Control signals can be calculated by the following formulas:

v1 ¼ k11 z1 � z1refð Þ � k12z2 ð4:16Þ
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v2 ¼ k21 z3 � z3refð Þ � k22z4 ð4:17Þ

where coefficients k11, k12, k21, k22 are chosen to determinate closed loop system
dynamic.

Control algorithm consists of two steps (Fig. 4):

• calculations v1, v2 according to Eq. (4.16) and (4.17),
• calculations usa, usb according to Eq. (4.10).

Application of the feedback linearization method gives us a possibility to get
very good behaviour in steady and dynamical states. The main features and
advantages of the presented control are:

• with control variables v1, v2 the FLC guarantee the exactly decoupling of the
motor speed and rotor flux control in both dynamic and steady states.

• the FLC is implemented in a state feedback fashion and needs more complex
signal processing (full information about motor state variables and load torque is
required).

4.3 Feedback Linearization with Sliding Mode

In many publications the SMC is applied to vector controlled IM [5–9]. In this
section application of the sliding mode technique to the resulting linear system
obtained by feedback linearization is described. The robustness and the discon-
tinuous nature of Variable Structure Control permits to use this control technique
to the PWM fed induction motor drives, what is the greatest advantage in this
control area.

In SLM [12] the system structure is switched when the system state crosses the
predetermined discontinuity line, so that the plant state slides along the reference
trajectory. This type of control was described in Sect. 3. The design of SMC
requires a suitable control law. The simplest way to solve this problem is to use

τM

−
mL

v1

v2

ω
M

z4

z2

Ψr
2Ψr

m

∫

∫

∫ ∫

Fig. 3 Block diagram of
induction motor with control
signals v1, v2 (feedback
linearization)
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bang–bang controller. In this case the absolute value of the control command v is
constant and the sign is given by the sign of a commutation function s as follows:

v ¼ vmax sgn sð Þ ð4:18Þ

The controller gain vmax can be evaluated based on the existing condition of
sliding mode Eq. 3.5:

In the case of linearized motor, there are two error signals:

e1 ¼ z1ref � z1 ð4:19aÞ

e2 ¼ z3ref � z3 ð4:19bÞ

two sliding lines defined by:

s1 ¼ e1 þ s1 _e1

s2 ¼ e2 þ s2 _e2
ð4:20Þ

and two control signals:

v1 ¼ v1maxsgn s1ð Þ ð4:21aÞ

v2 ¼ v2maxsgn s2ð Þ ð4:21bÞ

Note that for each vector v1, v2 the conditions Eq. (3.5) must be fulfilled and this
gives us possibilities to choose a vector pattern in PWM inverter.

In many papers [5–9, 27–30], where the nonlinear control of induction motor is
described, the inverter model does not take into account. However, in the case of
two-level three-phase inverter, it is easy to show that using SLM approach one can
find the voltage vector, from the set of eight possible vectors, which assure the

ψrc

ωmc

PWM
Vector

Modulator

Flux
Cont.

Speed
Cont.

Control
Signals
Trans-

formation

Flux
Vector

Estimation

Feedback
Signals

Transfor-
mation

udSA

SB

SC

usαc

usβc

ψrβ ψrα

isα

isβ

usα

usβ

ωm

ψ2
r

ψrα

ψrβ

ωm

ωm

ψ2
r

isα isβ

v1

v2

ωm

.

.

Fig. 4 Block diagram of feedback linearized control of two level three phase voltage source
inverter fed induction motor
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correct system behaviour (i.e. according to sliding mode conditions). It is obvious
that this approach is easy to extend for multilevel inverters.

The simplest way of producing the inverter switch states is to check all pos-
sibilities and choose this one, which fulfil the sliding mode conditions. The
algorithm could be performed in different ways using switching table Fig. 5
(algorithm 1) (Table 1).

where sector is defined by the angle of the rotor flux vector (Table 2):

ψrc

ωmc
Switching 

Table

Sliding 
line s1

Sliding 
line s2

Flux
Vector

Estimation

Feedback
Signals

Transfor-
mation

udSA

SB

SC

sign(s1)

isα

isβ

usα

usβ

ωm

ψ2
r

ψrα

ψrβ

ωm

ωm

ψ 2
r

s1

s2

.

.

ωm

sign(s2)

sign(ωm)

Fig. 5 The sliding mode control with switching table applied to the two-level three-phase
inverter fed induction motor

Table 1 Switching table in classical sliding mode

Sector s2 [ 0, s1 [ 0 s2 [ 0, s1 \ 0 s2 \ 0, s1 [ 0 s2 \ 0, s1 \ 0

1 2 3 6 5
2 3 4 1 6
3 4 5 2 1
4 5 6 3 2
5 6 1 4 3
6 1 2 5 4

Table 2 Definition of rotor
flux sector

-p/6 \uwr \p/6 1
p/6 \uwr \p/2 2
p/2 \uwr \ 5p/6 3
5p/6 \uwr \ 7p/6 4
7p/6 \uwr \ 3p/2 5
3p/2 \uwr \ 11p/6 6
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The algorithm could be modified in such a way, that in some situations we can
choose zero vector instead of active vectors. In this case the sign of mechanical
speed is taken to account, and the switching table is (algorithm 2) (Table 3):

This approach is correct in steady state, but not correct in transients, because the
SMC condition is not fulfilled in every time instance. In transient state another
modification could be used. Inside the e-neighborhood the algorithm with modi-
fication will be used and outside this region the algorithm which strictly fulfilled
the sliding mode conditions will be applied. (algorithm 3). The simulations of
these algorithms are performed. The oscillograms obtained for FLC with sinu-
soidal PWM and with linear speed and rotor flux controllers as well as for FLC
with sliding mode (algorithm 1) are shown in Fig. 6a, b. These figures show the

Table 3 Switching table in modified sliding mode

Sect. xm [ 0, s2 [ 0,
s1 [ 0

xm [ 0, s2 [ 0,
s1 \ 0

xms2 \ 0 xm \ 0, s2 \ 0,
s1 [ 0

xm \ 0, s2 \ 0,
s1 \ 0

1 2 3 0 6 5
2 3 4 0 1 6
3 4 5 0 2 1
4 5 6 0 3 2
5 6 1 0 4 3
6 1 2 0 5 4

Fig. 6 Steady state operation of the induction motor controlled via feedback linearization with
linear feedback and PWM (a) with SLMC (b) with modified SLMC (c): (a) stator currents isa, isb,
(b) stator voltage usb, (c) electromagnetic torque m, (d) stator voltage vector path usb(usa),
(e) stator current vector path isb(isa)
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steady state behaviour of the above systems. As can be seen from Fig. 6b that it
exists torque stress in some time instances. To guarantee better performance one
can apply algorithm 2 presented in the previous section. In Fig. 6c the simulation
results obtained for SMC with modification are shown. In Fig. 7 the response to
speed reference change is presented. The simulated oscillograms obtained for FLC
with sinusoidal PWM and with linear speed and rotor flux controllers as well as for
FLC with modified sliding mode (algorithm 3) are shown. These oscillograms
show the dynamic behaviour of the above systems, which are similar to each other.

FLC + PWM FLC + modified SLMC(a)
(a) (a)

(b) (b)

(c) (c)

(d) (d)

(e) (e)

(f) (f)

(b)

Fig. 7 Simulation results for change of the reference speed with induction motor controlled via
feedback linearization with linear feedback and PWM (a) and with the modified SLMC (b):
(a) reference speed xmref, (b) actual speed xm, (c) electromagnetic torque m, (d) rotor flux
components and absolute value (Wra, Wrb, Wr), (e) stator current component isa, (f) stator voltage
component usa
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4.4 Sliding Mode Observers

4.4.1 Application of Sliding Mode Observers

The description of sliding mode is presented in Chap. 3. The sliding mode con-
dition should be fulfilled, which imply the convergence to the prescribed surface.
The main advantage of SM is the robustness of the system.

Sliding mode could be applied to observers in which the discontinues terms are
used. In this section the Sliding Mode Observers (SMO) used for induction motor
are applied. Recently many papers devoted to this topic were written [31–37]. In
this work two different observers are presented, the parallel and serial SMO.

The parallel Sliding Mode Observer of rotor flux we can calculate using fol-
lowing formulas:

dŵra

dt
¼� aŵra � xmŵrb þ axMisa þ kVa

dŵrb

dt
¼� aŵrb þ xmŵra þ axMisa þ kVb

d̂isa

dt
¼abŵra þ bxmŵrb � ĉisa þ

1
rxs

ua þ Va

d̂isb

dt
¼abŵrb � bxmŵra � ĉisb þ

1
rxs

ub þ Vb

ð4:22Þ

where ŵra; ŵrb; îsa; îsb are estimated values of the rotor flux and stator currents, k is
a positive convergence rate coefficient and Va, Va are discontinues functions of the
current errors:

Va ¼ �V0signð�isaÞ ¼ �V0signð̂isa � isaÞ
Vb ¼ �V0signð�isbÞ ¼ �V0signð̂isb � isbÞ

ð4:23Þ

and V0 [ 0.
The scheme of this observer is presented in Fig. 8.
The serial SMO is based on current observer which is calculated by following

formula:

_̂isa

_̂isb

2

4

3

5 ¼ xM

rxsxr

kra

krb

" #
� rs

rxs

îsa

îsb

" #
þ 1

rxs

usa

usb

" #
ð4:24Þ

and in this case the flux observer is

_̂wra

_̂wrb

2
4

3
5 ¼ �

kra

krb

" #
ð4:25Þ

400 D. L. Sobczuk

http://dx.doi.org/10.1007/978-3-319-03401-0_3
http://dx.doi.org/10.1007/978-3-319-03401-0_3


kra ¼ �V0signð�isaÞ ¼ �V0signð̂isa � isaÞ
krb ¼ �V0signð�isbÞ ¼ �V0signð̂isb � isbÞ

ð4:26Þ

and V0 [ 0.
The scheme of this observer is presented in Fig. 9.
Knowing the estimated current, estimated rotor flux, and k function values, we

can express estimated rotor speed as [33]

x̂m ¼
ŵrb � kra � ŵra � krb � axM ð̂isbŵra � îsaŵrbÞ

ŵ2
ra þ ŵ2

rb

ð4:27Þ

4.4.2 SMO Results

The simulated and experimental oscillograms were obtained for FLC with vector
PWM and with Sliding Mode Flux Observers (Fig. 10).

Simulation of two described vector flux estimators is shown in Figs. 11 and 12
(steady state operation). and Figs. 13 and 14 (dynamic behaviour). It is obvious,

Fig. 8 Parallel sliding mode flux observer

Fig. 9 Serial sliding mode flux observer
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that the parallel flux estimator is better compare to serial one, therefore this
estimation was selected to experiment.

These oscillograms confirm the good dynamic behaviour of the system, and the
correct operation of Sliding Mode Flux Observers. Additionally using a serial SM
observer approach there is possible to obtain mechanical speed. It should be noted,
that to calculate rotor flux in feedback linearization control the parallel SM
observer is used.
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Fig. 10 Control of induction motor via feedback linearization

Fig. 11 Simulation results for steady state operation (xm = 0.5i mL = 0.2) for parallel SMO
a current and voltage, b speed and speed command, c flux estimation errors, d electromagnetic
torque
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Figure 15 shows the correct operation of Sliding Mode Speed Observer in
simulation, in both dynamic and steady state. We can note, that the response of the
system is proper, and the speed sensorless system gives good results.

Fig. 12 Simulation results for steady state operation (xm = 0.5i mL = 0.2) for serial SMO
a current and voltage, b speed and speed command, c flux estimation errors, d electromagnetic torque

Fig. 13 Dynamic behavior. The speed reversal xm = -0.3, 0.3 for parallel SMO. a Current and
voltage, b speed and speed command, c flux estimation errors, d electromagnetic torque
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5 Conclusions

In this chapter several applications of feedback linearization (FLC) and sliding
mode control (SMC) and observers for inverter fed induction motor is presented.
Features and advantages described algorithms can be summarized as follows.

Fig. 14 Dynamic behavior. The speed reversal xm = -0.3, 0.3 for serial SMO. a Current and
voltage, b speed and speed command, c flux estimation errors, d electromagnetic torque

Fig. 15 Simulation results for steady-state (left side) and speed reversal (right side). a Command
speed and mechanical speed, b speed estimation error
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• The FLC guarantees the exactly decoupling of the motor speed and rotor flux
control. Thus this control method gives a possibility to get very good behaviour
in both dynamic and steady states.

• Since in the FLC chosen variables (xm;w
2
r ) and its derivative ( _xm; _w2

r ) are used
as new coordinates this approach will be well suited for SMC speed and position
controllers. The SMC is robust. Therefore, the combination of these two algo-
rithms allow achieving the advantages of both: decoupled, robust system.

• The SMC approach assures direct control of inverter legs and allows using a
simple table instead of performing complicated PWM calculation.

• The good behaviour of rotor flux and speed Sliding Mode Observers (SMO) is
the important feature of the system and allows achieving very good results.

Thus the SMC and FLC, both together and separately, offer an interesting
perspective in future research. These approaches are also a good alternative to
other solutions, such as predictive and adaptive systems, and soft computing.
SMOs are frequently used in drive systems. Sliding Mode Controllers work well in
switching systems, and in systems which parameters are variable or not accurately
set. The FLC approach is applied when we are dealing with non-linear systems,
such as for example different types of drive systems. Therefore, we can say that
these approaches are very useful in a variety of applications and, in particular, in
the drive systems and power electronics.
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