LNCS 8276

Gabriel Urzaiz Sergio F. Ochoa
José Bravo Liming Luke Chen
Jonice Oliveira (Eds.)

Ubiquitous Computing
and Ambient Intelligence

Context-Awareness
and Context-Driven Interaction
7th International Conference, UCAmI 2013

Carrillo, Costa Rica, December 2013
Proceedings

@ Springer




Lecture Notes in Computer Science

Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison

Lancaster University, UK
Takeo Kanade

Carnegie Mellon University, Pittsburgh, PA, USA
Josef Kittler

University of Surrey, Guildford, UK
Jon M. Kleinberg

Cornell University, Ithaca, NY, USA
Alfred Kobsa

University of California, Irvine, CA, USA
Friedemann Mattern

ETH Zurich, Switzerland
John C. Mitchell

Stanford University, CA, USA
Moni Naor

Weizmann Institute of Science, Rehovot, Israel
Oscar Nierstrasz

University of Bern, Switzerland
C. Pandu Rangan

Indian Institute of Technology, Madras, India
Bernhard Steffen

TU Dortmund University, Germany
Madhu Sudan

Microsoft Research, Cambridge, MA, USA
Demetri Terzopoulos

University of California, Los Angeles, CA, USA
Doug Tygar

University of California, Berkeley, CA, USA
Gerhard Weikum

Max Planck Institute for Informatics, Saarbruecken, Germany

8276



Gabriel Urzaiz Sergio F. Ochoa
Jos€ Bravo Liming Luke Chen
Jonice Oliveira (Eds.)

Ubiquitous Computing
and Ambient Intelligence

Context-Awareness
and Context-Driven Interaction

7th International Conference, UCAmI 2013
Carrillo, Costa Rica, December 2-6, 2013
Proceedings

@ Springer



Volume Editors

Gabriel Urzaiz
Universidad Andhuac Mayab, Mérida, YUC, México
E-mail: gabriel.urzaiz@anahuac.mx

Sergio F. Ochoa
University of Chile, Santiago de Chile, Chile
E-mail: sochoa@dcc.uchile.cl

José Bravo
MAmI Research Lab, Castilla-La Manca University, Ciudad Real, Spain
E-mail: jose.bravo@uclm.es

Liming Luke Chen
University of Ulster, Newtownabbey, County Antrim , UK
E-mail: l.chen@ulster.ac.uk

Jonice Oliveira
Universidade Federal do Rio de Janeiro, Rio de Janeiro, Brazil
E-mail: jonice@dcc.uftj.br

ISSN 0302-9743 e-ISSN 1611-3349

ISBN 978-3-319-03175-0 e-ISBN 978-3-319-03176-7
DOI 10.1007/978-3-319-03176-7

Springer Cham Heidelberg New York Dordrecht London

CR Subject Classification (1998): H.4, C.2.4, H.3,1.2.11, H.5, D.2, K.4

LNCS Sublibrary: SL 3 — Information Systems and Application, incl. Internet/Web
and HCI

© Springer International Publishing Switzerland 2013, corrected publication 2018

This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology
now known or hereafter developed. Exempted from this legal reservation are brief excerpts in connection
with reviews or scholarly analysis or material supplied specifically for the purpose of being entered and
executed on a computer system, for exclusive use by the purchaser of the work. Duplication of this publication
or parts thereof is permitted only under the provisions of the Copyright Law of the Publisher’s location,
in its current version, and permission for use must always be obtained from Springer. Permissions for use
may be obtained through RightsLink at the Copyright Clearance Center. Violations are liable to prosecution
under the respective Copyright Law.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.

While the advice and information in this book are believed to be true and accurate at the date of publication,
neither the authors nor the editors nor the publisher can accept any legal responsibility for any errors or
omissions that may be made. The publisher makes no warranty, express or implied, with respect to the
material contained herein.

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India
Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Preface

This year we are celebrating at Carrillo, Costa Rica a joint event, which
includes the 7th International Conference on Ubiquitous Computing and Am-
bient Intelligence (UCAmI 2013), the 5th International Work Conference on
Ambient Assisted Living (IWAAL 2013), the 6th Latin American Conference
on Human Computer Interaction (CLIHC 2013), and the Workshop on Urban
Applications and Infrastructures (UrbAI 2013). The program of this joint event
includes a rich variety of technical sessions to cover the most relevant research
topics of each conference. A total number of 116 submissions were received, and
the acceptance rate for long papers was 58 percent.

UCAmI 2013 counts on Dr. Julie A. Jacko and Prof. Mariano Alcaniz Raya
as prominent keynote speakers. We would like to thank both of them for their
participation and contribution to this joint event.

UCAmI 2013 is focused on research topics related to context-awareness and
context-driven interaction, including: human interaction in ambient intelligence,
solutions to implement smart environments and objects, intelligence for ambient
adaptation, internet of things, social web of things, and intelligent transportation
systems.

In this seventh edition of UCAmI we received 48 submissions that involved
157 authors from 14 different countries. A total number of 109 reviews were done
by 81 reviewers from 20 countries, with an average of 2.27 reviews per paper.
We would like to thank all those who submitted papers for consideration and
also the reviewers participating in this process.

In this proceedings book, it is a great pleasure for us to also include the 8 ar-
ticles that were accepted in the workshop UrbATI 2013. This workshop provided a
forum to share knowledge and experiences towards the assessment, development,
and deployment of ubiquitous computing and ambient intelligence solutions for
urban domains.

Finally, we would like to express our deepest thanks to the colleagues who
helped to organize the conference, particularly Dr. Luis Guerrero of the Univer-
sity of Costa Rica. We would also like to thank all Program Committee members
who have given tirelessly their time to contribute to this event.

December 2013 Gabriel Urzaiz
José Bravo

Sergio F. Ochoa

Liming Luke Chen

Jonice Oliveira
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Context-Aware Energy Efficiency
in Smart Buildings

Maria Victoria Moreno Cano, José Santa,
Miguel Angel Zamora, and Antonio F. Skarmeta Gémez

University of Murcia, Department of Information and Communications Egineering
Campus de Espinardo, 30100 Murcia, Spain
{mvmoreno, josesanta,mzamora, skarmeta}@um.es

Abstract. When talking about energy efficiency at global scale, build-
ings are the cornerstone in terms of power consumption and COz emi-
ssions. New communication paradigms, such as Internet of Things, can
improve the way sensors and actuators are accessed in smart build-
ings. Following this approach, we present an energy efficiency subsystem
integrated with a building automation solution that makes the most
of the energy consumed, considering user preferences, environmental
conditions, and presence/identity of occupants. Through a three-stage
approach based on behavior-centred mechanisms, the system is able to
propose concrete settings on building devices to cope with energy and
user comfort restrictions. The proposal has been implemented and de-
ployed on a smart building. A set of tests validates the system when users
are correctly located and identified at comfort service points, and first
experimental stages already reflect energy saves in heating and cooling
about 20%.

Keywords: Smart Buildings, Energy Efficiency, Context Awareness.

1 Introduction

National governments, industries and citizens worldwide have recognized the
need for a more efficient and responsible use of the planet’s resources, and new
energy and climate goals have already been adopted accordingly, for example the
EU’s 20-20-20 goals'. Due to their relevance in the daily life and their impact on
worldwide power consumption, buildings are key infrastructures when talking
about the synergy between technology advances and energy efficiency. Indoor
environments have a direct relation with quality of life and power consumption
both at the work and in citizens private life. Thus, future buildings should be
capable of providing mechanisms to minimize their energy consumption, and
integrate local power sources improving their energy balance.

Last advances on Information and Communication Technologies (ICT) and
Internet of Things (IoT) [1] are identified as key enablers for accessing remote
sensing units and managing building automation systems. Nevertheless, although

! www.ec.europa.eu/clima/policies/package/index_en.htm
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there are already works addressing the problem of energy efficiency in buildings,
few of them benefit from the boost provided by IoT capabilities in this envi-
ronment to optimize energy consumption using real-time information or include
individual user data. In this sense, the smart energy management system pre-
sented in this paper considers an IoT-based building automation platform that
gathers real-time data from a huge variety of sensors, and uses behavior-based
techniques to determine appropriate control actions on individual lighting and
heat, ventilation, air conditioning (HVAC), in order to satisfy comfort conditions
of users while saving energy. Most of our IoT infrastructure is composed of wired
and wireless sensors and actuator networks embedded in the environment, but
individuals play a fundamental role, since the system is able to consider user
comfort needs. Moreover, we also show how despite the relatively short time
of operation of our system in a real smart building, energy saving is already
achieved thanks to consider accurate user location data and individualized con-
trol of appliances, in order to provide environmental comfort at specific target
locations.

The rest of the paper is organized as follows: Section 2 places the proposal in
the literature by reviewing recent related works. Section 3 describes our proposal
for intelligent energy management, integrated in a reference building automation
solution. Section 4 details the system deployment carried out in a reference
smart building where initial tests have been performed for assessing the system
operation. Finally, Section 5 concludes the paper with a set of final remarks and
presenting future lines.

2 Literature Review

Most of the previous approaches addressing the problem of energy efficiency of
buildings present partial solutions regarding monitoring, data collection from
sensors or control actions. In [2] an examination of the main issues in adaptive
building management systems is carried out, and as the authors state, there are
few works dealing with this problem completely. Regarding building automation
systems, there are many works in literature extending the domotics field initially
focused only on houses. For instance, a relevant example is the proposal given
in [3], where the authors describe an automation system for smart homes on top
of a sensor network. The work presented in [4] is also based on a sensor network
to cope with the building automation problem, but this time the messages of
the routing protocol include monitoring information of the building context.
The literature about energy efficiency in buildings using automation platforms
is more limited. In [5], for instance, a reference implementation of an energy
consumption framework is given to analyze only the efficiency of a ventilation
unit. In [6] it is described a deployment of a common client/server architecture
focused on monitoring energy consumption but without performing any control
action.

In this paper, we present a real and interoperable experience on a general
purpose platform for building automation, which addresses the problem of energy
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efficiency of buildings, comfort services of occupants, environmental monitoring
and security issues, among others, by means of a flexible IoT platform, which
allows to gather data from a plethora of different sources and to control a wide
range of automated parts of the building.

3 Intelligent Management System for Energy Efficiency
of Buildings

For a building to be considered energy-efficient it must be able to minimize
conventional energy consumption (i.e. non-renewable energy) with the goal of
saving energy and using it rationally. Optimizing energy efficiency in buildings
is an integrated task that covers the whole lifecycle of the building [5], and during
these phases it is necessary to continuously adapt the operation of its subsystems
to optimize energy performance indexes. However, this process is a complex task
full of variables and constraints. Furthermore, the quality of life of occupants
should be ensured through at least three basic factors: thermal comfort, visual
comfort and indoor air quality (IAQ). But the definition of these factors is not
fixed [7], since they depend on user comfort perception with a high subjective
load. Therefore, it is necessary to provide users with increased awareness (mainly
concerning the energy they consume), and permit them to be an input more
to the underlying processes of the energy efficiency subsystem. Bearing these
aspects in mind, below we present the base platform for our proposal of building
management system, which is described subsequently.

3.1 Holistic IoT Platform for Smart Buildings

Our base automation platform used for integrating energy efficiency features is
based on the CityExplorer solution (formerly called Domosec), whose main com-
ponents were presented in detail in [8]. CityExplorer gathers information from
sensors and actuators deployed in a building following an IoT approach and it
is responsible for monitoring environmental parameters, gathering tracking data
about occupants, detecting anomalies (such as fire and flooding among others),
and it is able to take actions dealing with key efficiency requirements, such as
saving power or water consumption. The main components of CityExplorer are
the network of Home Automation Modules (HAM) and the SCADA (supervi-
sory control and data acquisition). Each HAM module comprises an embedded
system connected to all the appliances, sensors and actuators of various spaces
of a building. These devices centralize the intelligence of each space, controlling
the configuration of the installed devices. Additionally, the SCADA offers ma-
nagement and monitoring facilities through a connection with HAMs. Thus, all
the environmental and location data measured by the deployed sensors are first
available in HAMs and then reported to the SCADA, which maintains a global
view of the whole infrastructure. Sensors and actuators can be self-configured
and controlled remotely through the Internet, enabling a variety of monitoring
and control applications.
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3.2 Energy Efficiency Subsystem in CityExplorer

Our proposal of intelligent management system has capabilities for adapting the
behavior of automated devices deployed in the building in order to meet energy
consumption restrictions while maintaining the comfort level of occupants. The
system is integrated in the back office part of the CityExplorer solution, using
the SCADA as both data source and gateway to control automated devices. This
way, the decisions taken by the intelligent management module are reflected on
the actuators deployed in the building, such as the heating/cooling units and
electric lights. We base our energy performance model on the CEN standard
EN 15251 [9], which specifies the design criteria to be used for dimensioning the
energy system in buildings, establishing and defining the main input parameters
for estimating building energy requirements and evaluating the indoor environ-
ment. On the other hand, the comfort management algorithms are based on
the models for predicting the comfort response of building occupants described
in [10]. Taking into account all these criteria, we define the input data of our
system, which are showed in Fig.1.

Our building management system for comfort and energy efficiency uses a
combination of techniques based on behavior-centred mechanisms and computa-
tional intelligence [11] for auto-adapting its operation. This way, it is necessary to
consider the data provided directly by users through their interaction, since they
can change the comfort conditions provided automatically by the system and,
consequently, the system can learn and auto-adjust according to the changes.

As can be seen in Fig. 1, an important prior issue to be solved is the indoor
localization problem, since apart from environmental data, user identification
and location data are also required to provide customized indoor services in
smart buildings. Therefore, information about the number, location and identity
of occupants, and even on their activity levels, are needed to adapt the comfort
conditions provided in the spaces where occupants stay. Such comfort adaptation
is performed through the individual management of the automated appliances
in charge of providing their services in such areas. In this way, it is possible to
carry out control decisions and define strategies to minimize the energy con-
sumption of the building depending on user presence. For this reason, we have
implemented an indoor localization system that provides positioning data of
occupants by using RFID (Radio-Frequency Identification) and IR (Infra-Red)
sensors deployed in the building [12]. This system is able to provide all user data
mentioned as relevant for our problem.

On the other hand, the smart comfort and energy management system is di-
vided in two main modules (see Fig. 1): the subsystem responsible for assuring
the environmental comfort on the basis of the user preferences (Smart Com-
fort Prediction), and the subsystem in charge of estimating the energy wastage
associated to such preferences and providing the optimal comfort settings that
ensure the energy efficiency of the building (Efficient Comfort Management).
The first module provides the optimum comfort conditions according to the
occupants, their activities and their locations, apart from the individual comfort
preferences. Once the comfort conditions for each location of the building have
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been estimated, the second module is responsible for estimating the optimum
operational settings for the involved appliances, which ensure minimum energy
consumption of the building while considering the previous estimated comfort
conditions. For that, it is taken into account a forecast of environmental pa-
rameters and the energy generated by alternative energy sources installed in the
building.

HOME AUTOMATION MODULE (HAM)

INPUT DATA QUTPUT DATA
SMART COMFORT AND ENERGY CONTROL SYSTEM
USER IDENTIFIER
Zrceee] ZXE8 SENSOR NETWORKS
USER INTERACTION
USER NEGOTIATION |jyao ;ﬁgz
[x1e ETBUS/X1@ DEVICES
ENVIRONMENTAL PARAMETERS LOCALIZATION |=> serta
SMART EFFICIENT PERIAY
1 SERIAL COM DEVICES
LIGHTING LEVEL |<ony SXSIEy COMFORT COMFORT
PREDICTION MANAGEMENT can
CONSUMED ENERGY | &3t CAN NODES
<>
GENERATED ENERGY
ELECTRICAL DEVICES

Fig.1. Schema of the modules composing the management system focused on
energy-efficient buildings

4 System Deployment and Tests

The reference building where our smart system has been deployed is the Techno-
logy Transfer Centre of the University of Murcia?, where CityExplorer is already
installed and working. All input data involved in our energy and comfort ma-
nagement system are available in real-time through the SCADA access, and the
actions for achieving a comfortable and energy-efficient behavior of the building
can be performed. All the rooms of the building have been automated (through
an HAM unit) to minimize their energy consumption according to the actions
suggested by our management system, while user comfort aspects are communi-
cated to the system by user interaction with the system through a control panel
or a user restricted access to the SCADA view. In one of the floors of such refe-
rence building, we have taken one laboratory as a reference testbed for carrying
energy efficiency experiments. In this test lab we have allocated different room
spaces, as can be seen in Fig. 2. In these spaces, separate automation functions
for managing lighting, HVAC, switches and blinds are provided, where these
devices provide comfort services in different regions. Taking into account such
service regions, as well as the features of each space in terms of natural light-
ing, activities to be carried out, and the estimated comfort requirements (for
instance, the case of an individual lamp placed on a desk, the user location must

2 www.um.es/otri/?opc=cttfuentealamo
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Fig. 2. Different scenarios deployed in a test lab of our reference smart building

be determined to provide occupants with personalized environmental comfort.
These target regions are showed in Fig. 2.

Comfort and energy efficiency services provided in these scenarios are strongly
dependent on the location data provided by the localization system integrated in
the HAMs of CityExplorer. This system must be capable of providing user loca-
tion estimation with a mean error lower than the target service regions showed in
Fig. 2. A previous work [12] evaluated in detail the accuracy of such localization
system. For our current tests, we analyze its accuracy considering the scenarios
showed in Fig.2. For that, different user transitions between the different spaces
are tracked by the system. According to the obtained results, it can be safely
said that the system is able to track users with enough level of accuracy and
precision. More specifically, the mean error obtained in this tracking scenario is
1 m., which is enough to offer individualized comfort services to users. In this
sense, for instance, among the target service regions here analyzed, the indivi-
dual lamp light represents the most restrictive case, with a service region of 1.5
m. x 1.7 m., which represents a restriction in terms of location accuracy higher
than the mean error provided by our localization system.

Taking as starting point the suitability of the localization system integrated
in the building management proposal, we can now demonstrate the benefits of
considering such accurate positioning information (including identification) in
terms of energy savings by using comfort services. Depending on the user al-
located in each target area and the environmental parameters sensed in the
room (temperature and humidity in this case of studio), the intelligent manage-
ment process is responsible for communicating different settings to the appro-
priate HVAC appliances. All the information sensed is gathered in real-time and
is available through CityExplorer. For the comfort management implemented,
different comfort profiles for each user involved in the tests were considered.



Context-Aware Energy Efficiency in Smart Buildings 7

Besides, maximum and minimum indoor temperatures were established as con-
trol points for ensuring minimal thermal conditions in each scenario. In this way,
customized comfort services are provided to users ensuring their quality of life,
and the energy consumed is optimized thanks to the individual user location and
identification data. Moreover, any energy wastage derived from overestimated or
inappropriate thermal settings is avoided.

It is important to highlight that our energy efficiency system needs a long
evaluation period to extract relevant figures of merit regarding energy saves.
Furthermore, each simplification or adjustment in the system (different input
data, rules, locations, comfort conditions, etc.) requires extensive testing and
validation with respect to the environment chosen to carry out the evaluation.
In addition, the system validation must cover different seasons in order to ana-
lyze its behavior with different weather conditions along the year. Despite all
these considerations, we can state that the experiment results obtained until
now already reflect energy saves in cooling/heating about 20%, attending to
the energy consumption in A/C in prior months without considering our energy
management system. It is clear that the environmental conditions are hardly
repeatable, but the comparison was performed between consecutive months in
the winter of 2013 which presented very similar environmental conditions and
context features. Specifically, we consider the month of January without energy
management, and February enabling intelligent management decisions. At this
moment a constant evaluation is being performed day-by-day for providing fur-
ther evaluations in future works.

5 Conclusions and Future Work

The proliferation of ICT solutions (IoT among them) represents new opportuni-
ties for the development of new intelligent services for achieving energy efficiency.
In this work we propose a platform which is powered by IoT capabilities and is
part of a novel context-and location-aware system that deals with the issues of
data collection, intelligent processing for saving energy according to user comfort
preferences, and proper actuation features to modify the operation of relevant
indoor devices. An essential part of the energy efficiency module of the proposal
is the user location and identity, so that customized services can be provided.
The applicability of our system proposal has been demonstrated through a real
implementation in a concrete smart building, gathering sensor data for monito-
ring the power consumption and tracking occupants following an IoT approach
to access localization sensors. The localization system has been evaluated and an
accuracy of about one meter has been obtained, which is considered more than
enough to provide personalized environmental comfort to users for saving energy.
Furthermore, using this localization system and the whole energy management
platform, an overall energy save of 20% has been recently achieved.

As it has been already mentioned, a longer evaluation period to extract more
relevant and precise results is needed. In this line, we are carrying out assessments
aimed to analyze individual parts of our system. Several years of experimentation
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and analysis are needed to tune up the system and leave it ready to operate under
different conditions, such as different seasons, people, behaviors, etc. Moreover,
we are experimenting on mobile crowd-based sensing techniques for gathering
data from occupants’ devices, since this information will complement the data
obtained by our infrastructure-based system.
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Abstract. User indoor positioning has been under constant improve-
ment especially with the availability of new sensors integrated into the
modern mobile devices. These sensory devices allow us to exploit not only
infrastructures made for every day use, such as Wi-Fi, but also natural
infrastructure, as is the case of natural magnetic fields. From our expe-
rience working with mobile devices and Magnetic-Field based location
systems, we identify some issues that should be addressed to improve
the performance of a Magnetic-Field based system, such as a reduction
of the data to be analyzed to estimate an individual location. In this
paper we propose a feature extraction process that uses magnetic-field
temporal and spectral features to acquire a classification model using the
capabilities of mobile phones. Finally, we present a comparison against
well known spectral classification algorithms with the aim to ensure the
reliability of the feature extraction process.

Keywords: Magnetic Field Measurements, Magnetometers, Location,
Indoor Positioning, Location Estimation, Feature Extraction.

1 Introduction

User positioning has been the focus of many research groups around the globe.
Several approaches have been proposed to estimate the location of an individual.
For instance RFID, Wi-Fi and Bluetooth, which provide evidence of their ability
to locate an individual indoors [1-3]. However, they require a dedicated infras-
tructure, and thus system scalability can be expensive, as it requires adding
devices. Therefore new approaches have been proposed to avoid those issues;
these new approaches are based on the reuse of the technologies that we use
everyday (i.e. mobile devices) and using the signals already available in the in-
door environment. An example of those approaches is indoor positioning systems
based on Magnetic-fields [4].

The use of magnetic fields for indoor location systems has been explored
in some pioneer works such as [5, 6]. Their idea is to use the irregularities of
the earth’s natural magnetic field induced by building’s structures and other
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© Springer International Publishing Switzerland 2013
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elements common in indoor environments, and detect these irregularities as clues
for finding the user’s location, with the help of a magnetometer such as those
available in smartphones. Such approaches involve the previous mapping of a
given indoor environment, measuring at each point the magnitude and direction
of the magnetic field, and then, using this magnetic map for location purposes,
finding the most similar place in the magnetic map to the one detected at a
given point. ana

In our approach, the goal is to identify the “room” in which the user is at
a certain moment, not to give exact coordinates, like some other methods do.
In this setting, the precision is the percentage or times the system gives the
correct room, not a measure in centimeters or other length measures. But in
most practical situations, to know in which room the user is located, is exactly
the type of information he/she needs, not to have a vector of coordinates.

Further, we developed an original method in which there is no need of con-
structing a detailed magnetic map, which is a grid of magnetic measures for
each point in the building, as other approaches do, but just to store a kind of
“signature” taken from a random walk inside a given room, which takes as an
essential component the frequency spectrum of the magnetic signal, obtained
from the Fourier transform of that signal. This method has been shown to be in-
dependent of the exact path used when picking the magnetic signal, thus giving
it a very desirable robustness.

From our experience working with Magnetic-Field based location systems,
we identify some issues that should be addressed to improve a Magnetic-Field
based system. In particular, we guess that clever feature extraction from the
magnetic field signal would reduce the amount of data required to estimate the
location of an individual. We have the hypothesis that this feature extraction
process improves the accuracy and the robustness of the system, and reduce the
computational cost, enabling the system to be executed on a mobile device.

The aim of this work is to present a temporal and spectral feature extraction
process, exploiting the statistical parameters to summarize the behavior of the
signal. Further, we intend to obtain a classification model from temporal and
spectral features of the magnetic field using a magnetic sensor included in a
conventional mobile device.

This paper is organized as follows. A description of related works for loca-
tion estimation that uses the magnetic-field is given in Section 2. A description
of spectral and statistical features is presented in Section 3. Experimental pro-
cedures are described in Section 4. Section 5 shows the experimental results
obtained after running the classification model. Finally conclusions and future
work are presented in Section 6.

2 Related Work

Indoor positioning technologies can be classified into three categories: technolo-
gies based on signals-of opportunity (signals that are not intended for positioning
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and navigation), technologies based on pre-deployed infrastructure (such as po-
sitioning systems using infrared, ultrasound and ultra wide band) and others
[7]. Coverage using technologies based on signals-of opportunity often is very
limited, however, many attempts has been done using different technologies i.e.,
Bluetooth, Wi-Fi[1-3]. Nevertheless the magnetic field could be categorized as
a signals-of opportunity approach, but without the coverage constrain because
the magnetic disturbances are present in any environment.

Some approaches show that using the magnetic field like a complementary
sensor can improve the location precision results. For instance, [8] improves a
SLAM algorithm adding a magnetometer as a new sensor to locate a robot in
a building hallway. At some point, the robot is hijacked to an unknown place
in the same hallway, and continues to run. They demonstrate that the use of
the magnetic filed data can improve the localization of the robot on the existing
map after a hijacking.

Location fingerprinting schemes are feasible solutions for indoor positioning
as described in [9] and [10]. In [7] many tests are done in order to determine
how feasible is the use of magnetic field alone for indoor positioning. The results
of the tests show that the indoor geomagnetic field is stable, just with small
changes when furniture is moved or small objects are near to the magnetome-
ter used to sense the magnetic field, concluding that applying the figerprinting
scheme for positioning is possible, but they propose to improve the estimation of
the position by adding extra information to complement the magnetic field mea-
surements. In this sense, others are exploring to add additional characteristics
to the magnetic field magnitude, in [11] they propose the use of two times-
tamp additionally to the magnetic field samples. They presents an alternative
leader-follower form of waypoint- navigation system; magnetometer readings are
compared to a pre-recorded magnetic ”leader” trace containing magnetic data
collected along a route and annotated with waypoint information. Each sample
was given a timestamp from the Android system associated with its time of
collection by the phone. A second timestamp was generated by the sensor unit
and consists of an integer that is incremented at each sample. Timestamps allow
dropped packets to be detected, and enable the individual sensor results to be
aligned with each other, improving the proposed indoor navigation system.

The present work enhances the proposal presented in [4] through feature ex-
traction to reduce the information used to achieve indoor positioning with less
computational cost, since one of the objectives is to use the method in mobile
devices.

3 Spectral and Statistical Features Extraction

The feature extraction is a process that consists in performing efficient data
reduction while preserving the appropriate amount of information of the signal
[12]. Given the similarity between a magnetic field signal and an audio waveform,
(variation of a disturbance with time), audio analysis techniques can be applied
to the magnetic-field-based signature to the temporal and spectral evolution.
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Features can be classified into three categories:

— Temporal Shape: features (global or instantaneous) computed from the
waveform. From the temporal shape were extracted the following 16 fea-
tures, chosen because of the statistical potential to summarize the behav-
ior of the signal: Kurtosis, Mean, Median, Standard Deviation, Variance,
Trimmed Mean, Coefficient of Variation, Inverse Coefficient of Variation and
1,5,25,50,75,95 and 99 percentile.

— Spectral Shape: Features computed from the Fast Fourier Transform of the
signal. From the spectral shape were extracted the following 20 features;
they were also chosen because of the statistical potential to summarize the
spectral shape: Shannon Entropy, Slope, Spectral Flatness, Spectral Cen-
troid, Coefficient of Variation, Skewness, Kurtosis, Mean, Median, Standard
Deviation, Variance, Trimmed Mean, Inverse Coefficient of Variation and
1,5,25,50,75,95 and 99 percentile.

— FEnergy Features: Features (instantaneous) referring to energy content of the
signal. From the energy features were extracted the first 10 frequencies,
because the majority of the energy is concentrated in them.

4 Experimentation

4.1 Collecting Device

To avoid specialized sensors, the collecting device consists of an Acer A500 tablet
with a built-in three-axis sensor with appropriate software applications to collect
magnetic data.

The application is implemented in Java and makes use of Google libraries to
obtain a link to the magnetic sensor of the device. The application collects data
of the three physical axis x,y, and z of the magnetic field and stores them in
the device for later processing.

4.2 Collecting Procedures

Experiments were performed at the ground floor of a residential home shown in
figure la. The open spaces in rooms were completely mapped in a period of time
of about 10 seconds, and were independent of the walking patterns. Every room
has different kinds of furniture and distributions allowing us to have different
magnetic signatures.

The experiments were performed in 4 rooms: kitchen, living room, bathroom
and dining room, collecting the field strengths walking around the room during
10 seconds with the tablet at the waist with an average walking speed of 3.0
kilometers per hour. All the rooms are close to each other as it is shown in
figure 1b. For each room, a total of thirteen signatures were collected, number of
signatures calculated with the equation 1 presented in [13], where z is the number
of experiments, and N is the number of variables. In this experimentation NV is
equal to 2,000 considering 1,000 from temporal signal and 1,000 from spectal
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signal; from the equation we obtain 11.97 adding 1 more to increase the training
set.

x =loga(N) + 1. (1)

PATIO DE sERVICIO

Fig.1. a) First floor house plans with furniture. b)Location of different rooms to be
used for experimentation. Living room (Blue), Dining room (Red), Kitchen (Green),
Bathroom (Pink).

Given the fact that magnetic fields are time invariant [14], i.e., they remain
constant over long periods of time [7, 14] and the ambient geomagnetic field
strength B can be modeled as a vector of three components Bz, By, and Bz [5],
we can compute the magnitude of the field as described in Eq. 2, where Mx, My,
and Mz are the three physical axes along x,y, and z respectively.

|M| = \/Max2 + My? + M2z? (2)

Each signature has 1000 readings, i.e., 100 readings per second. Then the
magnitude was calculated for each reading using the equation 2.

After the signature has been precisely recorded, we eliminate spatial scaling
and shifting by normalizing each signature using equation 3, where z; 4 is the
normalized reading, r; 4 refers to the i*"* observation of the signature in dimension
d g is the mean value of the signature for dimension d and o4 is the standard
deviation of the signature for dimension d.

Ti,d — Md (3)

Viem: zjqg=
0d
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Equation 3 is applied for all dimensions in R?

To extract spectral features, the spectral signal is acquired by performing a
P-point Fast Fourier Transform (FFT) [15] to each signature, as shown in Eq.
4, where ES; is the it energy signature of the normalized magnetic field, and
NS; is the i'" normalized magnetic field signature.

Vi € n: ES; = FFT(NS;) (4)

4.3 Feature Extraction Process

Each signature was loaded as a vector composed of 1,000 data points; then the
temporal features were extracted to the signatures and stored in a table. A FFT
was applied to every signature, obtaining the spectra, stored in a 1,000 data
points vector per signature. Once the spectra was obtained, the spectral and
energy features were extracted and stored in a table. Finally the tables were
combined to create one with the 46 features. The feature extraction process was
done programming a script in R Project for Statistical Computing software.

4.4 Experimental Procedures

The feature extraction process was applied to a data set composed by 52
magnetic-field signatures. 46 features were obtained for each signature, 30 of
them from the spectral signal and 16 from the temporal signal. After the feature
extraction process a percentile rank score is calculated for all features to keep
every values between 0 to 1. The data set was divided into 2 sets, 32 signatures in
the training set, and 20 in the test set. A random forest composed of 5000 trees
was trained in order to obtain a prediction model. The Random Forest algorithm
was chosen because it is an ensemble supervised machine learning technique and
is based on bagging and random feature selection [16].

5 Experimental Results

Table 1 shows the confusion matrix acquired from the classification model of
the random forest using the training set applied to the test set. The obtained
model can classify correctly 86 percent of test set even when the walking pattern
is totally different and the signatures are composed by a vector of 46 features
instead of a 2,000 data point vector (1,000 from temporal signal, and 1,000 from
the spectral signal).

The obtained model using the random forest approach is compared against
other commonly used spectral classification algorithms, able to deal with non-
linear relations, insensitive to missing values and capable of handling numerical
and categorical inputs [17, 18], and against our proposal Magnetic-Field-Based
FFT Signature [4], as it is shown in Table 2.
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Table 1. Signatures Classification For Different Locations

Living Room Dining Room Kitchen Bathroom

Living Room 4 0 0 1
Dining Room 0 5 0 0
Kitchen 0 0 5 0
Bathroom 0 1 0 4

Table 2. Comparison of Different Approaches

Approach Classification Rate (in percentage)
Spectral Correlation Mapper 70
Magnetic-Field-Based FFT Signature 75.4
Our Approach 86.1

6 Conclusions and Future Work

In this paper we propose feature extraction from a magnetic-field signatures
to use it as a localization technique that can be used to identify rooms inside
a building using a mobile device which include a magnetic sensor. This is an
improvement in our basic approach, which builds a magnetic “signature” of
rooms by taking in consideration the frequency spectrum of the magnetic signal
registered in a random path inside the room.

The obtained classification model outperformed the 2 methods with which
it was compared, even when the other 2 methods use the complete signal data
(2,000 data points) instead the 46 vector of features.

Future work consists in improving the feature extraction to avoid incurring
into the so called curse of dimensionality and use different methods of regression
to improve the performance of the classification model.
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Abstract. Cognitive diseases such as Alzheimer, Parkinson, Autism,
etc. affect millions of people around the world and they reduce the qual-
ity of life for the patient and their relatives. An impaired patient may
show irrationally behaviors which could led him to perform abnormal
and/or dangerous actions for his safety. This paper presents an approach
for modeling and detecting of anomalous and dangerous situations. The
proposed method adopts the Situation-awareness paradigm for the detec-
tion of anomalous situations in a kitchen environment. Test performed
in laboratory and theoretic results show the validity of the approach.
Future work will develop a smart kitchen able to detect risks for the
patient.

Keywords: Situation-Awareness, Ambient Assisted Living, Intelligent
Artificial, Detection.

1 Introduction

Cognitive diseases such as Alzheimer, Parkinson, Autism are a category of mental
health disorders which primarily affect learning, memory, perception, and prob-
lem solving, and include amnesia, dementia, and delirium. Patients with such
diseases require daily monitoring by clinicians and caregivers [1]. In particular,
cognitive impaired patients need constant monitoring of their daily activities
living in order to guarantee their safety. Our research aims to detect anomalous
situations which could put patient in dangerous. The paper also provides a clas-
sification of possible anomalous situations and a definition of intelligent prolog
agents for detecting them. The Situation-Awareness paradigm is used to reach
our scope [2]. Our approach is based on anomalous situations classification and
runtime verification of correctness properties. It adopts Situation Calculus [3]
for defining correctness properties and Golog for realizing intelligent agents for
the detection.

The rest of paper is structured in the following paragraphs. Section 2 presents
related work. Section 3 focuses on Situation Awareness. Section 4 presents the
proposed approach. Section 5 describes conclusion, future works and limits.

2 Related Work

Human behaviors monitoring is an active research topic. In the last years several
research projects have been developed with the aim to provide enabling tech-
nologies for smart home and Ambient Assisted living (AAL): The Microsoft’s
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EasyLiving project [4] , the iterative room iRoom [5] and the CASAS smart
home project [6] are some examples of published project. The understand hu-
man behavior relies on the system’s ability to recognize actions and activities
performed in a living environment. The literature proposes a lot of works about
activity recognition. [7] Describes a kinect-based solution for monitoring and
recognizing cooking activities in a kitchen. [8] models complex activities like
cooking into sequence of atomic actions; segmentation and tracking are applied
to video stream in order to recognize the correct sequence of actions. Compare
these related works with our solution we have used different kinds of sensors such
as cameras, accelerometers and virtual sensors in order to get as more events as
possible from the domain. All such events are sent to intelligent agents which
reason in order to detect possible anomalies. Supporting by activity recogni-
tion, we can introduce a more complex topic: behavior recognition that aims to
model and detect human behaviors in a living environment. Many works have
been proposed to address this issue. [9] adopts neural networks to recognize more
complex activities, a network sensors is used for modeling resident activities in
the environment, as a sequence of sensor events. This approach strongly de-
pends to training phase of the neural networks differently our solution does not
need it. [10] and [11] model human behavior by means of Hidden Markov Model
(HMM) [12]. This approach is efficient when we model behaviors which follow
well-defined and predictable patterns. However, a drawback come out when this
solution is applied to patient with cognitive diseases. Patient with Alzheimer’s
disease shows bizarre and unpredictable behaviors, therefore an approach based
on HMMs would be very complex due to large set of transitions of the all possible
future actions performable by the patient. An examples is while a patient with
Alzheimer’s disease takes an inflammable object in his hands. In this scenario,
the patient could decide to put the object on a table, or put it on the floor and
soon on as well as he could decide to put it on a heater, this scenario arises a
dangerous situation; if we model all these cases by means of HMM then we will
spent a lot of resources in terms of states and transitions. Our paper defines
a new method for saving resources and avoiding over-costs in terms of states
and transitions, it suggests to use a different approach based on the definition
and run-time verification of correctness properties. When a violation of one of
these correctness properties is detected an abnormal or dangerous situation is
involved. The main advantage of this approach is the independence from the
previous actions done by the patient.

3 Situation Awareness

Data gathered from ambient by means of sensors networks should be processed in
a smart environment within different semantic levels. Situation-Awareness (SA)
provides the methodologies to process them. As suggested by [2], we should
distinguish between Context and Situation-Awareness. Authors propose the fol-
lowing definitions: Primary context is the full set of data acquired by real and
virtual sensors; Secondary context concerns with information inferred and/or
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derived from several data streams (primary contexts); Situation is, instead, an
abstract state of affairs of interest for designers and applications, which is de-
rived from context and hypothesis about how observed context relates to factors
of interest. Although events processed by our proposal solution are generated
by emulator of the upcoming smart home environments, this does not weak the
validation of our work. [13] and [14] show that the developing of smart kitchen
technologies are taken in attention by research community. The situation model
has been described by using Situation Calculus (SC).

The SC is a first-order logic language proposed by John Mec-Carthy [3]. it
has been adopted for modeling dynamic worlds. A dynamic world is modeled
through a series of situations as a result of actions being performed within the
world. It is important to note that a situation is not a state of the world, but just
a history of a finite sequence of actions. The constant Sy denotes the initial situa-
tion; whereas, do(a,S) indicates the situation resulting from the execution of the
action a in situation S. The mainly concepts of SC are action, situation and flu-
ents. These are the three fundamental sort for programming logic. In this context
sort means like data type in a programming language such as java. Action is a
sort of the domain. It defines all possible actions performable in the domain and
can be quantified. An example, moveOn(Objecet, Device) defines an action that
allows to move an object on a device. A special predicate Poss(moveOn(Objecet,
Device),S) indicates when the action moveOn(Objecet, Device) is executable in
the situation S. Situation is a first order term which represents a sequence
of occurred actions. It embodies the history of the system. An example, do(
moveOn(Object,Device), s0 ), denotes the situation S that has been obtained
performing the action moveOn(Objecet, Device) in the initial situation s0. Flu-
ents, all relations functions whose values change from situation to situation are
called fluent. They are denoted by predicate symbols whose last argument is a
situation term. Relation Fluents denote what is true or false in the current situ-
ation. An example, isPlacedOn(Object, Device,do( moveOn(Object, Device), s0 ))
denotes that in the situation do( moveOn(Object, Device), s0 )) , the entity object
is placed on the entity Device. A basic action theory is a set of axioms including
the initial world axioms, unique names axioms, actions precondition, and succes-
sor state axioms, that describe a dynamically changing world [15]. In this paper
we use intelligent prolog agents that exploit the situation-awareness paradigm to
reason in order to detect anomalous situations in the kitchen environment and
generate opportune alarms when an anomaly is arisen.

4 Proposed Approach

In our approach, situation-awareness is the enabling paradigm that allows to de-
fine correctness properties. We define a set of axioms which model the properties
of all entities into the environment, an example is axioms 2, it models the prop-
erties of objects to be inflammable. We use these axioms to define fluents which
model relations amongst all entities. Fluents and properties are used for defin-
ing more complex axioms able to detect anomalous iterations amongst entities.
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These axioms are used for detecting anomalous situations. We use as working
scenario the kitchen environment. We show a sub-set of possible activities that a
cognitive impaired can perform in a kitchen. First, we have to define the initial
world axioms. Axioms [1 - 11] define some entities of interest in the the kitchen
and their properties.

isObject(X) = X € {dish, knife, book}; Objects locate in the kitchen (1)

isInfiammable(X) = X € {dish}; Inflammable objects (2)
isMetallic(X) = X € {knife}; Metallic objects (3)
isDevice(X) = X € {oven, refrigerator, microwave}; Device locate in the kitchen (4)

hasSurface(X) = X € {oven}; Surfaced device (5)
isMovable(X) = X € {dish, fork, knife}; Movable objects (6)

isSwitchable(X) = X € {oven, refrigerator, microwave}; Objects can be switched (7)
isHeater(X) = X € {oven}; Devices are heater (8)
isMicrowave(X) = X € {microwave}; microwave device 9)

isFood(X) = X € {fish, pasta, meat}; Food located in the kitchen  (10)
isSwitchable state(X) = X € {on, of f}; powed state On/Off  (11)

Axiom [12] describes a sub-set of actions performable in the kitchen by the
patient. We can distinguish between Endogenous actions and Ezogenous actions.
Endogenous actions exclusively can be perform by software agents for technical
reasons, an example resetCount resets a counter. Exogenous actions are per-
formed by the patient ( e.g. pickup(obj) ).

a € {pickup(obj), placeOn(obj, sur), placeIn(obj, con),
switch(dev, state),
eat(food), stopEating(food), resetCount()} (12)

In order to recognize activities several classes of anomalous behaviors have
been defined:

Location Class, Duration Class, Frequency Class and Time Class.

Each class models an anomalous behavior by means of SC. For readable
reasons we show only sub-set of properties and fluents for each class.

4.1 Anomalous Classification

Location Class. The location class aims to detect anomalous situations arisen by
objects misplacement. [16] describes some sources of dangers which can occur in
an ambient living. An Example of dangerous object misplacement is when the
patient puts on inflammable object in contact with an heater (e.g. a plastic plate
into the oven). We define fluents able to trigger when such situation happens.
For the sake of brevity, we show a sub-set of all fluents. Axiom 13 defines under
which condition placeOn(obj,Dev) can be executed. Axiom 14 is a functional
fluent, it model the powered state ( On / Off) of devices into the environment.
Axiom 15 is a relational fluent, its values is true whenever an object is placed
on a surfaced device. We want to focus on axioms 16 that triggers when an
inflammable object is placed on a switched heater on.
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Poss(placeOn(Obj, Dev),S) = (13)
{isMovable(obj) A isDevice(dev) A hasSur face(dev) A misPlaced(Obj, Dev, S)}

state(dev, power,do(a,S)) = (14)
{(a = switch(dev,value) A
isSwitchabe state(value) A isSwitchable(dev) A
value = on)— > power = value V
state(dev, value, do(a, S))}

isPlacedOn(obj, sur,do(a,S)) = (15)
{a = placeOn(obj, sur) A isObject(obj) V
isPlacedOn(obj, sur, S) A (a # pickup(obj))}

isAnomalousObjectPlacement(obj, dev,do(a,S)) = (16)
{(a = placeOn(obj, dev) A isHeater(dev) A
state(dev, on, S) A isInflammable(obj))
a = switch(dev, on) A isPlacedOn(obj, dev, S)
isHeater(dev) A isInflammable(obj)} V
isAnomalousObject Placement(obj, dev, S) A
—{(a = pickup(obj) A (isPlacedOn(obj, dev, S)) V
isAnomalousObject Placement(obj, dev, S) A
=(a = switch(Dev, Of f) A isPlacedOn(obj, dev, S))}

Our approach allows to ignore all possible actions that can be performed between
switching the device and placing the object.

Duration Class. The duration class models all such anomalous situations entailed
by actions whose duration time is recognized as abnormal. Axiom 17 changes its
truth value whenever a cooking activity is performed. Axiom 18 triggers when
anomalous cooking duration is detected.

T startCooking and T currentTime are temporal parameters. They are
used by the reasoner for monitoring the cooking time. The duration time
(TstartCooking — TeurrentTime) 18 compered with an opportune threshold, when-
ever it’s over-limit, an alert is generated. Ajfqoq is a parameter customized for
each kind of foods.

isCooking(food,dev,do(a, S)) = 17)
{(a = placeOn(food, dev) A isFood(food)
isHeater(dev) A state(dev, on, S)) vV
isCooking(food, sur, S) A =(a = pickup(obj) V a = switch(dev,of f))}

isAbnormalCookingDuration(food,dev,do(a,S)) = (18)
{(a = checkDuration(Afs0q) N isCooking(food, dev, S) A
(Tstartcooking — TeurrentTime) > Afood)} V
(isAbnormalCookingDuration(food, dev, S)) A
—{a = pickup(food) V a = switch(dev,of f))}
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Frequency Class. Anomalous behaviors such as eating disorders may fall into
these class. The frequency class models all these situations wherein it recognizes
abnormal occurrences times of an action. An example, taking in attention eating
disorders, a sane person usually eats 3-4 times by day, a patient be affected by
eating disorders can show disease as over-nutrition(more then 6 time by day) or
under-nutrition(less then 2 times by day). Axiom 19 describes the eating activity
in a generic situation S. we focus on axioms 20, it triggers whenever the current
meals counter exceed a threshold.

isEaiting(food, do(a, S)) = (19)
{(a = eat(food) A isFood(food)) V
isEating(food, S) A —(a = stopEating(S))}

isAbnormalOverEating(food,do(a, S)) = (20)
{(a = checkCountingMeal A isEating(food, S) A

(YDeityMeals > Yalert) V
(isAbnormal Eating(food, S)) A
—(a = resetCount))}

Timing Class. The timing class describes anomalous behaviors whenever actions
such as eating, cooking are performed in abnormal period of day. A meal con-
sumed at 4 A.M. is strange. The axioms 21 models such anomaly, it becomes
true as soon as the patient starts eating outside the windows time, T'stort Eating
is the started eating time, Ty, and Th,q. are time thresholds which mark a
reasonable windows eating time for consuming a meal.

isAbnormalTimeEating(food,do(a,S)) = (21)

{(a = eat(food) A (TstartEating & [Tmins Tmaz)) V
(isAbnormalTimeFEating(food, S)) A
—(a = reset))}

4.2 System Architecture

A logical view of the architecture that we are developing is presented in Fig.
1. Tt consists of two main components : the primary contexrt component and
the secondary context component. The primary contexrt component is still under
developing, it provides services for recognizing activities and generating events.
Activity Recognition functionality is provided using sensors embedded in the en-
vironment or deployed on patient’s body. Embedded sensors are RGB-D cameras
can detected activities like walking as well as RGB-D cameras give the ability to
perform object recognition activities. Body sensors are deployed on patient’body,
examples of that technological are accelerometers used for recognizing activi-
ties such as taking an object, eating. The module Activity Recognition is still
developing.

The secondary context component implements our proposal approach, it in-
cludes the prolog agents and the behaviors detector(BD). The prolog agents
are developed by means of Golog, the prolog interpret for Situayion Calculus.
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Fig. 2. Object Misplacement Scenario

The Prolog engine used for developing agents is Eclipse [17], a reasoner that
supports logic programming. The BD monitors the current situation by means
of values of agents, when a anomaly is arisen opportune alarms is generated.
The anomalous agents monitors truth values of fluents belonged to affinity class
(e.g. anomalous frequency agents monitor fluents belonging to frequency class).
The Fig. 2 shows a object misplacement scenario generated by events emulator.
The agent isAnomalousObjectPlacement becomes true as soon as the correctness
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property is violated. We kindly advise you to note that actions between placing
the dish and switching the oven do not condition the agents.

5 Discussion and Conclusion

In this paper we have presented an alternative approach for detecting of anoma-
lous behaviors in ambient living with emphasis on kitchen environment. Correct-
ness properties have been defined in order to trigger whenever anomaly occurred.
We also provide a classification of possible anomalous behaviors, for each one
we have define prolog agents that implement the correctness properties able to
detect anomalous behaviors. Future work will investigate on developing of a pri-
mary context able to generate events as placeOn(obj,dev). Another research topis
will designed a recovery services able to plan actions path with to restore a safe
situation whenever an anomalous behavior is recognized.
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Abstract. With this paper we document an experiment that is defined to test to
what extent stereoscopic depth may control a user's gaze pattern while performing
a search task. The experiment consisted in displaying a search engine result page
created in a 2D and 3D side by side format, and a questionnaire that gathers in-
formation about participants’ opinion towards a stereoscopic 3D experience.
While this experiment is a first pilot and more research is needed, it is indicative
of user behavior. In this paper we describe preparations for the study, hardware
and software tools used to carry out the experiment, and results analysis.

Keywords: 3D, stereoscopic, stereoscopic 3D, web, web page, interface, search
engine, user interface, human factors.

1 Introduction

Depth changes the way we perceive content [1]. From movies to video games the
level of engagement and enjoyment is known to vary, and gaze patterns become more
disperse while observing in 3D [2]. Stereoscopy has changed the way feature films
are shot, edited and created [3], causing at the same time an evolution of the tools and
techniques [4] present in the process.

Accordingly, hardware required for stereoscopic enjoyment by users has also
evolved. Stereoscopic 3D (S3D) has become a standard feature on television displays
instead of a novelty selling point, and passive 3D glasses are now thinner and lighter.
The market offers a wide selection of passive or active TV sets, and with the introduc-
tion of ultra-high resolution (4K) and autostereoscopic displays, the trend of rising
numbers on S3D capable devices is expected to continue [5]. The International 3D
Society states that by the year 2020 3D content will be serviced from blu-ray discs,
applications and the cloud [6]. The full deployment of HbbTV 2.0 will also offer 3D
options.

While the number of S3D enabled devices is clearly rising, there seems to be a lack
of quality content available for these devices that will support S3D depth. New hard-
ware like 3D smartphones and tablets present an opportunity to create innovative and
engaging experiences for users in different areas like education and content retrieval
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[7], nonetheless the introduction of S3D depth in applications has yet to be explored.
This is the main interest of this article.

Nowadays, application development is shifting towards ‘new’ platforms. Fueled by
the development of HTMLS, one of these ‘new’ rising platforms is the web. But in
terms of S3D, apart from a few examples like HERE maps' anaglyph version [8] (us-
ing WebGL) and several games created with plug-ins like Stereoskopix FOV2GO,
this platform is still unexplored. While novel 3D applications and hardware develop-
ment are a clear trend, little is known about user interaction with the new 3D plat-
forms and contents. On this vein, we proposed an experiment in which an eye tracker
(ET) is used to test participants’ reaction to the addition of depth into a traditional
search engine result page (SERP) in the hierarchic structure of the results.

2 Previous Related Work

Understanding how a user visualizes search results is important because gaze data can
show patterns which can then be used to improve the layout of information or work
with the placement of relevant content. For example, ocular information can provide a
more accurate interpretation of implicit feedback such as “click-through” [9] and
“Google's golden triangle” [10] and the “F-shaped pattern” [11] provide information
on the way in which users scan the information on a web site, and thus on how
content should be positioned.

Also, Cutrell and Guan have conducted experiments varying the size of the contex-
tual snippet provided as an informative aid in search results [12]. This has led to some
interesting conclusions which attempt to balance the amount of information displayed
to best suit the range of searches performed.

Finally, combining S3D and ET, Wang [13] and Hanhela [14] focus on the
development of a technique to estimate gaze depth in a S3D environment.

3 Experiment

Having examined some relevant research being conducted in the fields of ET, SERPs
and S3D, our main objective is to analyze the introduction of depth to a SERP Ul
Will it change a user's gaze pattern compared with the same interface in 2D? Will this
variation also affect the dwell time for different hierarchical (semantic) elements?

The experiment consisted in displaying a search engine result page and giving the
user a task to simulate everyday use. A search query was defined and a SERP was
created in a 2D and 3D side by side format. Then, participants would see the stimulus
and answer some questions, while their eye movements were logged using an eye
tracker.
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3.1  Stimuli

Having in mind that the main focus of the experiment was to use existing Uls to trig-
ger familiarity with the task, we based the creation of the web page on real screen-
shots of the search result pages for a specific term. This term would be associated
with a task. This implies that the prototypes are not dynamic, which allows us to
maintain controlled information and that they comply with the familiarity we are
looking for and our depth allocation. We developed two stimuli: ‘F’ and ‘S’: they
mimic a Google SERP showing results on a “Costa Rica hotels” search query. ‘F’ is a
standard ‘flat” web page and ‘S’ has the same content with S3D depth applied on
some elements. Both stimuli were built in strict correspondence with World Wide
Web Consortium (W3C) HTML recommendations and contains valid HTML and
CSS code.

The ruling for depth allocation in the stimuli was based on the semantic weight of
each result on the page: the results that are considered by the search engine’s algo-
rithm as more relevant appear on a higher position than the ones ranked lower. At the
same time ‘S’ has the same semantic structure, but additionally highlighted with 3D
depth: the results that are considered more relevant stays closer to the user while the
results considered less relevant closer to screen plane. The elements were distributed
amongst 3D depth and limited to the 3 percent “depth budget” as defined by Sky3D
technical guideline [15]. In order to build ‘S’ we created a 2D-to-3D HTML conver-
sion algorithm and developed a jQuery based framework preliminary called 3DSjQ.
The framework exploits this algorithm to achieve S3D depth illusion.

3.2  Participants

We passed 31 participants of the academic community of the university (students and
staff) between the ages of 19 and 57 into our research lab (The average age for test
subjects was 28 years). Several were discarded because of the ET's inability to track
due to eyeglasses or other reason. The chosen users were 20 participants, which were
split in half for each stimulus (2D/3D) visualized. We chose participants in a way in
which each group would have a similar age and gender distribution. None of them
was a frequent consumer of 3D content. The majority of participants (58%) needed to
wear their eye glasses during the experiment for proper 3D viewing.

3.3 Hardware

The hardware configuration for this experiment consisted on data collection and data
display equipment. To collect data from the users, an SMI RED infrared eye tracker
was used. This includes the eye tracker and a workstation with data analysis software.
On the displaying side, a passive-polarized 47 inch LG 3D TV was used. An external
computer was used as a source for the TV, since the ET workstation was not equipped
with a modern browser capable of running a web page coded with HTMLS.
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3.4 Questionnaire

After participants were exposed to ‘S’ they were given a questionnaire to get their
opinion towards the stimuli and the level of comfort they experienced during the
experiment. The questionnaire consisted of two sections. The first identified if the
participant was familiar with the GUI and to see if they experienced any problems
understanding the purpose of the page. The second gathered the opinion of the partic-
ipant towards 3D hardware, perception of S3D used on the web page, and level of
comfort experienced during the experiment.

4 Results

Two areas of interest (AOI) were defined in order to aggregate data obtained from the
participant's saccades and fixations (see Figure 1). These are ‘results’ (R) and ‘ads’
(A). A third AOI contains everything outside the two AOIs and can be considered as
“white space' (W).

Carrpars Hotel Costs Rics
e~

W

Fig. 1. Areas of interest. Indigo (R) represents ‘result AOI’, turquoise (A) ‘ads AOI'.

We now present the results from the data recorded by the eye tracker. From the dif-
ferent variables logged, we selected dwell time. The definition, according to the SMI
BeGaze manual [16] is the “average in ms, which is equal to the sum of all fixations
and saccades within an AOI for all selected subjects divided by the number of se-
lected subjects.” Other specific data as sequence (order of gaze hits into an AOI),
entry time (average duration for the first fixation into the AOI), revisits and hit ratio
(how many participants have entered the defined area) to the AOI are compared to
reinforce the former data.

The observed results were segmented by time. Since we are interested in studying
the gaze pattern and attention to the Ul itself, we split the stimuli and look at the data
at 5, 10 and 20 seconds. This allows us to compare how the attention is dispersed
across time in both stimuli. The following table shows the selected key performance
indicators.
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Table 1. Dwell Time indicators in results (R) and ads (A)

Stimuli  5s ads 5s results 10s ads  10sresults 20s ads 20s results

‘F 352ms 2375ms 1604ms 4526ms 3340ms 10330ms
(7%) (47%) (16%) (45%) (17%) (52%)

‘S’ 141ms 2847ms 631ms  6439ms 1752ms 12953ms
(3%) (57%) (6%) (64%) (9%) (65%)

The first five seconds exhibit a difference in sequence and hit ratio. In ‘F’, se-
quence starts in the white space, followed by the results and finishing in the ads. Hit
ratio is similar in ads and results (around 80 percent). On the other hand, ‘S’ exposes
a different behavior: Sequence starts in the results and finishes in the ads while hit
ratio for the results accounts for 100 percent of the participants, in contrast with only
20 percent for the ads.

On the 10 second mark, hit ratio on the ads AOI reaches 100 percent in ‘F’, but
does not surpass 30 percent in ‘S’. Therefore, it could be considered that stereoscopic
depth is distracting the participant away from the flat ad AOI in ‘S’.

Upon ending the 20 seconds, we can observe that the sequence is different between
‘F* and ‘S’: The 2D (‘F’) stimulus shows a sequence of ‘results’, ‘ads’ and finally
‘white space’, while in the 3D (‘S’) stereoscopic stimulus, ‘white space’ precedes
‘ads’. Also, ‘S’ only got 70 percent hit ratio on the ads AOI, which implies that not all
participants looked at this AOI during the whole experiment.

2D stimulus: ‘'F' 3D stimulus: °S’
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Fig. 2. AOI Sequence charts. Each row in the Y axis represents a user. X axis time (0-20s).
Indigo (‘R’) results and turquoise (‘A’) ads.
4.1  General Observations

It is noticeable that dwell time in ads on ‘F’ and ‘S’ are similar in all time lapses,
participants looked in the right ads twice as much in ‘F’ than in ‘S’.



Breaking the Pattern: Study on Stereoscopic Web Perception 31

4.2  Questionnaire Results

All the users were able to identify the page purpose and intention. This ensured that
the task was obvious and the GUI was familiar to all the participants. They were gen-
erally excited with the experience; 23 percent said that they didn't like the experience
and 20 percent were indifferent to it.

While being exposed to the stimuli, 30 percent of the participants felt no discom-
fort at all. Twenty percent felt slightly discomfort only during the first couple of
seconds (typical focus, vergence and accommodation issues). A 37 percent reported
feeling a little discomfort, stating “difficulties focusing all the time” or “annoyed by
the 3D glasses”. Only 10 percent of the participants actually felt uncomfortable during
the experience. The rest of the participants found it hard to tell how they felt.

Nonetheless, the majority of participants said that they would consider using 3D
websites for browsing through any type content browsing only pages containing me-
dia content; 27 percent of the participants said that they would not use 3D for web
browsing at all and 10 percent of the participants said that they would consider using
3D web if no glasses were required.

The overwhelming majority of the participants answered that 3D influenced the
content on the page; 60 percent thought it was a positive influence. On the other hand,
10 percent said that 3D influence was a negative one, making the text hard to scan or
read. Twenty-three percent said that 3D did not influenced the content on the page in
any way. The rest of the participants found it hard to tell if 3D influenced the content
or not.

5 Discussion

This experiment had as primary objective to see if the same semantic hierarchy that
exists in 2D SERPs could be reproduced in a familiar web interface with 3D applied.
We wanted to know if the introduction of depth would change a user's gaze pattern.
This does not mean that we believe the current layout and experience (nor the one we
created) is optimal for depth. Interaction, content manipulation and commands are
topics that must be studied further.

In order to find out if depth influences the common pattern of web perception, we
tested stimulus that represent SERPs using only textual content. The perception of
media content (videos and images) in 3D has to be studied more carefully. Partici-
pants were pretty clear that while the effect attracts their attention, they want to see it
applied to other types of media.

Finally, a more detailed research with a larger amount of participants, along with
the exploitation of state-of-the-art eye tracking or other equipment would confirm our
findings. This research sets a ground floor for more elaborate studies based on user
interfaces in stereoscopic environments. Also, it must be noticed that the element of
novelty has a lot to do in the seen gaze patterns.
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2D stimulus: ‘F' 3D stimulus: S’

Fig. 3. Heat maps at 20 second mark

6 Conclusion

Does the introduction of depth in a SERP UI change a user's gaze pattern compared
with the same interface in 2D? It does. During the experiment we observed that the
existing scanning pattern of the webpage [11] was indeed modified. Also, sequence
and hit ratio were different between both stimuli. As seen on the heatmaps (Fig. 3)
along with the other published data described in hereby paper, it is shown that the
attention distribution has clearly distinguishable differences between web pages with
and without stereoscopic 3D depth applied. Dwell time in flat areas did not vary, and
in comparison to the 3D stimulus, it does increase, all this aligned with what was
expressed by users, of needing more time to focus on the 3D areas.
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Abstract. Current social networking services provide ways to access to huge
amounts of information in different contexts. However, these applications are
still not oriented to managing knowledge or facilitating learning processes.
Aiming to help users to access, create, validate and distribute their knowledge,
we propose the design of a prototype combining multiple views to support
highly contextual learning. This prototype consists on a mobile application
based on diverse functionalities and interaction mechanisms currently used in
social networking services. With this application, users will be able to register
elements from their surrounding environment in form of micronotes, concepts,
images, or other media. These knowledge blocks can be processed and rendered
in different views (text, map, calendar, concept map, timeline), and augmented
with information related to their space, time, and reference contextual
information.

1 Introduction

One of the promises of the ubiquitous computing paradigm is to help organize and
mediate social interactions wherever and whenever these situations might occur. In
fact, its evolution has recently been accelerated by improved wireless
telecommunications capabilities, open networks, continued increases in computing
power, improved battery technology, and the emergence of flexible software
architectures [14]. However, social implications of these technologies are
acknowledged, but are rarely considered carefully [8].

Typically, people when are faced to learning situations (either in formal or
informal scenarios), tend to involve in communities, which embody beliefs and
behaviors to be acquired [17]. The integration of one-to-one computer-to-learner
models of technology enhanced by wireless mobile computing and position
technologies may provide new ways to integrate indoor and outdoor learning [18].

Considering the current popularity of social software applications including
communication and interactive tools for capturing, storing and processing multimedia
and localized content (e.g. Facebook, Twitter, Foursquare, Flickr, etc.), we are
interested on taking advantage of these interaction patterns for generating meaningful
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© Springer International Publishing Switzerland 2013
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experiences in order to support life-long, contextual and social ubiquitous learning. In
fact, none of these popular social software applications provide an appropriate context
for organizing and adapting this content in order to be useful in either formal or
informal learning scenarios. In other words, these services are still not focused to
support knowledge management (i.e. knowledge access, creation, validation and
distribution), nor facilitating learning processes. Despite the fact that current social
applications facilitate the access to huge amounts of information (either structured or
not), we still do not have mechanisms that allow users to process or navigate through
their own knowledge acquired during their lives in formal or informal scenarios.

In this paper we propose the design of a prototype based on learning theories and
patterns of social networking services, which provides multiple views to users for
facilitating the access, creation, validation and distribution of his/her knowledge, and
therefore facilitating learning in different topics of his/her interest. This acquisition is
adapted to the user context (which can be real/virtual, synchronous/asynchronous, co-
located/remote), to where this knowledge is acquired or used, lifelong, and supported
by recent mobile technologies. The views offered by the application are automatically
generated when registering personal notes, and they are augmented with information
generated by other users (i.e. in a social context), with real-time information flows
(e.g. Twitter trending topics or formal media coverage), and with bibliographical
content taken from Wikipedia.

2 Related Work

This section first introduces a set of models that aim to explain how people learn and
in which scenarios. We then present usage patterns in social networking services,
indicating why people use these software platforms in general, and in the particular
case of Facebook, Twitter, and Foursquare.

Learning is a process that leads to change, which occurs as a result of experience
and increases the potential for improved performance and future learning [1].
Moreover, learning is omnipresent in our daily activities, as it does not necessarily
depend on instructors, books, self-study programs, or coaching [6]. There are several
theories that aim to understand how people learn and which strategies can be used to
enhance knowledge acquisition in different scenarios. In this subsection we will
briefly review four of them: (1) seamless learning, (2) situated learning, (3)
rhizomatic learning, and (4) lifelong learning.

According to Chan et al., the term seamless learning refers to activities marked by
continuous learning experiences across different contexts, and supported by mobile
and ubiquitous technologies [4]. Seamless learning environments bridge private and
public learning spaces where learning happens as both individual and collective
efforts and across different contexts. There is a need on enabling learners to learn
whenever they are curious and seamlessly switch between different contexts.
Therefore, there is a need to extend the social spaces in which learners interact [13].

Brown et al. first proposed the concept of situated learning [3], in which they
claim that meaningful learning will only take place if it is embedded in the social and
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physical context within which it will be used. Lave and Wenger define situated
learning as a model of learning in a community of practice [11].

Seen as a model for the construction of knowledge, rhizomatic processes suggest
the interconnectedness of ideas as well as boundless exploration across many fronts
from different starting points. For the educator, supporting rhizomatic learning
requires the creation of a context within which members of a learning community
construct knowledge and which can be reshaped in a dynamic manner in response to
environmental conditions. The learning experience may build on social,
conversational processes, as well as personal knowledge creation, linked into
unbounded personal learning networks that merge formal and informal media [5].

Finally, lifelong learning is the ongoing, voluntary, and self-motivated pursuit of
knowledge for either personal or professional reasons. Therefore, learning can no
longer be divided into a place and time to acquire knowledge and a place and time to
apply the knowledge acquired [7]. For this reason, learning can be supported by
ubiquitous technologies, since it can be seen as something that takes place on an on-
going basis from our daily interactions with others and with the world around us.
Figure 1 summarizes the main characteristics (context, continuity, mobility and not
bounded) that sustain these four learning theories: lifelong learning theory is “not
bounded” to anything in particular, has a constant “continuity” in its process, and is
strongly boosted by “mobility”. For both situated learning and rhizomatic theories, an
important aspect is the “context” in which learning situations occur.

Seamless Learning

Rhizomatic Learning Situated Learning

——

Lifelong Learning
Not Bounded

Fig. 1. Main concepts derived from learning theories

Maslow’s hierarchy of needs model describes human motivation. However, despite
the popularity of this model, insights from the use and adoption of current social
networking services show that this model fails at considering current trends of social
connection and how social media impacts over the original pyramid [16].

Brandtzaeg and Heim conducted a survey in order to find out why people use
social networking services. Among the stated reasons, the most important are: (1)
seeking new relations and meeting new people; (2) maintaining contacts with both
close friends and acquaintances; and (3) sharing experiences, and commenting [2].

With the uprising popularity of Twitter and microblogging services, Java et al.
studied the main uses of these platforms. They found out these are: talk about current
events or about what people are currently doing, reply to other users’ short messages,
share useful information, and report news [9]. Regarding the reasons that motivate
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users to become members and participate in Facebook. Nadkarni et al. propose a
model that suggests that its users have two main needs: belonging and self-
presentation [15]. Joinson also studied the different activities that Facebook users
perform: contact friends and acquaintances, get to virtually know new people,
communicate, and share and comment pictures [10]. Lindqvist et al. conducted a
study to understand how and why people use location-sharing applications (e.g.
Foursquare), as well as how they manage their privacy [12]. They found out that
privacy concerns have not kept users from adopting these services.

3 Prototype Design for Supporting Ubiquitous Social Learning

The prototype runs over a mobile telephone or tablet, since it gives support to note
taking on the go. As of the software platform, it relays on a client-server architecture
and an integration with social networking services for giving support to social
connections. Figure 2 gives an overview of the proposed architecture.
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A. Take a note Register micronote | [

M o]

AN I
Fetch stored data -
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B. Generate a view - '

e Gengy T
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Fig. 2. Proposed architecture of the prototype

Users can interact in two ways with the application: (A) taking a note, by using the
mobile interface to register text, pictures, audio, video, or geographical coordinates;
and (B) generate a view with the information stored in his/her profile, augmenting it
with the relevant notes registered by his/her friends (taken from Facebook), and
contextualized summaries taken from what is trending in Twitter and bibliographical
elements from Wikipedia. That way, users can benefit from a personalized view that is
relevant to them and highly contextual. Users can also navigate through their different
notes, thus allowing the access, creation, validation and distribution of his/her
knowledge, and facilitating learning in different topics of his/her interest. Figure 3
gives an overview of the user interface design for the proposed prototype. There are
two main ways users can interact with the prototype, as shown in Figure 3: (A)
registering a note in the field (see the screenshot on the left), and (B) consulting an
automatically-generated view from existing notes (see the screenshot on the right,
where a view of Figure 4 can be displayed). In the first case, users can either type a
message, record an audio or video file, take a picture with the telephone built-in
camera, tag a location, or tag other users. It is also possible to set the visibility of each
note (i.e. personal, public under a defined perimeter, or public to all users).
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Fig. 3. User interface design of the proposed prototype

The second interface offers five ways to display the information related to the set
of notes handled by the user. Moreover, the views are rendered with dynamic
information regarding the users’ friends and declared acquaintances, thus enhancing a
social interaction value when interacting with the registered and visualized notes. This
social interaction responds to the typical uses that are observed in social networking
services: (1) looking for and sharing information, (2) meeting new people with similar
interests, and (3) being able to share experiences and discuss with others.
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Fig. 4. Supported views for displaying augmented notes

Regarding the views of the second interface, they aim to display the content
registered in the different notes, and providing an additional layer of information
serving as a bibliographical and social context. That way, users can ease the
management of their knowledge by accessing, creating, validating, and distributing
their acquired knowledge over time and space. The display of the views is adapted to
how the user is actually interacting with the application, by processing his/her habits
using cognitive profiling. Figure 4 shows an overview of the different views.

The supported views integrate the main characteristics that are derived from the
learning theories reviewed in section 2.1 and summarized in Figure 1: context,
continuity, mobility, and not bounded. Therefore, there is a particular stress in
enhancing the context dimension in each view proposed (calendar, map, timeline,
concept map, and feed), supporting mobility and continuity in the note acquisition,
processing, validation and distribution of information, anytime and anywhere, with
the support of mobile devices. We expect that users learn about any topic they are
interested in; i.e., not bounded. The specific elements covered in each view are:
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e Calendar view: For specifying the femporal context in which users register their
notes, and how these are related between them as events in specific dates;

e Map view: For specifying the geographical context of the different notes,
represented with a pin over a map;

e Timeline: For grouping in time different notes according to the temporal context in
which they were registered with blocks of events in two dimensions: one related to
the notes generated by the user at a specific time, and another that includes
contextual information to the elements described in the user timeline;

e Concept map: For displaying a broad view of how the information registered in
the different notes is related to the others by joining concepts, notes, and blocks of
external information, providing a scenario for establishing new relations among
people who want to exchange notes, concepts, or information in general; and

e Feed: For showing a full text-based list of the notes registered by a user.

4 Prototype Evaluation

In order to get a first insight on user’s expectations and needs with the proposal, we
carried out a paper prototyping evaluation with a group of 8 end users (5 men and 3
women, aged between 20 and 32 years old). All of these evaluators stated they use
quite often social mobile applications. We used this technique because it is quite
useful when evaluating early prototypes, as users feel more comfortable being critical
because the prototype is typically not developed at this stage. We printed out a high-
resolution set of mock-ups to compensate for the poorer quality of printing, and to
make it easier for the observer to see what the users were pointing at. The evaluation
was conducted by showing the main user interface to each tester, and we asked them
to first comment on their general impression, then to point to any element that they
thought they could interact with and tell us what they expected would happen.

This simple method provided us with feedback indicating that the designed views
are pertinent when trying to access the registered notes in different contexts.
However, it was somewhat difficult for the evaluators to understand at a first glance
why the proposal could be useful in a real case scenario (e.g. when going to a
museum, or walking along a street, or traveling in any kind of vehicle, etc.). This
indicates that the interaction design of our prototype needs to be enhanced, and that
further evaluation in the field with end users is required to assess the perceived
usefulness and perceived ease of use of the prototype in real use-scenarios. At a
second stage, we carried out a survey to assess the perceived usefulness of each one
of the views specified in the design of the prototype. The evaluators had to fill a 5-
point Likert scale. We also added an open space at the end of the survey for general
comments and suggestions. Figure 5 shows the median value given by the evaluators
for the perceived usefulness of each view.

Regarding the perception of the different views embedded in the application, the
group of users considered the map view and the timeline as the most useful. In fact,
open comments showed that the timeline view indicated not only which notes are
relevant, but also this view is useful for remembering and putting in context the
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different notes when they were registered. Concerning the calendar view, however, its
usage is rather limited since it is not as expressive as the other proposed views. The
feed view (i.e. just a list of all the registered notes in text-form) was evaluated with a
median value of 3 out of 5. This result can be linked to the added value that users
might have found in different ways of visualizing the same set of notes.

Perceived Usefulness

Calendar View
Map View
Feed View

Concept Map

Timeline

[y

2 3 4

w

Fig. 5. Survey results: perceived usefulness of the proposed views

Finally, concerning the main concepts derived from the learning theories presented
in Figure 1, we can state that mobility and continuity are indeed important elements
when defining the contextualized views. In fact, by acquiring pieces of knowledge
from the surrounding environment, the user will be able to put in context his/her own
previous registered notes, thus being able to organize his/her knowledge.

5 Conclusions and Future Work

In this paper we proposed the design of a prototype based on learning theories, which
provides multiple views to users for facilitating the access, creation, validation and
distribution of his/her knowledge, and therefore facilitating learning in different topics
of his/her interest. Users interact with the application in two ways: (1) by registering
personal notes in form of text, pictures, audio, video, and geographical coordinates;
and (2), by accessing views that are automatically generated with the registered
personal notes, and they are augmented with information generated by other users,
with real-time information flows, and with bibliographical content taken from
Wikipedia. The registered knowledge is adapted to the user context (real/virtual,
synchronous/asynchronous, co-located/remote), to where this knowledge is acquired
or used, is lifelong, and supported by recent technologies.

Even if it is still quite early to strongly conclude about the pertinence of our
proposal, a first end-user evaluation of the prototype proved us right that there is a
need for a mobile application that integrates social elements and allows knowledge
management. However, in the specific case of the proposed prototype, it is still
needed to enhance the interaction design elements, for example by including speech
recognition and/or speech synthesis in order to allow audio-based input/outputs.
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Abstract. Ubiquitous computing has inherent features, e.g., a number
of elements in the system with restricted communication and compu-
tation capabilities, which make harder to achieve dependability. In this
work we explore this research line through the study of TrustedPals, a
smartcard-based framework which allows implementing security policies
in ubiquitous systems and applications in a decentralized way. The cur-
rent architecture of TrustedPals uses a consensus algorithm adapted to
the omission failure model. In this work, we propose to alternatively use
the Paxos algorithm, in order to address more ubiquitous environments.

1 Introduction

Dependability is composed of several aspects, such as availability and reliability,
which imply fault-tolerance. In this regard, reaching agreement is a key topic
to achieve dependability. Consensus [1] is one of the most important problems
in fault-tolerant distributed computing, and constitutes a paradigm that repre-
sents a family of agreement problems. Roughly speaking, in consensus processes
propose an initial value and have to decide on one of the proposed values.

Although many solutions have been proposed to solve consensus in synchronous
systems, Fischer et al. [2] showed that it is impossible to solve consensus determin-
istically in asynchronous systems where at least one process may crash. In order to
circumvent this impossibility, Chandra and Toueg [3] proposed the failure detector
abstraction. Roughly speaking, a failure detector is an abstract module located at
each process of the system that provides information about (the operational state
of) other processes in the system. Failure detectors offer a modular approach that
allows other applications such as consensus to use them as a building block. Ad-
ditionally, the failure detector abstraction allows to encapsulate the synchrony
assumptions of the system, so applications that make use of failure detectors can
be designed as if they run in an asynchronous system.

Recently, Cortinas et al. [4] proposed a modular architecture which combines
failure detectors with a tamper-proof smartcard-based secure platform named
TrustedPals [5] in order to solve consensus in a partially synchronous system
prone to Byzantine failures. They also showed how to solve a security problem
called Secure Multiparty Computation [6] through consensus. Secure Multiparty
Computation is a general security problem that can be used to solve various real-
life problems such as distributed voting, private bidding and online auctions.

G. Urzaiz et al. (Eds.): UCAmI 2013, LNCS 8276, pp. 42-45, 2013.
© Springer International Publishing Switzerland 2013
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2 Current and Proposed Architecture

Figure 1 (left) presents the current architecture of TrustedPals [4], which is
composed of the following elements:

— The TrustedPals platform allows to transform every failure into a process
crash or a message omission, which implies that the initial Byzantine failure
model is turned into a more benign one, namely the omission failure model.

— An Eventually Perfect (OP) failure detector adapted to the omission failure
model (OP,,,) allows to detect well connected processes, i.e., processes that
can actively participate in the consensus.

— Finally, a consensus algorithm adapted from [3] allows to reach agreement
by using the previous OGP, failure detector.

Secure Multi-Party Computation (SMC) ‘

TrustedPals
(Current Desing)
e RRREEEEE R R -
Consensus Algorithm |1 Consensus Algorithm |
Chandra-Toueg o Paxos
(Adaptation)
Failure Detector ' 1 Failure Detector 1|
Fom !

Distributed System

Fig. 1. Current architecture (left) vs proposed one (right)

Although the proposed solution is suitable in the security context presented
of [4], it presents some drawbacks that could be improved in order to be applied
in other scenarios. For example, it does not consider processes which crash and
later recover. Also, the consensus algorithm requires a high degree of reliability
on communication, i.e., non-omissive processes and quasi-reliable channels.

Figure 1 (right) presents the architecture we propose in this work. Note that it
keeps the modular approach of the previous one, but with two main differences:

— The previous consensus algorithm is replaced by the Paxos algorithm [7].
— The failure detector class considered now is {2 [8].

The combination of those two new elements in the architecture provides the
system with several interesting features. On the one side, Paxos allows to reach
consensus tolerating a high degree of omissive behaviour (loss of messages at
processes or channels). Also, Paxos allows to cope with processes which crash
and later recover. On the other hand, the Omega failure detector, {2, provides
Paxos with the eventually stable leader required to guarantee termination.
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3 Experimental Results

We have performed a practical comparison of the two architectures for Trust-
edPals presented in the previous section. To do so, we have implemented both
approaches by using the JBotSim [9] simulator. In this work, we are interested
in analysing the latency of the consensus algorithms, defined as the time elapsed
between the beginning of the algorithm and the instant at which the first process
decides. Note that this definition of latency (also known as early latency) is a
reasonable performance measure from the point of view of applications relying
on TrustedPals (e.g., fault-tolerant ubiquitous services implemented by active
replication), which usually will wait until the first reply is returned.

We have measured the latency in three different scenarios, namely (1) failure-
free, (2) crash of the first coordinator/leader process, and (3) omissions by the
first coordinator /leader process. We have conducted simulations consisting in
several sequences of 40 consensus executions by 12 processes.

T T
CT (No failures) ——
Paxos (No failures) —<— _|

15 TS S
J A
10 s >

Latency

0 5 10 15 20 25 30 35 40

Executions consensus (sequences)

Fig. 2. Failure-free scenario

T T T T T
CT (P1 crash) —— K K CT (P1 omission) —+—

2 Paxos (P1 crash) —<— _| 20 Paxgd(P1 omission) —— _|
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Latency
X

A
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Fig. 3. Crash scenario Fig. 4. Omission scenario

Figures 2, 3 and 4 present the latency of 40 consecutive consensus for the three
scenarios. Table 1 presents the average latency. Observe that the results from
the current architecture (CT+< P,,,,) show a performance overhead of 32% and
48% for the crash and omission scenarios compared to the failure-free scenario,
respectively. On the other hand, results from the architecture based on Paxos
exhibit a similar latency in the three scenarios. The reason is that the current
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Table 1. Average latency of CT+<C Py, vs Paxos+2om

Scenario CT+< P,y Paxos+2,,, Improvement

Failure-free  11.23 11.58 -3%
Crash 14.85 11.90 20%
Omission 16.68 11.48 31%

consensus relies on the rotating coordinator paradigm, while Paxos relies on a
leader election mechanism.

4 Conclusions and Future Work

In this short communication we have shown a brief highlight about the suitability
of using the Paxos algorithm in order to cope with the more general scenarios we
can find in dependable ubiquitous computing. In this sense, although in this work
we have focused on the early latency as performance measure, we are working
on a Paxos-based proposal which allows to deal with more restricted scenarios
in terms of communication and computation capabilities.

Acknowledgement. Research supported by the Spanish Research Coun-
cil (grant TIN2010-17170), the Basque Government (grants IT395-10 and S-
PE12UN109), and the University of the Basque Country UPV/EHU (grant
UFI11/45).
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Abstract. Embedding context-aware self-adaptation mechanisms in per-
vasive systems is key to improve their acceptance by the users. These
mechanisms involve a precise definition of the software structures that
enable adding, removing or replacing components of the system to per-
form the adaptations. Typically the definition of these mechanisms is a
complex and time consuming task. This paper presents a model-driven
engineering approach to generate these context-aware self-adaptation
mechanisms. The use of models transformations to define these mecha-
nisms helps to reduce the complexity and effort required to define them.
In order to illustrate the usefulness of the proposed approach, this paper
reports its application to the development of a context-aware notification
service.

Keywords: context-awareness, self-adaptation, model-driven engineer-
ing, software engineering.

1 Introduction

Context-awareness is a key feature of pervasive systems, which allows them to
sense, reason and react to environmental changes (i.e. context changes). From
a software engineering point of view, it oftentimes involves the self-adaptation
of the system components (e.g. adding, removing or replacing services), in order
to address the new situation and consequently to fulfill the specific goals of the
system.

Although there is an extensive research work on context-awareness to sup-
port the development of pervasive systems [14], there are no clear guidelines
about how to design (structure and behavior) pervasive systems guaranteeing
their context adaptation capability. This situation put developers of pervasive
systems in an uncomfortable position, since they have to address a complex and
transversal design feature (i.e. the context-aware self-adaptation capability) us-
ing ad hoc solutions. The literature reports that employ ad hoc solutions usually
increase the development effort and complexity, and this reduces the project suc-
cess rate. Moreover, the technological evolution affecting these systems and the

G. Urzaiz et al. (Eds.): UCAmI 2013, LNCS 8276, pp. 46-53, 2013.
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) You received
anew mail k

Fig. 1. Different context situations where the notification service makes use of the
appropriate mechanism for delivering information

heterogeneity of the devices involved on these solutions [10], demands counting
on design guidelines and models to embrace different platform-specific implemen-
tations, with the minimum impact for developers; i.e., the development process
of pervasive systems should ideally be done in an automatic or semi-automatic
way.

This paper presents a model-driven engineering (MDE) approach to support
the development of pervasive systems. The proposal stems from the combination
of two engineering methods, REUBI [10] and SCUBI [11], which were intended
to address respectively the requirements specification and the design phase of
this kind of systems. The proposed approach leads to improve the development
process using model transformation techniques to automatically derive the spe-
cific design models, from the requirements specification (i.e. requirement model)
of a pervasive system. Then, the source code of the application is automatically
generated applying transformations to the design models. The aim of this pro-
posal is to help developers to specify the system adaptations at a high level
of abstraction and, after applying the proposed transformations, derive the ap-
propriate structure and behavior of the system at design and implementation
levels.

The rest of this paper is structured as follows. Section 2 describes the pro-
posed approach, explaining how a model-driven strategy is applied to generate
a context-aware self-adaptive system. Section 3 indicates the technology used
to implement the models and the transformations. Section 4 presents the re-
lated work. Finally, the main results from this approach are summarized and
the future work is outlined in Section 5.

2 Context-Aware Self-adaptations in Pervasive Systems

This section introduces the proposed development approach, which is comple-
mentary to the use of a regular software process. The usefulness of this approach
is illustrated through its application in the development of a context-aware no-
tification service.

As depicted in Figure 1, this service provides notifications to users using
different mechanisms; for instance, when the user is watching TV, notifications
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are shown on the screen; when s/he is doing the housework, notifications are
delivered using a voice synthesizer; and when the user is sleeping, the service does
not deliver notifications not to disturb the user. In the following subsections, the
requirements of this system are modeled following the REUBI notation [10], and
also the corresponding transformations used to automatically obtain the system
design and code are presented.

2.1 Requirements Specification

Several mechanisms can be used to deliver notifications to a user, however their
suitability depends on the user context. Therefore the notification mechanism
to be used in the system should be carefully chosen in order to maximize the
user acceptance. This is a well-known problem that can be solved applying the
Context-sensitive I/O pattern [12]. This pattern states that each input/output
mechanism that is going to be embedded into a service, is related to the context
situations where this service will be used.

«contextSituation» & «contextSituation» &
Watching TV Sleeping

S oal [l S
«operationalization» & \L D«eglive); \L «operationalization» &
Graphic on Screen Notification No notification

«operationalization» @ «contextSituation»
Voice Synth Housework

Fig. 2. Notification service requirements in REUBI notation

Thus, as depicted in Figure 2, the three notification mechanisms (i.e., dis-
playing a graphic on the screen, playing a synthesized voice, and silencing the
notifications) were considered to reach such a goal. Each mechanism will be
used in a particular situation; e.g. when the user is watching TV, doing house-
work or sleeping, respectively. These situations need to be characterized through
their attributes (context variables) in order to distinguish changes among them.
This requirements specification is a model that represents the context-aware
notification service at a high abstraction level.

2.2 Transforming Requirements into Design

Once the requirements have been modeled, the first model transformation is
applied. In order to define these transformations, a metamodel-based approach
has been followed [2]. This approach relates elements between the source (i.e.,
requirements) and target (i.e., design) metamodels in order to describe the trans-
formation to be performed. Table 1 describes the correspondences between the
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Table 1. Correspondence between REUBI and SCUBI elements in the transformations
between models

Source element Target Element Description

It captures the abstract functionality
that enables the goal achivement. In the
notification service, it contains methods
Goal to perform the delivery of notifications.

Functional Interface

It is in charge of forwarding the requests
to an appropriate mechanism in order
to fulfill a goal. It acts as a proxy be-
tween the service consumers and the com-
ponents that implement the notification
strategies.

Manager Component

It is in charge of fine-tuning the behavior
of the manager component. It indicates

Control Component the manager which of the notification al-
ternatives should be applied at a given
moment.

It implements the actual behavior of the
abstract functionality to fulfill a goal.
Operationalization Component In the example, each of the three alter-
natives correspond to a component that
provide notifications in a different way.

It is a component that listens to the rel-
Context Consumer evant events that can trigger an adapta-

Context Situation tion.

It contains information about the condi-
tions where an adaptation should occur,
and which are the components that must
change.

Adaptation Rules

It contains the adaptation rules and runs
the reasoning procedure to determine if
the service adaptation must be applied
or not.

Adaptation Component

elements in the REUBI and SCUBI metamodels, and also the rationale behind
these relationships.

Figure 3 depicts the results of applying this model transformation. In the
obtained design we can identify different components, each one with specific
concerns. These components are responsible of responding to the requests, man-
aging which one of them is in charge of responding and receiving the relevant
events, when the system triggers a self-adaptation process during runtime.

«functional interface» p— —
INotification S weontro> O
Notification E’—@—E Notification
A

Manager Selector

i
! «adaptation» «rules»
| Notification Notification
| gE Adapter [~ Rules
|
«context consumer»

Graphic Voice Silent Context

bl Listener

Fig. 3. Notification service design in SCUBI notation
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It is important to note that the modification of the requirement model only
affects to certain parts of the design model. Thus, if new notification mechanisms
are introduced, the system design is able to admit them as new components
that implement the desired functionality. Similarly, if new context situations are
introduced, or the existing ones are modified, only the components dealing with
context sensing and the adaptation rules are subject to changes. Therefore, the
resulting system design can be modified with an almost minimal effort.

2.3 Generating Code from the Design

In order to obtain an implementation of the notification service, a code genera-
tion strategy has been devised. The strategy considers mapping each element of
the design metamodel, to a component template that contains the source code
that implements such an element. Multiple template files can be created for dif-
ferent programming languages. Also, different file formats can be used to store
the adaptation rules.

Figure 4 depicts the code generated, based on the described template-based
approach, for a particular component and also for the interface it provides. These
templates are filled with data from each entity, such as their name, method
signatures, attributes and (in some cases) methods to instantiate and manage
them.

package edu.ugr.mdubi .interfaces;

public interface IDeliverNotification{

«functional Interfaces public void performDeliverNotification();

INotification

package edu.ugr.mdubi.components;

«component»
Silent Notification import edu.ugr.mdubi.interfaces.IDeliverNotification;

public class SilentNotificationComponent implements IDeliverNotification{

public SilentNotificationComponent(){}

public woid performDeliverNotification(){
/ Auto generated method stul
}

}

Fig. 4. Code generation example for a component and its interface

) T
|
TVEvent[on ! |
T startAdaptatio }
! (TVEvent[on]) action |
[WatchingTV] setComponent. |
1 (Graphic
Notification)

Fig. 5. Example of a runtime self-adaptation process
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The generated code has been devised to perform a runtime adaptation process
as depicted in Figure 5. For instance, if the user sits to watch TV, an event is
triggered notifying the system that TV is on. The context listener receives this
event and, since it is interesting to the notification service, decides to trigger an
adaptation process. This event triggers the execution of the rule corresponding
to the situation watching TV. Thus, the adaptation component sends a message
to the selector telling it to apply the corresponding action to the situation.
As the result of the adaptation process, the selector sends a message to the
notification manager setting the graphic notification component as the result of
the adaptation process.

3 Implementation Aspects of the Proposal

In order to test the proposal, it has been implemented using the model trans-
formation facilities provided by different Eclipse plugins. The metamodels have
been described using the Eclipse Modeling Framework (EMF). Models conform
to them are described in an XMI file, using a textual notation.

The Atlas Transformation Language (ATL) has been used to describe the
model transformations. This language aims to follow the Query- View-Transform-
ation (QVT)[8] standard. It provides mechanisms to specify declarative rules,
but also provides mechanisms to incorporate imperative blocks in some transfor-
mations. The ATL file uses the metamodels described in EMF and defines the
correspondence between their elements. Then, the ATL file is provided with the
source model in XMI format as input, and outputs another XMI file as a result.

Regarding the code generation, the Acceleo plugin has been chosen. It follows
the Model to Text (MOFM2T)][7] standard, consisting of the definition of tem-
plate files which are filled with information from an XMI file. In this case, we
have created templates for code generation in the Java programming language.
Also, in order to store the adaptation rules, an XML file is generated.

The process is started with an input requirements model that is created con-
forming the REUBI metamodel. Then, an ATL transformation is performed and,
as a result, a design model conforming the SCUBI metamodel is generated. Fi-
nally, this model is used as input for the Acceleo plugin and different Java files
are generated with the resulting code!.

4 Related Work

Several research works that have applied the principles of model-driven engi-
neering (MDE) applied to the development of pervasive system can be found
in the bibliography. Some of them are focused on specific aspects of the devel-
opment. For instance, Cirilo et al. [1] present an approach to provide transfor-
mations oriented to interface adaptations based on context changes. Similarly,

! For the sake of clarity and conciseness, implementation details have been ommitted
from the paper, but all the files can be found in:
http://www.ugr.es/~tomruiz/MDAContext.zip
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MDE techniques have been applied to hide the management of low-level com-
ponents to developers, when they have to use wireless sensor networks [9] to
implement pervasive systems. Harrington et al. [3] provide a MDE approach
focused on planning and optimization algorithms for pervasive environments.
Although these approaches are useful, they are not general. Therefore they are
not reusable in different development contexts.

On the other hand, Lu et al. [5] present a formal methodology, based on Petri
Nets, to systematically assess the design of context-aware systems. However, this
work does not provide guidelines to implement the system once it is formally
modeled.

There are some other proposals that try to provide wide perspective of the
pervasive systems design. Seridi et al. [13] provide a metamodel and a tool for
context specification. Similarly, Serral et al. [14] provide mechanisms to repre-
sent and manage the context information. They also provide a code generation
mechanism to obtain an implementation of the system. Their focus is on context
management, rather than in how the software should be structured to ease the
self-adaptation process.

Finally, the most similar approach to the presented proposal can be found
in [4]. A component-based design method is applied to perform self-adaptations
based on context changes. However, our proposal aims to raise the abstraction
level and it considers the specification of the self-adaptations at the requirements
level.

5 Conclusions and Future Work

This paper proposes and describes a complete methodological approach to sup-
port the development of pervasive systems, especially focused on addressing
context-aware self-adaptations. The proposal follows a MDE approach to: (1)
derive a system design that meets specific requirements, and (2) generate code
that implements such a design. The usefulness of the proposed approach has been
illustrated through the development of a context-aware notification service.

The proposal aims to raise the abstraction level in which it is possible to
specify the self-adaptations of a pervasive system. In the proposed approach
these adaptations are specified at the requirements level, and then they are
transformed into design and code using automatic models transformations. This
strategy speeds up the development process, since the software engineers do not
need to focus on certain aspects that can be (semi-)automatically addressed. It
also provides more reliable software, since this task is automatized. The method-
ology needs to be validated and applied to some more projects in order to know
which are its strengths and limitations.

The next steps also consider developing a graphical modeling tool that helps
developers to implement requirements models, and understand the design models
obtained after applying the transformations. Moreover, more transformations
between elements will be explored in order to address more complex situations.
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Abstract. With the increasing expansion of health information sys-
tems, there is a need to create an interface: human, machine and the
surrounding environment. This interface is called Ambient Intelligence
and it has been increasing in the healthcare area. In this paper it is
presented the Ambient Intelligence system implemented in the Intensive
Care Unit of Centro Hospitalar do Porto, a hospital in the north of Por-
tugal. This Ambient Intelligence is consisted by INTCare system, which
the main goal is monitoring the patients’ vital signs, PaLMS system,
responsible for the patient’s localisation and identification and AIDA,
the platform that guarantees the interoperability from all information
systems in the hospital. Furthermore, an usability evaluation was per-
formed, described in this article, to find out what can be improved.

Keywords: Ambient Intelligence, Monitoring System, Interoperability.

1 Introduction

In the last decades, healthcare information systems have been growing but the
tools for data processing are not sufficient and new technologies should support
a new way of envisaging the future hospital. There is the need to enrich the
environment with technology, mainly sensors and network-connected devices,
building a system to take decisions that benefit the users of that environment
based on real-time information gathered and historical data accumulated, make
use of Ambient Intelligence (AmlI). AmlI is considered a new paradigm that
supports the design of the next generation of intelligent systems and introduces
novel means of communication between human, machine, and the surrounding
environment [1].

Indeed, AmlI is a perfect candidate to the healthcare industry, where the
demand for new technologies, contributing to a better quality of treatment of
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patients, is constant . In this scenario, both researchers from the University of
Minho (Braga, Portugal) and Centro Hospitalar do Porto - CHP (a hospital in
Oporto, Portugal) developed INTCare [2], an intelligent decision support system
(IDSS) aiming the real-time monitoring of patients in the Intensive Care Unit
(ICU) [3].

Whenever a patient leaves the bed, going to another unit to make an exam
for instance, INTCare system fails for the recognition of the patient absence,
therefore continues to monitor redundant data, store and analyse it, spending
unnecessary computational resources. Besides, sound alerts are sent to medical
staff due to the monitoring values out of range in some empty bed. A process of
automatic identification of the patient is required. PaLMS, a Patient Localiza-
tion and Management System, is a system being developed and tested in the ICU
of CHP. The main goal is to detect the patients’ presence in the bed through the
Radio-Frequency Identification (RFID) technology, optimizing the INTCare sys-
tem. RFID is an emerging technology in the healthcare industry, amongst others
industries, that can facilitate safe and accurate patient identification, tracking,
and processing of important health related information in health care sector,
therefore a contributing technology to the implementation of Aml scenarios in
hospitals [4].

The main goal of this article is to expose the Aml present in the CHP’s ICU
and a usability evaluation of the systems that comprise this environment..

2 AIDA - Agency for Interoperation Diffusion and
Archieve of Medical Information

Gathering all patient information and present it in a readable way to physicians
it’s an interesting task. However, information sources are distributed, ubiquitous,
heterogeneous, large and complex and the Hospital Information Systems need to
communicate in order to share information and to make it available at any place
at any time. So it was developed the AIDA — Agency for Interoperation, diffu-
sion and Archive of Medical Information. AIDA, bringing to the healthcare arena
new methodologies for problem solving and knowledge representation, computa-
tional models, technologies and tools, which will enable ambient intelligence or
ubiquitous computing based practices at the healthcare facilities [5].

AIDA is an agency that supplies intelligent electronic workers called proactive
agents, in charge of some tasks. This platform imbues many different integra-
tion features, using mainly Service Oriented Architectures (SOA) and MultiA-
gent Systems (MAS) to implement interoperation in a distributed, specific and
conform to a standard manner, comprising all the service providers within the
healthcare institution [5,6].

3 INTCare

INTCare is a Pervasive Intelligent Decision Support System (PIDSS) [3] de-
veloped to Intensive Care Unit (ICU) with the main goal to predict the patient
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organ failure (cardiovascular, hepatic, renal, respiratory, neurologic, coagulation)
and patient outcome (discharge condition) for the next 24 hours. This system
also alerts the medical staff when vital signs of the patients are out of the normal
range. It changed the ICU information system. It modified the data acquisition
system, now all the data is acquired, processed and stored automatically and
in real-time. Then using online-learning a set of procedures and tasks are exe-
cuted in order to create new knowledge essential to the decision making process.
INTCare is able to provide automatically and in real-time four different types
of knowledge anywhere and any-time:

Probability of occur an organ failure;

— Probability of patient die;

Tracking critical events;

— Medical Scores results (SAP, SOFA, MEWS, TISS 28, Glasgow).

In order to have correct patient identification it was used an RFID system
to identify which patient is in a specific bed. The RFID system is associated
to bedside monitors and using some procedures is able to correctly identify the
patient in the HL7 message (messages which contains vital signs and patient
identification (PID)). When the gateway receives the vital signs from the moni-
tors, it sends a HL7 message [7] to the vital signs acquisition agent and it parses
the information. Then the RFID system sends the patient identification (d1, d2)
present in the Bed (v1) to be stored in the message. With this option is possible
have a perfect match between the PID and vital signs values collected (OBR
and OBX). Next, there is a sample of a HL7 message:

MSH|~~\&|DHV |h2|h3|h4]|]||0RU"RO1|h1|P|2.3.1
PID|1||d1]||d2

PV1l11U|v1
OBRI1|||IDHVI | |r1l
OBX|x2|NM|x3"x4~""x5| x6|x7| ||| IRI|]|1x1~ v1]]|

Table 1 explains the variables in the exchange of messages between the agents.

Table 1. Variables in the exchange of messages between the agents

h1l Version ID x1 Producer’s ID

h2 Sending Facility x2 Value Type

h3 Receiving Application x3 Observation Identifier (cod)
h4 Receiving Facility x4 Observation Identifier (cod2)
d1l Patient ID (Internal ID) x5 Observation Identifier (descp)
d2 Patient Name x6 Observation Value

vl Assigned Patient Location (BED) x7 Units
rl Observation Date/Time x1
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4 PaLMS - Patient Localisation and Monitoring System

PaLMS is an event-based monitoring system developed using HL7 standard mes-
sages embedded in a multi-agent programming ambient. The MAS implemented
is endowed with modularity, scalability and adaptability which makes this sys-
tem possess a huge potential towards interoperability in healthcare information
systems [8].

When a patient leaves the ICU for an exam, or for the operating room or any
other place while technically he has not discharged the unit, the INTCare alert
system indicates a warning state because it reads patient’s vital signs as nulls
but actually, no patient is in the bed. In these cases, the analysis of vital signs is
made, information is stored, but this data is simply redundant. To prevent these
situations it was created an intelligent ambient based on RFID tags and theirs
antennas that is able to identify if the patient is or not in the bed.

PaLMS includes a Multi-Agent System based on events which react differently
according various events. These events are triggered by a bed monitoring system
that associates each RFID antenna with the respective bed. The PaLMS must be
able to exchange messages between entities, receiving and reacting accordingly
to the characteristic of the message, the intelligent agents’ behaviour capabilities
enable them to have different reactions according the message received. Few steps
were already been achieved by some investigators in description of the receiving
and sending of HL7 messages within intelligent agents behaviour [9)].

4.1 RFID Events

The six most common events associated with the patient cycle in the ICU can be
easily associated to HL7 events through trigger-events [10] using ADT messages
provided by standard HLT7:

Admission Event (AE) <» ADT A0l message;

Transfer Event (TE) <> ADT A02 message;

Discharge Event (DE) <+ ADT A03 message;

Leave of Absence Event (LoAE) <+ ADT A21 message;

Return from Leave of Absence Event (RLoAE) +» ADT A22 message;
Warning Event (WE) <» ADT A20 message.

SOt L=

In this way, the process of exchanging messages between PMS (Patient Man-
agement System) and PaLMS, INTCare and Alert modules (that are incorporate
in the AIDA platform) can be easily implemented using HL7 instead of the usual
ACL (Agent Communication Language) message.

4.2 MAS in PaLMS

As figure 1 shows, five agents were created for the MAS with the aim to identify
and monitoring the patient and to guarantee the interoperability amongst others
hospital information systems.
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Fig.1. A - exchanging information about patient’s admission, discharges, transfers,
leave and return of absences. B - exchanging information about start or stop of the
readings or turn on or off de alert system C - receive instructions to start or stop the
readings of the patient’s vital signs. D - receive instructions to turn on or off the alarm
system.

4.3 Implementation

In order to implement the PaLMS system it was necessary to realize a study and
to experiment several alternatives to decide how many and where to place the
RFID antennas in the ICU facilities of the CHP. The main goals of this study
were to test the reliability of the readings and to verify if it exists interference
with medical devices. After analyse all the dimensions of an ICU room, it was
made four different tests. Two of them using one or two antennas near the wall,
0.95 meters high from the bed (the top of the bed is against the wall). The other
two tests using one or two antennas suspended above the bed in the central
axis, near the area where the patient’s arm is resting (once the bracelet with the
RFID tag was placed in the patient’s wrist).

The tests using one or two antennas near the wall failed the readings in some
situations, especially when the patient was in an abnormal position. On the
other hand, the tests using one or two antennas suspended above the bed had
success in the readings. No interferences were detected in any test neither a
wrong reading from another bed. For the purpose of saving resources, the test
with one antenna suspended above the bed was chosen to be implemented.

5 Usability

The International Standards Organization (ISO) refers that usability is the ex-
tend to which a system can be used by specific users to achieve specified goals
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with effectiveness, efficiency and satisfaction in a specified context of use. Al-
though none product, system or service is itself usable or unusable, it has at-
tributes which will determine the usability for a particularly user, task and
environment [11,12]. This aspect led the focus of the evaluation in product
development from product assurance testing to integrated product design and
development. With this, the term usability arises and gains a lot of importance
as more and more people depend of technical devices to carry out their tasks at
work or home [12].

Today, hundreds of ICT systems are used in healthcare organizations to serve
physicians and other professionals in their daily work with patients. The health-
care community and the medical technology industry are aware that medical
equipment needs to have higher usability. Know the usability of healthcare sys-
tems is crucial to achieve success, as well as guaranteeing a high level of safe
and effective level of patient care. It can decrease the number of errors, leading
to improved patient safety, in addition to better efficiency, enabling clinicians to
spend more time with their patients [12].

6 Methods - Usability

To appraise the usability of the systems along with AIDA and the monitoring
system (INTCare), two different types of usability evaluations were performed.

The first one was a usability inquire method, more precisely a survey. The
preference for a survey was grounded, as it is a very well known method to
obtain a straight response from participants. With this, it was feasible to the
usability evaluators to acquire information about users likes, dislikes, needs and
understanding of the system by letting them answer questions in a written form.
So, the main propose of this evaluation was to cognize what physicians as well
as nurses think of the system. The survey was formed by twelve questions, where
eleven of them were of multiple choices. The head one was to identify the working
group of who was answering the survey: a physician or a nurse. At the total, 300
surveys were distributed at different services of the hospital for physicians and
nurses respond [12].

The second usability evaluation performed was a heuristic walkthrough, an
usability inspection method. The first step taken to perform this evaluation was
to assembled the evaluation team. This team should be formed by a group of
three to five evaluators with knowledge both in usability and in the field in
which the system will be used, in this case in healthcare work area. However,
finding evaluators who have both usability and clinical expertise prove to be
an extremely hard mission. The solution was to bring together two groups of
evaluators: usability and clinical experts. This way was made to ensure that the
evaluation team had usability and clinical knowledge, crucial to the success of
the evaluation. The evaluators have a set of questions to guide their exploration
of the interface as well as a set of common user tasks [12]. After completing
the first pass, task-focused, evaluators proceed to second step of the evaluation,
completing a free form evaluation. During this phase, the evaluators use usability
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heuristics to assess problems associated with the interface. In other words, they
compare the system against an establish set of usability heuristics defined by
Jakob Nielsen [13].

7 Results - Usability

As two distinctive methodologies were made, it is essential to analyse the ac-
quired outcomes independently. Regarding the usability surveys were obtained
a total of 167 responses: 63 by physicians and 104 by nurses. It was possible to
note that all the physicians think they lost too much time in entry data. The
great majority also thinks that the time spent to consult information about the
patient is excessive. Another finding that it was possible to see concerns about
the design of the system. The physicians classified the design of the system with
30 percent of satisfaction. In the other hand the nurses do not think like physi-
cians, they reported that do not lose so much time with data. Moreover, the
nurses classified the design of the system with 70 percent of satisfaction.

The heuristic walkthrough evaluation, performed by the evaluators, allowed
the identification of some usability issues. The main issue identified concerns
about the visibility of the system. When users perform an action that requires
some processing, there is not a clear feedback on what is happening. In these situ-
ations, a notification should appear. This notification could be a single hourglass
where the user is informed that has to wait, but the ideal was that a message
appears informing the progress of the action, the time remaining to perform the
action and information about what kind of processing was happening. No more
issues were found related to the visibility of system status.

8 Conclusion

In this paper we presented a complex system involving the CHP’s interoperability
platform (AIDA), the INTCare and the PaLMS using the HL7 standard for
the information exchange. We conclude that a system for the detection of the
patient’s presence in a bed is possible with RFID as well as its integration in
the AIDA. We consider PaLMS a functional project for the goals proposed,
optimizing the medical assistance and the quality of the information acquired,
more specifically, the patient’s vital signs in the INTCare system. The using of
HL7 in message exchange has so far brought no disadvantages nor problems in
the process, and provides interoperability for all systems.

Also in this paper it was presented an usability evaluation to the system
(AIDA and the monitoring systems PaLMS and INTCare). Two different meth-
ods were chosen: inquiry method (survey) followed by an inspection method
(heuristic walkthrough). They proved to be very cheap methods and easy to
perform, which provided immediate results about the usability of the system.
Those evaluations made possible to the hospital recognize the level of satisfac-
tion of the healthcare providers, as well as what they think of the system. In
order to improve the satisfaction of the healthcare professionals, in particular
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physicians, it is proposed to improve the interface especially the creation of a
single view, wherein it is possible analyse all data about a patient in the same
window.

It is important in the future to scheduled other evaluations, such as usability
testing, as well as to scheduled some workshops and trainings. The aim is to
improve the usability of the system, providing better working conditions to the
users, as well as improving their satisfaction.
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Abstract. Several factors affect the productivity and efficiency of an industrial
facility. We made a revision of some of these factors, and we noticed that not
all of them happen close to the workplace. There are also some of them that
take place outside the industrial facilities having an impact in productivity and
efficiency, and therefore they should also be taken into consideration. In this
paper we propose a Wide-Input Intelligent Environment (WIIE) concept which
includes local and remote factors. We also propose a conceptual model based
on a simple black box concept in order to correlate input factors and output
variables, in which the input factors are classified according to three dimensions
(environmental vs. person-related, constant vs. variable, local vs. remote) and
where the output variables are the productivity and the efficiency. We finally
propose an implementation model based on a heterogeneous intelligent sensor-
actuator network, which enables for the possibility of using local and remote
factors as an input having an impact on the intelligent environment, and for the
implementation of advanced distributed functionality.

Keywords: ergonomics, human-factors, workplace, heterogeneous, sensors.

1 Introduction

There are a lot of factors that affect the productivity and efficiency of an industrial
facility. In most cases, these factors are neither monitored nor controlled, and they are
just kept within subjectively adequate levels.

These factors typically refer either to aspects of environmental (temperature,
humidity, lighting, noise level, etc.) or to issues involving the person (blood pressure,
heart rate, body temperature, fatigue, etc.). In very few cases some of these factors are
monitored and controlled, but always considering only the elements close to the
workplace, ignoring those factors occurring outside.

Our proposal is based on the hypothesis that environmental and person-related
factors can be controlled to improve the conditions of the person himself and the
process, and the greater the number of relevant factors to be considered and the higher
the rank of these factors, the better the knowledge of the problem and consequently
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the greater the possibility of improving the conditions of the person and the
productivity and efficiency of the process.

The aim of this paper is to design a model to monitor and control the factors
involved in phenomena or processes, including not only those who are close to the
workplace, but also relevant information from other nodes, including remote, possibly
in a heterogeneous network.

2 Revision

Several factors affect the productivity and efficiency of an industrial facility. Some of
these factors take place close to the workplace, some others happen outside the
industrial facility, and not all of them are evident.

The presence of musculoskeletal disorders [1] is an example of a local factor that
should be taken into consideration. There are cases such as an Ontario car parts
manufacturer which opened its doors to researchers who helped implement a
participatory ergonomics program to improve the musculoskeletal health of workers.
Depressive symptoms [2] are pervasive among workers disabled by musculoskeletal
disorders. For those whose symptoms persist, sustainable work-returns are less likely,
and treatment by a mental health professional may be needed to improve recovery.
Previous studies in the agricultural sector showed that the high level of manual
handling risk with the task that required carrying heavy loads with awkward postures
[3] which are the probable causative factors of musculoskeletal disorders among the
rice farmers. A study revealed [4] that musculoskeletal disorders have become a
severe problem in small and medium scale enterprises. Awkward posture in the
workplaces should be avoided and these industries should be encouraged to follow
ergonomic practices and installation of proper machines which will undoubtedly
decrease the risk of musculoskeletal problems and therefore workload can be
decreased and efficiency can be increased.

Another example of a local factor is the existence of new workers [5] or young
people with dyslexia [5], who may be at greater risk of work injury due to their
learning inexperience or disability. This early finding underscores the importance of
accommodating different learning styles in health and safety training. The higher risk
of work injury among new workers has persisted over the past ten years. Workplaces
need to do more to ensure new workers get the training and supervision they need to
stay safe on the job.

Workplace characteristics are another important factor. Ergonomics plays a key
role by ensuring that the dimensions, clearances, space, layout, efforts, visibility and
other factors, incorporated in the equipment design, are matched to human capabilities
and limitations [7]. Operations and safety were developed separately into mature
areas of management practice, but they are not mutually exclusive. The firms that
integrate safety [8] and operations are building a successful business model for both
realms.
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The occupational overuse [9] problems also known as Repetitive Strain Injuries
(“RSTI”) begins in the early of the 1980’s and ends with the present-day problems of
pain, fear and stress.

The value of people must not be underestimated, and workers should be considered
the key to the profit. Work environment should be good for all workers. There is a
premise that says “good ergonomics is good economics” [10].

In many countries of the world, retirement is mandatory at the age at which
persons who hold certain jobs or offices are required by employment law to leave
their employment, or retire (60 to 65 years), this is justified by the argument that
certain occupations are either too dangerous or require high levels of physical skills
and mental work. Every worker has to leave the workforce at that age. However,
starting from the last two decades of the last century, it is observed that retirees live
more years in retirement than ever before, all type of employment should be
ergonomically designed to fit the aged worker characteristics, such as physical,
mental and affective characteristics [11].

Work insecurity and unemployment [12] can have a negative effect on the physical
and mental health of workers. Workers who have kept their jobs during the recession
may have had to face more unpaid overtime, wage freezes or cutbacks, roll-backs of
benefits and general job insecurity.

A look at the skull-and-crossbones on a container and most people know they are
in the presence of poison. This speaks to the power of visual symbols [13] to
effectively and quickly convey hazard information to workers. It is advisable to
broaden the use of such visual symbols called pictograms within the health and safety
context.

Most of the factors mentioned so far take place close to the workplace, but there
are also some other factors that happen outside the industrial facility, such as the
economic and social changes, economic crisis, globalization [14], the technological
development [15], changes in the ecosystem (political demands based on ethical and
humane values) [16], among others.

It is necessary to use a model which can include both, the local and the remote
factors, because both of them have an impact on the output variables (i.e. productivity
and efficiency) of the industrial facility.

3 The Concept of Wide-Input Intelligent Environment (WIIE)

An Intelligent Environment (IE) is a space in which information technology is
seamlessly used to enhance ordinary activity. The idea is to make computers invisible
to the user [17]. An IE is a physical environment in which information and
communication technologies and sensor systems disappear as they become embedded
into physical objects, infrastructures, and the surroundings in which we live, travel,
and work.

Types of IE range from private to public and from fixed to mobile; some are
ephemeral while others are permanent; some change type during their life span [18].
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We define a new WIIE concept, understood as an IE in which not only local
variables are considered, but other elements from remote nodes, probably connected
through a heterogeneous wide area network, are also taken into consideration.

The idea of adding the possibility of having remote elements to be used as part of
the input (Fig. 1) enables for the possibility of determining the corresponding action
that is to be applied at the environment.

INTELLIGENT
ENVIRONMENT

ACTION

LOCAL
VARIABLES

CONTROL
FUNCTION

REMOTE INPUT
VARIABLES

Fig. 1. Local and remote variables as part of the input

Consider as an example the environmental temperature control system. It is clear
that the environmental temperature has a direct impact on the productivity and the
efficiency of the industrial facility. If the environmental temperature is too high, the
air conditioning equipment is activated and therefore productivity is enhanced
because the workers are confortable, but efficiency is reduced because it raises the
energy consumption.

The common way of controlling the environmental temperature of a workplace is
by turning on or turning off the air conditioning equipment at the specific workplace,
which takes its thermostat as the control signal.

In our solution it is possible to include as inputs not only the environmental
temperature at the workplace, but also temperature of other work areas close to the
workplace, the average temperature at the whole industrial facility, and even the
environmental temperature at the outside or any other atmospheric variable that is
considered relevant, such as the moisture, thermal sensation, etc. It is also possible to
consider the total energy consumption of the industrial facility, the instantaneous cost
per kilowatt-hour depending on the time and the accumulated consumption, or almost
any other variable that may be considered relevant.

4 Conceptual Model

We first classified the input factors according to three dimensions (Fig 2). It can be
noticed that some of them are related to the person, i.e, they are within the worker,
physically, emotionally or psychologically, and others are specific to the environment,
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i.e. they are outside the worker and do not belong to him or her. Some are constant or
could be considered as such due to its slow rate of change, and others are variable.
And finally, some factors are local because they happen within the industrial facility
and others are remote because they happen outside the industrial facility.

-
-
- A

‘\
LOCAL/ ™\
REMOTE

PERSONAL/
ENVIRONMENTAL

CONSTANT/
VARIABLE

Fig. 2. Three-dimensional nature of the factors

We then developed a conceptual model (Fig. 3) which represents the relationship
between input factors and output variables. The model is based on a simple concept of
black box (input, process, output).

LOCAL/
REMOTE

CONSTANT/
VARIABLE

PRODUCTIVITY

EFICIENCY

i

PERSONAL/
ENVIRONMENTAL

OUTPUT

INPUT

Fig. 3. Conceptual model

We considered two output variables, which are the productivity, which is defined
as the ratio between output and resources, and the efficiency, which is defined as the
ratio between output and capacity.
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5 Implementation Model

The local/remote dimension has impact on the implementation of the platform. The
implementation model is based on a heterogeneous intelligent sensor-actuator-
network (SAN) which considers local and remote inputs. Due to this fact it is possible
to relocate the control function far from the environment, or even to implement a
distributed control function (Fig. 4), by implementing functionality not only in the
terminal nodes, but also in network nodes.

INTELLIGENT CONTROL
ENVIRONMENT FUNCTION
=
)
c
=
4
iy
2 CONTROL
2\ FUNCTION CONTROL
2 FUNCTION
CONTROL N
FUNCTION
CONTROL
FUNCTION
CONTROL
5 FUNCTION
o
z

Fig. 4. Implementation model

The model enables for the possibility to provide advanced distributed
functionalities based on Process-in-Network (PIN) [19], such as pre-processing, data
simplification or data enrichment.

6 Conclusions and Work in Progress

We have proposed a new concept of Wide-Input Intelligent Environment (WIIE)
which involves not only local variables but also remote elements that may be relevant
as inputs to the phenomenon being analyzed. The idea of including remote elements
also allows the possibility of implementing distributed functionality, which brings
significant benefits to the model.

We have identified the main factors that have an impact in the productivity and the
efficiency of an industrial facility, and they have been classified according to three
dimensions: environmental/person-related, variable/constant, and local/remote. We
have developed a simple conceptual model in order to correlate these input factors to
productivity and efficiency, which are the two considered output variables.
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We also proposed an implementation model based on an intelligent heterogeneous

sensor-actuator network, which enables for the possibility of advanced distributed
functionality.

Work in progress is focused on the experimental tests to identify the most relevant

input factors to be implemented, and the experimental construction of the platform
(consisting of both software and physical elements such as sensors, actuators and
communication). Future work includes the implementation in a real environment.
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Abstract. Open Government Data combined with dynamic data collected from
either citywide sensor networks or apps running in citizens’ smartphones offer
ample potential for innovative urban services (apps) that realize Smarter Cities.
This paper describes IES CITIES, a platform designed to facilitate the devel-
opment of urban apps that exploit public data offered by councils and enriched
by citizens. This solution addresses the needs of three main stakeholders in a
city: a) citizens consuming useful data services in different domains but also
contributing with complementary data to the city, b) companies leveraging the
simple JSON-based RESTful API provided by IES CITIES to create novel ur-
ban apps, and c) the City Council, using the platform to publicize its urban
datasets and track services assembled around them.

Keywords: Smart City, Linked Data, Apps, provenance, trust, JSON.

1 Introduction

The world is undergoing the largest wave of urban growth in history. Experts predict
the global urban population will double by 2050 meaning 70% of the total world
population will be living in a major town or city. Consequently, there is an increasing
need to assemble Smart Cities that effectively and efficiently manage the resources
required by their increasing populations. A city may be considered smart when it
improves the citizens’ quality of life and the efficiency and quality of the services
provided by governing entities and businesses.

The IES Cities platform is defined to promote user-centric mobile micro-services
that exploit open data and generate user-supplied data. It contributes with an open
citizen-centric Linked Data apps-enabling technological solution. Importantly, it
focuses on enabling citizens to create, improve, extend and enrich the open data asso-
ciated to a city in which micro-services, i.e. urban apps, are based. The main stake-
holders of the resulting urban apps ecosystem are the citizens, SMEs and public
administration within a city.

This platform takes advantage of the progress achieved lately in two key techno-
logical areas: a) open government and urban sensor generated datasets, b) smart-
phones equipped with different sensors, e.g. GPS, which can execute urban apps, i.e.
offering services for citizens in different domains (e.g. transport, security and so on).

G. Urzaiz et al. (Eds.): UCAmI 2013, LNCS 8276, pp. 70-77, 2013.
© Springer International Publishing Switzerland 2013



Citizen-Centric Linked Data Apps for Smart Cities 71

Following the “Apps for Smart Cities Manifesto”' approach, IES CITIES aims to
enable an ecosystem of urban apps that help citizens in their daily activities and ac-
tions within the city. In order to accomplish this, it addresses three main challenges:
a) extract and adapt heterogeneous structured and non-structured data from council
repositories, sensor networks, web sites and social networks, b) validate, promote and
integrate user-provided data with open government data and c) facilitate the devel-
opment of urban apps by end developers, thus fostering urban-related innovation.

2 Related Work

Citizen execution of urban mobile apps may generate new data that enriches the data-
sets associated to a given city. However, the quality of the data generated has to be
assessed and qualified, thus promoting valuable and trustable information and decre-
menting and eventually discarding lower quality data. The W3C has created the
PROV Data Model [1] for provenance interchange on the web. PROV is a specifica-
tion to express provenance records, which contain descriptions of the entities and
activities involved in producing and delivering or otherwise influencing a given ob-
ject. Provenance can be used for many purposes, such as understanding how data was
collected so it can be meaningfully used, determining ownership and rights over an
object, making judgements about information to determine whether to trust it, verify-
ing that the process and steps used to obtain a result complies with given require-
ments, and reproducing how something was generated [2].

Human Computation [3] enables to leverage human intelligence to carry out tasks
that otherwise would be difficult to accomplish by a machine. Different techniques
are used to incentivise user participation, e.g., gaming with a purpose (GWAP) [4] to
encourage people to help in human-computation through entertaining incentives. Mo-
bile games with a purpose have already been used to annotate and enrich urban data,
e.g. UrbanMatch [5] validates links between points of interest and their photos whilst
Urbanopoly [6] adds and validates Venue-Feature-Value (VFV) facts. This work fos-
ters the generation of provenance-based trusted citizen contributed Linked Data. Us-
ers’ contributions are mediated by the IES CITIES-enabled apps that leverage the
back-end provenance support of our platform, comprising a generic infrastructure for
developers to easily create urban apps that consume and provide confidence ranked
Linked Data about a given city.

Lately, some JSON query” languages and schemas’ have emerged that intend to
enable end-users to more easily specify and exploit the JSON data model. In our
view, urban apps will be assembled from structured and non-structured data in the
form of RDF, CSV or even applying web scrapping to HTML pages. Information in
such models can be mapped into JSON, a lingua franca for web and mobile develop-
ers that do not necessarily have to be exposed to the complexities of semantically

! http://www.appsforsmartcities.com/?g=manifesto
2 http://www.jsoniqg.org/
3 http://json-schema.org/latest/json-schema-core.html
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modelled data. This work employs the TheDataTank (TDT)*, a distributed open-
source web framework that serves as a dataset adaptor to transform online data of
different formats into a user-friendly Restful API.

3 The IES CITIES Platform

The preliminary IES CITIES solution is composed of the following elements: a) a
mobile application, namely the IES CITIES player, that allows users to search for and
browse over available urban apps, based on their location and filters, and then execute
these services and b) a server that acts as a mediator among urban apps front-ends
played in citizens’ smartphones and their business logic implementing back-ends
accessing, exploiting and enriching publicly available datasets. Notably, IES CITIES
allows users to contribute with and validate others’ contributed data, through a
mechanism for tracking information provenance and its associated trust and
confidence.

The modus operandi of the platform is as follows. Firstly, the municipality regis-
ters with the IES Cities server its datasets descriptions, by means of a web form. It
indicates where the dataset can be located and accessed (URI), what is the original
format of the data (CSV, RDF, XML and so on), a description of the dataset ex-
pressed in JSON-Schema and, optionally, a mapping script between the original data
source format and JSON, and vice versa. Secondly, a developer finds which datasets
are available by browsing or searching in the IES Cities’ dataset repository, and de-
cides which ones best fit his application. Through a RESTful JSON-based API, she
issues queries over the datasets abstracted as JSON data structures and retrieves re-
sults also expressed in JSON. Thirdly, once the application development has been
completed, the developer registers it with the platform through a web form, providing
among other details where the application is (URI), its type (Google Play, Local app
repository, Web) and a description of its functionality, including snapshots. Finally,
end-users, i.e. citizens, with the help of the IES CITIES player app, browse or search
for available registered urban apps according to their location and interests.

3.1 Linked Data Design

Involving end-users in the creation of Linked Open Data implies that these data
should be published according to some RDF specifications, adding some particular
characteristics to the data that associate it to the IES Cities platform, and enforcing its
reusability inside or outside the context of the IES Cities platform. Several widely
used vocabularies were considered, such as Dublin Core (DC), which defines general
metadata attributes such as title, creator, date and subject, and FOAF, that defines
terms for describing persons, their activities and their relations to other people and
objects. Reusing terms maximizes the probability that data can be consumed by appli-
cations that may be tuned to such well-known vocabularies, without requiring further
pre-processing of the data or modification of the application [7].

4 http://thedatatank.com/
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Fig. 1. IES Cities RDF schema

The IES Cities ontology” (see Fig. 1) defines two general classes. Firstly, the base
for any data generated through the platform is the class IESCitiesDataEntity,
which should at least include a DC term identifier property to easily query the data
and if possible a description. Secondly, in order to incorporate the users of the plat-
form in the model, a general IESCitiesAgent class is defined, that extends
FOAF’s Agent, and several subclasses such as Citizen, inheriting from FOAF’s
Person class, Organization and SoftwareAgent.

Enabling user contribution to open datasets requires incorporating metadata that
enables tracking down the creator of a particular data entity, known as provenance
data. A complete provenance ontology that fits the needs of the IES Cities project by
separating the data from actual creation, modification and invalidation tasks is the
PROV Ontology [8]. Starting Point classes, such as Entity, Activity and Agent, pro-
vide the basis for the rest of the PROV Ontology. Expanded terms provide additional
terms that can be used to relate classes. These two categories are used in the IES Cit-
ies vocabulary to associate users as the publishers or invalidators of particular data.

Related to provenance are the credibility of data and the trustworthiness of their
authors. IES Cities currently incorporates a simple mechanism to measure data credi-
bility. Credibility is modelled in a O to 1 scale. A credibility score of 1 is assigned to
each TESCitiesDataEntity at initialization, i.e. the system initially gives 100%
credibility to the contents created. The resulting credibility level (CL) is recalculated
every time a user votes up or down the published data, by following the simple for-
mula: CL. = numPositiveVotes/numTotalVotes. A more sophisticated
credibility score calculation should take into account the user’s reputation, based on
earlier contributions. Additionally, contents could be rated according to a scale (e.g. 1
to 5) rather than applying the simple binary (correct vs. incorrect) approach now used.

Shttp://studwww.ugent .be/~satvheck/IES/schemas/iescities.owl
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3.2 Implementation Details

Fig. 2 shows the IES CITIES platform architecture. The IES CITIES player mobile
application is provided to access the services registered in the platform. Information
about the services and users is persisted in a PostgreSQL database whilst open data-
sets are registered and accessible through two publication engines, namely CKAN®
for structured RDF datasets and TheDataTank’ for unstructured data. A Virtuoso RDF
store is used to maintain linked datasets and store user-provided RDF data.

Open data is fetched through a JSON-formatted query sent to the server’s RESTful
“/data/” interface, together with the name of the requested datasets. This query
consists of key/value pairs to specify required fields and optionally some parameters.
The server-side’s DataManager component resolves the location of the requested
dataset from the publication engines and transforms the JSON query into the query
language specific to the nature of the data’s resolved endpoint. Currently, a query
mapper for both SPARQL, the query language for RDF, and SPECTQL, the query
language used by TheDataTank, is available. After executing the query, the resulting
data is returned, in JSON format. The structure of the JSON submitted queries is:

{

"type":"data",

"requested”:{ "predicatel":"objectl", "predi-

cate2":"object2" 1},

"optional" :{ "predicate3":"object3" 1},

"given" :{ "predicate2":{ "type":"string",
"value":"object2_value" }}

}
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Fig. 2. Deployment of IES CITIES platform

6 http://ckan.org
7 http://thedatatank.com
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A similar mechanism is also used for the generation and validation of data, using
the SPARQL/Update extension and adding provenance meta-data compliant to the
PROV-O vocabulary. This makes it, however, only available for linked datasets.

The IES Cities Player was developed using PhoneGap®. Fig. 3 shows a listing of
services available on the user’s location and ordered by average rating shown by the
player app. Apart from location based look-up, users can also browse services using a
set of keywords. When the user selects a service, a description is displayed, along
with a list of reviews by other users and the average rating (Fig. 3). By clicking the
Start button, the player launches the actual urban app.

4 Validation

The 311 Bilbao (Fig. 4) app has been implemented and deployed to validate the IES
Cities platform. It uses Linked Open Data to get an overview of reports of faults in
public infrastructure. It demonstrates how a developer can create a complex mobile
app relying on semantic data, without technical knowledge of the SPARQL query
language or underlying OWL ontologies. A query using the JSON query format pro-
posed has to be assembled and issued to the “/data/” RESTful interface.

During initialization, the service queries for reported faults, and displays the result
on a map (Fig. 4a). Using the filter functionality on the second tab (Fig. 4b), a user
can choose to see reports of only a certain type. By clicking on the marker of a par-
ticular report, the ID and the underlying nature of the reported fault (Fig. 4a) is dis-
played. When the user decides to inspect the report an information page (Fig. 4c) is
shown. On this page, users can see the full description and a photo of the report. No-
tably, they are also able to vote the credibility of the report up or down. Finally, they
can create their own reports (Fig. 4d), specifying the faults nature, its location, a
description and optionally add an image.

|ES Overview

Bk Description stan
your location 311 Bilbao
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nia

311 Bilbao
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‘Great!f
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Fig. 3. Searching and browsing servicers

8 http://phonegap.com/
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From the data owner’s point of view, enrichment of their datasets by third parties,
such as users of the 311 Bilbao app, revealed two problems. The first one is the fact
that data does not need to be approved before being published. Despite the fact that
users are offered functionality to first review earlier submitted reports in the location
where they are placed, some people may still add redundant reports. A future version
of this application should enable users to further enhance and comment an already
available report. In addition, proximity and content similar reports should be auto-
matically grouped. Additionally, there is a need for a way to consider the reputation
of the different authors, e.g. citizens and council staff. The owner of the dataset could
use this to prioritize the processing of data from particular sources.
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Fig. 4. 311 Bilbao IES CITIES service

5 Conclusion and Further Work

The IES CITIES platform can be used by developers to facilitate the use of open data
from arbitrary formats, relying on CKAN and the adaptor functionality of TheData-
Tank; all of it through a simple JSON query language. Moreover, the exemplary mo-
bile app developed demonstrates how citizens’ involvement in the management of a
city can be increased by allowing them to actively participate in the creation of new
data and the validation of open data provided by other users. These services also show
the IES Cities platform’s added value for public bodies, who can easily publish their
open data in different non-proprietary formats, while making them accessible as
common machine-readable format (JSON) through uniform REST interfaces.

Further work should address the following issues. More complex, derived prove-
nance information should be incorporated, allowing tracing back the full revision
chain of data modifications. Recent research has shown that the reconstruction of
provenance, when it is (partially) missing, is feasible [9] and can be incorporated to
complement our tracking approach. The current mechanism for defining credibility
should also be extended. Instead of only setting a default score at creation time of the
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data, some level of ‘trust’ should be calculated as well, in an algorithmic manner,
based on the data’s actual source and its changes [10], making it possible to prioritize
the processing of data of more trusted parties, such as official public bodies, over data
provided by citizens. The reputation of certain sources is to be calculated over time,
and used to set an initial value for a source’s credibility. However, in addition to repu-
tation, provenance is an essential component towards trust assessment as well [11].
Applying automatic reasoning over the provenance of the data, seems a feasible
method to implement these principles, as it only requires the addition of lightweight
annotations to the provenance that is currently tracked [12]. These annotations allow
for an on-the-fly selection of data, based on the preference and trustworthiness of its
source trace.
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Abstract. Current computing environments include multiple 1/O de-
vices in a highly heterogeneous, distributed, dynamic, multi-user envi-
ronment. Most UIMS and toolkits fail to address such environments. The
O/live UIMS that we built, and have been using for several years, de-
couples applications from their interfaces by using distributed synthetic
file system interfaces to export user interface elements. O/live supports
transparent distribution, replication, and migration of user interface el-
ements among highly heterogeneous devices. It is highly programmable
without any application support. This paper briefly describes the ideas
underlying O/live.

1 Introduction

Standard UIMSs (User Interface Management System) do not address modern
computing environments, such as smart spaces and ubiquitous computing sce-
narios. In order to do so, a UIMS must integrate distributed 1/O devices to
support User Interfaces (Uls in what follows) on behalf of users and applica-
tions. In addition, it must be able to combine highly heterogeneous devices to
implement Uls. Moreover, it must allow both the user and applications to com-
bine and re-arrange elements from distributed Uls, at will. It must also provide
a programmatic interface for distributed, heterogeneous Uls and preserve user
sessions across machine reboots, connection hang ups, and location changes.

As far as we know, no existing UIMS currently satisfies all of these require-
ments. We built O/live, a UIMS and a window system, for Octopus [1]. It is
the evolution of an earlier prototype [2] aimed at providing support for Uls for
ubiquitous computing applications.

In O/live, UT elements (UIEs in what follows, also known as widgets) are
represented as an abstract set of synthetic (virtual) networked files, describing
their state. There are three actors in our scheme: the synthetic file server (the
UIMS), the clients (viewers), and the applications. Applications operate on the
synthetic files (i.e. the UIEs) to update their interfaces. A file server provides
these “files” and dynamically processes operations over them. The file server
coordinates their replication and the concurrent access for both applications and
viewers, and provides notifying services. Ul subtrees may be freely replicated and
re-arranged without disturbing the application. All I/O and editing activity is

G. Urzaiz et al. (Eds.): UCAmI 2013, LNCS 8276, pp. 78-85, 2013.
© Springer International Publishing Switzerland 2013
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confined to viewers. Viewers choose Ul trees or subtrees to display by remotely
accessing file subtrees. Therefore, viewers are able to operate on remote UlEs.

The list of benefits deriving from the use of synthetic files is too large to be
detailed and thoroughly discussed in this paper. For a more complete discussion
of this topic, please refer to [3,2,1]. All programming languages provide support
for using files. Therefore, they provide support for Ul programming on O/live,
because the interface is just a file system. Using distributed files as the interface
for building Uls greatly helps portability. A good example of this is Jolive [4],
an O/live viewer implemented for Java Swing and Android.

Viewers are free to represent data in any way that fits the particular devices
they use. It is trivial for the application to support highly heterogeneous I1/0
devices: It has to do nothing on that respect. The application is only in charge
of updating the state of its UIEs. Representation and most interaction tasks are
transparent for the application.

It is easy to compose different elements within Ul container. Files can be
easily copied, moved, modified, and inspected. The flexibility of this technique
permits us to implement a language easily to operate on distributed elements,
similar to the Sam language [5], with the advantage of managing elements from
different Uls that may be in different machines. Because Uls and UIEs seem to
be files, any shell scripting environment and file-manipulation tool can be used
to deal with them. Simple scripts and file utilities are now able to operate on
Uls and UlEs.

As far as the user is concerned, the layout and state for all sessions in use
seem to persist, because they are represented by the particular layout of a file
tree kept on the UIMS, which may be left running separated from the clients
(the viewers) and, perhaps, apart from the applications using it. Note that by
separated we mean they may be distributed among different machines.

The work presented here is in production and we have been using it daily
for some years now. You can refer to http://1lsub.org/ls/octopus.html for
source code, documentation, and some demonstrations.

2 Ul Elements

In O/live, any UI consists of a tree of widgets known as panels. There are two
kinds of panels: groups (called rows and columns, after two popular types of
groups) and atoms. Rows and columns group inner panels and handle their lay-
out. A row/column arranges for inner panels to be disposed in a row/column.
All groups are similar and describe how to handle the layout, as a hint to repre-
sent the widgets on graphic devices. Atoms include text, tables, buttons, (text)
tag-lines, images, gauges, sliders, panning-images, and vector graphics. The par-
ticular set of panels is just a detail of our implementation, but not a key point
in our approach, which would still work as long as the panels implemented are
kept abstract enough.
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Each panel is represented by a directory. Panels can be created and deleted
programmatically by making and removing such directories. They usually con-
tain two files: ctl and data (attributes for widgets and their data). Many widgets
include another file in their directories, named edits (a log of changes). Group-
ing panels (e.g., rows) contain a subdirectory for each widget they contain.

To avoid confusion, we must emphasize once more that none of these files are
actual files on disk. The same happens with directories. They are synthesized
on demand by a file server program, which just happens to be the UIMS. That
is, they behave as files but are just an interface to the UIMS. Applications
perform operations, mainly read and write operations, over the virtual files and
directories to access and control the widgets. These virtual files can be used
locally or across the network, just like any other remote file system.

The data file contains an abstract and portable representation of the panel.
It contains plain text for text elements, compressed bitmaps for images, textual
representation of draw operations for vector graphics, textual representation of
a number between 0 and 100 for gauges, and so on. Data for a widget may be
updated by writing its data file, and retrieved by reading from it.

Different types of widgets may use different data formats for their data files
(e.g., plain UTF text, textual vector graphics commands, etc.). Moreover, a given
type of widget may be designed either as a container or as an atom. This is a
choice that the widget developer must make.

The ctl (control) file contains a textual representation of the panel attributes.
For example, a control file may contain “sel 5 100” to state that the text
selected in a text widget stands between the 5th and the 100th symbol (unicode
character). Another example is “font T”, which is a hint for viewers to show
text using a constant width (“teletype”) font. To permit selective updates of
individual attributes, the textual representation for an attribute may be used as
a control request by writing it to the control file.

The edits file, which is present on many panels, is a textual description of
changes made to a panel. This is particularly relevant to text panels and relatives
(tags, labels, etc.). It is used to maintain a central representation of the history
of changes made to a panel. For example, it can be used to undo operations that
were made on a previous session, after reopening it (perhaps using a different
terminal if the user has moved from one machine to another). The exact details
of the set of panels and the format for their data and attributes may be found
on the Octopus user’s manual.

The widget representation as a file system is up to the developer of the widget.
Thus, when adding a new type of widget, the developer can define its language,
that is, the data contained in the file(s) that represent the widget.

Regarding concurrency control, file servers involved in O/live (described in the
next section) perform a file operation at a time. This means that client programs
may consider file operations as atomic. Also, it means that two different (perhaps
conflicting) requests are not concurrent. One of them will be performed before the
other, and the last one prevails. As an example, it is customary for applications
to create entire Uls first, and then write a request to a ctl file to make the Ul
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visible at a given screen (or device). Because such a write is atomic, the entire
UI can be set for viewing in one or more viewers at once, without races.

When updating a data or control file, the implementation takes care of mul-
tiplexing requests from different clients (i.e., from different file descriptors). For
example, when updating a large image requiring multiple writes, the widget state
will not change before closing the file after writing it. Therefore, the update is
also atomic as far as clients are concerned. Should two programs update con-
currently the same image, one of them will win the race, but the image will be
consistent.

3 Architecture

Unlike most other Ul systems, the system is built out of two main programs.

— O/mero is the UIMS and provides a single, central, file system interface for
all widgets of interest. It is the heart of cooperative and distributed editing
and provides support for persistence of widgets across terminal reboots and
network partitions. O/mero is designed to be hosted in the cloud. This means
that this central point of control can be replicated to provide fault tolerance
and availability as needed. This program is not to be confused with Omero,
an ancestor of O/live.

— O/live is a viewer for O/mero (and gives its name to the entire system). It
is responsible for all user interaction and it is the only program that knows
how to draw and how to process device input (e.g., mouse and keyboard).

There are two other components in the architecture: O /ports and O/x. O/ports
is an event delivery service used by the rest of components. Most of the time,
O/live is used in conjunction with O/x. O/x is a file browser, an editor, and a
shell to the underlying system. As far as O/live is concerned, it is an application
program. It is also in charge of a distributed editing command language, and many
applications rely on its services.

O/mero’s root directory contains a directory named appl used by applications
to create their Uls and operate them. The application is free to adjust its UI and,
once ready, replicate it on any screen. By convention, the application replicates
its Ul in the same screen in which it has been run. Note that this is similar
to asking an UI toolkit to show it, and does not require the application to be
aware of replication facilities. The user may change things later in this respect
and move and/or relocate any panel (that has a tag).

O/live is started by giving it the path to a screen (or session) that must be
shown. Should the user want, a new screen may be instantiated by creating a
new directory in the top-level directory of O/mero. Previously existing panels
may be also replicated on it.

The important point here is that applications operate on files, unaware of
how many replicas there are, and ignorant for the most part of how are panels
going to be depicted on the different screens'. On the other hand, O/live (our

! Refer to demo number 2 at the demonstration web page.
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viewer) is the only one who cares about how to render panels. The same holds
for input devices but, before getting into details of input processing, we must
discuss event handling.

The decoupling of O/live (viewer) from O/mero enables a N:M relationship
between them, unlike in systems such as Omero [2]. For example, one O/mero
can serve the widgets to several, multimodal viewers (i.e., to different O/lives).
Also, a viewer can combine different O/meros to create a mash-up of more than
one application; to do so, it only has to use files from different O/meros.

4 Cooperative and Distributed Editing

There may be multiple O/live instances attached to the same O/mero. In fact,
that is the case when multiple machines are being used to deploy user interfaces.
Usually, there is one O/live per display available (we are referring to the graphical
implementation of O/live). Depending on the preferences of the user, different
O/lives may be displaying different “screens” (different file subtrees in /mnt/ui,
siblings of the appl directory), or they might be displaying the same one.

All edits are performed inside O/live. For example, an editable text panel
implements typical editing facilities within O/live, and notifies O /mero only of
text insertions, removals, dirty or clean status change (i.e., unsaved changes),
etc. All mouse and keyboard interaction is processed locally, and abstract events
are sent from O/live to O/mero, possibly leading to events for the application.
The same happens for any kind of interaction with O/live. A consequence of
this scheme is that the network link between O/live and O/mero may have high
latency (e.g.