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Preface

This volume contains the papers presented at the 18th DGLR/STAB-Symposium
held in Stuttgart, Germany, in November, 6–7, 2012 and organized by the Institute
of Aerodynamics and Gas Dynamics of Stuttgart University. STAB is the German
Aerospace Aerodynamics Association, founded toward the end of the 1970s,
whereas DGLR is the German Society for Aeronautics and Astronautics (Deutsche
Gesellschaft für Luft- und Raumfahrt—Lilienthal Oberth e.V.).

The mission of STAB is to foster development and acceptance of the discipline
‘‘Aerodynamics’’ in Germany. One of its general guidelines is to concentrate
resources and know-how in the involved institutions and to avoid duplication in
research work as much as possible. Nowadays, this is more necessary than ever.
The experience made in the past makes it easier now, to obtain new knowledge for
solving today’s and tomorrow’s problems. STAB unites German scientists and
engineers from universities, research-establishments, and industry doing research
and project work in numerical and experimental fluid mechanics and aerodynamics
for aerospace and other applications. This has always been the basis of numerous
common research activities sponsored by different funding agencies.

Since 1986 the symposium has taken place at different locations in Germany
every 2 years. In between STAB workshops regularly take place at the DLR in
Göttingen. The changing meeting places were established as focal points in
Germany’s Aerospace Fluid Mechanics Community for a continuous exchange of
scientific results and their discussion. Moreover, they are a forum where new
research activities can be presented, often resulting in new commonly organized
research and technology projects.

It is the ninth time now that the contributions to the Symposium are published
after being subjected to a peer review. The material highlights the key items
of integrated research and development based on fruitful collaboration of industry,
research establishments, and universities. The research areas include air-
plane aerodynamics, multidisciplinary optimization and new configurations,
turbulence research and modeling, laminar flow control and transition, rotorcraft
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aerodynamics, aeroelasticity and structural dynamics, numerical simulation,
experimental simulation and test techniques, aeroacoustics as well as the rather
new fields of biomedical flows, convective flows as well as aerodynamics and
acoustics of ground vehicles.

From some 90 lectures presented at the Symposium 68 are included in this
book.

The Review Board, partly identical with the Program Committee, consisted of
J. Arnold (Göttingen), K. Becker (Bremen), S. Becker (Erlangen), M. Behr
(Aachen), H. Bieler (Bremen), P. Birken (Kassel), J. Bosbach (Göttingen),
C. Breitsamter (Garching), G. Brenner (Clausthal), M. Buschmann (Dresden),
C. Cierpka (Neubiberg), K. Ehrenfried (Göttingen), J. Fassbender (Bremen),
D. Fiala (Stuttgart), H. Foysi (Siegen), A. Friedl (Neubiberg), J. Fröhlich
(Dresden), A. Gardner (Göttingen), N. Gauger (Aachen), K. Geurts (Aachen),
C. Gmelin (Berlin), P. Gnemmi (St. Louis), C. Grabe (Göttingen), S. Grundmann
(Darmstadt), S. Guerin (Berlin), H. Hansen (Bremen), R. Hartmann (Braun-
schweig), A. Hartmann (Aachen), M. Haupt (Braunschweig), S. Hein (Göttingen),
R. Heinrich (Braunschweig), M. Hepperle (Braunschweig), H. Herwig (Hamburg),
S. Hickel (Garching), R. Höld (Unterschleißheim), R. Hörnschemeyer (Aachen),
S. Illi (Stuttgart), T. Indinger (Garching), S. Jakirlic (Darmstadt), L. Jehring
(Cottbus), J. Jovanovic (Erlangen), C. Kandzia (Aachen), M. Keßler (Stuttgart),
T. Kier (Oberpfaffenhofen), M. Klaas (Aachen), A. Klein (München),
I. Klioutchnikov (Aachen), M. Kloker (Stuttgart), J. Kokavecz (Göttingen),
M. Konstantinov (Göttingen), E. Krämer (Stuttgart), H.-P. Kreplin (Göttingen),
M. Kriegel (Berlin), A. Krumbein (Göttingen), M. Kruse (Braunschweig),
F.-O. Lehmann (Rostock), T. Lerche (Hamburg), T. Lutz (Stuttgart), H. Mai
(Göttingen), M. Meinke (Aachen), F. Menter (Otterfing), R. Meyer (Berlin),
C. Mockett (Berlin), T. Möller (Braunschweig), D. Müller (Aachen), B. Müller
(Berlin), C.-D. Munz (Stuttgart), A. Nemili (Aachen), W. Nitsche (Berlin),
F. Obermeier (Freiberg), H. Olivier (Aachen), C. Othmer (Wolfsburg), I. Peltzer
(Berlin), J. Raddatz (Braunschweig), R. Radespiel (Braunschweig), L. Reimer
(Braunschweig), M. Rein (Göttingen), B. Reinartz (Aachen), C. Resagk (Ilmenau),
S. Reuss (Göttingen), K. Richter (Göttingen), U. Rist (Stuttgart), M. Ritter
(Göttingen), H. Rosemann (Göttingen), T. Rösgen (Zürich), C.-C. Rossow
(Braunschweig), F. Rüdiger (Dresden), M. Rütten (Göttingen), E. Sarradj
(Cottbus), M. Schmidt (Aachen), G. Schmitz (Hamburg), P. Scholz (Braun-
schweig), N. Schönwald (Berlin), W. Schröder (Aachen), E. Schülein (Göttingen),
V. Schulz (Trier), J. Schumacher (Ilmenau), D. Schwamborn (Göttingen),
T. Schwarz (Braunschweig), A. Seitz (Braunschweig), W. Send (Göttingen),
M. Siebenborn (Trier), C. Stemmer (Garching), A. Stück (Braunschweig),
A. Stuermer (Braunschweig), E. Stumpf (Aachen), F. Thiele (Berlin), C. Tropea
(Darmstadt), C. Weckmüller (Berlin), W. Wegner (Göttingen), K. Weinman
(Göttingen), M. Widhalm (Braunschweig), J. Wild (Braunschweig), C. Willert
(Köln), and W. Würz (Stuttgart).

Nevertheless, the authors sign responsible for the contents of their
contributions.
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The editors are grateful to Prof. Dr. W. Schröder as the General Editor of the
‘‘Notes on Numerical Fluid Mechanics and Multidisciplinary Design’’ and to the
Springer-Verlag for the opportunity to publish the results of the Symposium.
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Airplane Aerodynamics



Influence of Meshing on Flow Simulation
in the Wing-Body Junction of Transport Aircraft

Philipp Peter Gansel, Patriz Dürr, Markus Baumann, Thorsten Lutz
and Ewald Krämer

Abstract A common problem in the field of CFD simulations of aircraft is the
construction of hybrid grids at concave geometry corners. The challenge is to generate
boundary layer meshes normal to both intersecting walls, while none of the grid
cells collide with each other. Boundary layer interaction combined with pressure
gradients and three-dimensional effects causes very complex flows which demand
a high mesh quality. An unstructured and three different hybrid grids of a generic
aircraft geometry are compared to each other. The analysis focuses on the results
in the wing-body junction. With the smallest meshing effort the unstructured grid
simulation yields good agreement of surface pressure and boundary layers with the
hybrid meshes. The strong impact of the boundary layer grid edge on the velocity
profiles emphasizes the need of sufficiently high boundary layer grids on all surface
parts.

1 Introduction

Continuous progress is achieved in CFD simulations of industry-relevant aircraft
configurations by the availability of new numerical methods and modeling as
well as increasing computational capabilities. However the spatial discretization in
terms of computational mesh is disregarded often. Especially when meshing entire
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Fig. 1 NASA CRM including
wing, body, belly fairing and
horizontal tail plane

aircraft geometries with a variety of components and corners for viscous simulations
problems occur with most grid generators using hybrid grids. The most frequent chal-
lenge in the vicinity of concave corners is to generate a boundary layer mesh normal
to both intersecting walls, without having the grid cells collide with each other, which
often leads to grids of locally poor quality. Actually the interaction of both boundary
layers in combination with strong pressure gradients and three-dimensional effects
causes very complex flows. Their simulation claims a high quality mesh and is chal-
lenging today’s turbulence models.

Basic experimental and numerical investigations of the horseshoe vortex system
developing at a wing-body junction have been conducted. The flow regime is also
present in wind tunnel testing at the junction of the airfoil with the test section side
walls. An overview of different measured and simulated geometries can be found in
[1]. In simulations of the Reynolds-Averaged Navier-Stokes (RANS) equations the
grid and turbulence model dependency of the corner separation is a known problem
which presumably arises from the deficiency of eddy-viscosity models to represent
the anisotropy of the Reynolds stresses (see e.g. [2]).

In the present study particularly the influence of the meshing strategy on the
simulation of the junction flow is investigated to highlight the effects separately.

2 Simulation Setup

2.1 Test Case

The NASA Common Research Model (CRM), a representative commercial transport
aircraft configuration (see [3]), is used as test case in this study. The generic geometry
consists of a fuselage, a transonic wing, a belly fairing and a horizontal tail plane.
The considered configuration in Fig. 1 omits the nacelle and pylon to provide a
clean wing. The CRM has been subject to the Drag Prediction Workshops (DPW) IV
and V, where different numerical results and comparisons of grid generators and flow
solvers could be achieved (see [4]). Experimental wind tunnel results were published
by NASA amongst others in [5].

The CFD model has a reference wing area of 383.690 m2 and a mean aerodynamic
chord of 7.005 m. The wing has a span of 58.763 m, an aspect ratio of 9.0 and a taper
ratio of 0.275. The quarter chord line is swept back by 35◦. The considered freestream
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Table 1 Grid points and cell element counts of the used CFD meshes

Grid Points Tets Prisms Pyras Hexas Cells

GG aniso tets 13,530,358 80,375,105 – – – 80,375,105
GG recomb prisms 13,530,484 64,378,306 5,332,464 – – 69,710,770
PW recomb prisms 13,530,358 19,164,798 20,389,639 20,695 – 39,575,132
GG hexa and prisms 10,189,056 11,495,105 5,520,872 70,186 5,357,947 22,444,110

conditions Ma = 0.85, Re = 5 · 106 and cl = 0.5 represent the CRM design point
despite a lower Reynolds number (Redesign = 40 · 106).

2.2 Grids

Basically there are three different meshing topologies: structured, unstructured
and hybrid grids. Although structured grids have the big advantages of structured
calculation schemes and proper resolution of corner flow boundary layers, the disad-
vantages of high generation effort and point numbers—unless methods like hanging
nodes or overset grids are used—limit their applicability for complex geometries.
One unstructured grid consisting of tetrahedra only and three different hybrid meshes
are investigated in the present study. The total grid point and cell element counts are
displayed in Table 1.

Unstructured Grid “GG Aniso Tets” Production, refinement and adaption of
unstructured grids are very simple. Usually they consist of nearly isotropic tetra-
hedra, which mostly restricts possible applications to Euler or other simulations with
no need of a boundary layer resolution. Such a RANS mesh would have an exhaus-
tively high surface and near wall resolution caused by having the same cell size in
tangential and wall normal direction. The grid generator used for the considered
meshes Gridgen V15.18 [6] provides anisotropic tetrahedral elements to solve this
problem. In the meshing process points of an unstructured surface mesh are extruded
from the walls. The resulting prisms are divided into three tetrahedral each. This
allows an adequately resolved boundary layer using element aspect ratios up to three
orders of magnitude. After completing a prescribed amount of anisotropic element
layers (in this case 35) the remaining flow domain is filled up with ordinary tetrahedra.
Figure 2 illustrates the boundary layer resolution in the wing-body junction and near
the wing leading edge of this mesh referenced as “GG aniso tets”. In order to avoid
grid cells to collapse or overlap with others the grid extrusion process is stopped in
concave corner regions before it reaches the designated boundary layer mesh height.
Another specific problem of this kind of unstructured mesh is an increased numerical
error introduced by the extremely skewed tetrahedra. If a cell vertex scheme is used,
the angles of some faces of the median dual grid, the fluxes are evaluated on, to the
corresponding edge deviate extremely from the 90◦ optimum (see [7]).
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Fig. 2 Details of the “GG aniso tets” grid in the wing-body junction and near the wing leading
edge

Fig. 3 Details of the “GG recomb prisms” grid in the wing-body junction

Hybrid Grid “GG Recomb Prisms” To prevent the accuracy issue of anisotropic
unstructured elements Gridgen provides the possibility to recombine prisms of
three anisotropic tetrahedra at a time in the boundary layer part of the grid. The
required connectivity information is present in the mesh data from the cell extrusion
process. The unstructured grid is divided in two blocks—one tetrahedral and one
prismatic—which can be edited further individually. A strong constrain is that the new
built prism block must consist of complete element layers. Because of the described
chopping of extrusion layers in the vicinity of corners only few prisms layers can
be constructed in this way. The grid “GG recomb prisms” which is derived from
“GG aniso tets” using this functionality achieves 9 layers of prisms at the walls.
They cover only a very thin part of the boundary layer mesh (see Fig. 3) which also
explains the relatively small decrease of element count compared to the “GG aniso
tets” mesh in Table 1.

Hybrid Grid “PW Recomb Prisms” The Gridgen succeeding meshing software
Pointwise [8] provides another approach where all anisotropically extruded tetra-
hedra are used for prism recombination (up to 35 prism layers in this case). This
can only be done at the very end of mesh generation with no further editing. In the
current version V17.0R2 it is embedded in the export process of finished grids to
the simulation software. To obtain a mesh suitable for the used CFD code TAU an
appropriate export plugin for Pointwise had to be developed first. It outputs a TAU
readable NetCDF mesh and includes the prisms recombination. The resulting grid
is referenced as “PW recomb prisms”. Figure 4 shows detailed views of the wing-
body junction and the wing leading edge. Note that—originating from the same
unstructured grid—“GG aniso tets”, “GG recomb prisms” and “PW recomb prisms”
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Fig. 4 Details of the “PW recomb prisms” grid in the wing-body junction and near the wing leading
edge

Fig. 5 Details of the “GG hexa and prisms” grid in the wing-body junction and near the wing
leading edge

have identical surface meshes, outer region unstructured meshes and volume grid
points.

Hybrid Grid “GG Hexa and Prisms” As any other hybrid grids where the bound-
ary layer mesh is extruded from the surface the three grids described above suffer
from deficient boundary layer resolution in two ways. Because of the chopping near
geometry corners the boundary layer mesh there is too thin and the outer part of
the boundary layer cannot be resolved by the outer isotropic tetrahedral mesh. The
second aspect is the near wall resolution which close to the corner is defined by the
surface mesh of the respectively other wall. This usually leads to a wall distance
of the first point orders of magnitudes higher than desired. One possible solution to
these problems is to adopt some aspects of structured meshing. By inserting volume
blocks of hexahedral elements in the corners the boundary resolution normal to both
walls can be ensured and adjusted independently. Such combinations of structured
and hybrid meshing was already investigated mostly using chimera technique e.g.
in [9] and [10]. In the present study the hexahedral and prismatic grid parts are con-
nected to each other directly, which can be seen in Fig. 5. The hexahedral blocks are
wrapped around the wing-body junction in an O-type topology. The leading/trailing
edge and wingtip regions are meshed with hexahedra, too. This enables indepen-
dent resolution in chord- and spanwise dierection, but does not affect the considered
junction region. The remaining surface parts are filled up with prisms. The same is
applied to the horizontal tail plane.
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Fig. 6 Spanwise lift distribution on the different meshes (left) and streamwise pressure distribution
at η = 10.52 % (middle) and 11.88 % (right).

2.3 Numerics

The simulations are conducted using the unstructured finite volume code TAU (DLR)
[11] in the versions 2011.2.0 and 2012.1.0. Central discretization scheme with arti-
ficial matrix dissipation is applied. Residual smoothing and a 3w+ multigrid cycle
are used for convergence acceleration. To enable the usage of identical and low-
dissipation parameters on all grids the one-equation turbulence model of Spalart and
Allmaras [12] was applied due to its stability advantages over Reynolds stress models
which also account for the turbulence anisotropy.

3 Results and Discussion

Despite the varying grid types the integral forces on all meshes agree very well.
Differences in the spanwise cl distribution (Fig. 6, left) are within one line width.

Remarkable differences of pressure distribution can be found in the area of the
wing-body junction. While the results on the unstructured grid and the two derived
hybrid grids yield the same cp close to the corner in Fig. 6 (middle and right), the
solution on the “GG hexa and prisms” grid shows slightly lower pressure close to
the leading edge and a less pronounced separation at the trailing edge. The deviation
in the area of the shock is due to an insufficient refinement of “GG hexa and prisms”
on the wing upper surface. The wall normal velocity profiles of the boundary layer
at η = 10.52 % are plotted in Fig. 7 (upper row) for three streamwise positions.
Due to the chopping of anisotropic or prismatic elements all grids except “GG hexa
and prisms” show characteristic kinks in the velocity profiles at the border to the
outer flow grid’s isotropic tetrahedra at 20 % and 40 % chord length. “GG hexa and
prisms” produces a smooth velocity profile and reaches the outer boundary layer
edge velocity at a higher wall distance. At 98 % a much smaller separation is evident
on the hexahedral cells. In the lower row of Fig. 7 there are only small differences
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Fig. 7 Boundary layer velocity profiles at two spanwise and three streamwise positions. The same
line legend applies as in Fig. 6

Fig. 8 Wall shear stress lines at the trailing edge of the wing-body junction

in the velocity profiles at η = 11.88 %, although small kinks on the first three
meshes remain visible. No trailing edge separation is predicted at this spanwise
location.

Looking closer at the corner separation at the trailing edge of the wing-body
junction in Fig. 8 all grids based on the “GG aniso tets” grid predict the same shape and
dimensions (6.5 % chord streamwise and 1.0 % half span spanwise). On the “GG hexa
and prisms” grid the separation is longer (9.3 %), slightly narrower (0.8 %) and also
lower as indicated by the flatter streamline swirl on the fuselage. The appearance of
the corner separation is under discussion and already found in previous numerical
simulations of the CRM (e.g. in [4]).

Also the pressure differences at the leading edge of “GG hexa and prisms” grid
can be explained by the better boundary layer discretization using hexahedral cells.
Figure 9 shows the differences in resulting flow topologies on “PW recomb prisms”
and “GG hexa and prisms”. On the prismatic mesh the streamlines just follow the
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Fig. 9 Wall shear stress lines at the leading edge of the wing-body junction

induction of the developing horseshoe vortex and run from the wing over the corner
to the fuselage surface. The higher resolution of the hexahedral grid in contrast can
reproduce their separation close to the corner and reattachment at the fuselage. Thus
a counter-rotating secondary vortex is formed in the wing-body junction. Even with
refined surface triangles the prismatic volume mesh would still suffer from an even
stronger reduction of the boundary layer grid height and the consequential kinks in
the velocity profiles.

4 Conclusions

The all tetrahedral unstructured mesh—which is the way fastest to generate—yields
results comparable to the usual prismatic hybrid grids in terms of integral forces,
pressure distribution and boundary layer data including separation prediction. How-
ever all of these meshes show a strong effect on the boundary layer profile when
the border of anisotropic or prismatic cells is shifted towards the surface inside the
boundary layer. This is the case at the wing-body junction, where only the grid with
hexahedral cells in the corner can resolve the complete boundary layer. This also
results in another secondary flow topology very close to the corner and differences
in the prediction of trailing edge separation.

References

1. Gand, F., Deck, S., Brunet, V., Sagaut, P.: Flow dynamics past a simplified wing body junction.
Phys. Fluids 22, 115111 (2010)

2. Klein, A., Illi, S., Nübler, K., Lutz, T., Krämer, E.: Wall Effects and Corner Separations for Sub-
sonic and Transonic Flow Regimes. In: Kroener, D.B., Resch, M.M. (eds.) High Performance
Computing in Science and Engineering ’11, pp. 393–407. Springer, Berlin (2011)

3. Vassberg, J.C., DeHaan, M.A., Rivers, S.M., Wahls, R.A.: Development of a Common Research
Model for Applied CFD Validation, Studies. AIAA-2008-6919 (2008)

4. Vassberg, J.C., Tinoco, E.N., Mani, M., Rider, B.: Summary of the Fourth AIAA CFD Drag
Prediction Workshop. AIAA 2010–4547 (2010)

5. Rivers, M.B., Dittberner, A.: Experimental Investigations of the NASA Common Research
Model in the NASA Langley National Transonic Facility and NASA Ames 11-Ft Transonic
Wind Tunnel. AIAA 2011–1126 (2011)



Influence of Meshing on Flow Simulation 11

6. Pointwise, Inc.: Gridgen Version 15. User Manual, Fort Worth (2012)
7. Aftonis, M., Gaitonde, D., Tavares, T.S.: Behaviour of linear reconstruction techniques on

unstructured meshes. AIAA J. 33(11), 2038–2049 (1995)
8. Pointwise, Inc.: Pointwise User Manual, Fort Worth (2012)
9. Doerffer, P., Szulc, O.: High-lift behaviour of half-models at flight reynolds numbers. Task

Quart. 10(2), 191–206 (2006)
10. Crippa, S.: Application of novel hybrid mesh generation methodologies for improved unstruc-

tured CFD simulations. AIAA 2010–4672 (2010)
11. Schwamborn, D., Gerhold, T., Heinrich, R.: The DLR TAU-code: recent applications in research

and industry. In: ECCOMAS, Egmond a.Z., (2006)
12. Spalart, P.R., Allmaras, S.R.: A one-equation turbulence model for aerodynamic flows. AIAA-

92-0439 (1992)



Numerical Approach Aspects
for the Investigation of the Longitudinal
Static Stability of a Transport Aircraft
with Circulation Control

Dennis Keller

Abstract The aim of the investigation is to gain more certainty about the approach
to evaluate the longitudinal stability and controllability of a high-lift configuration
of a transport aircraft with circulation control. Since the work was carried out with a
CFD RANS approach, a comprehensive meshing study was performed in advance.

1 Introduction

In compliance with the vision Flightpath 2050, the German research project SFB
880 is investigating a STOL aircraft configuration, which possibly allows to reduce
emissions and travel time by utilizing existing aerospace infrastructure more effi-
ciently. In order to achieve short runway usage, an active high-lift system in terms
of circulation control (CC) is employed. The potential of such systems is already
well known (see [5, 8]) and is further assessed within the research project by
M. Burnazzi [2]. However, the technology raises new questions, which are not ade-
quately addressed so far. One of those is how CC will impact the handling qualities
of a transport aircraft. For example, it is expected that the high flap loading and
the low dynamic pressure during take off and landing will pose challenges to the
flight control systems. This paper gives an aerodynamic view of the longitudinal
static stability issue by investigating the flight mechanical properties of a circulation
controlled wing itself, its influence on the HTP and eventually of the whole aircraft.
Prior to the analysis, a meshing study was performed on a simplified 2D geometry in
order to derive an efficient and accurate meshing strategy for the 3D configuration.
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Table 1 Number of grid points

Coarse Medium Fine

Structured 128454 524558 2119854
Hybrid_PW – 284918 –
Hybrid 84856 181714 337342

2 Flow Solver

The calculations are performed with the DLR TAU code [6], which is based on
an unstructured finite volume approach for solving the Reynolds-averaged Navier
Stokes equations. For this investigation, the implicit LUSGS scheme is used for time
stepping and a central scheme for the spatial discretization of the convective fluxes.
The turbulence effects are modeled with the original Spalart-Allmaras formulation
(SA) [12] with vortical and rotational flow correction based on the Spalart-Shur
correction [13].

3 Test Configurations

3.1 2D Configuration

The 2D geometry represents a cut through the wing of the reference aircraft at
the location of its mean aerodynamic chord. In order to investigate discretization
influences especially near the active flow outlet, several cell size settings as well
as different meshing methods were utilized (Table 1). Hybrid meshes were created
with Pointwise [10] (Hybrid_PW) and Centaur [3] (Hybrid), whereas structured
meshes were solely built with the former (Structured) (Fig. 1). The edge lengths
along the surface were kept almost equal within the refinement levels. However,
small adaptions had to be introduced on the Centaur meshes in order to achieve
an optimal boundary layer discretization. Furthermore, in contrast to the structured
meshes, the wall distances of the quad layers were kept constant on these meshes.

3.2 3D Configuration

At the beginning of the SFB 880 research project, an aircraft with a capacity of 100
passengers was designed with the preliminary aircraft design tool PrADO [7]. The
wing’s span measures 28.8 m with an aspect ratio of 9 and a leading edge sweep of
10◦. The HTP’s span equals 10.4 m, resulting in a relative tail volume of 1.235. The
underlying 3D geometry (Fig. 5) represents the landing configuration of this design,
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Fig. 1 Slot region. a Geometry. b Structured mesh. c Hybrid mesh

which has no leading edge device but a circulation controlled plain flap and aileron
with 65◦ deflection and 45◦ droop, respectively. Hybrid meshes were built for the
tail-off configuration and for the whole aircraft based on the experiences from the 2D
investigations. The wing wake was refined with either tetrahedra or with a structured
hexahedron box. A modular mesh approach was chosen in order to trim the aircraft
with the smallest possible meshing influence.

4 Computational Results

4.1 Preliminary 2D Studies

Grid Convergence Study When working with complex geometries, semi automated
hybrid mesh generators often seem to be the best choice as they offer a good compro-
mise between work effort and quality of results. However, the quality may become
unacceptable low when the automated mesh topology does not reflect the flow topol-
ogy. Typical examples for this are free shear layers. With the investigation of wake
interaction and CC in general, these types of flow phenomena are of particular
importance. Therefore, the main purpose of the meshing study was to evaluate the
feasibility of using a semi automated hybrid mesh generator for these kind of prob-
lems. Furthermore, a grid convergence study was carried out for both the structured
as well as the hybrid mesh approach.

Figure 2 shows the influence of the grid resolution on the global coefficients for
both mesh families. While the coefficients of the structured mesh show a clear trend,
the hybrid meshes have a change in gradients at the medium size mesh. However,
when considering the difference in grid sizes, the hybrid meshes deliver good results.
Following G. de Vahl Davis [4] and applying the Richardson Extrapolation on the
structured mesh family, the exact coefficients and the deviations of the medium sized
meshes can be derived [11]. With far less than one per cent in deviation from the
exact lift and moment coefficients, both medium size meshes show excellent results
(Table 2). The comparably high difference in drag is probably coming from small
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Fig. 2 Grid dependence of
global coefficients
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Table 2 Error estimates for global coefficients

Coarse Medium Fine
Structured Hybrid Structured Hybrid_PW Hybrid Structured Hybrid

cl−cl,R.ex.

cl,R.ex.
[%] 2.82 4.12 0.455 0.54 0.56 0.073 0.625

cd−cd,R.ex.

cd,R.ex.
[%] 12.77 37.58 1.93 14.46 7.12 0.31 7.63

cm−cm,R.ex.

cm,R.ex.
[%] 3.01 4.39 0.488 0.54 0.57 0.079 0.65

pressure differences on the flap, which have a large influence on the drag coefficient
due to its order of magnitude.

The pressure distribution supports this assumption (Fig. 3). While showing only
slight differences in most parts, the suction peak on the coanda surface indicates a
bigger impact by the discretization level. It also reflects the change in gradients of
the global coefficients of the hybrid mesh family, with the peak being stronger on
the medium hybrid mesh than the one on the fine hybrid mesh.

The velocity profiles within the boundary layer show a fairly good agreement for
the medium and fine meshes in all investigated cuts except at the slot exit (Fig. 4).
Here, the velocity within the slot seems to be overestimated on all hybrid Centaur
meshes. Furthermore, the velocity distributions on the coarse and the medium hybrid
mesh show a peak towards the upper wing surface. Comparison to experimental
investigations of circulation controlled airfoils [1, 9] lead to the assumption, that
these peaks are unphysical and arise due to the O-type topology at the wing trailing
edge. In contrast, the velocity profiles on all structured meshes show a homogeneous
distribution. However, the higher velocities at the slot exit on the hybrid meshes do
not seem to have a big influence on the general flow topology, since this difference
cannot be detected in the velocity distributions further downstream anymore.
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Fig. 4 Velocity profiles in boundary layer along the upper surface. a x/c = 0.45. b x/c = 0.75. c
x/c = 0.84

4.2 3D Configuration

Wake Meshing Influence For the investigation of the longitudinal handling qualities,
the HTP’s efficiency is of particular importance. It is driven by downwash effects and
altered dynamic pressure due to the wake of the main wing. The former is visualized
for a cutting plane through the basic mesh at the leading edge of the HTP’s mean
aerodynamic chord (Fig. 5) in Fig. 6. The velocity vectors confirm the existence of
an inboard flap vortex and a wing tip vortex. Between these vortices, the vertical
velocity reaches about 30 % of the free stream velocity. When enhancing the wake
resolution by halving the edge length of the tetrahedra, the contour of the vortices
sharpens. Besides the increased strength of the vortical flow around the vortex cores,
the delta plot of the local angle of attack also reveals two merging vortex cores in
the outboard region instead of one (Fig. 7a).
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Fig. 5 Vortex visualization
and position of cutting plane
on the tetrahedral refined mesh

Fig. 6 Flow characteristics
on basic mesh in x-plane at
x = 29.4 m

Regarding the outboard vortex system, the trend is even more visible on the mesh
with hexahedral wake refinement (Fig. 7b). However, the plot shows a rather clustered
picture of the inboard flap vortex, which leads to the assumption that the transition
between structured and unstructured elements behind the origin of the inboard flap
vortex is negatively affecting the vortex resolution.

Downwash Investigation When employing CC on a flap, one can distinguish
between two different operating modes. For comparably low blowing coefficients,
the flow on the flaps is not completely attached and the energization regulates the
amount of separation. This utilization is called boundary layer control and is the
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Fig. 7 Delta of local angle of attack in x-plane at x = 29.4 m. a Difference plot between tetrahedral
refinement and basic mesh. b Difference plot between hexahedral refinement and basic mesh
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Fig. 8 Lift coefficients of wing-body configuration. a Lift coefficients at α = 0◦ for differenct
blowing coefficients cμ. b Lift and pitching moment at the aerodynamics center over α

most effective way to use CC. After reaching fully attached flaps, additional blowing
leads to so-called super-circulation, which is less effective. For landing cases, the
threshold between these two utilization ranges is interesting, as it gives the maximum
lift at good effectiveness. The investigation was conducted at three global blowing
coefficients which reflect these characteristics (Fig. 8). These coefficients result from
an optimized pressure setting in each of six different plena along the span (Fig. 10b).
Figure 9a shows the downwash along the position of the quarter chord line of the
HTP for the chosen blowing settings at α = 0◦. As expected, the downwash increases
with increasing blowing coefficient. Furthermore, the local angle of attack dips in
spanwise direction. The slightly different gradient at the lowest blowing ratio is due
to an altered wing loading. Figure 9b compares the change of downwash due to a
change in lift caused by an altered angle of attack on the one hand and a modified
blowing coefficient on the other. It shows that the values of the gradients are lower
and constant for lift increases due to changed blowing. The gradients for constant
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Fig. 10 Aerodynamic characteristics of trimmed landing configuration. a Global coefficients over
angle of attack α for iHTP = 16.13◦. b Separation behavior and plena positions

blowing get slightly steeper towards higher angle of attacks due to the reduced dis-
tance between the main wing wake and the HTP position. The break down near
αmax is associated with a shift in the main wing loading and a resulting change in
downwash distribution.

Static Stability Investigation The preliminary aircraft design led to a maximum
rearward position of the center of gravity, which has to be confirmed. The CFD
simulations of the landing configuration show the aerodynamical feasibility, even
though the maximum trim angle of the horizontal stabilizer from the preliminary
design is exceeded by around 8◦. Figure 10a shows that with a trim angle of iHTP =
16.13◦ the configuration is still controllable at an angle of attack of α = 0.0◦.
Below αmax it is also stable while satisfying the stability reserve requirement with
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θxS25/ lμ ≈ −0.15. However, there is a high risk, that the configuration is not stable
during stall due to its outboard stall mechanism (Fig. 10b) and the resulting additional
downwash at the HTP. In this context it is worth mentioning that the wing itself has
a nose down tendency after αmax.

5 Summary

The preliminary 2D studies justify the meshing approach, especially the usage of
hybrid meshes, for the 3D calculations. Even though embedding a structured hex
box into an unstructured mesh region most likely leads to a more efficient way to
resolve wake characteristics, the interface regions between these two cell types can
lead to higher discretization errors resulting in unexpected vortex distortions. The
high lift values obtained by circulation controlled configurations lead to a strong
downwash behind the main wing, which is dependant not only on the lift coefficient
itself but also on the way the lift is created. Even though the CFD results confirm
the feasibility of the most rearward position of the center of gravity from the pre-
liminary design, the necessary HTP trim angles are exceptionally high due to the
downwash. Furthermore the results of the post stall simulation, which have to be
treated with caution, lead to the assumption that the wing design and its associated
stall mechanism are unfavorable regarding the longitudinal handling qualities and
result in unstable flight conditions.
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Numerical Investigation of the Influence
of Shock Control Bumps on the Buffet
Characteristics of a Transonic Airfoil

Steffen Bogdanski, Klemens Nübler, Thorsten Lutz and Ewald Krämer

Abstract This article presents a numerical investigation on the influence of
three-dimensional shock control bumps (SCB) on the effect of transonic buffet.
Three different types of SCBs are generated by an optimization for low drag in
steady flow conditions at a medium lift coefficient. The impact of these SCB types is
then investigated for two different Mach numbers with steady and unsteady RANS
methods. It will be shown that all SCBs worsen buffet in terms of buffet onset and
buffet amplitudes and shift the shock upstream. The impact is largely independent
of the Mach number. Vortex strength and amount of separation in steady conditions
are only poor indicators for the buffet inhibition potential of the bumps.

1 Introduction

Two and three-dimensional shock control bumps (SCBs) have been investigated and
optimized for numerous years at IAG. These SCBs expand the compression shock to
a lambda-shock and reduce wave drag [1]. The main focus of the recent work has been
on a robust bump design, i.e. a performance gain over a large range of lift coefficients,
without performance deterioration in the design point of the baseline airfoil.

There are only few attempts to use SCBs to reduce the shock motion in transonic
buffet [2]. All these attempts used steady computations for the design and evaluation
of these “buffet bumps” and the criterion for the determination of the buffet onset has
been the extend and shape of the separated flow rather than the unsteady behaviour [3].

It is the aim of this investigation to utilize steady and unsteady RANS methods
to evaluate the impact of SCBs which are optimized for drag reduction on the buffet
characteristics of a transonic airfoil. The investigation is conducted for two different
Mach numbers: the design Mach number of the bumps and a smaller Mach number
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Fig. 1 Surface grid and
periodic boundary, coarse
mesh

where the bumps are effective at a higher angle of attack, closer to the buffet onset.
It can be supposed that bump design conditions closer to the buffet onset boundary
will have a positive effect on the buffet characteristics.

2 Numerical Methods

The simulations presented in this chapter have been conducted with the unstructured
CFD code “TAU” developed by the German Aerospace center (DLR) [4]. The code
solves the Euler-, Navier-Stokes- or RANS-equations on grids with unstructured
cells. It can be used for steady computations with various acceleration techniques as
well as for unsteady computations with a second order dual time-stepping scheme.
Several one-equation, two-equation and Reynolds stress turbulence models are
implemented. All simulations in this chapter have been carried out with the “Menter
SST” model with the “scale-adaptive simulation” modification (SST-SAS) [5].

The time step δt was chosen to
1

40

c

uin f
, with c as the chord length and uin f as

the free stream velocity. This leads to approximately 500 time steps per buffet period
and has been proven to guarantee a time step independent solution [6]. Every fifth
time step, a solution is preserved and used for post processing.

An implicit backward euler scheme has been used for the inner iterations with
multi grid and residual smoothing. The flux discretization was realized with the
second order Jameson, Schmidt, Turkel scheme.

For post processing purposes a python tool was written which extracts slices of
the unsteady surface solution. The data of each slice and time step is then processed
separately and values like lift, drag, shock position and extent of the separated area are
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Table 1 Properties of the three grid levels (Panel A) and SCB positions x/c (Panel B)

Panel A: three grid levels

Fine Medium Coarse
Grid points 4 · 106 2 · 106 1 · 106

Spanwise 121 96 76
Circumference 452 360 284
No. hexahedral layers 50 40 31
Extra prisms 10 8 6
Panel B: SCB positions

HSCB Wedge Extended
Begin 0.47 0.50 0.47
Crest 0.63 0.63 0.60
End 0.77 0.80 1.00

determined. These values are then integrated and time averaged. All post processing
has been done with 25 slices equally spaced in spanwise direction and the tool has
been verified against the results of the TAU solver.

2.1 Grids

Hybrid grids with structured hexahedral blocks for the boundary layer treatment
and unstructured tetrahedral blocks for the treatment of the inviscid regions have
been created with the commercially available software “Gridgen”. An additional
structured block was created over the rear part of the airfoil to account for the thick-
ened/separated boundary layer behind the shock. All grids have a spanwise extent of
0.3 c and use periodic boundary conditions since these impose the least amount of
artificial constraints on the flow solution Fig. 1.

Three different grid levels have been created to investigate the grid dependancy
of the solutions. The cell size was scaled with 3

√
2 so as the overall amount of points

doubles with each level. Table 1 (Panel A) shows the properties of each grid level
and Fig. 1 shows the surface grid and one periodic boundary of the coarsest grid. The
computations with the baseline airfoil have been carried out with both 2D and 3D
grids, yet only minor differences occur in the solutions.

3 Results

3.1 Baseline Airfoil

The baseline airfoil originates from the Pathfinder transonic laminar wing [7] and has
a thickness of 12.2 %. The airfoil has been investigated for the two Mach numbers
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Fig. 2 Shape of the three bumps: HSCB, wedge and extended

Ma = 0.74 and Ma = 0.76 at a constant Reynolds number of Re = 20 · 106.
The transition was fixed at 10 % of the chord length by limiting the production
of turbulence in the laminar region. This leads to a boundary layer thickness near
the shock comparable to that of wind tunnel test conducted in Cambridge. Steady
solutions exist for all angles of attack with α ≤ 4◦ for Ma = 0.76 and α ≤ 3◦ for
Ma = 0.76. Above these values transonic buffet occurs, with higher Mach number
showing the smaller amplitudes.

With increasing angle of attack and shock strength the baseline airfoil develops
a separation bubble at the location of the shock which is growing in streamwise
direction. Once it reaches the trailing edge buffet occurs. This behaviour corresponds
to “model A” according to the buffet classification of Pearcey [8].

3.2 Grid Dependency

The grid dependency has been investigated for all geometries at the higher Mach
number of Ma = 0.76. Though the differences between the different levels are small
for conditions with attached flow, large differences occurred in the buffet regime. In
general the finer grids reduced the buffet amplitudes but shifted the buffet onset to
smaller angles of attack. The largest differences for the lift amplitudes of about a
factor of 4 occurred between the coarse and medium gird, it is therefore mandatory
that fine grids are used for reliable results.

3.3 Bump Generation

Three different bumps have been created for the Pathfinder airfoil: a smooth—hill
shaped—one (HSCB), a wedge shaped one and an extended bump (see Fig. 2). An
lift coefficient of cl = 0.417 and a Mach number of Ma = 0.76 has been chosen as
design point for all bumps.

The bumps have been optimized with a downhill simplex algorithm for minimal
drag by variation of the two parameters height and position. The length of the smooth
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Fig. 3 Drag polar for the
three bumps, Ma = 0.76
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and the wedge bump have been fixed at l = 0.3 c, whereas the extended bump varies
in length and reaches the trailing edge for all designs. The spanwise extent of the
wedge, the smooth and the front ramp of the extended bump have been fixed at 0.1 c.
When the performance of the three bumps is compared (see Fig. 3) it is evident, that
the extended bumps shows the best performance at the design point. At off design
conditions at lower lift coefficients the extended bump is superior to the two other
bumps, too.

3.4 Impact of SCBs on Buffet at Ma = 0.76

Buffet Onset and Shock Motion All SCBs lower the buffet onset by an angle of
attack of about 0.5◦ (see Fig. 4 left) and show larger buffet amplitudes inside the
buffet regime than the baseline airfoil. However, it is not possible to determine the
bump with the best/worst buffet behaviour since the buffet amplitudes vary with
angle of attack.

The smooth and the extended bump shift the shock upstream, whereas the wedge
bump shifts the shock downstream with regard to the baseline airfoil. During the
buffet cycle the (spanwise averaged) shock positions stay above the front flank of the
bumps, i.e. the bumps should influence the shock even in the buffet regime (compare
Fig. 4 right with Table 1 Panel B).

Separation The HSCB and the wedge bump exhibit separated flow below the design
point in contrast to the extended bump as shown in Fig. 5. This seems to be the
reason for the better performance of the extended bump at lower lift coefficients.
At design conditions almost no separation is apparent for all bumps. The amount of
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separation grows with increasing angle of attack for all bumps but it’s not directly
correlated with the amount of lift variation. Hence, the amount of separated flow at
or above design conditions is not a good indication for determining buffet inhibition
capabilities.

Vortex generation Figure 6 shows the vortex generation and the surface streamlines
for the three bumps at design conditions. The slices show the x-component of the
rotation curl(v). At the end of the rear flank the wedge bump shows the largest values
and thus creates the strongest vortices of all bumps. This is due to the separation at
the rear flank and causes the vortices of the wedge bump to rotate in the opposite
direction than the vortices on the other bumps. The HSCB and the extended bump
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Fig. 6 Vortex generation for the three SCBs, Ma = 0.76,α = 1.5◦

have similar peak values at this position, though the vortices of the extended bump
are considerably flatter than those of the HSCB.

Since the SCBs show a similar buffet behaviour in terms of buffet onset and
amplitudes it can be concluded, that the peak vorticity of the streamwise vortices is
not correlated with the ability of the bump to inhibit buffet.

3.5 Impact of SCBs on Buffet at Ma = 0.74

When the freestream Mach number is lowered the shock moves upstream and like-
wise SCBs optimized for performance have to move in the same direction. The
aforementioned bumps, optimized for the higher Mach number, are thus located too
far downstream for good performance at medium lift coefficients. Their operating
area is shifted towards higher lift coefficients, where the shock moves downstream
to its original location. RANS computations showed that the new operation area is
at a lift coefficient of cl ≈ 0.6. It can be presumed that bumps, which are effective in
the vicinity of the buffet boundary, are more likely to enhance the buffet boundary.
Since the wedge bump exhibited the worst off-design performance only the smooth
and the extended bump are investigated at the lower Mach number.

Buffet onset and shock motion Figure 7 (left) shows that the smooth as well as the
extended bump both deteriorate the buffet behaviour for the lower Mach number.
The angle of attack for buffet onset is lowered about α = 0.5◦ and the lift variations
are considerably higher than those of the baseline airfoil. At least the maximum lift
coefficient of the HSCB is slightly higher than that of the baseline airfoil, yet this
point is already inside the buffet regime.

Figure 7 (right) shows the spanwise averaged shock positions. It can be seen that
the shock is more upstream with regard to the bumps than for the higher Mach
number. Thus a greater part of the bumps is located in the area with separated flow
behind the shock and obviously less effective.

Separation At the lower Mach number separation starts before buffet onset (Fig. 8).
The two bumps show a very similar development with the HSCB exhibiting approx.
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Fig. 8 Separated area over
angle of attack at Ma = 0.74
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5 % larger values, which is almost constant for higher angles of attack. Yet, inside
the buffet regime the HSCB shows more separation than the baseline airfoil and
the extended bump shows less than the baseline airfoil but both exhibit a similar
buffet behaviour. For lower angles of attack almost no separation is visible for all
configurations.
Vortex generation The vortices pictured in Fig. 9 are created at an angle of attack of
α = 3.5◦, which yields the last steady solution for both bumps. The HSCB generates
a pair of considerably larger vortices than the Extended bump, though both exhibit
almost the same buffet characteristics. When the surface streamlines of the HSCB
are regarded first signs of asymmetry can be seen.
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Fig. 9 Vortex generation for the three SCBs, Ma = 0.74,α = 3.5◦

4 Conclusions

The buffet characteristics of three bumps have been investigated with URANS meth-
ods in the transonic flow regime. It has been shown, that fine grids are mandatory to
keep the grid influence small. At the design Mach number all bumps deteriorate the
buffet behaviour: they lower the angle of attack for buffet onset and lead to higher
buffet amplitudes inside the buffet regime. The amount of separated flow and the vor-
tex strength at steady conditions give only limited evidence of the buffet inhibition
potential of a bump. The assumption, that a lower Mach number will be beneficial
for the buffet characteristics of the bumps has been proven wrong. This behaviour
is due to the fact that the bumps shift the shock upstream and thus lie in the area of
separated flow behind the oscillating shock.
Notes and Comments.

The research leading to these results has received funding from the European
Union’s Seventh Framework Programme (FP7/2007-2013) for the Clean Sky Joint
Technology Initiative under grant agreement no. 271843.
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Numerical Investigation of the Flutter
Behaviour of a Laminar Supercritical Airfoil

A. C. L. M. van Rooij and W. Wegner

Abstract Nowadays laminar airfoils are considered in aircraft design in order to
achieve laminar flow, thereby reducing the drag. Laminar flow should however not
lead to a performance reduction of the aircraft. One of the constraints of the flight
envelope is the flutter boundary. The influence of (partly) laminar flow on this bound-
ary is however still unclear. Therefore numerical simulations have been performed.
These show that the flutter behaviour of a laminar supercritical airfoil is more critical
at transonic conditions in case of (partly) laminar flow.

1 Introduction

Today laminar flow has regained new interest, because of the drag reduction. Laminar
flow may, however, not degrade the performance of aircraft. Flutter is one of the
most important constraints of the flight envelope of an aircraft. The flutter boundary
should never be surpassed in flight. Laminar flow might significantly influence the
aerodynamic forces and moments. Therefore, it is important to consider this type of
flow when determining the flutter behaviour. Especially in the transonic flow regime
where the flutter boundary exhibits a minimum, the so-called transonic dip.

Numerous flutter behaviour studies have been performed (e.g. [1–4]). How-
ever, these have only considered fully turbulent flow or inviscid flow. Although
no experimental results are available for validation of transitional flow at transonic
flow conditions, a first step was taken to investigate the effect of boundary layer
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transition on the flutter behaviour of a two-dimensional laminar supercritical airfoil,
the CAST-10 airfoil [5].

Steady and unsteady CFD simulations with a fully turbulent boundary layer as
well as with free boundary layer transition have been performed with the DLR TAU
code [6] as well as with ANSYS CFX [7]. The resulting aerodynamic loads, were
then used to compute the flutter behaviour via the k-method.

In this paper the numerical models used are presented first. Then the numerical
set-up is discussed. After which the results of the steady, quasi-steady and unsteady
flow simulations are depicted and described. Finally, the flutter behaviour of the
CAST-10 airfoil is shown and discussed.

2 Numerical Models

To determine the flutter behaviour the aerodynamic loads are needed. These were
computed using Computational Fluid Dynamics (CFD).

2.1 Computational Fluid Dynamics

In both TAU and CFX the Reynolds-Averaged Navier-Stokes equations are solved
using the Menter SST turbulence model [8]. The prediction of boundary layer tran-
sition is performed by two different methods; the eN -method [9, 10] in TAU and the
γ -Reθ transition model [11] in CFX. Both CFD codes are vertex-based finite-volume
solvers. For the unsteady flow computations Jameson’s dual-time stepping [12] is
used. The 2nd order BDF scheme is used to integrate in physical time. For spatial
discretisation 2nd order flux-upwinding is used in TAU, where the upwind fluxes
are determined by AUSMDV [13]. CFX uses a so-called high resolution scheme
(2nd order scheme) [7]. In both CFD codes the transport equations of the turbulence
model (and transition model in CFX) are also solved with 2nd order accuracy.

2.2 Flutter Boundary Determination

In order to determine the flutter boundary of an airfoil, the equations of motion of
the airfoil need to be solved. The airfoil has two coupled degrees of freedom (pitch
α and plunge h). Figure 1 shows the structural model used.

The airfoil is elastically mounted at the quarter chord point. Kh is the stiffness
of the vertical spring and Kα that of the torsional spring. The distance between the
center of gravity and the elastic axis is xα = Sα/m in Fig. 1, where Sα is the static
mass moment.The equations of motion of this system are [14]:
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Fig. 1 Sketch of the model
with two degrees of freedom

[
m Sα

Sα Iα

] [
ḧ
α̈

]
+

([
Kh 0
0 Kα

]
− q S

[ −clh −clα
cmyh

c cmyα
c

]) [
h
α

]
= 0,

where m is the mass, Iα the mass moment of Inertia, q the dynamic pressure, S the
surface area and c the chord length. A harmonic solution of the form: [h(t), α(t)]T =
[ĥ, α̂]T eiωt is assumed and the aerodynamic derivatives (clh , clα , cmyh

and cmyα
)

are computed in the time domain using forced pitch and plunge motions and then
transferred to the frequency domain. After which the k-method [14] is used iteratively
to solve the resulting eigenvalue problem (k is the reduced frequency, made non-
dimensional by c and the velocity U∞). The so-called non-dimensional flutter index
Fi = 2v∞/

(√
μcωα

)
is often used in the flutter diagram. Here μ the mass ratio(

μ = m/
(
0.25πρ∞c2

))
and ωα is the uncoupled natural torsional frequency (ωα =√

Kα/Iα).

3 Numerical Set-up

The airfoil used for this investigation is the CAST-10 airfoil (c = 0.3 m). The CFD
simulations were performed on a hybrid mesh with 110194 nodes. For the unsteady
flow simulations the timestep size Δt was 2.5 ·10−4 s. A previous grid- and timestep
study showed that the CFD results are grid- and timestep-independent [15]. This
study addressed both fully turbulent as well as transitional flow for the TAU code.
For CFX no mesh-independency study was performed. The Reynolds number for
the flow simulations was 2 · 106. The turbulence intensity level was set to 0.05 % for
the transitional flow simulations. The Mach number varied from 0.5 to 0.8 and the
(mean) angle of attack was 0◦.



36 A. C. L. M. van Rooij and W. Wegner

−1

−0.75

−0.5

−0.25

0

0.25

0.5

c p

0 0.2 0.4 0.6 0.8 1
−0.002

0

0.002

0.004

0.006

0.008

0.010

c f

x/c

−1.25

−1

−0.75

−0.5

−0.25

0

0.25

0.5

c p

0 0.2 0.4 0.6 0.8 1
−0.002

0

0.002

0.004

0.006

0.008

0.010

x/c

c f

Fully turbulent TAU
Fully turbulent CFX

Free transition TAU eN

Free transition CFX γ−Re
θt

c
p

crit

c
p

crit

M = 0.74, α = 0° M = 0.745, α = 0°

M = 0.745, α = 0°M = 0.74, α = 0°

Fig. 2 Pressure- and skin friction distributions on the CAST-10 airfoil

4 Results and Discussion

In this section the results of steady, quasi-steady and unsteady CFD simulations as
well as the computed flutter boundary are shown and discussed.

4.1 Steady Flow Simulations

The pressure- and skin friction distributions at α = 0◦ and two Mach numbers for
both fully turbulent flow as well as in case of free boundary layer transition are shown
in Fig. 2.

From Fig. 2 it is seen that when the flow is fully turbulent there is one strong shock
for both Mach numbers and CFD codes. In case of free transition TAU predicts a
double shock-system at M = 0.74, whereas CFX predicts a single strong shock.
The shock(s) are located further downstream in comparison to fully turbulent flow.
From the skin friction distribution it is seen that both codes predict transition via a
separation bubble near the location of the shock. For TAU this is at about x/c = 0.45
at M = 0.74 at the upper surface, whereas for CFX transition is predicted at 75 % of
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Fig. 3 Quasi-steady lift-polar slope versus Mach number

the chord length on the upper surface. These differences are attributed to the different
transition models used. At the M = 0.745 the difference in predicted transition
location is only 5 % on the upper surface. On the lower surface the transition locations
are at around x/c = 0.65 for both Mach numbers and CFD codes. In case of fully
turbulent flow small differences in the cp- and c f -distributions are observed as well,
which might be caused by the differences in production of turbulent kinetic energy.
Furthermore, the contour of the CAST-10 airfoil is very sensitive to small changes
in the flow.

4.2 Quasi-steady Flow Simulations

The Mach number at which dcl/dα|α=0◦ has a maximum is a good indicator of the
location of the transonic dip in the flutter boundary [4]. Figure 3 shows the lift-polar
slope at α = 0◦ versus Mach number for fully turbulent as well as for transitional
flow. Pressure distributions in case of free transition at α = 0◦ are also shown (solid
lines TAU, dashed lines CFX). It should be noted that in case of free transition highly
non-linear behaviour of the lift polar was observed around 0◦. Therefore for some
Mach numbers forward differences have been used to construct dcl/dα|α=0◦ from
TAU. From CFX no dcl/dα|α=0◦ could be derived for transonic Mach numbers,
because the lift curve was so non-linear around α = 0◦ that taking finite differences
did not make sense (see [15]). This non-linearity, caused by a shift in transition
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Fig. 4 Magnitude and phase angle of cl and cmy versus k (pitch)

location, is probably a reason for the difficulty in obtaining converged solutions at
transonic Mach numbers.

From Fig. 3 it is observed that in the fully turbulent case good agreement between
both CFD codes is obtained. In case of free boundary layer transition the maximum
dcl/dα|α=0◦ obtained from TAU is located at M = 0.74. Furthermore its value is
more than twice as high compared to the fully turbulent case (0.42 versus 0.20). The
lift-curve slope as obtained from CFX in case of free transition has an offset from that
obtained with TAU for the subsonic Mach numbers shown. This is attributed to the
large differences in transition location at the upper surface (see [15]). Furthermore,
near M = 0.7 convergence problems were encountered in TAU. Therefore, the
decrease in dcl/dα|α=0◦ might not represent the correct trend.

4.3 Unsteady Flow Simulations

Unsteady forced pitch and plunge simulations have only been performed with TAU.
Figure 4 shows the first harmonic components for forced pitch for fully turbulent flow
as well as for free transition. The mean angle of attack used was 0◦ and the amplitude
was 0.05◦. Figure 4 shows that at M = 0.5 and M = 0.65 the differences between
fully turbulent flow and free transition are small for all harmonic components. At
M = 0.745 and M = 0.75 significant differences occur. In case of free transition a
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Fig. 5 Magnitude and phase angle of cl and cmy versus k (plunge)

maximum or minimum suddenly occurs or is shifted with respect to the fully turbulent
case (for φ(clα )).

The harmonic components of the forced plunge motion are depicted in Fig. 5.
The mean position is 0 m and the amplitude is 0.001c/k. Figure 5 shows similar
behaviour as observed for the pitching motion. Magnitude and phase angle of both
lift and moment coefficient are close together for the fully turbulent flow and free
transition case when the flow is subsonic and large differences are observed when
the flow becomes transonic.

4.4 Flutter Behaviour

The flutter boundary has been computed on the basis of the unsteady TAU results.
Figure 6 shows the flutter boundary at α = 0◦ as well as the lift-polar slope at α = 0◦
versus Mach number, both for fully turbulent flow and in case of free transition.

From Fig. 6 it is clear that, in case of free transition, the minimum in the flutter
boundary is lower (0.08 versus 0.13) and occurs at a lower Mach number (0.74 versus
0.755) than for fully turbulent flow. The reduced frequency at flutter is about 0.24 at
transonic Mach numbers. At subsonic Mach numbers it varies between 0.4 (M = 0.5)
and 0.27 (M = 0.7). Furthermore, it is observed that the location of the maximum
dcl/dα|α=0◦ coincides with the location of the transonic dip minimum in the flutter
boundary. Upon comparing the results with those obtained by Dietz et al. [3] (from
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Fig. 6 Flutter boundary and quasi-steady lift-polar slope versus Mach number

which the structural parameters were taken) it is clear that the TAU code is in principle
able to predict the correct flutter indices range. In case of free transition, for some
Mach numbers (M = 0.72 and M > 0.75) no convergence of the CFD simulations
was obtained. Therefore those could not be used to compute the flutter boundary.
Furthermore, the accuracy of the prediction of unsteady shock-wave/boundary-layer
interaction might have an influence on the flutter behaviour. This remains to be
investigated however.

5 Conclusions

The influence of laminar to turbulent boundary layer transition on the flutter behav-
iour of a laminar supercritical airfoil (CAST-10) has been investigated. Numerical
flow simulations were performed and used to determine the airfoil’s flutter behaviour.
The steady, quasi-steady and unsteady flow simulations showed a clear influence of
(partly) laminar flow, especially at transonic Mach numbers. The flutter behaviour of
the CAST-10 airfoil was found to differ significantly when the flow is partly laminar.
The transonic dip is much deeper when boundary layer transition is free. Further-
more, its location is shifted to a lower Mach number. However, since this is only a
first investigation these conclusions are drawn with caution. They indicate however
that transition should be considered in the flutter analysis.
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Aero-Elastic Multipoint Optimization Using
the Coupled Adjoint Approach

Mohammad Abu-Zurayk and Joël Brezillon

Abstract In the aircraft design process, several flight conditions that cover the
flight envelop have to be considered, where the wing’s structure behaves differently
at these different flight conditions. Considering the structural behavior during the
design optimization is computationally expensive, therefore an efficient approach
is required when optimizing aero-structural systems. The coupled adjoint approach
which is efficiently employed in gradient-based optimizations was previously devel-
oped at DLR and successfully applied for optimizing coupled aero-structural systems
with high-fidelity flow and structure solvers. This new study employs the coupled ad-
joint approach to perform a proof-of-concept multipoint aero-elastic optimization.
The optimized design is then compared to another design resulting from a single
point optimization and proved to have a better overall performance.

1 Introduction

During the flight, the wing is exposed to gravitational as well as aerodynamic loads.
These loads deform the wing into its so-called flight shape. This aeroelastic defor-
mation depends on the wing’s structural properties (elasticity) and varies with the
fuel consumption and the flight conditions. Hence, a different flight condition results
in a different wing deformation which affects the flow over the wing, especially in
transonic flow regimes [1]. For this reason, it was conventional to limit the effects
of aero-elasticity by designing stiffer wings. However, this results in increasing the
wing’s structural weight [2], which by default decreases the aircraft’s efficiency.
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Another technique consists in designing the wings structure so that it deforms into
its optimum shape in cruise flight [3]. In this approach, the optimum shape is obtained
by a pure aerodynamic optimization, and then the jig-shape, i.e. the wing shape when
its not subjects to any loads, is obtained by subtracting the wing deflection under
cruise load from the optimum flight shape. Several couplings between the structure
optimisation and the deformation are mandatory to retrieve the desired cruise shape.
This procedure however converges due to the linear model used for the aerodynamic
and the structure.

The main advantage of this technique is the ability to decouple the complex
aero-elastic optimisation into separate aerodynamic and structural problems. How-
ever, there is no guarantee to converge to the optimal aeroelastic design [4] and
such approach is not likely to work for multi-point designs with drastic variation
of aeroelastic deformations. A good example mentioned in Vazquez’s study [5], is
the multi-point optimization of a supersonic jet where the aeroelastic behaviour is
different in supersonic and subsonic flow regimes.

The third approach to deal with the wing’s aero-elasticity is to consider the flow
and the structure simultaneously. Here the flight shape is computationally evaluated
from the jig-shape, by coupling the flow solver with the structure solver. This implies
that additional effort is needed for coupling the solvers and computing the flight
shape. However, this approach allows multi-point design.

Employing this approach to get the flight shape is costly, while it is an iter-
ative process that includes several couplings between the flow and the structure
solvers. Therefore, an efficient optimization algorithm is required. The gradient-
based algorithms are efficient optimization techniques, nonetheless, the cost of
computing the gradients with the conventional finite differences approach (FD)
scales linearly with the number of design parameters at which the gradients need
to be computed. This means that FD is computationally prohibitive if the num-
ber of design parameters is high, as in modern high-fidelity design optimiza-
tions problems. The adjoint approach on the other hand can provide the gradi-
ents efficiently and independently of the number of design variables. This ap-
proach was previously developed and validated at DLR for high-fidelity aero-elastic
systems [6].

In the design process, several flight conditions (design points) that cover the
flight envelope, from start to end of cruise, need to be considered. While different
flight conditions result in different structure behaviours and while the structure’s
elasticity plays a significant roll in predicting the correct aerodynamic properties
of the wing, this study aims at employing the efficient coupled aero-elastic ad-
joint approach to perform a proof-of-concept multi-point aero-elastic optimiza-
tion. Here, the design point in addition to several off-design points will be taken
into consideration. The objective of this optimization is to enhance the perfor-
mance of the aircraft at different flight conditions that are around the main design
point.
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2 The Coupled Aero-Structure Adjoint Approach

In a previous study [6], the adjoint approach was developed for high-fidelity aero-
elastic models. The aero-structural system is defined by the residual of the RANS
equations (Ra) governing the flow and the residual of the linear elasticity equation
(Rs) governing the structure (1).

R =
⎡

Ra
Rs

⎜
(1)

The state and design variables are defined as follows respectively:

W =
⎡

w

u

⎜
(2)

D =
⎡

A
T

⎜
(3)

where (w) is the flow state variables vector and (u) is the structure state variables
vector which represents the structural deformation. The design variables vector (D)
includes the aerodynamic shape design variables (A) and the structure design vari-
ables (T) like the structure thickness.

The cost function to be minimized (I) and the residuals (R) are functions of the state
variables vector (W) and the design variables vector (D). Taking these dependencies
into account, the gradients of the cost function and the residuals w.r.t. the design
variables vector become

d I

d D
= ∂ I

∂D
+ ⎣

∂ I
∂w

∂ I
∂u

] ⎟
∂w
∂ A

∂w
∂T

∂u
∂ A

∂u
∂T

]
(4)

d R

d D
= ∂R

∂D
+ ⎣

∂R
∂w

∂R
∂u

] ⎟
∂w
∂ A

∂w
∂T

∂u
∂ A

∂u
∂T

]
(5)

respectively.
To formulate the coupled adjoint equations, the Lagrange approach is employed

by defining:
L = I + αT R (6)

where (α) is the Lagrange multiplier which is also called the adjoint field. In an
aero-structural coupled system

α =
⎡

ψ a
ψ s

⎜
(7)

where (ψa) is the aerodynamic adjoint field and (ψ s) is the structure adjoint field.
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Since the residual (R) is zero, the gradient of the Lagrangian with respect to
the design variables is equal to the gradient of the cost function with respect to the
design variables, which is the gradient required by the optimizer. Considering all the
presented dependencies, the gradient of the Lagrangian after rearranging the terms
is:

d I

d D
= d L

d D
=

⎛
⎝

⎟
∂ I
∂ A
∂ I
∂T

]T

+
⎟

∂ I
∂w

∂ I
∂u

]T ⎟
∂w
∂ A

∂w
∂T

∂u
∂ A

∂u
∂T

]⎞
⎠

+
⎡

ψa
ψs

⎜T
⎧⎟

∂Ra
∂ A

∂Ra
∂T

∂Rs
∂ A

∂Rs
∂T

]
+

⎟
∂Ra
∂w

∂Ra
∂u

∂Rs
∂w

∂Rs
∂u

] ⎟
∂w
∂ A

∂w
∂T

∂u
∂ A

∂u
∂T

]⎨
(8)

In this Eq. (8), the very last matrix which contains the sensitivities of the state
variables w.r.t the design variables is computationally expensive for a high number of
design variables, since it requires computing one converged flow-structure coupling
for each design variable. To eliminate this term, the adjoint field vector (α) is found
so that:

⎟
∂ I
∂w

∂ I
∂u

]T

+
⎡

ψ a
ψ s

⎜T
⎟

∂Ra
∂w

∂Ra
∂u

∂Rs
∂w

∂Rs
∂u

]
= 0 (9)

which is the coupled aero-structure adjoint equation. This equation is not dependant
on the number of design variables, but on the number of cost functions and constraints.
Therefore, it should be solved only one time for each cost function or constraint. After
solving this system of equations for the adjoint field vector (α), it is used to compute
the gradients:

d I

d D
= d L

d D
=

⎛
⎝

⎟
∂ I
∂ A
∂ I
∂T

]T

+
⎡

ψ a
ψ s

⎜T
⎟

∂Ra
∂ A

∂Ra
∂T

∂Rs
∂ A

∂Rs
∂T

]⎞
⎠ (10)

3 Results

In this section the performance of the designs resulting from single and multi-point
optimizations will be evaluated and compared. The test case used in these opti-
mizations is a wing-body configuration based on the Dornier-728 geometry. The
optimization algorithm is the gradient-based nonlinear Conjugate Gradient (CG)
algorithm. The coupled adjoint approach, which is employed to compute the gradi-
ents efficiently, is based on the DLR-TAU [7] flow solver coupled with the ANSYS
[8] structure solver. The multi-point flight conditions are taken around the cruise
flight condition (the design point) which is at Ma = 0.8 and CL = 0.417, as pre-
sented in Table 1. On the other hand, the single-point optimization is performed
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Table 1 Definition of points
in multi-point optimization

point Mach number Lift coefficient

Point 1 0.780 0.417
Point 2 0.800 0.340
Point 3 (cruise) 0.800 0.417
Point 4 0.800 0.500
Point 5 0.820 0.417

Fig. 1 Single-point (SP) optimization; chordwise cp and spanwise lift distributions of baseline and
optimized configurations

at the cruise condition. The flow in both optimization scenarios was computed for
Re = 21 ∗ 106.

The CFD mesh is a structured O-type mesh that contains 1.2 million grid nodes.
The structure CSM model (4000 nodes) contains 27 ribs and 2 spars covered with
upper and lower skins. It is modeled using rectangular shell elements that allow 6
degrees of freedom, three translational and three rotational. This means that the wing
can hold translation as well as bending.

The objective of the optimization is to reduce the drag at constant lift and wing
thickness. To control the geometry shape, 75 design parameters governed by the
free-form deformation technique [9], are employed in such a way to keep the wing’s
thickness constant. They are distributed over 15 spanwise sections; each section con-
tains 5 parameters. It is important here to mention that performing a multi-point (or
even a single point) optimization with such a large number of design variables would
not have been computationally affordable without the coupled adjoint approach. This
approach saves indeed around 85 % of the time needed to compute the gradients when
compared to the central finite differences approach.

The single-point optimization reduced the drag by 14 counts at constant lift and
thickness. Figure 1 presents on the left hand side the chordwise pressure distribution
for the initial and the optimized configurations. As illustrated the shock is reduced.
The figure also presents (on the right hand side) the spanwise lift distribution for the
baseline and the optimized configurations. As illustrated, the optimized wing shows
a more elliptic loading, which is beneficial to lower the induced drag.
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Fig. 2 Multi-point optimization convergence

Table 2 Drag reduction (in drag counts) of each point in multi-point optimization

point Mach number Lift coefficient Reduced CD(counts)

Point 1 0.780 0.417 −5
Point 2 0.800 0.340 −7
Point 3 (cruise) 0.800 0.417 −8
Point 4 0.800 0.500 −19
Point 5 0.820 0.417 −30

In the multi-point optimization, the five points were weighted equally:

Cost Function =
5⎩

i=1

0.2 ∗ CDi (11)

Figure 2 presents the convergence history of the multi-point optimization.
Having equal weighting factors, means that the highest drag reduction will occur

at the points with the highest gradients, i.e. at the fourth and fifth design points.
This is confirmed by the drag reductions observed on the optimal shape, as shown
in Table 2.

Figure 3 shows the LoD (lift to drag ratio) trend on the left side and the drag
rise on the right side for the baseline, the single-point and the multi-point resulting
designs. The single-point optimization permits a valuable increase in the LoD ratio at
the design point. However, the overall LoD trend shows that the single-point design
performs worse at higher lift values. On the other hand, the multipoint optimization
showed better LoD and drag-rise trends for the different flight conditions.
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Fig. 3 The LoD and the Drag-rise trends, comparison between single- and multi-point optimizations

4 Conclusions

The coupled aero-elastic adjoint approach was employed here to perform single-
point and multi-point aero-elastic gradient-based optimizations. Performing such
high-fidelity without the coupled adjoint approach would not have been computa-
tionally reasonable. Even though the single-point brought valuable enhancement at
the design point, the multi-point optimization showed better LoD and Drag trends
for the different flight conditions.
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Efficient Global Optimization of a Natural
Laminar Airfoil Based on Surrogate Modeling

Chunna Li, Joël Brezillon and Stefan Görtz

Abstract Surrogate-based optimization and efficient global optimization in
particular, is considered for aerodynamic design and analysis to deal with some of
the drawbacks of classical direct optimization methods. Design of Experiment meth-
ods, optimization algorithms, various surrogate modeling methodologies, adaptive
sample refinement strategies, multiple criteria for terminating the refinement pro-
cedure and several other techniques, are developed and integrated into a practical
optimization framework. To search the design space globally and efficiently, sev-
eral adaptive sample refinement strategies are studied and compared. Two test cases,
minimizing the drag of a NLF0416 airfoil with ten design variables and optimizing
the performance of a laminar profile with 26 design variables at two design points,
are performed. The results indicate that the developed optimization methodology in
combination with the adaptive sample refinement strategies features a good balance
between global exploration and local exploitation. Additionally, the effect of differ-
ent design points on the objective function can be automatically considered in the
refinement procedure.

1 Introduction

Aerodynamic optimization usually deals with problems with multiple design vari-
ables and/or multiple objectives. Thus, the objective function may show highly non-
linear behavior and/or have multiple optima. It is a challenge to find the global
optimum for such problems efficiently. Classical direct optimization methods, such
as gradient-based methods, are efficient in searching the design space but search
locally, while evolutionary algorithms are capable of finding the global optimum at
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the expense of a considerable amount of expensive CFD computations. Surrogate-
Based Optimization (SBO) [1], on the other hand, and the Efficient Global Optimiza-
tion (EGO) [2] method in particular, provides an alternative to overcome some of the
drawbacks of the other optimization methods, but relies on additional techniques.

At DLR, a surrogate-based optimization framework has been developed in Python
based on an existing framework for classical optimization, called Pyranha [3]. Dif-
ferent enabling techniques, such as DoE methods, sample refinement strategies and
criteria for terminating the refinement have been developed and integrated into the
framework together with several other modules, including the DLR toolbox for sur-
rogate modeling [4], the in-house tools GenGeo and MegaCADs [5] for geometry
parameterization, and the DLR TAU code [6] for flow simulation.

Two test cases, minimizing the drag of a NLF0416 airfoil with ten design variables
at constant lift and optimizing the performance of a laminar profile at two design
points, were carried out to evaluate and compare different refinement strategies with
respect to efficiency and accuracy.

2 Surrogate-based Optimization

As was stated above, surrogate-based optimization depends on several enabling tech-
niques, which are briefly introduced in the following.

2.1 Design of Experiment Methods

Modern Design of Experiment (DoE) methods use certain mathematical algorithms
to generate samples within the design space in an optimal way to gain as much
information of the objective function as possible from a given number of samples. A
certain number of samples are required for constructing an initial surrogate model.
The choice of the samples has an obvious effect on the efficiency and accuracy of the
surrogate-based optimization chain, because sparsely or badly distributed samples
may lead to a surrogate model that is not globally accurate or depicts a fake landscape
of the design space, which could result in premature convergence to the region with
a local optimum or a huge amount of expensive high-fidelity computations in the
sample refinement procedure. The Random Latin Hypercube Sampling [7] (RLHS),
the Optimized Latin Hypercube Sampling [8] (OLHS) and the Transport Propagation
Latin Hypercube Sampling [9] (TPLHS) were integrated into the framework, because
the number of samples is independent of the number of variables, and the random
samples can be taken one each time.
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2.2 Optimization Algorithms

The optimization methods in the framework consist of gradient-free methods (Sim-
plex/Subplex), three gradient-based optimizers (Conjugate Gradient method (CG),
Steepest Descent method (SD), the Newton method), and the Differential Evolution
algorithm (DE). Out of those methods, only the DE is a global optimizer.

For classical direct optimization, i.e. by directly evaluating the objective function
using a high-fidelity flow solver, gradient-based optimizers are usually the best choice
because of their high efficiency, but they search locally. In comparison, the DE is
favored for its global search characteristics at the expense of a considerable amount
of CFD computations. SBO is a good alternative to overcome some drawbacks of the
other optimization methods, because it is much cheaper to approximate the objec-
tive(s) on the constructed surrogate model, provided that the surrogate model is accu-
rate enough. The classical optimization methods are also used to select infill samples
in order to improve the accuracy of the surrogate model both locally and globally.

2.3 Surrogate Modeling

Surrogate modeling is a mathematical approach to approximate the objective at an
unobserved location using observations nearby, or to analyze the trend of the objective
function, or to evaluate the correlation between the objective function and the design
variables. In SBO, it is used to predict the objective function instead of the high-
fidelity solver. Here, the DLR surrogate modeling toolbox was integrated into the
framework for SBO, including different Kriging models: Simple Kriging, Ordinary
Kriging, Universal Kriging, Regression Kriging and Gradient-Enhanced Kriging. A
detailed description of Kriging can be found in the reference [10].

2.4 Sample Refinement Strategies

Adaptive sample refinement is the key technique in SBO due to its decisive effect on
the efficiency of SBO and the local and global accuracy of the surrogate model. The
EGO algorithm adaptively refines the design space by maximizing the (constrained)
Expected Improvement Function (EIF). It evaluates the potential improvement of
the objective function on the surrogate model by balancing the probability that the
objective at any location in the design space will fall below the current minimum
and the model error there. However, in the developed optimization framework, the
objective function on the surrogate model, as well as the Kriging error, were also
optimized to select infill samples to improve the accuracy of the surrogate model.
These are standard sample refinement strategies, called EI-based, Cost-based and KE-
based refinement respectively. Besides, different combinations of the three standard
refinement strategies were developed to enhance the accuracy of the surrogate model
both locally and globally. In addition, multiple infill samples can be selected in each
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Fig. 1 Flowchart of SBO
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refinement cycle, e.g. by running a local optimizer in turn with different starting
points when maximizing the EIF. The computation of multiple infill samples per
refinement cycle with the flow solver can be performed in parallel to improve the
efficiency of the optimization chain.

In case the geometry of an infill sample is infeasible or the CFD computation fails
due to convergence, the objective of the infill sample is approximated by interpolating
the objective on surrogate model plus considering model error. Thus, the refinement
becomes robust, because the surrogate model can always be updated.

To deal with problems with multiple design variables or with multiple optima,
for which the convergence of the refinement procedure to the optimum may slow
down and the local accuracy of the surrogate model is difficult to be guaranteed,
the range of the design space can be decreased after a given number of refinement
cycles. This tends to enhance the surrogate model locally in a region where the global
optimum may exist and saves computational time by reducing the number of samples
used to construct surrogate models. The refinement procedure can be controlled and
terminated based on different criteria, e.g. by specifying the maximum number of
refinement cycles or a tolerance for the maximum expected improvement on the
surrogate model. Properly tuned criteria can guarantee an effective refinement of
the design space and a better optimum as well. The flowchart of the efficient global
optimization method is shown in Fig. 1.
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Table 1 Settings of the refinement strategies

Cases DoE Settings of the refinements (The Optimizers for refinement
(RLHS) number stands for refinement

cycles) EI KE Cost

Pure EI 20 (EI) (0 ∼ 100) DE
Hybrid 20 (EI + KE) (0 ∼ 50) + (EI + Cost)

(51 ∼ 100)
DE + CG DE CG

Enhanced 20 (EI + KE) (0 ∼ 20) + (EI + Cost)
(21 ∼ 30) + Start shrinking
design space +
(EI+Cost)(31 ∼ 35) + (Cost)
(36 ∼ 50)

DE + CG (2
start. pts.)

DE CG (2 start.
pts.)

3 Test Cases

3.1 Optimization of a NLF0416 Airfoil with 10 Design Variables

The first test case was performed to evaluate the behavior of different sample refine-
ment strategies. The geometry to be optimized is the NLF0416 airfoil. The flow
conditions were a Mach number of 0.1 and a Reynolds number of 2.0e6. The DLR
TAU RANS solver combined with the Spalart-Allmaras turbulence model was used
and the transition points were predicted using the eN -method (N = 8). The geometry
was parameterized with 10 Hicks-Henne bump functions using the in-house para-
meterization tool GenGeo. During optimization, and hybrid unstructured grid with
40,466 mesh points was deformed using Radial Basis Functions (RBFs). Regression
Ordinary Kriging was used to construct surrogate models for its robustness. The
objective function is described by

min cd s.t. cl,target = 0.72 (1)

The settings of the refinement strategies are shown in Table 1. Different opti-
mization results in Table 2 indicate that SBO is a global optimization method and is
more efficient than the Subplex. In addition, the hybrid refinement strategy is able
to enhance the local region of the surrogate model more efficiently than the standard
EI-based refinement. Although the optimum obtained with the hybrid refinement
strategy is slightly better than that using the enhanced hybrid refinement strategy, the
latter is more efficient if the infill samples are computed in parallel in each refinement
cycle. Figure 2 compares pressure distributions of the optimized geometries with that
of the baseline. The Subplex is seen to have extended the laminar extensions on the
upper surface, while the SBOs resulted in longer laminar extensions on the upper
surfaces.
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Fig. 2 Comparison of pres-
sure distributions
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3.2 Optimization of a Korn Airfoil at Two Design Points

The goal of the second test case is to validate if the SBO framework can efficiently
handle multiple design variables and multiple design points. The baseline geometry
is the Korn airfoil with the thickness of 15 % of the chord. The freestream conditions
at the two design points are a Mach number of 0.66 and a Reynolds number of 1.45e7,
and a Mach number of 0.4 and a Reynolds number of 1.2e7, respectively. The DLR
TAU RANS solver combined with the Spalart-Allmaras turbulence was used and the
transition points were predicted using the eN -method (N = 11.5). The geometry
was parameterized with 26 Bezier bumps using the in-house parameterization tool
GenGeo. The structured baseline grid with 46,800 mesh points was generated by
an in-house structured mesh generator. Regression Ordinary Kriging was chosen
to construct surrogate models. To obtain better performance at the maximum cruise
velocity as well as at the maximum climb velocity, the objective function was defined
as

thickness ≥ 0.150115

min
(
cd,design point 1 + cd,design point 2

)
s.t. cl,target,design point 1 = 0.24 (2)

cl,target,design point 2 = 0.44

As there was no previous knowledge of the optimum, the optimization was carried
out in two steps: in the first step, SBO was performed based on the baseline Korn
airfoil; in the second step, SBO with the same settings was performed, using the
optimized geometry from the first step as the baseline.
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Table 3 Settings of the refinement strategies

Cases DoE Settings of the refinements (The Optimizers for refinement
(RLHS) number stands for refinement

cycles) EI KE Cost

Enhanced 39 (EI + KE + Cost) (0 ∼ 100)
Start shrinking design space
after 70 cycles

DE + CG
(3 start. pts)

DE CG (3 start. pts)

Table 4 Results for optimizing the Korn airfoil at two design points

Design point 1: M= 0.66, cl,target= 0.24, Re= 1.45 × 107.

Profile cl cd (d. c.) cdp(d. c.) cDv(d. c.) cm xtrU xtrL

Korn 0.24 63.18 21.72 41.45 0.13736 0.250 0.248
SBO 0.24 34.35 9.97c 24.39 0.10071 0.635 0.612
LC2 0.24 34.49 10.02 24.88 0.08984 0.584 0.658

Design point 2: M= 0.40, cl,target= 0.44, Re= 1.20 × 107

Korn 0.44 70.44 21.60 48.82 0.11390 0.130 0.352
SBO 0.44 34.93 9.96 24.97 0.08702 0.659 ∼ 0.647 0.633 ∼ 0.623
LC2 0.44 37.17 10.65 26.52 0.07790 0.599 0.670

Fig. 3 Comparison of the
geometries
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The settings for the refinement strategy are shown in Table 3. The results from
SBO are compared with those of the baseline geometry from the inverse design
(coined LC2 [11]) in Table 4. Figure 4 shows that the thickness distributions of
LC2 and the optimized geometry are similar, while the camber distributions are
somewhat different. Figure 5 indicates that the optimized geometry features a little
longer laminar extension on the upper surface, but a little shorter laminar extension
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Fig. 4 Comparison of the thicknesses and cambers
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Fig. 5 Comparison of pressure distributions at two design points

on the lower surface in comparison with LC2. Small pressure peaks are seen to arise
around the leading edge of the optimized geometry due to the parameterization and
the baseline geometry. Figure 6 compares the polars of the baseline, the optimized
geometry and the LC2. The optimized geometry has lower drag between the two
design points than LC2, while the low drag buckets of LC2 are wider. In the opinion
of the author, this is due to the described pressure peaks, which grow fast as the angle
of attack increases outside the design range, for it can cause the transition point to
quickly move to the leading edge, which results in a sharp increase of the drag.
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Fig. 6 Comparison of polars
of the baseline, the optimized
geometry from SBO and the
LC2
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4 Conclusions

Surrogate-based optimization (SBO) is an efficient global optimization method. Out
of different sample refinement strategies, the hybrid refinement strategy can be more
efficient in enhancing the accuracy of the surrogate model than the standard individual
refinement strategies. The enhanced hybrid sample refinement outperforms others
due to its good balance in the local exploitation and the global exploration of the
design space. The developed optimization methodology can evaluate the effect of
different design points automatically during the refinement.

Despite this, the optimization method shows limitations of setting the design
boundaries of the design space in case that no previous knowledge of the optimum is
available. Further studies are needed to determine when and how to shrink the design
space more effectively.
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Efficient Quantification of Aerodynamic
Uncertainty due to Random Geometry
Perturbations

Dishi Liu and Stefan Görtz

Abstract The effort of quantifying the aerodynamic uncertainties caused by
uncertainties in the airfoil geometry is hindered by the large number of the variables
and the high computational cost of the CFD model. To identify efficient methods
addressing this challenge, four promising methods, gradient-enhanced Kriging
(GEK), gradient-assisted polynomial chaos (GAPC), maximum entropy method
and quasi-Monte Carlo quadrature are applied to a test case where the geometry
of an RAE2822 airfoil is perturbed by a Gaussian random field parameterized by
nine independent variables. The four methods are compared in their efficiency of
estimating some statistics and probability distribution of the uncertain lift and drag
coefficients. The results show that the two surrogate method, GEK and GAPC, both
utilizing gradient information obtained by an adjoint CFD solver, are more efficient
in this situation. Their advantage is expected to increase as the number of variables
increases.

1 Introduction

Aerodynamic modelings could be subject to uncertainties in the geometry of the
aircraft and hence the system response quantities (SRQ). Quantifying the uncertain-
ties associated with the SRQ enhances the reliability of the model and enables robust
design optimization. This uncertainty quantification (UQ) process is usually done
in a probabilistic framework, in which the input uncertainties are parameterized by
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random variables, and the consequent uncertainties in the SRQ are quantified by
determining the probability distribution, or some statistical moments, of the SRQ.

However, two things hinder the effort of propagating the uncertainty from the input
to the SRQ. One is the high computational cost of CFD, the other is the the large
number of variables representing the geometric uncertainties. The former makes the
traditional sampling methods such as Monte-Carlo and its variance-reduced variants
(e.g. Latin Hypercube method) not practical because of their slow error convergence
rate, while the latter invokes the “curse of dimensionality” that prohibits the use
of tensor-product quadratures and tensor product stochastic collocation methods. In
[10] and [13] sparse grid quadratures were employed in aerodynamic UQ problems
due to uncertain airfoil geometry. Nevertheless as pointed out in [11] in case of a
high number (e.g. ≥9) of variables, even sparse grid methods suffer limitations in
applicability.

Recently, some methods addressing this challenge are gaining more attention,
e.g. point-collocation non-intrusive polynomial chaos (NIPC) methods [9], Kriging
methods [7] and maximum entropy (ME) methods [14]. The first two establish sur-
rogate models that are cheaper to evaluate and perform UQ based on a large number
of samples evaluated on the surrogate model. In [6] Kriging is shown to outper-
form Monte Carlo and Latin Hypercube methods in estimating the mean value of a
bivariate Rosenbrock function. The maximum entropy method directly estimates
the probability distribution function (pdf) of the SRQ by maximizing its entropy
under the condition that some known statistical moments are honored. One common
characteristic of the three methods is that they all admit scattered sampling scheme
which leads to two virtues, i.e. robustness w.r.t. failed samples (due to, e.g., poor con-
vergence, as often observed in CFD) and flexibility w.r.t. admission of an arbitrary
number of samples. The latter virtue not only enables incorporation of pre-existing or
additional samples as well as run-time adaptive sampling, but also makes the methods
practical and convenient for problems with high number of variables. These features
render the three methods more promising in the UQ using CFD models with geo-
metric uncertainties. However, their relative performance for this particular problem
remains to be compared.

In this work we use the Kriging, point-collocation NIPC and maximum entropy
methods, and (for the purpose of comparison) also the quasi-Monte Carlo method
to quantify the uncertainty in the lift and drag coefficients of an RAE2822 airfoil
with randomly perturbed geometry and compare their efficiency. The number of
CFD model evaluations is kept small (≤200) in this numerical comparison to make
it relevant to large-scale industrial applications.

2 Test Case

We consider the inviscid flow around the RAE2822 airfoil at a Mach number of
0.73 and an angle of attack of 2.0 degrees. The source of uncertainty is assumed
to be the randomly perturbed airfoil geometry which is modeled by a Gaussian
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Fig. 1 Three realizations of the randomly perturbed airfoil geometry, with the perturbations three-
times exaggerated

random field. By a Karhunen-Loève discretization the random field is approxi-
mated and parameterized by nine independent Gaussian variables that fill a vector
ξ = {ξ1, . . . , ξ9}. A detailed description of this test case can be found in [13].
Figure 1 exemplifies three realizations of the perturbed RAE2822 airfoil geometry in
which the shown perturbations are purposely exaggerated three times to make them
observable.

This test case is used to set up a CFD simulation that takes the input variables
ξ = {ξ1, . . . , ξ9} and yields the lift and drag coefficients, Cα and Cd , of the randomly
perturbed airfoil. Hereafter the model is denoted as f (ξ) in this paper. We compare
the efficiency of the candidate methods in estimating some target statistics including
the mean (μα,μd ), the standard deviation (σα,σd ), and the exceedance probabilities
Pα,κ = Pro{Cα < μα − κ · σα} and Pd,κ = Pro{Cd > μd + κ · σd} with κ = 2, 3
of Cα and Cd respectively. The accuracy of the statistics is judged by comparing
with reference statistics obtained by QMC integration with a large sample number
(N = 5 × 105).

3 Methods

Four UQ methods are applied to the test case. They include two surrogate
modeling methods, i.e. gradient-enhanced Kriging (GEK) and gradient-assisted
point-collocation polynomial chaos (GAPC), and two direct sampling methods, i.e.
maximum entropy (ME) method and quasi-Monte Carlo (QMC) quadrature.
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Since the gradients of the SRQ with respect to all nine variables are computed by
an adjoint solver at an additional cost of approximately one evaluation of the CFD
model, to count in this additional cost we introduce the term elapse time-penalized
sample number M = 2N for the two gradient-employing methods and M = N for
the rest, with N being the number of evaluations of the CFD model. The comparison
was then made in term of M rather than N .

The CFD solver we use is the DLR-TAU code [5]. The geometry perturbation
is implemented by using a mesh deformation tool based on radial basis functions
incorporated in the DLR-TAU code as described in [8].

3.1 Quasi-Monte Carlo Quadrature

Quasi-Monte Carlo (QMC) quadrature [2] evaluates the CFD model with the vari-
ables ξ chosen to be elements of a low discrepancy sequence which achieves a higher
degree of uniformity with respect to a given pdf than the pseudo-random sequence
used in Monte Carlo methods does. The statistics of the SRQ are directly computed
from the samples with the error bound of order O(N−1(log N )d) in which d is the
number of variables. In this work we use the Niederreiter low discrepancy sequence
which in [12] is considered the most efficient if d is large. The Niederreiter sequence
is generated by the program from [1].

3.2 Maximum Entropy Method

The maximum entropy (ME) method [14] approximates the pdf of the SRQ based
on the sampled statistical moments. Let s represent the SRQ, in this work we assume
its pdf takes the form of an exponential function of s, i.e. P(s,λ) = exp[−(1 +∑4

k=0 λk+1sk)], with parameters λ maximizing the entropy:

E [P(s,λ)] = −
∫

P(s,λ) ln P(s,λ)ds

under the constraints that the moments up to the fourth order are honored, i.e.

∫
sk P(s,λ)ds = mk , k = 0, 1, 2, 3, 4

The entropy maximizing parameters λ are identified by a two-phase technique, i.e. a
genetic algorithm to find a promising starting point, followed by a Newton iteration
as in [16], finalizing the local maximization.
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The same set of samples as in the QMC quadrature are used to compute the
moments mk . The exceedance probabilities are obtained by integrating the P( f,λ)

over the corresponding sub-domain.

3.3 Gradient-Enhanced Kriging

Kriging [4] approximates f (ξ) by a weighted linear combination of samples, i.e.,

f̂ (ξ) = γ(ξ) +
N∑

i=1

wi (ξ) f (ξi )

where f (ξi ) are N samples of SRQ, this process can also be viewed as an interpola-
tion among the samples. The functions γ(ξ) and wi (ξ) are determined by minimizing
the variance of the error ε = f (ξ) − f̂ (ξ) with the constraint that the expectation
of ε is zero and an assumption that f (ξ) honors a spatial correlation model. We use
direct gradient-enhanced Kriging (GEK) [3] that incorporates gradient information
as secondary samples by an extended spatial correlation model that accommodates
gradients. The GEK enforces the sampled gradients in the model. We implement
GEK using the Surrogate-Modeling for Aero-Data Toolbox (SMART) [7] developed
at DLR, opting for ordinary Kriging and a correlation model of spline type which
is considered the most efficient for UQ in aerodynamic simulations in [11]. The
hyper-parameters of the correlation model is fine-tuned to fit the sampled data by a
maximum likelihood estimation [17].

For this UQ job we first establish a GEK surrogate model of f (ξ) based on QMC
samples of the CFD model, and compute the target statistics from a large number
(105) of QMC sample on the surrogate model.

3.4 Gradient-Assisted Point-Collocation Polynomial Chaos (GAPC)

According to Wiener [15], f (ξ) can be approximated by a truncated polynomial
chaos expansion (PCE)

f̂ (ξ) =
K∑

j=0

c jθ j (ξ) (1)

where θ j is Hermite polynomial chaos (PC). The total number of terms is K = (p +
d)!/(p!d!) with d the number of variables and p the order of PC. A point-collocation
polynomial chaos method is introduced in [9]. Here we use a gradient-employing
version of it, i.e. the coefficients c j are determined by solving the following system,
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�c = f

� is a N (1 + d) × K matrix where the first N rows are the values of the PC terms
evaluated at N sample points, the second N rows the values of the PC’s partial
derivatives with respect to the first variable evaluated at N sample points, and so on
until the partial derivatives with respect to the d-th variable. f is a vector of length
N (1 + d) filled with sampled SRQ and the d derivatives at N points. c contains the
K coefficients. The K is chosen to be half of the number of “conditions”, N (1 + d),
for the best performance according to [9].

For this UQ job we first establish a GAPC surrogate model of f (ξ) based on
QMC samples of the CFD model, and compute the mean and the variance of f (ξ)

directly from the coefficients,

μ = c0 , σ2 =
K∑

j=1

(c j )
2 · E[θ 2

j (ξ)] (2)

The exceedance probabilities are computed from a large number (105) of QMC
sample on the surrogate model.

4 Results and Discussion

The results of the efficiency comparison about Cα are shown in Figs. 2 and 3. Those
about Cd is not included due to the limit of size for this paper, they show the same
“pattern” of efficiency in the methods as those about Cα do. Figure 2 shows the
errors of the four methods in estimating the target statistics of Cα as a function of
M . It is observed there that the two surrogate sampling-based methods, GEK and
GAPC, are more efficient than the ME and QMC methods since the former two
reduce their errors faster, and the GEK seems the most efficient one. Figure 3 shows
the approximated pdf of Cα obtained by GEK, GAPC and ME, comparing with the
reference pdf. There we see that for the same computational effort, M = 50, GEK
yields the most accurate pdf, followed by GAPC and ME. This is consistent with
their relative performance in estimating the statistics.

The authors attribute the relatively better performance of the surrogate sampling-
based methods to the fact that they utilize more information than the others with
the same computational effort M , i.e. they use (1 + d) M

2 conditions (SRQ samples
and gradients) while the others use M conditions (SRQ samples only). As d, the
number of variables, increases, this advantage is expected to increase. This is due to
the cheaper cost of obtaining gradients by an adjoint solver given that the number of
SRQ’s is smaller than d.

From the results we also see that being theoretically equal to QMC in estimating
statistical moments, the ME method only performs slightly better than QMC in
estimating exceedance probabilities. The assumption of an exponential function for
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Fig. 2 Error in estimating mean, standard deviation (upper row) and exceedance probabilities
(lower row) of Cα

pdf in the ME method,though being oftenly adopted, might not be optimum for this
particular problem.The results also show that GAPC seems not better than GEK
in estimating exceedance probabilities. This could be explained by the tendency of
“over shooting” of polynomial chaos in the outskirts of the domain as extrapolations
are made there.

Nevertheless, the ME and GAPC method have their strong point that we have no
burden of parameter optimization in running these methods.

5 Summary

Aerodynamic uncertainty quantification (UQ) problems arise from airfoil geometry
perturbations are characterized by the numerousness of variables and high computa-
tional cost. To investigate efficiency of methods dealing this challenging we applied
four methods that are robust in handling this problem, namely gradient-enhanced
Kriging (GEK), gradient-assisted point-collocation polynomial chaos (GAPC), max-
imum entropy (ME) method and quasi-Monte Carlo (QMC) quadrature, to a test case
in which the geometry of an RAE2822 airfoil is randomly perturbed. The four meth-
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Fig. 3 Estimated pdf of Cα using GEK, GAPC and ME methods, M = 50

ods were compared in their efficiency in estimating some statistics and probability
distribution of the uncertain lift and drag coefficients. The results show that if the
gradients can be obtained by relatively smaller cost than the system response quan-
tity (SRQ), the sampling-based surrogate methods, GEK and GAPC, have an edge
over the other two direct sampling-based methods. The GEK method is the most
efficient, especially when the sample number is relatively small and in estimating
the exceedance probabilities.
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Fluid-Dynamic Optimization of the Cabin Air
Outlet Do728-KLA with Adjoint Sensitivity
Analysis

Anne Lincke, Gerrit Lauenroth, Thomas Rung and Claus Wagner

Abstract This chapter is concerned with shape optimization based on continuous
adjoint sensitivity analysis with respect to fluid-dynamic cost functions such as uni-
formity of flow or pressure loss. The solution of the primal and the corresponding
adjoint incompressible Reynolds-averaged Navier-Stokes (RANS) equations leads
to the sensitivity, which specifies in combination with a normal vector and a proper
step size, how body contours should be modified in order to obtain an improvement of
the cost function toward a local minimum. Focal point is the application to an aircraft
cabin air outlet. According to the specification of the sensitivity the initial geometry
is deformed. A further RANS simulation illustrates numerically that the cost function
notably improves. Additionally, Particle Image Velocimetry (PIV) measurements are
accomplished in order to validate the numerical results.

1 Introduction

The adjoint sensitivity analysis has become an established technique for shape
optimization when many degrees of freedom are present [1–3]. Contrary to generic
optimization methods, which require at least one RANS simulation for each design

A. Lincke (B) · T. Rung
Institute for Fluid Dynamics and Ship Theory, Hamburg University
of Technology, Hamburg, Germany
e-mail: anne.lincke@tuhh.de

T. Rung
e-mail: thomas.rung@tuhh.de

G. Lauenroth · C. Wagner
Institute of Aerodynamics and Flow Technology, Department Fluid Systems,
German Aerospace Center (DLR), Göttingen, Germany
e-mail: gerrit.lauenroth@dlr.de

C. Wagner
e-mail: claus.wagner@dlr.de

A. Dillmann et al. (eds.), New Results in Numerical and Experimental Fluid Mechanics IX, 75
Notes on Numerical Fluid Mechanics and Multidisciplinary Design 124,
DOI: 10.1007/978-3-319-03158-3_8, © Springer International Publishing Switzerland 2014



76 A. Lincke et al.

parameter, the computational cost of the adjoint shape optimization process is inde-
pendent of the number of degrees of freedom. The continuous adjoint approach is
based on an augmented cost function, which includes the primal governing equa-
tions (here the RANS equations) as constraints, which have to be satisfied in the
computational domain. Application of the variational operator to the augmented cost
function leads to the adjoint RANS equations and the sensitivity equation, which
indicates the behavior of the cost function with the variation of the shape. Subse-
quently, gradient-based optimization techniques like steepest-descent might guide
the morphing process of the shape toward a local minimum of the cost function. The
ansatz is restricted to small variations in surface-normal direction as the variation is
linearized. This chapter will focus upon the application of adjoint sensitivity analysis
to an aircraft cabin air outlet of the Dornier Do728 jet (Do728-KLA). The govern-
ing cost function is uniformity of the flow at the outlet with respect to a reference
velocity Ud. Steady-state simulations, solving primal and adjoint RANS equations,
are performed with the open-source finite volume solver open field operation and
manipulation (OpenFOAM) [4]. Additionally, PIV measurements are performed,
which maintain the veracity of the numerical results.

2 Theory

We consider a fluid-dynamic cost function J (ui , p, b), which depends on the primal
flow properties velocity ui , pressure p, and the shape b, according to [5, 6]. The
object is to minimize the cost function J by changing the shape b of the design
surface αdsg provided that the primal incompressible RANS equations are fulfilled
on the flow domain θ . Hence, the problem can be stated as

min J (ui , p, b) subject to (1)

Ri = ∂

∂x j
ui u j + ∂p∗

∂xi
− ∂

∂x j

[
2ωgSi j

] − fi = 0 (2)

Q = −∂ui

∂xi
= 0 , (3)

where Ri and Q denote the residual form of the momentum and continuity equation,
with the effective kinematic viscosity ωg := ω + ωt as sum of kinematic turbulent

and molecular viscosity, shear stress tensor Si j = 1
2

(
∂ui
∂x j

+ ∂u j
∂xi

)
, the modified

mean pressure p∗ = p+ 2
3 kπ
π

with density π and turbulent kinetic energy k, and fi

a constant body force. Thus, we have a constrained optimization problem, which
can be handled by enhancement with proper Lagrangian multipliers ûi , p̂, which
are denoted as adjoint velocity and adjoint pressure. In this manner, we obtain the
augmented cost function J̃
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J̃ := J +
∫

ρ

ûi Ri + p̂Q dρ . (4)

The variational operator Δ is applied to the augmented cost function J̃ , consisting of
convective, local, and geometric variations due to a displacement of the design b

Δ J̃ := Δ J +
∫

ρ

ûiΔRi + p̂ΔQ dρ . (5)

Integration by parts leads to a form where variations of primal flow variables can be
factored out. The remainder are the adjoint RANS equations

−2u j Ŝi j = ∂

∂x j

(
2ωg Ŝi j − p̂Δi j

)
(6)

∂ ûi

∂xi
= 0 (7)

with Ŝi j := 1
2

(
∂ ûi
∂x j

+ ∂ û j
∂xi

)
, and the adjoint boundary conditions for wall, inlet

ût = 0, (8)

ûn = −∂ jα
∂p

(9)

∂ p̂

∂n
= 0 , (10)

and for the outlet

p̂ = ui ûi + unûn + ωg
∂ ûn

∂n
+ ∂ jα

∂un
(11)

0 = unût + ωg
∂ ût

∂n
+ ∂ jα

∂ut
, (12)

where jα denotes the boundary-declared objective functional integrand, n denotes
the normal and t the tangential component. The above boundary conditions are valid
for ducted flows with typical inlet, outlet, and wall boundary conditions, assuming
frozen turbulence, i.e. Δωg = 0, for the cost function J , evaluated at the surface
αobj, disjoint to the design boundary αdsg, i.e. αdsg ∩ αobj = ∅, and for αdsg defined
on walls only. Note that these derivations do not impose a condition for the adjoint
pressure p̂; the zero gradient boundary condition of p at wall and inlet is applied to
p̂ as well, in order to ensure the well-posedness of the adjoint equation system (see
[5]). The solution of the primal and adjoint flow equations leads to the sensitivity

∂ J̃

∂n
= −

∫
αdsg

ωg
∂ut

∂n

∂ ût

∂n
dα j , (13)
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Fig. 1 Geometry of the cabin air outlet Do728, with box (right) for simulating the outflow

which displays the gradient of the cost function and does not depend on varia-
tions of primal flow properties. Contrary to the discrete-adjoint method, the contin-
uous adjoint technique starts with a volume-based sensitivity (5) and ends up with
a surface-based sensitivity which avoids the calculation of metrics variations over
the computational domain. By combination of the sensitivity with the reference nor-
mal vector and a proper step size the application of a gradient-based optimization
approach like steepest-descent leads to an optimized design.

3 Cabin Air Outlet Do728-KLA

The geometry of the cabin air outlet Do728-KLA consists of a 178 mm long circular
duct with a diameter of 57 mm, followed by a 185 mm (length) × 1000 mm (width)
× 165 mm (height) angled chamber, including a deflector and 17 hole plates, and
subsequently 17 air outlets (see Fig. 1).
The object is to minimize the cost function uniformity of the velocity at the outlet
with respect to a desired velocity Ud

J =
∮

αobj

1

2
(U − Ud)

2 dα , (14)

which is evaluated at the outlet segments. Furthermore, the design boundary consists
of the basement of the chamber and the deflector. The desired velocity Ud is set to
Ud = (0.8916 0 0) due to fulfilment of mass conservation. Via adjoint sensitivity
analysis the optimization is performed, i.e. the primal and adjoint RANS equations
are solved numerically.

4 Numerical Simulation

A semi-implicit pressure linked equation (SIMPLE) solver is used for solving the
primal and the adjoint RANS equations numerically. The Reynolds-number, based
on the diameter of the pipe, is Re = 27.000 with an inlet velocity magnitude of
|u| = 7 m

s . Turbulence is modeled via the high-Re SST k − φ turbulence model.
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Fig. 2 Contour plot of sensitivity for original geometry (left) and morphing model with optimized
geometry (right) of the cabin air outlet Do728. The deformation of the surface mesh is increased
in the middle of the cabin air outlet

Besides, the boundaries are assigned to typical ducted flow properties, consisting
of inlet, outlet, and wall. After a satisfactory convergence (with an initial residual
value of 1e−6 based on the current values of primal and adjoint fields), the sensitivity
is computed in a postprocessing step. Note that for this case the supplementary
advection term which arises in the adjoint equations is neglected for convergence
reasons, see [3]. The cost function is evaluated for the mesh with a plenum behind
the cabin air outlet (Fig. 1, right) in a cell zone, which corresponds to the outlet of
the mesh without plenum (Fig. 1, left), and is normalized with the volume of the
cell zone. The evaluation of the cost function for the original design results in a
value of J = 0.08027 m2

s2 . The sensitivity (Fig. 2, left) is automatically mapped to
the morphing parameters of automatic net-generation for structural analysis (ANSA)
[7] and the mesh is morphed accordingly (see Fig. 2, right).
A second RANS simulation is performed for the deformed mesh. The cost function
is evaluated again after a satisfactory convergence and has a value of J = 0.0714 m2

s2 .
It shows an improvement of 11 % compared to the initial value of the cost function. As
the gradient-based optimization technique steps toward a local minimum with every
design cycle, we perform a second design cycle based on the morphed mesh and the
primal and adjoint velocity fields obtained from it, which generates an improvement
of 13 % (J = 0.0699 m2

s2 ) compared to the initial value, which is a further improve-
ment of 2 %. The total pressure loss improved 1 %. Figure 3 illustrates the results for
the velocity magnitude of the initial geometry and of the deformed geometries.

5 Experimental Validation

To validate the results of the RANS simulation, the homogeneity of the flow velocity
of the original and the improved air outlet is investigated experimentally using PIV,
see [8]. To conduct PIV, the fluid is seeded with tracer particles, which are small
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Fig. 3 Velocity magnitude
along one half of the outlet
(x-axis) for different shapes
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enough to follow the flow. The particles are illuminated with a planar laser beam.
The magnitude of the inlet velocity is |u| = 7 m

s .
Two pictures of the particles are taken with a small time difference. Using the software
PIVview, the flow velocity field can be calculated from the particle displacement
computed from the two pictures taken at different times. The experimental setup
is depicted in Fig. 4 and consists of a Nd:YAG laser, whose beam is shaped with a
light-sheet optic to illuminate the measurement region.
The air flowing through the outlet is supplied by a radial fan and the flow velocity is
measured with a volumetric flow meter. The cutting plane is positioned orthogonal
and central to the outlet segments. Furthermore, DEHS seeding (see Table 1) is added
to the flow at the inlet of the radial fan. Due to safety reasons and to prevent external
influences on the studied flow, the setup is encased with a curtain to avoid scattered
light. All details of the PIV measurement are listed in Table 1. A comparison of the
measured velocity fields in horizontal planes is presented in Fig. 5. Regarding the
homogeneity of the flow, the original and the improved outlet geometries produce
considerably different velocity distributions. The averaged velocity field of the orig-
inal outlet, shown in Fig. 5 (left), is characterized by pronounced maxima, whereas
the flow of the modified outlet generates a more homogeneous mean flow outside
the outlet (see Fig. 5, right).
In Fig. 6 the velocity distribution, obtained from the PIV measurement, is directly
compared to the velocity field from the numerical simulations at a distance of 5 cm
from the air outlet.
The velocity distribution obtained from the experiments is comparable to the velocity
distribution from the numerical simulations. The differences can be explained by
measuring inaccuracy and modeling errors in the RANS calculation. However, both
results show clearly the improvement of the homogeneity at the outlet.
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Fig. 4 PIV measurement setup

Table 1 PIV measurement parameter

Laser 2 × neodymium-doped yttrium aluminum garnet (Nd:YAG)
laser 532 nm 350 mJ, repetition rate 10 Hz

Cameras 2 × PCO1600, resolution: 1600 × 1200 pixel
Light-sheet optics −150 mm biconcave, 300 mm, F 100 mm Zyl.
Scattering particles Di-Ethyl-Hexyl-Sebacat (DEHS) particles, size: 0.5–1.5µm
Volume-flow rate 287–4300 l/min with an accuracy of +/− 2.5 %, typical: 1080 l/min

Fan Steplessly variable radial fan
Fabrication of the outlet Rapid prototyping with PA2200
Field of view 2 × 600 mm × 420 mm
Interrogation window 12 × 12 mm
# averaged vector fields 694
Vector distance 6 × 6 mm

Fig. 5 PIV velocity field, original (left) and improved (right) outlet in horizontal planes

6 Summary and Conclusion

The shape of the cabin air outlet Do728-KLA was optimized via adjoint sensitivity
analysis with respect to the cost function uniformity of flow at the outlet. Therefore,
the primal and adjoint RANS equations were solved numerically and, combined with
the steepest descent approach and a mesh morphing tool, the sensitivity directly led
to an improved design. Two design cycles have been executed. After the first design
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Fig. 6 Comparison of the computed and measured velocity magnitude distribution in the center of
the outlet plane for the initial (left) and the modified (right) design

cycle an improvement of 11 % for the cost function was obtained. A second design
cycle led to a further improvement of 2 %.
PIV measurements werde accomplished to support the numerical results. Computed
and measured velocity distributions, obtained at a distance of 5 cm from the air
outlet, are compared and agree well. The results clearly show the improvement of
the homogeneity of the velocity distribution at the outlet. Therefore, the experiments
confirm the geometrical modification proposed by the RANS simulations. Thus,
in spite of the performed simplifications (neglection of the advection term, frozen
turbulence) the adjoint sensitivity analysis led to a significant improvement of the
cost function.
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Geometrical Features of Streamlines
and Streamline Segments in Turbulent Flows

Philip Schaefer, Markus Gampert, Fabian Hennig and Norbert Peters

Abstract Streamlines constitute natural geometries in turbulent flows. In this work
streamlines are segmented based on local extrema of the field of the absolute value
of the velocity along the streamline coordinate. Streamline segments are parameter-
ized based on their arclength and a theoretical scaling of the mean length with the
geometric mean of the Kolmogorov length and the Taylor microscale is derived and
found to be in good agreement with direct numerical simulations.

1 Introduction

One approach which has greatly benefited from the recent advances in high
performance computing in turbulence research is to analyze turbulent inherent
geometries. In this spirit, vortex structures have been identified and analyzed for
instance by She et al. [1] and Kaneda et al. [2]. However, vortex tubes and sheets
do not allow a unique and space-filling decomposition of the flow field into unam-
biguous sub-ensembles. This problem was overcome by Wang and Peters [3, 4] in
their concept of dissipation elements, an approach which has its roots in early works
by Gibson [5] who analyzed the role of extreme points in turbulent scalar mixing
processes. This concept, based on gradient trajectories, allows the decomposition of
turbulent scalar fields into smaller sub-units. By calculating gradient trajectories in
direction of ascending and descending scalar gradients, a local minimum and a local
maximum point are reached. Dissipation elements are then defined as the spatial
region from which all gradient trajectories reach the same pair of maximum and
minimum points in a scalar field. The most important feature of dissipation elements
is that they are space-filling and unambiguous, meaning that at any instant in time the
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turbulent scalar field can be decomposed in a determined manner. Then, based on the
much simpler conditional statistics within the dissipation elements and the knowl-
edge of their statistical distribution (in terms of joint probability density functions)
the complicated statistics of the entire scalar field can be reconstructed. Successful
examples of this approach can be found in [6, 7]. However, one major shortcom-
ing of the theory of dissipation elements is that it is only applicable to turbulent
scalar fields. In order to also apply this successful theory to the turbulent velocity
field itself, Wang [7] proposed to study streamlines in turbulent velocity fields. The
geometrical properties of particle paths (the analogon to streamlines in an evolving
turbulent field) have for instance been studied by Rao [8] and Braun et al. [9], whose
ideas have been extended to the geometrical properties of streamlines by Schaefer
et al. [10]. Streamlines are not Galilei invariant, meaning that the chosen frame of
reference determines the streamline topology. Thus, one has to choose an appropri-
ate frame of reference when analyzing turbulent flow fields based on streamlines. In
the course of this work this frame of reference will be the fluctuating velocity field
with zero mean as from a geometrical point of view we are only interested in the
geometry and topology of the fluctuating field, which is often used to isolate “pure”
turbulent physics without the interaction with solid walls, mean gradients or alike. As
streamlines are a-priori infinitely long, we follow [7] and partition streamlines into
segments based on local extreme points of the absolute value u along the streamline,
i.e. points where the projected gradient us = ti∂u/∂xi = 0 vanishes. These points
have been shown [11] to constitute an isosurface in space. Then, as in the context
of dissipation elements, we parameterize streamlines by their arclength l and the
velocity difference at the end points α. This work is concerned with the probability
density function of the length l and the scaling of the mean length lm .

2 Direct Numerical Simulation

In the following we will list the specific numerical procedures used for the different
cases, whose parameters are summarized in Table 1. All cases have in common that
a pseudo-spectral method in space and a second-order Adams-Bashforth method in
time are used. The computations are performed in a periodic box of length 2π and
aliasing errors are eliminated by isotropic truncation using the 2/3 rule. Computations
were performed on an IBM BlueGene/P machine at the research center Jülich.

• Homogeneous isotropic decaying turbulence: For the two decaying turbulence
cases the initial velocity field is random and isotropic and is generated so that it
satisfies a prescribed energy spectrum. The initial energy spectrum is taken from
[12], for details, see [13].

• Homogeneous isotropic forced turbulence: For the forced case we employ a
forcing scheme proposed by [14]. The DNS of the forced case reaches a steady
state after several hundred iterations at which all statistical quantities fluctuate
around a mean value. For details, see [15].
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Table 1 Parameters of the different DNS cases

DNS case 1 2 3 4

Flow type Decaying Decaying Forced Shear
No. of grid cells 10243 10243 10243 10243

Reynolds number Reλ 50 116 206 300
Viscosity ν 5 · 10−4 1 · 10−4 2.0 · 10−3 5 · 10−4

Kinetic energy k 4.9 · 10−2 3.4 · 10−2 12.0 3.07
Dissipation ε 1.3 · 10−2 5.9 · 10−3 11.3 1.39
Kolmogorov scale η 0.01 3.6 · 10−3 5.2 · 10−3 3.1 · 10−3

Taylor length λ 0.139 7.6 · 10−2 0.146 0.105
Integral time τint 3.88 5.76 1.06 2.21
Kolmogorov time τη 0.196 0.130 0.013 0.019
Resolution θx/η 0.610 1.69 1.19 1.98
Mean shear S – – – 1.5

• Homogeneous shear turbulence: For this flow we use a coordinate transformation
with a moving frame attached to the mean flow, cf. [16]. However, to reset the
distortion of the attached grid a remeshing procedure is periodically applied. For
a detailed description of the algorithm see [17].

3 A Model for the Length Distribution of Streamline Segments

Based on prior works, Schaefer et al. [11] derived a model equation for the normalized
probability density function of the length of streamline segments P̃(l̃) = lm P(l/ lm),

∂ P̃(l̃, τ̂ )

∂τ̂
+ ∂

∂l̃

[
ã1(l̃)P̃(l̃, τ̂ )

]
=∂c

(
2

∫ ◦

0
P̃(l̃ + z̃, τ̂ )dz̃ − l̃ P̃(l̃, τ̂ )

)

+ 2∂a

(∫ l̃

0

ỹ

l̃
P̃(l̃ − ỹ, τ̂ )P̃(ỹ, τ̂ )d ỹ − P̃(l̃, τ̂ )

)
.

(1)

For a detailed derivation of Eq. 1 the reader is referred to [11]. In the following
the different terms will briefly be discussed and related to their physical sources.
The different terms in Eq. 1 represent the different mechanisms which influence
the temporal length evolution of streamline segments belonging to a length class l.
The first term on the l.h.s. is the unsteady term which in the numerical solution is
sought to vanish to obtain a steady solution. The second term on the l.h.s. describe
so called “slow changes” of streamline segments, where ã1 denotes the normalized
drift velocity in phase space.
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Fig. 1 Comparison of the normalized pdf P̃(l̃) from DNS cases 1–4 with the model solution (Eq. 1)

On the other hand streamline segments are subject to so called “fast changes”
which are attributed to the local random distortion of the velocity field which yields
non-local abrupt changes in the geometry of the streamline segment. These fast
changes result in the four integral terms on the r.h.s. of Eq. 1 which have been
modeled as a stationary Poisson like cutting- and reconnection process with the
two frequencies ∂c (cutting frequency, corresponds to the new creation of extrema
within streamline segments and results in the cutting of the latter) and ∂a (recon-
nection frequency, corresponds to the disappearance of extrema and the subsequent
reconnection of two adjacent streamline segments).

Figure 1 shows the normalized pdfs P̃(l̃) obtained from the four DNS cases
(symbols) and the steady solution of Eq. 1 where for the drift velocity the ansätze
obtained in [11] have been used. A quite good agreement of the DNS data with the
model can be observed, revealing the linear rise at the origin as well as the exponential
tails, which are further highlighted in the log-lin inset. The maximum of all pdfs occur
at l̃ ≈ 0.5 with a value of P̃max ≈ 0.75 where the model slighty overpredicts the
maxima of the DNS data which in themselves vary slightly from one DNS case
to another. As the different data collapse well, the Reynolds number independence
predicted by the model can be confirmed with a further independence of the type of
the flow under consideration as the data not only contains homogeneous isotropic
decaying cases, but also a forced and a homogeneous shear flow. In addition, the
model shows that the only relevant length scale of the distribution of the length of
streamline segments is the mean length lm . This raises the question how the mean
length scales with turbulent length scales of the flow under consideration, a question
that will be adressed in the following.
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4 Scaling of the Mean Length of Streamline Segments

In order to reconstruct the dimensional pdf of a particular flow from the normalized
quasi-universal model solution one needs the scaling of the mean length lm with
characteristic mean turbulent quantities. Such a scaling is proposed in the following
based on dimensional grounds.

Along a streamline the arclength s serves as a one-dimensional coordinate and
the variation of the absolute value u(s) can be viewed as a one-dimensional variation
along s. Let us in this context determine the life-time of an extreme point. The
vicinity of an extreme point is mainly diffusion controlled so that in a coordinate
system moving with it (Lagrangian view) we can model the evolution of the u profile
by a simple diffusion equation

Du

Dt
≈ ν

∂2u

∂s2 . (2)

Within this framework we can estimate its characteristic life-time ta as

ta ∅ l2
a

ν
, (3)

where la denotes its characteristic size.
It can be estimated as follows by an expansion of the scalar u field around it,

yielding

l2
a ∅ u0

uss
. (4)

where u0 is the value of the scalar at the extreme point and uss = ∂2u/∂s2 its
second derivative in direction of the streamline evaluated at the extreme point which
is located at s0. Figure 2 illustrates the scenario along a streamline and displays all
relevant scales.

Assuming statistical independence of u0 (being a large scale quantity) and uss

(being a small scale quantity) at the extreme point let us average over all extrema to
obtain

∈la↑ ∅
(

∈u2
0↑1/2

∈u2
ss↑1/2

)1/2

. (5)

Note the similarity to the result obtained by Rice’s theorem, cf. [18, 19], for the
mean distance between zero crossings of u, i.e. the mean distance of stagnation points.
However, in our case the second derivative comes into play as we are considering
the zero crossings of the gradient of u rather than of u itself.

Following Kolmogorov’s similarity hypothesis [20, 21], the r.m.s. of the second
derivative uss , being a purely small scale quantity, should scale solely with the mean
energy dissipation ε and the viscosity ν yielding
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Fig. 2 Local expansion of the u profile in an extremum along the streamline coordinate

∈u2
ss↑1/2 ∅ ε3/4ν−5/4. (6)

Note that a similar scaling, namely that of the variance of the solenoidal part
of the acceleration in the Navier-Stokes equations (i.e. the viscous term) has been
confirmed by [22]. Additionaly, we have

∈u2
0↑1/2 ∅ urms, (7)

so that with Eq. 6 we obtain the following scaling of the mean size of extrema of u
along streamlines

∈la↑ ∅
(

urmsε
3/4ν−5/4

)1/2 ∅ λRe−1/4
λ ∅ (λη)1/2 (8)

with the Kolmogorov scale η and the Taylor microscale λ.
Figure 3 shows that the above scaling of the mean length of streamline segments

is valid for all four cases under consideration and thus seems to hold over a broad
range of Reynolds numbers. While the ratio of lm with neither the Kolmogorov length
scale nor the Taylor microscale yields a Reynolds number independent constant, the
value of the constant for a normalization following the scaling of Eq. 8 yields a
constant Clm ≈ 2.9 for all three cases where only the shear case, probably due to
the anisotropic influence of the constant shear gradient, yields a slightly larger value
than the three other cases. This finding is further highlighted in Fig. 3 where the ratio
lm/λ and the ratio lm/ (λη)1/2 is shown over the Taylor based Reynolds number in
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Fig. 3 Scaling of the mean length of streamline segments with the Taylor microscale and the new
scaling (Eq. 8) over the Taylor based Reynolds number from DNS cases 1–4

a double logarithmic plot, indicating a clear scaling with Re−1/4
λ of the former and

a Reynolds number independent constant of the latter. With this scaling relation and
the model solution of the pdf the length distribution of streamline segments P(l) of
any turbulent flow can be reconstructed.

5 Concluding Remarks

The new scaling of the mean length of streamline segments has been found to be
valid for a limited range of Reynolds numbers accessible through DNS of simple
turbulent flows. It remains to show in the future that the scaling also holds for more
complex flows, such as wall-bounded flows or free shear flows. In addition, it would
be desirable to investigate flows at higher Reynolds numbers which might only be
attainable through experiments. While streamlines constitute natural geometries in
turbulent flows, they are also very special lines in the flow field. It thus remains
for future work to investigate the meaning of this new scaling in a more general
setting. Thinking even further into the future, geometrical aspects of streamlines and
streamline segments and their scaling laws might lay a foundation for formulating
an LES model which uses the intrinsic coordinates locally attached to streamlines
and might proove useful to simplify the task of closing the a-priori unclosed subgrid
terms.
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Numerical Investigation of the Combined Effects
of Gravity and Turbulence on the Motion
of Small and Heavy Particles

Christoph Siewert, Rudie Kunnen, Matthias Meinke
and Wolfgang Schröder

Abstract Numerical studies [1, 2] show that the influence of gravity and turbulence
on the motion of small and heavy particles is not a simple superposition. However,
in [3] it is shown that these studies may be artificially influenced by the turbulence
forcing scheme. In the present study, a new numerical setup to investigate the com-
bined effects of gravity and turbulence on the motion of small and heavy particles is
presented, where the turbulence is only forced at the inflow and is advected through
the domain by a mean flow velocity. Within a transition region the turbulence devel-
ops to a physical state which shares similarities with grid-generated turbulence in
wind tunnels. In this flow, trajectories of about 43 million small and heavy parti-
cles are advanced in time. It is found that for a specific particle inertia the particles
fall faster in a turbulent flow compared with their fall velocity in quiescent flow.
Additionally, specific regions within the turbulent vortices cannot be reached by the
particles as a result of the particle vortex interaction. Therewith, the particles tend to
cluster outside the vortices. These results are in agreement with the theory of Dávilla
and Hunt [4].

1 Introduction

Heavy particles transported in turbulent carrier flows are important for several appli-
cations, e.g. planetary science, plankton species, spray combustion in diesel engines,
volcano ash, dust, spore, and pollen spreading, and droplet growth in clouds. Hence,
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many investigations have been performed. However, physical explanations for some
phenomena are still missing. This is mainly due to the large range of scales involved.
Therefore, in the past mostly theoretical investigations have been performed (e.g. [5]).
About 20 years ago the computational power reached a level which enabled sim-
ulations of the particle trajectories in turbulent flows. An effect called “particle
clustering” or “preferential concentration” was discovered [6]. Heavy particles of
intermediate inertia are centrifuged out of vortices and tend to gather in regions of
high strain (low vorticity).

In numerical simulations the dissipation range has to be fully resolved since the
particle motions are mainly governed by the smallest scales of turbulence. Therewith,
numerical simulations are restricted to intermediate Taylor-scale Reynolds numbers
Reη due to the computational effort. So the separation of scales may be an issue. To
the authors’ knowledge the highest Reη concerning particle-laden turbulent flows
was reached in [7]. Based on these data physical explanations for the phenomena of
particle clustering were found. However, the influence of gravity on the particle phase
was neglected in this study. In [8] it is pointed out that the fall velocity of the heavy
particle significantly shortens the particle vortex interaction time and therewith the
presence of gravity alters the preferential concentration effect. This is numerically
supported by [1].

All numerical studies in the literature utilize the same generic periodic setup
wherein the largest scales of turbulence are forced. In [3] it was recently shown
that this could be problematic because the preferential concentration depends on
the employed large scale forcing scheme. Therefore, a completely different setup is
presented with similarities to grid-generated turbulence in wind tunnels. Synthetic
turbulence is forced only at the inflow plane and advected through the domain by
a mean flow velocity. Therewith, the flow evolves according to the Navier-Stokes
equations and a decaying isotropic turbulence can be found. In this flow the combined
effects of turbulence and gravity on the motion of small and heavy particles are
investigated.

2 Setup

The flow field generated in this study shares similarities with grid-generated
turbulence in wind tunnel experiments. A detailed description can be found in [9].
A slice through the domain is shown in Fig. 1. The domain boundaries are furnished
with a sponge layer to avoid spurious oscillations due to reflections [10]. At the out-
flow boundary the pressure is kept constant and the wall-normal velocity gradients
are set to zero. At the inflow plane the synthetically generated turbulent fluctuations
u◦ are added to the mean advection velocity U. The Reynolds number ReL = U L

α is
80,000 with the domain length L and the kinematic viscosity α. At the inflow bound-
ary, also the particles are released into the flow. The gravity direction is opposed to
the mean flow direction. Therewith, the particle duration of stay within the domain
is increased and after a specific time interval the particle motions are independent
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Fig. 1 Sketch of the domain setup. The z and the y layout are the same. At the inflow plane
synthetic turbulence is added to the mean advection velocity. The remainder of the domain bound-
ary is furnished with a sponge layer. Gravity points in the opposite direction as the mean flow
direction. Turbulence and particle statistics are gathered in several consecutive statistic volumes at
the downstream end of the domain

of the initial release conditions. Downstream of this initial transition region the
turbulence and particle statistics are gathered in consecutive statistic volumes, which
are characterized by different turbulence intensities, see Fig. 3a. The vertical extent
of the downstream volumes is chosen small enough to ensure that the statistics are
unaffected by the presence of the sponge layers.

3 Flow Phase

The turbulent fluctuations are generated by a method following [11]. The main idea
is to generate synthetic fluctuations that match a prescribed Reynolds stress tensor on
average. Therefore, the fluctuations consist of a large number of individual Fourier
modes, here 200 were used. They are chosen randomly but fulfill the continuity
equation. However, the fluctuations obey the momentum equation only on average.
Besides the particle initial release conditions that is why an initial transition region
is needed.

The flow solver used here is a general purpose solver developed and successfully
applied at the Institute of Aerodynamics at RWTH Aachen [10]. It solves the integral
form of the Navier-Stokes equations for compressible flows with a finite volume
method. The flow simulated here is essentially incompressible, hence the Mach
number is set to Ma = 0.1. Since a DNS is intended, the domain is discretized into
cubic cells with a side length corresponding to the Kolmogorov length κK , leading
to a total number of about 53 million cells.
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Fig. 2 Contours (0.24, 0.2, 0.18, 0.12, 0.08, 0.04, and 0.001) of the instantaneous turbulent kinetic
energy k/U 2

After an initial period of 8 × L
U , turbulence statistics are gathered over 20 × L

U .
Since there is no mean shear in the flow, turbulence is only produced at the inflow.
Downstream, the turbulent kinetic energy k decays due to viscous damping. For

grid turbulence it was shown that the decay is of the form k(t) = k0

(
t
t0

)n
, with

n = −1.3 [12]. A snapshot is shown in Fig. 2 to provide a qualitative picture of this
decay. The decay of the turbulent kinetic energy is very distinct.

The turbulent kinetic energy dissipation rate λ is decaying following λ(t) =
− dk

dt = λ0

(
t
t0

)n−1
. This temporal dependence can be related to a spatial one due to

the constant mean flow velocity U by Taylor’s hypothesis, where t = x
U . Figure 3a

shows the dissipation rate λ over the spatial coordinate x in a logarithmic plot. It
can be seen that λ is nearly constant at the inflow, but further downstream it decays
with the theoretical decay exponent of −2.3. The size of the transition region can be
estimated from this plot. After only 1/8 of the total domain length a physical state is
reached, which means that the flow has evolved from the synthetic inflow distribution
to a fully developed state, this is defined by the solution of the conservation equations.
All statistic volumes are located further downstream, see the symbols in Fig. 3a.

Figure 3b shows a one-dimensional velocity spectrum at the position of the first
statistic volume. The −7 law of the dissipation range down to the Kolmogorov length
is well resolved. The inertia range is rather small. Reη has a value of around 20 and is
weakly depending on the streamwise coordinate. In any case, there is no restriction
to scale-up the current method to reach higher turbulent intensities besides the larger
computational effort. An advantage of the current method is that the dependency on
the dissipation rate can be checked within a single computation. The turbulence is
spatially decaying and therewith the particles are advected through areas of different
turbulence intensities.
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(a) (b)

Fig. 3 Flow field characterization: a Streamwise evolution of the turbulent kinetic energy
dissipation rate λ. The solid line represents the −2.3 scaling typical for grid-generated spatially
evolving turbulence. Additionally the streamwise locations of the statistic volumes are indicated
by symbols. b One-dimensional energy spectrum of the simulated turbulence at the position of the

first statistic volume. The additional lines depict k− 5
3 and k−7 scaling, respectively

4 Particle Phase

The particles considered here are small (ratio of the particle radius to the Kolmogorov
length ap

κK
≈ 1) and heavy (ratio of the particle density and the fluid density γp

γ f
=

843). Within this limit the equation of motion [13] can be simplified to

dvp

dt
= fD

εp

[
u f

(
xp

) − vp
] + g , (1)

with vp the particle velocity, uf the fluid velocity at the particle position xp interpo-
lated by a tricubic least square method, the gravity force g, a non-linear Stokes drag
correction fD , and the particle response time εp = 2a2

pγp/9αγ f . A total number of
about 45 million particles in 20 different radii classes are advanced simultaneously
in the turbulent flow described above. Due to the small volume fraction (9 × 10−5)
occupied by the particles, one-way coupling is assumed such that the influence of
the particles on the flow field and the particle interaction is neglected.

The ratio of the particle response time and the flow time scale is called Stokes
number St . Because of the small particle sizes, the Kolmogorov time scale is the
appropriate time scale [1]. Particles with a very small inertia follow the flow similar
to fluid tracers. In the opposite limit of very large inertia the particles are hardly
affected by the turbulence. If the particle and turbulent time scale match, particles
are driven out of the vortices and gather in regions of high strain [14]. This particle
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Fig. 4 Visualization of the clustering effect. The particle positions are displayed in a slice perpen-
dicular to the streamwise direction. The particle sizes are increased to have the same value for better
visibility and comparability. a St ≈ 1 and b St ∅ 1

clustering is measured by a so called radial distribution function (RDF) g11 [1]. It
compares the number of contacting particles within one instant of the simulation
with the number of contacting particles expected for a random spatial distribution
of the same total amount of particles. Figure 4 shows the preferential concentration
effect by displaying the particle positions in a slice. In (a) the particle Stokes number
is much smaller than unity resulting in a homogeneous particle distribution. For a
particle Stokes number of unity (b) many regions without particles and as a result
regions with particle clusters can be found.

In the presence of gravity and turbulence the behavior discussed above is altered.
Gravity and turbulent acceleration are not simply superposed as Eq. (1) might sug-
gest, but there are combined effects. Without turbulence the particles would fall with
their so-called terminal velocity vt = εpg/ fD (derived from Eq. (1)). Hence, the rel-
ative importance of gravity and turbulence can be evaluated by the non-dimensional
settling velocity Sv which is the ratio of the terminal velocity and the Kolmogorov
velocity scale Sv = vt/uκ [8]. If the ratio is high, the particles sediment faster
through the vortex than its turnover time. In this case gravity dominates the motion
of the particles compared to turbulence due to the small particle-vortex interaction
times. Thus, Dávilla and Hunt [4] suggest to rescale the Stokes number by the non-
dimensional settling velocity resulting in the particle Froude number Fp = St Sv2.
They predict that for Fp ∅ 1 the average turbulent falling velocity is higher than
the laminar one because the particles preferentially pass vortices on their downward
motion side. Additionally, they state that due to their inertia, particles cannot reach
certain areas of the vortices. Hence, the particles gather elsewhere.
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Fig. 5 Difference between
the averaged turbulent and
the laminar falling velocities
over the particle radius. The
symbols indicate the depen-
dency on the dissipation rate
(see Fig. 3)
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5 Results

In the following, the numerical results are compared with the theory explained in
the previous section. In Fig. 5 the difference between the averaged turbulent and the
laminar falling velocities is plotted as a function of the particle Froude number. Addi-
tionally, the dependency of this difference on the turbulence intensity, respectively
the dissipation rate λ, is indicated. In fact, for Fp ∅ 1 particles fall faster the higher
the turbulence intensity of the carrier fluid is. For Fp > 40 the effect is inversed
and weaker. It fits exactly the predictions in [4] described above. Despite the totally
different setup, the same tendency was found in [2].

The particle clustering effect is depicted in Fig. 6 by means of the RDF values
as a function of the particle Froude number depending on the dissipation rate. It
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can be seen that the particles in the considered size range generally tend to cluster
(g11 > 1). From small to big particles the clustering effect becomes stronger and
reaches a pronounced maximum value for Fp ∈ 1. In [2] the position of the maximum
value is at Fp ∈ 40 which corresponds to St ∅ 0.6. At this value of St the strongest
effect was found in [7] neglecting the influence of gravity. This is surprising because
of the otherwise good quantitative agreement with the data of Ayala et al. [2]. The
differences might be originated in the spatial decay of the turbulence in this study
and/or the periodicity of the domain and the large scale forcing scheme in the studies
reported in the literature. However, based on the existing data it remains unclear what
causes this difference and which result is more physically correct. Therefore, it is
planned to numerically simulate a laboratory experiment to answer this question.

6 Conclusion

A new numerical setup is presented to investigate the combined effects of gravity
and turbulence on the motion of small and heavy particles. The turbulence is only
forced at the inflow and is advected through the domain by a mean flow velocity.
Within a transition region the turbulence develops to a physical state which shares
similarities with the grid-generated turbulence in wind tunnel experiments. In this
flow trajectories of about 43 million small and heavy particles are advanced in time.
The theoretical predictions of Dávilla and Hunt [4] are confirmed. For a particle
Froude number Fp ∅ 1 the particles fall on average faster with a higher dissipation
rate. Due to their inertia particles might preferentially choose the downward motion
side of the vortices they pass. In this study the particle clustering is strongest for
Fp ∅ 1. This is in contrast to other numerical simulations in the literature. It remains
unclear which result is more physically correct.

The funding of this project under grant number SCHR 309/39 by the Deutsche
Forschungsgemeinschaft is gratefully acknowledged.
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On “Adaptive Wall-Functions” for LES
of Flow and Heat Transfer

G. John-Puthenveettil and S. Jakirlić

Abstract Present work is concerned with the modelling of near-wall region in
turbulent flow configurations including heat transfer in the framework of a Large-
Eddy Simulation. The relevant development focuses on a universal wall treatment
implying one functional dependency being valid across all characteristic zones of
a wall boundary layer providing smooth and seamless transition from viscosity-
affected immediate wall vicinity to the fully-turbulent outer part of inner layer
with underlying log-law for both velocity and temperature fields. The present wall-
function model was formulated on the basis of the so-called Compound Wall Treat-
ment proposed by Popovac and Hanjalic [10] within the RANS framework. A slightly
modified expression coupled with an appropriate algorithm for the determination of
the instantaneous wall shear stress is formulated and applied in LES of a plane chan-
nel flow and flow over a backward facing step subjected to external wall heating in
a Reynolds number range and flow and passive scalar transport in a model of swirl
combustor.

1 Introduction

A Large Eddy Simulation (LES) of high Reynolds number flow configurations
requests an appropriately fine mesh to be used; it relates in particular to the immediate
wall-vicinity. Accordingly, one of the most important issues in LES of wall-bounded
flows is the near-wall treatment. The numerical grid resolving all scales up to a
relevant extent has to be refined not only in the wall-normal direction but also in
the streamwise and spanwise directions aiming at capturing appropriately structural
characteristics of the instantaneous flow field. Such circumstances are especially
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pronounced at higher Reynolds numbers as the size of the smallest eddies near the
wall is progressively reduced. Instead of carrying out a wall-resolved LES a reason-
able alternative is to use the “wall-function” concept for the wall treatment enabling
significant coarsening of the near-wall grid resolution. The instantaneous wall-shear
stress matching the instantaneous tangential velocity at the wall-nearest grid point is
to be captured and applied as boundary condition at the wall. When using the standard
wall functions relying on the law-of-the-wall for velocity field U+ = I n(Ey+)/k it
has to be ensured that the wall-closest grid point is placed in the logarithmic layer. In
cases that for instance involve separation and reattachment the dimensionless wall
distance y+ of the wall-adjacent grid point varies throughout the flow. Consequently,
it is difficult to assure having the first grid node positioned in the logarithmic layer at
the entire wall length. By taking a wall function expression blending between linear
law (exact velocity profile pertinent to the viscous sublayer: U+ = y+) and logarith-
mic law (“fully-turbulent” region) being valid in all three characteristic zones of a
boundary layer, i.e. viscous sublayer, buffer layer and logarithmic layer independent
of the position of the wall-next computational node, this problem can be reme-
died. Work on the so-called “universal wall functions”—some other denotations, as
e.g. hybrid or generalized wall functions are also in use—have been experienced
growing popularity in the recent years, especially within the Reynolds-Averaged
Navier Stokes (RANS) framework in conjunction with different turbulence mod-
els: Esch and Menter [3], Knopp et al. [8], and Popovac and Hanjalic [10]. The
works of Werner and Wengle [13] and Temmerman et al. [11] can be consulted with
respect to the wall-functions-like wall-region treatment within the LES methodology.
The objective of the present work is an appropriate adaptation of the Popovac and
Hanjalic’s [10] RANS proposal for LES of wall-bounded flow configurations sub-
jected to wall heating.

2 Hybrid Wall Functions (HWF) for LES: Rationale

Starting point of the present development is the recent work of Popovac and Hanjalic
[10] on a unified wall function formulation which, depending on the position of
the wall-closest computational node, blends between the exact boundary conditions
(with numerical node positioned in the viscous-sublayer) as the lower bound and the
high-Reynolds wall function formulation (node positioned in the log-law layer) as
the upper bound. This so-called Compound Wall Treatment (CWT), employed in the
RANS framework in conjunction with their α -f turbulence model, relies on the early
Kader’s (1981) proposal for the temperature profile:

θ+ = Pr y+e−∂θ + [
ω ln

(
y+) + π (Pr)

]
θ+e−1/∂θ (1)

with ∂θ = 0.001(Pry+)4/1 + 5Pr3 y+, π = (3.85Pr1/3 − 1.3)2 + 2.12 ln(Pr)
and ω = 2.12. This approach has been employed by Popovac and Hanjalic for the
derivation of a wall function for the velocity by setting Pr = 1 in Eq. (1):
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U+ = y+e−∂1 +
[

1

ρΔ
ln

(
Ey+)]

e−1/∂2 with ∂1 = ∂2 = 0.01
(
y+)4

1 + 5y+ (2)

with the von Karman constant ρ = 0.41 and E = 8.3. In the present formulation the
blending functions ∂1 and ∂2 take following forms

∂1 = 0.0045
(
y+)4,2

15 + y+ and ∂2 = 0.018
(
y+)4

15 + 5y+ (3)

The parameterφ represents a non-equilibrium function in the CWT-model accounting
for tangential pressure gradient effects and convection. In the present work this
function takes the unity value, implying the use of the standard “equilibrium”
wall-functions. This is experience obtained with the CWT model application in
real-life flow configurations; accordingly, the simplification φ = 1 contributes to
increased numerical robustness, Basara et al. [2]. The performances of both CWT
and present formulations are displayed in Fig. 1 showing the semi-log plot of mean
velocity profile in a plane channel.

Numerical method. The computational results presented were obtained by using the
in-house code Flow Analysis by Solving Transport Equations Simulating Turbulence
(FASTEST), which uses a finite volume method for block-structured, body-fitted,
non-orthogonal, hexahedral meshes. The velocity-pressure coupling is ensured by
the pressure-correction method based on the SIMPLE algorithm. The convective
transport of all variables was discretised by a second-order, central differencing
scheme. Time discretisation was accomplished applying the Crank-Nicolson scheme.

For more details about numerical method and the algorithm used for the determi-
nation of the instantaneous wall shear stress see John-Puthenveettil [6].

3 Results and Discussion

Figures 3, 4, 5, 6, 7, 8, 9, 10, 11, and 12 illustrate the performance of the proposed
wall-function model applied to a channel flow and a flow over a backward facing
step subjected to wall heating and a flow and mixing in a combustor channel with
secondary air injection.

Fully-developed channel flow subjected to wall heating. The performance of the
present hybrid wall function is first evaluated in a plane channel flow at the target
friction Reynolds numbers Reτ = 590/640 (DNS: Moser et al. [9] / Abe et al. [1]) and
Reτ = 2003 (DNS by Hoyas and Jimenez [4]), corresponding to the bulk Reynolds
numbers Rem = 22000/24000 and Rem ≈ 87000 respectively. The dimensions
of the flow domain are 2πh, 2h,πh, with h representing the half channel height,
Fig. 2. Periodic boundary conditions are applied in the streamwise and spanwise
direction. In all simulations the dynamic Smagorinsky model is chosen to account for
the subgrid scales. Different grid resolutions (with grid nodes distributed uniformly
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Fig. 1 Mean velocity
profile arising from the present
hybrid wall function method
in comparison with CWT and
DNS data for the channel flow
at Reτ = 180, 590 and 2003

Fig. 2 Schematic of the plane
channel flow considered

Fig. 3 Semi-log plot
of the mean velocity
profiles obtained using
different grid sizes

in all three coordinate directions) providing the position of the wall-adjacent grid
node in the viscous sublayer (dimensionless wall distance at y+ < 5), buffer layer
(y+ ≈ 15) and logarithmic region (y+ ≈30–40) were used, Figs. 3, 4 and 5. Velocity
and temperature profiles show good agreement with available DNS results following
closely the logarithmic-law. The Reynolds stress distribution, corresponding to the
grid with the wall-next node situated in the buffer layer, was, apart of the immediate
wall-vicinity, captured in a good agreement with available DNS data; the agreement
improves further with the Reynolds number increase. The results are of comparable
quality with those obtained by Temmerman et al. [11].
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Fig. 4 Semi-log plot of the mean temperature profiles obtained using different grid sizes (left) and
Reynolds stress component profiles (right) in the channel flow at Reτ = 590/640

Fig. 5 Semi-log plot of the mean velocity profiles obtained using different grid sizes (left) and
Reynolds stress component profiles (right) in the channel flow at Reτ = 2003

Fig. 6 Schematic of the flow
over a backward-facing step
with external wall heating

Flow over a backward-facing step subjected to wall heating. The configuration
investigated experimentally by Vogel and Eaton [12] is chosen as the next test case.
This is a suitable case to test the performance of the present hybrid wall func-
tions under conditions of scalar transport in separated flows. The Reynolds num-
ber based on the step height H (= 38 mm) is ReH = 28000. The dimensions
of the flow domain can be taken from Fig. 6. The flow in the inflow channel cor-
responds to a developing boundary layer with the thickness δ = 40.55 mm at
x/H = −2. The unsteady inflow planes are generated using Klein’s et al. [7]
inflow generation method applied to the results obtained by a Second-Moment
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Fig. 7 Evolution of the mean streamwise velocity profile in the flow over a backward-facing step
with external wall heating

Fig. 8 Evolution of the mean temperature profile in the flow over a backward-facing step with
external wall heating

Fig. 9 Schematic of the combustor channel of a gas turbine and corresponding numerical grid

Closure model by doing a separate computation of a respective boundary layer.
In the spanwise direction periodic boundary conditions are imposed. At the out-
let the zero-gradient boundary condition is chosen. Along the walls, the hybrid
wall function for velocity and temperature are applied. The surface heat flux at
the bottom wall of the expanded channel amounts to 270 W/m2. The other walls
are considered to be adiabatic. The Prandtl number is 0.71. The grid resolution
providing the position of the wall-closest grid node y+ ≈5–12 (lower value is doc-
umented at the streamwise position corresponding approximately to the secondary
reattachment region at x/H ≈1–2) along the lower wall consisted of 20×79×60
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Fig. 10 Air blast nozzle and corresponding numerical grid (left) and computationally obtained
time-averaged axial velocity contours in the vertical mixing channel plane (right)

Fig. 11 Evolution of the mean axial velocity profile at selected streamwise positions in the vertical
mixing channel plane

(inlet channel) and 176×100×60 (expansion) grid cells −1.15 Mio. grid cells in
total; a coarser grid with the near-wall resolution corresponding to y+ ≈5–36 was
also tested. The averaging process is carried out for nearly 33 flow through times.
The flow is averaged both in time and in the spanwise direction. Figures 7 and 8
display the mean velocity and mean temperature profile developments. Computation-
ally obtained results are compared with the experimental data at five selected stream-
wise locations. An overall good agreement between the simulation and experiment
can be seen. It is noticeable that the simulation predicts a somewhat shorter recircula-
tion region: x/H ≈ 6.0 compared to 6.7 obtained experimentally. A somewhat higher
turbulence intensity (not shown here) in the separated shear layer is in accordance
with a shorter flow reversal zone. The proposed wall function model shouldn’t be
automatically blamed for this deviation; in the case of an LES the resolution in both
streamwise and spanwise directions as well as the inflow conditions, related mostly
to the level of inflow turbulence, play a decisive role with respect to this issue.
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Fig. 12 Evolution of the mean concentration profiles profile at selected streamwise positions in
the vertical mixing channel plane

Flow and mixing in a swirl combustor channel with secondary air injection.
Finally, the present hybrid wall function formulation is tested by simulating the
mixing process in an annular gas turbine combustor model. This complex flow con-
figuration implies a swirling flow and secondary air jets being injected into the
chamber, Jakirlic et al. [5]. The flow in the annular combustor is assumed to be
nearly periodic in circumferential direction. Therefore, one single segment of the
combustor, consisting of a swirler and a subsequent rectangular channel, is included
in the computational domain, see Figs. 9 and 10. In the spanwise direction of the
channel periodic boundary conditions are applied. At the outlet the convective exit
boundary condition is applied. It was sufficient to prescribe a constant velocity dis-
tribution at the inlets of the swirler since the flow becomes highly perturbed after
passing through the swirler. The flow enters the inlet ducts in the first row of the
swirler with a velocity of u1 = 28.46 m/s and in the second row with a velocity of
u2 = 35.33 m/s respectively. The Reynolds number of the flow based on the channel
height and the bulk velocity at the outlet is Re = 15800. The momentum flux ratio
J representing the momentum ratio between the secondary flow through the injected
jets (injected into the chamber through six orifices of diameter d = 12 mm in the top
and bottom wall respectively, Fig. 9) and the main flow is J = 100; it indicates how
deep the secondary air jet penetrates into the main flow. The simulation is performed
under isothermal and non-reacting conditions. The turbulent concentration flux is
modelled applying the simple gradient diffusion hypothesis. The computational grid
consists of around 870,000 cells. The first grid points off the wall are at positions
y+ ≈15–25. The flow in the combustion chamber is characterized by a swirl-induced
flow reversal, the recirculation in the corners and by the interaction of these regions
with the main flow, Fig. 10. The computational results are compared with the PIV
measurements, see e.g. Jakirlic et al. [5]. Figures 11 and 12 depict the streamwise
velocity and concentration (representing the fraction of the secondary air entering the
flow through the orifices) profiles at five different streamwise positions. The results
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of the simulation performed using the hybrid wall functions agree reasonably well
with the experimental values. It can be observed that a somewhat larger opening
angle of the flow behind the swirler compared to the experimental findings indicates
a more intensive spreading.

4 Conclusions

Predictive performances of the presently formulated “adaptive wall-functions” for
the near-wall region treatment in the LES framework were illustrated by computing
several flow configurations including wall heating featured by separation and swirl.
The feasibility of the proposed model was checked in a plane channel flow in a range
of Reynolds numbers up to Reτ = 2003 (Rem ≈ 87000) by employing different grid
resolutions providing the next-to-the-wall grid node is situated at different distances
corresponding to all three characteristic boundary layer zones: viscous sublayer,
buffer layer and logarithmic layer. Corresponding Reynolds stress distribution was
captured in a good agreement with available DNS data. Similarly good agreement
is documented in the case of the mean velocity, temperature and concentration pro-
file developments in the separated and swirling flow in the backward-facing step
geometry and a swirl-combustor model.
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The Influence of the Diffusion Model
on the Separation Sensitivity of Differential
Reynolds Stress Models

Bernhard Eisfeld

Abstract Three different diffusion models are coupled with the SSG/LRR-η
Reynolds stress model. The different model versions are applied to three charac-
teristic aerodynamic test cases. While there is very little influence on the pressure
distribution, some differences are observed in the predicted skin friction, revealing
the more complex diffusion models to enhance the sensitivity to separation.

1 Introduction

The development of Computational Fluid Mechanics (CFD) methods during the
past decades has been such successful that numerical flow simulation has become a
standard method in the design of modern aircraft. Consequently there is a vision for
almost entirely relying on simulation results in the future.

However in off-design conditions the quality of CFD simulations depends on the
ability to correctly predict flow separation, which in turn depends on the correct
description of the effects of turbulence. In principle, scale-resolving methods like
Large Eddy Simulations (LES) should allow highly accurate predictions of sepa-
rating turbulent flows, but the effort needed is currently beyond the scope of most
engineering applications. For this reason, engineering applications mainly rely on
methods based on the Reynolds averaged Navier-Stokes (RANS) equations, where
the ability to predict separation highly depends on the respective turbulence model.
In particular so-called eddy-viscosity models (EVM), modeling the effects of turbu-
lence simply by a flow dependent increase in viscosity, often appear to be of limited
accuracy for predicting separated flows [8].
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For this reason so-called Differential Reynolds Stress Models (DRSM) have been
developed, employing the transport equations for the individual Reynolds stresses
instead of making an eddy-viscosity assumption. In this context the important process
of mean turbulence production is treated exactly, while, nevertheless, the remaining
terms in the Reynolds stress transport equation still need to be modelled together
with a transport equation for some length scale supplying variable. Although being
numerically demanding, DRSMs have been demonstrated to be applicable to complex
aerodynamic flow problems with modest effort [7]. Furthermore, in several cases
improved results have been obtained compared to EVMs [5].

Nonetheless there is still a need for improving the prediction of separation which
requires studying the influence of the various model terms. In general, separation
is associated with unsteady flow. Therefore the application of steady RANS based
methods to separating flows appears reasonable only if, on the macroscopic level, the
associated unsteadiness is small. This is assumed to be the case as long as separation
bubbles remain small, which is the focus of the current study.

In a previous chapter it has been shown that the choice of the length scale supplying
equation can have a significant effect on the pattern of shock-induced separation [6].
The current paper is devoted to the effects of different formulations of the diffusion
term in the Reynolds stress transport equation.

In principle, the formulations could be assessed within the framework of a term-
by-term analysis by comparing their predictions to the corresponding term extracted
from DNS data. This has been done e.g. by Hanjalić for plane channel flow at low
Reynolds number [9]. However, in the current paper the focus is on aerodynamic
flows at higher Reynolds number so that the comparison is made on the overall flow
prediction, when varying the diffusion model only.

2 Diffusion Modelling

For weakly compressible flow the transport equation for the specific Reynolds stress
components R̃i j can be formally written as

(
αR̃i j

)
κt

+ κ

κxk

(
αŨk R̃i j

) = αPi j + ααi j − αλi j + αDi j , (1)

where α is the mean density, Ũk the components of the mass-weighted mean velocity,
t the time and xk the spatial Cartesian coordinates. The terms on the right hand
side represent the components of the production term, αPi j , of the pressure-strain
correlation, αθi j , of the dissipation term, αλi j , and of the combined diffusion term
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where u◦◦
i represents the components of the velocity fluctuations, p◦ is the fluctuating

pressure and γ ◦
i j refers to the fluctuating viscous stress components. The viscous

diffusion term is given by

γ ◦
iku◦◦

j + γ ◦
jku◦◦

i = μ
κ R̃i j

κxk
. (3)

The turbulent transport term αu◦◦
i u◦◦

j u
◦◦
k is generally agreed to be represented by

a diffusive flux, driven by the gradients of the Reynolds stress components [4], but
various forms have been suggested. Shir [14] employs the so-called simple gradient
diffusion hypothesis (SGDH), defining

αu◦◦
i u◦◦

j u
◦◦
k = −Cs

α̃k

λ
k̃
κ R̃i j

κxk
, (4)

where k̃ = 1
2 R̃ii is the specific kinetic turbulence energy, and λ is the isotropic

dissipation rate that is provided by a respective transport equation.
Daly and Harlow [3] replace the scalar diffusion coefficient in the simple gradient

diffusion model by a tensor, obtaining

αu◦◦
i u◦◦

j u
◦◦
k = −Cs

α̃k

λ
R̃kl

κ R̃i j

κxl
, (5)

which is called the generalized gradient diffusion hypothesis (GGDH).
As one can see, neither the simple nor the generalized gradient model is fully

symmetric with respect to all three indices i , j , k as it should be according to the
definition of the turbulent transport term. For this reason Hanjalić and Launder [10]
extend the GGDH formulation such that

αu◦◦
i u◦◦

j u
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k = −Cs
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(
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κ R̃ jk

κxl
+ R̃ jl
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+ R̃kl

κ R̃i j

κxl

)
, (6)

which will be called HL model in the following.
The above models are investigated in conjunction with the so-called SSG/LRR-η

model [7], combining the Speziale-Sarkar-Gatski model (SSG) [15] in the far field
with the Launder-Reece-Rodi model (LRR) [11] near the wall. The isotropic dis-
sipation rate is determined from Menter’s so-called baseline η-equation [12] via
λ = Cμk̃η, where Cμ = 0.09. This requires the diffusion coefficient Cs to vary
from the LRR-values near the wall to the SSG-values further apart. Table 1 lists the
respective bounding values.

Concerning the pressure diffusion terms p◦u◦◦
i , DNS data seem to indicate that their

contribution is negligible except near walls [9]. However, if not modeled explicitly,
their effect is implicitly included in the coefficient of the turbulent transport [13].



116 B. Eisfeld

Table 1 Bounding values of
the diffusion coefficient Cs
with τ≈ = 0.5 and Cμ = 0.09

SGDH GGDH HL

LRR τ≈Cμ
3
2 τ≈Cμ

9
14 τ≈Cμ

SSG 2
3 0.22 0.22 0.08

3 Simulation Results

The respective diffusion models have been implemented into the DLR TAU code,
solving the compressible RANS equations together with the respective turbulence
equations based on a Finite Volume discretization. All results have been obtained
using a formally second order accurate central discretization scheme with artificial
dissipation for the RANS equations and a second order accurate upwind scheme for
the turbulence equations.

3.1 Flat Plate

The flow over a flat plate with zero pressure gradient is a classical test case for any
type of turbulence model, where the prediction of the skin friction distribution and
the agreement with the log-law

u+ = 1

κ
ln y+ + C (7)

is of particular interest. In this equation u+ = U/uγ is the non-dimensional velocity
and y+ = y/(ν/uγ ) the non-dimensional wall distance with the friction velocity
uγ = ∅

γw/α, the kinematic fluid viscosity ν and the local shear stress at the wall γw

as scaling parameters. The log-law parameters are usually assumed to be κ ∈ 0.41
and C ∈ 5.

Figure 1 (left) compares the predicted skin friction distribution with the experi-
ments by Wieghardt as evaluated by Coles [2]. There is only very little difference
between the three diffusion models, nevertheless close inspection reveals that with
SDGH the highest and with HL the lowest skin friction values are predicted through-
out. Figure 1 (right) shows virtually no difference in the non-dimensional velocity
profiles u+ = f (y+) except for the outer edge of the boundary layer, which directly
reflects the small difference in skin friction, since u+

edge = √
C f /2. Nevertheless it

should be noted that the slope of the predicted profiles is steeper than the reference
one, although the same value of κ = 0.41 has been used in the calibration of the
turbulence model.
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Fig. 1 Flat plate. Skin friction distribution (left) and log-law (right)
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Fig. 2 RAE 2822. Pressure distributions for Case 9 (left) and Case 10 (right)

3.2 RAE 2822 Airfoil

The flow around the RAE 2822 airfoil [1] for conditions called Case 9 (Mach number
Ma = 0.73, Reynolds number Re = 6.5e6, incidence α = 2.8↑) and Case 10
(Mach number Ma = 0.75, Reynolds number Re = 6.2e6, incidence α = 2.8↑)
is a standard test case for evaluating the predictive capability of turbulence models
in transonic flows. Figure 2 shows the respective pressure distributions predicted
with the SSG/LRR-η model and the different diffusion models compared to the
experiment. As one can see there is virtually no difference in the C p-results, except
for Case 10, where SGDH predicts the shock slightly upstream of the other solutions.

Nevertheless there are differences in the predicted skin friction distributions, as
depcited in Fig. 3. In particular immediately downstream the shock C f is lower for
the GGDH and HL diffusion models, leading to a distinctly larger shock induced
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Fig. 3 RAE 28202. Skin friction distributions for Case 9 (left) and Case 10 (right)

separation zone for Case 10 (C f < 0). Interestingly, after separation HL gives
the steepest increase of C f , leading to an earlier re-attachment than with GGDH.
Anyway, the predicted separation bubbles are too shallow to be displayed reasonably.

3.3 Aérospatiale A Airfoil

The flow around the Aérospatiale A Airfoil serves as a test case for predicting pressure
induced trailing edge separation under high lift conditions, where the Mach number
Ma = 0.15, the Reynolds number Re = 2.1e6 and the incidence α = 13.3↑. Under
these conditions a laminar separation bubble occurs on the suction side near the
leading edge which is closed by setting transition at 12 % chord. On the pressure side
transition is fixed at 30 % chord [8].

Figure 4 (left) shows the pressure distribution obtained with the SSG/LRR-η
model combined with the different diffusion models in comparison to experiments.
As one can see, in general the suction peak is overestimated, while the pressure level
at the trailing edge is somewhat too low. Nevertheless there is virtually no difference
between the different diffusion models.

In contrast, the skin friction towards the trailing edge, shown in Fig. 4 (right), is
predicted higher with SGDH than with the other models, resulting in a notably smaller
trailing edge separation (C f < 0). The scatter of the F1 experimental data does not
allow a definite statement on which of the predictions is closest to the measure-
ments. The F2 experimental data imply a larger trailing edge separation, indictaing
an improvement by GGDH an HL, but the data are considered less reliable [8].

Figure 5 shows the streamlines near the trailing edge, indicating the separation
pattern predicted by the different diffusion models. Consistent with the higher skin
friction, with SGDH the separation bubble is markably shallower than with the other
models. With GGDH and HL the separation bubble has a similar and higher maximum
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thickness, but differs in shape. While with GGDH the bubble seems to grow more or
less constantly from the beginning, with HL the bubble remains relatively shallow
for a long distance, until it grows fairly rapidly towards the trailing edge.

4 Conclusion

Three different diffusion models have been combined with the SSG/LRR-η Reynolds
stress turbulence model and applied to typical test cases for aerodynamic flows. All
diffusion models are based on the gradient diffusion hypothesis, where the diffu-
sion coefficient is a scalar for simple gradient diffusion (SGDH) and a tensor for
generalised gradient diffusion (GGDH). The Hanjalić-Launder model (HL) can be
considered as an extension of GGDH, which fulfils the symmetry conditions of the
modeled turbulent transport term.

For the flow over a flat plate with zero pressure gradient there is little difference
between the predicted skin friction, where SGDH yields slightly higher values than
the other models. As required, the log-law is represented equally well with all models.
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For the transonic flow around the RAE 2822 airfoil, Case 9 and Case 10, the pres-
sure distributions are also almost identical, and there is hardly any visible influence
on the shock position. Nevertheless the skin friction differs in particular directly
downstream of the shock. Especially for Case 10, with GGDH and HL a larger shock
induced separation region is predicted than with SGDH.

Similarly, for the flow around the Aérospatiale A airfoil at α = 13.3↑ incidence
the predicted pressure distributions do not show any significant dependence on the
diffusion model. Nevertheless there is an influence on the size and the shape of
the trailing edge separation. Again, SGDH yields the smallest recirculation zone,
whereas GGDH and HL give larger separation bubbles that differ in shape. Com-
parison with experimental data seems to indicate a slight improvement by the latter
models.

Thus it is confirmed that the influence of the diffusion model is generally relatively
small [13]. Nevertheless separation onset and the size of recirculation zones may
depend on its details, where the major difference is observed between SGDH, which
appears to be the least sensitive to separation, and the other models. The differences
between the GGDH and HL results are significantly smaller so that for practical
applications the simpler GGDH seems to be a reasonable choice.

Note that no particular convergence problems have been encountered with any
of the diffusion models. Note also that with the most complex HL diffusion model
particularly good convergence rates have been observed.
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DNS and LES of Turbulent Mixed Convection
in the Minimal Flow Unit

Christian Kath and Claus Wagner

Abstract We performed Direct Numerical Simulations (DNS) and Large Eddy
Simulation (LES) of turbulent mixed convection in the minimal flow unit. DNS
of turbulent isothermal channel flow have been conducted to demonstrate the pre-
dictive capability of the second order accurate finite volume method we used. For
the mixed convection case we obtained that the turbulence intensity increases due
to bouyancy. Consequently, we reduced the spanwise width of the domain to show
that turbulence can be sustained for mixed convection. Additionally, we launched a
LES of mixed convection with the dynamic Smagorinsky model. The obtained LES
results agree well with the corresponding DNS data.

1 Introduction

Research on wall-bounded turbulent flows is of considerable interest for many
technological applications. It is also well known that the improved understanding
of the transport phenomena closed to walls are of major importance for development
of more sophisticated turbulence models. Various researchers summarized the exper-
imental and numerical results of the last years on this subject in annual reviews. Most
cited and with the largest impact on research on this subject were [1] and [2]. For
the latest review on this topic the reader is referred to [3]. One major issue of these
reviews are the development of coherent structures in the turbulent boundary layer.
They are found in the viscous sublayer and buffer regions, where the bulk of the
near-wall turbulence-production takes place [4]. In channel flows, these structures
are alternating narrow streaks of fluid, which move at different speeds in streamwise
direction [2]. Fluid from low-speed streaks is transported into the outer region while
high-speed streaks receive fluid from the wall-distant zone.
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In order to understand the complex interactions between coherent structures,
Jiménez and Moin [5] (hereafter, JM) made several Direct Numerical Simulations
(DNS) of turbulent channel flows in different narrow boxes. The idea was to isolate a
single low-speed streak in a minimal channel. They have shown that there is minimal
set of span- and streamwise widths, in which a turbulent boundary layer can be sus-
tained. An interesting result was that the low-order statistics are in good agreement
to those of DNS in the “full” channel in the regions close to the walls, although the
minimal box seemed to be too small to adequately represent the turbulent flow in
the region away from the wall. Furthermore, it turned out that there are active and
passive periods, in which the turbulent boundary layer relaminarizes at one wall of
the minimal channel. Indeed, this characteristic was not seen during experimental
investigations so far. As they decreased the size of the spanwise width further, they
observed the decay of the whole turbulent channel flow to a laminar state.

JM validated this simulations based on a study of the empirical correlation between
the wall shear stress and the bulk velocity in channel flows by Dean [6]. The latter
predicts that the size of the coherent structures decreases with increasing wall shear
stress, while the turbulence production is considerbly enhanced. In this regard several
reports (e. g. [7, 8]) point out that buoyancy severely modifies the shear stress in mixed
convection. Thus, the primary objective of this work is to obtain and analyse results
of turbulent mixed convection in the minimal flow unit and to show if a turbulent
flow in a domain smaller than that of JM can be sustained. Finally, results of LES
are compared with those of DNS of turbulent mixed convection.

2 Governing Equations and Numerical Method

2.1 Direct Numerical Simulations

The finite volume method solves the time-dependent, incompressible governing
equations based on the Boussinesq approximation. They read:

αui

αxi
= 0 (1)

αui

αt
+ α

αx j
(u j ui ) = − 1

θ

αp

αxi
+ ∂

α2ui

αx jαx j
+ ω(T − Tm)giπi2 + Fπi1 (2)

αT

αt
+ α

αx j
(u j T ) = ρ

α2T

αx jαx j
(3)

For space discretization, second-order central differencing is used for all terms.
The second-order implicit Crank-Nicolson scheme is used for time discretization.
The discretized pressure and velocity fields are coupled with a PISO algorithm [9].
A sketch of the minimal flow unit and the coordinate system is illustrated in Fig. 1.
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Fig. 1 Geometry of the
computational domain with
periodic boundary conditions
in x- and z-direction
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y
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g

Flow

The boundary conditions in both the stream- and spanwise directions are periodic,
while top and bottom boundaries are physical walls with no-slip and impermeability
conditions. Additionally, the walls temperature is prescribed values TH = 274.9 K
and TC = 271.4 K, respectively. Throughout this chapter we will use the ther-
modynamic properties of air for all fluid simulations, i. e. the kinematic viscosity
∂ = 1.35e − 5 m2/s, the thermal diffusivity ρ = 1.898e − 5 m2/s, the density
θ = 1.276 kg/m3 and the thermal expansion coefficient ω = 3.674e − 3 K−1. The
buoyancy force acts in wall-normal direction, as well as the gravitational accel-
eration g. In order to maintain a constant volume flux in the channel flow, we
use a forcing function F in the x-direction in the momentum equations. It repre-
sents a streamwise mean pressure gradient that needs to be updated at each time
step to maintain a prescribed volume flux. The Reynolds number characterising the
flow is Re = umπ/∂ = 2000 according to JM, where π = 0.18 m is the chan-
nel half width and um the volume averaged velocity. Thus, for the Grashof number
Gr = ωgπ3ΔT/∂2 = 4e6, we get an Archimedes number of Ar = Gr/Re2 = 1. As
a result of the additionally acting buoyancy force, the wall shear stress is different
on both walls. Thus, the friction velocity uφ = ◦

φw/θ and the friction Reynolds
number Reφ = uφ π/∂ are the averaged values of the hot and cold wall. In order to
define the computational grid, we used the empirical approximation of Pope [10] to
predict the friction Reynolds number Reφ = 0.09 (2 Re)0.88. The calculated value
of Reφ = 133 applies to an isothermal simulation. For the simulations of mixed
convection the resulting friction Reynolds number is expected to be higher. There-
fore, for these simulations we used a even finer grid with a spatial resolution of
Δx+ = 4 and Δz+ = 2 in streamwise and spanwise directions, respectively. The
grid is refined in the wall-normal direction, such that the first node at the wall is
located at y+

w = 0.1 and the central spacing is Δy+
c = 2.5. Here, the “+” superscript

denotes wall units Δx+
i = uφΔxi/∂. The physical domain size (Lx × L y × Lz) was

set to π π × 2 π × π with a 108 × 136 × 68 grid. As initial condition, we used
an instantaneous flow field produced in a DNS of a fully developed turbulent flow
of a “full” channel. Before statistical averaging was started, all simulations were
processed until no remarkable change in general flow behaviour and the low-order
statistical moments was observed. Additionally, we simulated a isothermal turbulent
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channel flow in the minimal box of JM to analyse the predictive capabilities of the
used finite volume method. For the latter simulation, the momentum Eq. (2) were
decoupled from the energy Eq. (3) by setting the buoyancy term to zero.

2.2 Large Eddy Simulations

The following governing equations for the LES are formally obtained by
tophat-filtering Eqs. (1)–(3) using a filter width which corresponds to the grid spacing
of the coarser LES grid.

α ũi

αxi
= 0 (4)

α ũi

αt
+ α

αx j
(̃u j ũi ) = − 1

θ

α p̃

αxi
− αφi j

αx j
+ ∂

α2ũi

αx jαx j
+ ω(T̃ − Tm)giπi2 + Fπi1 (5)

α T̃

αt
+ α

αx j
(̃u j T̃ ) = −αh j

αx j
+ ρ

α2T̃

αx jαx j
(6)

where φi j = ũi u j − ũi ũ j and h j = ˜u j T − ũ j T̃ are the subgrid-scale (SGS) stress
tensor and the subgrid-scale heat flux (HF) vector, respectively. These two terms
take into account the effect of SGS turbulence and need to be modelled to close the
system of governing equations.

We used the dynamic process introduced by Germano [11] and Lilly [12], together
with Smagorinsky model [13]. The dynamic Smagorinsky model is known for its
features of self-calibration, is free from empirical constants and artificial near-wall
damping functions and allows for some backscattering of turbulent kinetic energy
from the subgrid-scales to the grid scales. It models the trace-free SGS stress tensor
with a function of the resolved strain rate tensor S̃i j : φi j −φkk/3 πi j = −2CSΔ̃2|S̃|S̃i j

where S̃i j = (α ũi/αx j + α ũ j/αxi )/2, |S̃| = (2S̃i j S̃i j )
0.5 and Δ̃ is the filter width.

Following the procedure of [12] we minimize the residual of the Germano identity and
obtain CS = −(Mi j Li j )/(Mi j Mi j ). This equation introduces the resolved Leonard
type stress Li j = ≈̃ui ũ j ∅ − ≈̃ui ∅≈̃u j ∅ and a differential tensor Mi j = ωi j − τ̃i j

with ωi j = 2≈Δ̃∅2|≈S̃∅|≈S̃∅i j and τi j = 2Δ̃2|S̃|S̃i j . The dynamic model relies on
two different filtering operations based on which the model coefficient CS can be
determined. The finer filter is the implicit grid filter (∈) and the coarser filter is
the so called test-grid filter (<>). In order to avoid negative values for CS , we
applied spatial plane and time averaging of the model coefficient CS . The dynamic
HF model is based on the eddy thermal diffusivity concept in analogy to Fourier’s
law and was introduced by [14]. It reads: h j = −ρt α T̃ /αx j = −∂t/Prt α T̃ /αx j =
−Pr−1

t CSΔ̃2|S̃|α T̃ /αx j . Here, the SGS eddy thermal diffusivity is ρt , the SGS eddy
viscosity is ∂t and the SGS Prandtl number is the fixed value Prt = 0.5 as proposed
by [14]. The LES was performed on a coarser grid, with 21 × 88 × 13 points in
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Fig. 2 a Mean velocity profile in wall coordinates: DNS (blue line) and JM (red circles). b Root-
mean-square (rms) velocity fluctuations in wall coordinates: DNS (blue line) and JM (red circles).
Isosurfaces of instantaneous streamwise velocity component c (ux = 0.1 m/s) and streamwise
velocity fluctuations d (u↑

x = 0.025 m/s and u↑
x = −0.025 m/s)

the x-, y- and z-directions, respectively. Since the domain size was maintained the
realized spatial resolution is Δx+ = 30, Δz+ = 15, y+

w = 0.5 and Δy+
c = 15,

respectively.

3 Results

3.1 DNS of Isothermal Channel Flow

In order to demonstrate the reliability and of the applied second-order accurate finite-
volume method used, we simulated turbulent isothermal channel flow in the minimal
flow unit of JM. The generated mean streamwise velocity and turbulence intensities
profiles in wall coordinates are presented in Fig. 2. Note that the quantities with the
(+) superscript are normalized with the friction velocity uφ . In Fig. 2a, the mean
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velocity profile agrees well with the JM data. Furthermore, the profiles of the rms
velocity fluctuations shown in Fig. 2b are in good agreement with the JM data as
well. There are only small discrepancies in the rms value of the streamwise velocity
component in the buffer layer. To demonstrate that the coherent structure discussed
above is obtained in the considered minimal flow unit, we illustrated such a structure
with isosurfaces of the instantaneous velocity field obtained for some time step in
Fig. 2c. We observe one single low-speed streak in the minimal flow unit, which
organizes the production of turbulence. The field of velocity fluctuations which is
computed by subtracting the mean streamwise velocity component from the instan-
taneous field shown Fig. 2c is visualized in Fig. 2d. It can be seen that the low-speed
streak is surrounded by streaks of high-speed fluid.

3.2 DNS of Mixed Convection

As mentioned above a higher wall shear stress is obtained for turbulent mixed
convection. This leads to a increased friction Reynolds number Reφ = 191. Thus the
realized spatial resolution in wall units of the DNS of mixed convection reduces to
Δx+ = 5.7, Δz+ = 2.9, y+

w = 0.14 and Δy+
c = 3.6, respectively. The predicted

mean streamwise velocity, shown in Fig. 3a, agrees well with the law of the wall in
the viscous sublayer. Though, farther away from the wall the streamwise velocity
values are lower due to the higher turbulence intensity obtained for mixed convec-
tion as shown in Fig. 3b. Contrary to the isothermal case, the wall-normal velocity
fluctuations are much higher far away from the wall. The corresponding mean tem-
perature profile and the rms temperature fluctuations are presented in Fig. 3c and d,
respectively. These graphs show that a turbulent thermal boundary layer develops
close to the wall where the mean temperature values θ = (T − Tm)/ΔT signifi-
cantly deviate from the center temperature Tm = (TH + TC )/2 as the peaks in the
rms temperature fluctuations reveal. In the middle of the channel the rms tempera-
ture fluctuations decrease to a minimum. In order to demonstrate that the size of the
coherent structures has reduced due to the increased wall shear stress, isosurfaces of
the streamwise velocity are presented in Fig. 4a and b. Note, that the scales of Fig. 4a
and b are the same as the one of Fig. 2c and d, respectively. The comparison reveals
that smaller scales develop for mixed convection which underlines the enhancing
effect of buoyancy. In this respect the streaks became thinner and shorter than the
single streak observed for the isothermal case. We also performed a number of addi-
tional DNS of turbulent mixed convection for which we successively reduced the
size of the spanwise width of the domain. The result was that we obtained a turbulent
channel flow up to a spanwise width λ+

z = 38.2 (i. e. Lz = 0.2π).
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Fig. 3 a Mean velocity profile in wall coordinates: mixed (green line) and JM (red circles). b
Mean turbulent rms velocity fluctuations in wall coordinates (green line) and JM (red circles). c
The normalized mean temperature profile in global coordinates. d Mean turbulent rms temperature
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Fig. 5 a Mean velocity profile in wall coordinates: DNS (green line) and LES (violet line). b The
normalized mean temperature profile in global coordinates: DNS (green line) and LES (violet line)

3.3 LES of Mixed Convection

The results of the LES are illustrated in Fig. 5a and b. The mean streamwise velocity
profile in Fig. 5a matches the DNS data quite well, but it slightly underpredicts
the velocity in the region far away from the wall. Fig. 5b additionally shows the
normalized temperature profile, which is underpredicted by the LES at the hot wall
and overpredicted at the cold wall. Nevertheless, the LES data obtained are in good
agreement with the DNS data.

4 Summary

In order to show that the finite-volume method, we used, is accurate enough, we
performed a DNS of a turbulent flow in the minimal flow unit for an isothermal case.
The spatial resolution realized in this DNS was shown to be fine enough to resolve all
relevant turbulent scales. This was confirmed since the DNS results are in good agree-
ment with the reference data by JM. Furthermore, we have also identified similar
coherent structures in the minimal flow unit. Since buoyancy increases the wall shear
stress, we performed a DNS of turbulent mixed convection. Analysing the results we
showed that the streaks became thinner and shorter than in the isothermal case. The
analysis of the mean flow field and rms velocity and temperature fluctuations further
revealed that buoyancy significantly enhances the production of turbulence. Conse-
quently, we performed additional DNS of turbulent mixed convection for which we
successively reduced the size of the spanwise width of the domain and still obtained
a self-sustaining turbulent flow. Finally, we conducted a LES of mixed convection
with the dynamic Smagorinsky model with spatial plane and time averaging of the
model coefficient. The comparison of DNS and LES results revealed that the mean
quantities are in good agreement.
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Turbulence Resolving Simulations of the Flow
About a Tandem Cylinder and a Rudimentary
Landing Gear

Dieter Schwamborn, Axel Probst, Roland Kessler, Mariafrancesca Valentino
and Keith Weinman

Abstract Scale-resolving simulations of two separated flows using the DLR codes
TAU and THETA are presented and compared to reference data. For a tandem cylinder
the compressible TAU code is shown to yield equally good results as other flow
solvers, and the incompressible THETA code allows for efficient and accurate mean-
flow predictions of a rudimentary landing gear. Thus, the maturity of the applied
models and the numerical solvers for flows with massive separation is demonstrated.

1 Introduction

During the last decade new turbulence resolving methods with less computational
effort than Direct Numerical Simulation (DNS) or Large Eddy Simulation (LES)
have gained wide spread interest, following the pioneering work of Spalart et al [1]
on Detached Eddy Simulation (DES). These methods have been further developed
with respect to both the underlying turbulence models and a highersophistication,
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like the Delayed DES (DDES) [2] and the Improved Delayed DES (IDDES) [3].
Additionally, they have inspired other approaches such as Scale Adaptive Simulation
(SAS) [4].

Recently the European project ATAAC (“Advanced Turbulence Simulation for
Aerodynamic Application Challenges”) led by DLR has been finished, which con-
centrated on the development and assessment of such models with respect to flows
relevant for the aeronautical industry. In ATAAC the assessment process was based
on a number of fundamental “stepping stone” test cases and industrial “application
challenges” [5]. Here, results for two fundamental test cases obtained with the DLR
codes TAU [6] and THETA [7], respectively, are presented and compared with exper-
imental data as well as results from other partners in ATAAC. These test cases are
the NASA Tandem Cylinder [8] and the Boeing Rudimentary Landing Gear [9].

2 Numerical Approach

The applied DLR flow solvers TAU [6] and THETA [7] share the same data structure
based on unstructured grids with mixed cell types (e.g. tetrahedra, hexahedra, prisms).
For scale-resolving simulations the TAU code solves the compressible flow equations
with 2nd order accuracy both in space (i.e. central scheme with matrix dissipation)
and time (i.e. dual-time stepping). Low-Mach-number preconditioning is applied for
incompressible flows, but convergence rates are still limited in this regime.

The THETA code solves the incompressible equations using a projection method.
The linear systems resulting from the implicit time discretization are solved by the
matrix-free version of a Krylov method. The code is 2nd order accurate in space and
time.

On the physical side three different scale-resolving models are applied: The DDES
switches from RANS to LES depending on the local grid spacing, but it applies a
shielding function to retain attached boundary layers in RANS mode. The IDDES
uses specific sensor functions and a filter-width modified in the near-wall region
to provide wall-modelled LES capabilities. The third model, SAS, applies a grid-
independent sensor based on the von-Kármán length and is regarded as 2nd genera-
tion URANS model.

3 Applications

The simulations of the two ATAAC stepping stone test cases presented here applied
the DLR flow solvers TAU and THETA. The Tandem cylinder was computed with
the TAU code only, but as it was found that the THETA code was more computation-
ally efficient by a factor of 3–5 for such essentially incompressible flows, THETA
was employed for the Rudimentary Landing Gear allowing simulations with three
different modelling approaches.
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Fig. 1 Sketch of the tandem cylinder configuration and close-up of the grid near the cylinders

3.1 The NASA Tandem Cylinder

A number of experiments with regard to the Tandem Cylinder flow have been
performed at NASA Langley Research Center, e.g. [8]. This flow is relevant for
airframe noise configurations (e.g. struts and hoses on a landing gear), and has there-
fore been chosen as a representative stepping stone in the ATAAC project. It is used
to test the capability of different turbulence modelling approaches to properly repro-
duce the following complex flow phenomena: separation of the turbulent boundary
layer, roll-up of the free shear layer, unsteady massively separated flow in both wakes,
and the unsteady wake of the downstream cylinder. Considering noise, an accurate
prediction of the unsteady pressure field of the configuration is of high importance.

The flow properties in the experiment were: D = 0.05715 m; L = 3.7 D and
U = 44 m/s at 292 K resulting in a Reynolds number of 1.66 · 105 based on D.
As the boundary layer on both cylinders was tripped ahead of their separation, per-
forming “fully turbulent” simulations seemed nevertheless justified. The grid for
these simulations was provided by NTS (St. Petersburg) and used by most contribut-
ing partners. The block-structured mesh consists of about 12 million grid points
in 150 parallel planes spanning a width of 3 D. The cell size in the focus region
close to and between the cylinders is 0.02 D, with y+ ∼ 1 at the walls. As lateral
boundary conditions periodicity was assumed, and the upper and lower boundaries
(at y = ±6.22 D) were treated as inviscid walls (i.e. symmetry planes). Figure 1
shows the geometrical setup and the grid close to the cylinders. More details on the
partner codes and the mesh can be found in [5].

The results shown here are all based on DDES simulations with either the
Spalart-Allmaras (SA) or the kω-SST model as the RANS basis, except for NLR’s
XLES approach which acts however similar to a kω-based (D)DES. Figure 2 shows
the pressure coefficient on the surface of both cylinders averaged both in span and
time, where all calculations were performed with a time step of αt = 0.02 D/U.
The averaging time was at least in the order of 100 convective time units (CTU =
D/U), and even much longer averaging did not result in essential differences. Unlike
URANS calculations (not shown here) all results are in good or at least satisfactory
agreement with the experiment, with a slight advantage for the SA-based approaches.

Switching to the unsteady part of the pressure presented in Fig. 3 the situation
changes in so far as the scatter between the results is now much larger, especially
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Fig. 2 Mean pressure coefficient on the upstream (left) and downstream (right) cylinder

Fig. 3 Mean of the pressure fluctuations on the first (left) and second (right) cylinder; note the
different scale on the downstream cylinder, which is “noisier” than the upstream one

on the second cylinder (note the different scale!). Although no method is perfect
everywhere, it seems that the SA-based results are again a bit closer to the experiment,
especially those by NTS (with a 4th order method), which might indicate that a higher
order discretization is favourable for resolution of unsteady effects.

Figure 4 depicts the mean velocity distributions along the center line between the
cylinder and after the second one. While the agreement of all simulations with the
experiment is excellent in the wake behind the rear cylinder, most approaches indicate
a too long recirculation zone behind the front cylinder, with the DLR result being
in good agreement. Comparing the resolved turbulent kinetic energy in the same
regions (Fig. 5; only components normal to the cylinder axis) the situation worsens
drastically: the scatter is quite large and only the NLR result is close to the experiment
in both areas.
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Fig. 4 Center line velocity between cylinder (left) and in the wake of the rear cylinder (right)

Fig. 5 Distribution of the in-plane part of the resolved turbulent kinetic energy along the centerline
between the cylinders (left) and behind the second cylinder (right)

3.2 The Rudimentary Landing Gear

The second ATAAC test case presented here is the “Rudimentary Landing Gear”
(RLG), an experiment for validation of hybrid approaches proposed by Spalart,
funded by Boeing and performed by NAL, Bangalore [9]. A specialty of this case is
that all struts and axles of the configuration are rectangular resulting in separation
at the edges, thus reducing the sensitivity to the Re-number, which is ReD = 106

based on wheel diameter. For the same reason the wheels are tripped and can be
modelled as fully turbulent in the simulations. As the flow can be considered incom-
pressible (U∞ = 40 m/s) the simulations were performed with the DLR THETA
code, which is faster than TAU in this case. This allows for a comparison of three
different approaches with less effort, i.e. SA-DDES, SA-IDDES and kω-SST-based
SAS. A structured mesh with 11 million grid points was used, providing a mean cell
size of about 0.04 D in the resolved regions behind the landing gear. The time step
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Fig. 6 Flow structures visualized by iso-surfaces of vorticity-coloured Q-criterion: SA-DDES
(top left), SA-IDDES (top right) and SAS (bottom left); sketch of RLG (bottom right)

in all simulations was chosen as 0.005 D/U∞. The averaging time interval was 130
CTU (with CTU = D/U∞) for SA-IDDES, and 50 CTU in the SA-DDES and SAS
computations, respectively.

A qualitative impression of the flow is given in Fig. 6 depicting turbulent structures
in the flow. While the structures are very similar in the wheel area, the three models
perform clearly different in the area behind the main strut: the IDDES starts to resolve
structures already in the shear layer on the side of the strut (due to its reduced filter
width), whereas the SAS exhibits no structures. The latter indicates that the SAS
remains in URANS mode, as e.g. in simulations of the backward facing step, where
artificial turbulence is needed to make the SAS switch to resolving mode. The DDES
stays first in URANS mode due to the shielding of the boundary layer and thus delays
the development of turbulent content compared to IDDES.

Figure 7 provides a comparison of pressure data on the wheels. On the front wheel
the mean data of the simulations and the experiment are in almost perfect agreement,
which is also true for the rear wheel with two exceptions: firstly, all models alike
yield a deviation from the experiment in the area, where eddies from the front wheel
impinge on the lower front of the rear one at θ about 320◦. Secondly, the IDDES
shows a difference just behind the 90◦ position indicating earlier deceleration and
separation. These deviations from the experiment find their counterparts in a higher
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Fig. 7 Comparison of the models regarding mean (left) and fluctuating (right) pressure along
a circumferential line on the front (top) and rear (bottom) wheel (for θ see sketch in Fig. 6)

rms-pressure value in the same locations, while this quantity is otherwise in satisfac-
tory agreement. The reasons for these deviations are not yet understood, but have also
been found by other partners in ATAAC. Another difference seen in Fig. 7 remains
unclear as well, i.e. the experiment exhibits small but non-zero rms-values already
in the stagnation area of the front wheel. This could hint to a sound source in the
wind tunnel.

Figure 8 gives an impression of the flow along the wheel surface, visualized by
oil flow in the experiment and mean skin-friction lines in the computation. As the
models only yield minor differences, just IDDES is exemplarily shown. Overall
good qualitative agreement is observed in the distinct vortical flow regions, although
some irregularities and asymmetries in the simulation may indicate insufficient time
averaging of the required flow gradients close to the wall.

Figure 9 provides acoustics-related data in form of the sound pressure level (SPL).
In the first location on the rear of the main strut the IDDES predicts a higher level than
the other approaches which is in line with the earlier resolution of turbulent eddies
in Fig. 6, but unfortunately too high compared with the experiment. Furthermore
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Fig. 8 Rear view of the flow structure on the wheels from oil flow (left) and IDDES (right)

Fig. 9 Sound pressure level on the rear of the strut (pos. 2; left) and the axle (pos. 3, right)

we find a too fast drop of the SPL with increasing frequency due to insufficient
numerical resolution. At the rear of the axle all numerical results converge again.
Here, the IDDES is somewhat closer to the experiment but still dropping too fast.
The high-frequency peak for SAS at pos. 2 may be attributed to local numerical
instabilities.

4 Conclusions

Turbulence resolving flow simulations of two test cases with massive separation
from the ATAAC project have been assessed, using DLR’s flow solvers TAU and
THETA as well as different physical models. For these highly-unsteady flows,
where conventional URANS approaches are clearly infeasible, all tested variants
of Detached-Eddy Simulation and the Scale-Adaptive Simulation are shown to offer
great benefits in both compressible and incompressible formulations. Although the
mean flow data and to a certain extend even the fluctuations can be predicted sat-
isfactorily for engineering purposes, the results are still not accurate enough in an
aero-acoustic sense.
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Superstructures in a Turbulent Boundary Layer
Under the Influence of an Adverse Pressure
Gradient Investigated by Large-Scale PIV

D. Schanz, T. Knopp, A. Schröder, M. Dumitra and C. J. Kähler

Abstract The flow of a turbulent boundary layer under the influence of an adverse
pressure gradient was investigated using a large-scale, high-resolution PIV setup.
Wall-normal vector fields with a length of 1.7 m (ultimately over 3.0 m) and a reso-
lution below one mm were stitched from multiple camera views. Reθ was measured
to be 4,600 at the end of a long flat plate preceding the pressure gradient. Within this
dataset long, stretched regions with positive or negative streamwise velocity fluctu-
ations can be observed in singular snapshots. These so-called ‘super-structures’ (or
‘very large-scale motions’) were already identified in undisturbed turbulent bound-
ary layers [1], pipe flows [2], and in flows under the influence of an adverse pressure
gradient [3, 4]. These measurements either used PIV with a limited measurement
region or probe-measurements assuming frozen turbulence. As already described
in other publications, a reliable capture of very long flow phenomena proved to be
problematic due to spanwise meandering. The structures move in and out of the two-
dimensional measurement plane used in the presented experiment, reducing their
perceived extent. However, in many snapshots the meandering is of a low scale,
so that large parts of the structures could be imaged. In order to characterize the
occurring flow structures, two-point-correlations were performed, yielding the aver-
age structure size in the course of the adverse pressure gradient for different heights
above the wall. Average sizes of 1.6–3.2 δ were found, with an increase in structure
length with the advance of the pressure gradient. Especially smaller-scale structures
near the model wall increase in size as they are driven from the wall,being stretched
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in the process. Further measures to identify singular super-structures instead of
applying statistical approaches—which are biased by the huge number of small
structures and the meandering of the large ones—are discussed.

1 Introduction

Jiménez [5] showed that eddies with streamwise lengths of 10–20 δ are present in
the logarithmic region of wall-bounded flows by compiling results from existing
measurements and numerical simulations. Kim and Adrian [2] found streamwise
energetic modes with wavelengths up to 14 pipe radii within fully developed turbulent
pipe flow. They accounted the alignment of packets of hairpin-vortices as responsible
for the creation of such structures and termed them ‘very large scale motion’ (VLSM).

Indications of the existence of similar flow structures within the log-region of
turbulent boundary layers (TBLs) were given by Tomkins and Adrian [6], as well
as Ganapathisubramani et al. [7]. They were able to document the existence of long
stripes of negative or positive streamwise velocity fluctuations (u’) within these
domains. Both publications relied on measurements using the method of particle
imaging velocimetry (PIV) with a streamwise length of the investigation area around
two times the boundary layer thickness (δ). Therefore the full extent of the found
structures could not be examined.

Hutchins and Marusic [1] and again Marusic et al. [8] confirmed these results
using a similar PIV-setup. Additionally they performed measurements using a hot-
wire rake, covering a spanwise distance of more than one δ with eleven hot-wire
probes. By applying Taylor’s hypothesis on the obtained time-series, they were able
to extract quasi-instantaneous snapshots of the flow structures at several heights above
the wall. In many of these snapshots very long structures of positive and negative u’
can be seen, frequently exceeding a length of 20 δ. These regions of negative and
positive u’ typically appear besides each other and show a meandering behavior in
spanwise direction. The authors account this meandering for the fact that the length
scales indicated by single-point statistics were much shorter (around 6 δ). Due to the
large extent of the found features, the authors termed them ‘superstructures’.

As shown by DNS data [4], these superstructures seem to directly interact with
small-scale structures near the wall (leaving a ‘footprint’). This impact on the con-
ditions near the wall is of particular interest, as the large-scale structures underlie
outer scaling (their extent is dependent on δ and therefore also the Reynolds number),
while it was assumed that near-wall structures do not. The interaction of large and
small-scale structures challenges this assumption. A further examination of the for-
mation and evolution of superstructures in different flow conditions is therefore of
interest for a better understanding of turbulent flows in general.

Rahgozar and Maciel [3, 4] investigated large and very large-scale structures in
a turbulent boundary layer subjected to a strong adverse pressure gradient (APG).
Horizontal measurement planes with a height of 3 δ at different heights and stream-
wise locations were investigated using PIV. It was found that the general features
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of large flow structures are retained under the presence of an APG, however the
frequency of appearance decreases. Especially in the lower parts of the boundary
layer the appearance of high- and low-speed streaks diminishes in comparison to a
zero-pressure-gradient case.

For this study, large-scale PIV-data of a TBL within a slowly rising adverse
pressure gradient is analyzed with respect to the sizes of the occurring structures;
indications of the presence of superstructures within this flow regime are gathered.

2 Experimental Setup

The experimental data was gained in context of the DLR-internal project ‘Rettina’.
The aim of the project was to generate an experimental dataset suitable for the
extraction of possible enhancements and/or modifications of the law of the wall for
flows within a pressure gradient [9, 10].

A large model was designed that allowed maximizing the achievable Reynolds
number, smooth changes of the pressure gradient and good measurability of the flow
properties. Figure 1 shows the model in top view. Spanning over 12 m, it consists of a
long flat plate with superelliptic nose that allows the buildup of a TBL of significant
thickness. The deflection is achieved by a 1.5 m-long arc with large curvature radius,
followed by a 0.8 m long flat plate, inclined at an angle of 13◦ relative to the main
flat plate. The flow is directed back by another arc, followed by a flat plate. At the
end of the model a 1.5 m-long flap can be used to ensure symmetric flow conditions
at the nose.

An appropriate wind tunnel was found with the ‘Atmospheric Wind Tunnel’ at
the Universität der Bundeswehr in Munich. The 22 m long test section with a cross
section of 2 × 2 m allowed for huge dimensions of the model, wind speeds up to
40 m/s are achievable; the measured turbulence level is 0.1 %.

In order to be able to describe the development of the flow characteristics for
all pressure regions—from the undisturbed boundary layer, over the onset of the
deflection to the fully developed pressure gradient—a large scale PIV-setup was
used.

Eight high-resolution PCO 4,000-Cameras with 11 Megapixel each were installed
in series on top of the wind tunnel, observing a total region of over 3 m in the
vicinity of the APG. Figure 2 shows the approximated fields of view of all cameras.
Seven cameras used 100 mm-lenses, while one camera, connecting the main areas of
interest, used a 50 mm-lens. The described camera system allowed retaining a high
spatial resolution, in spite of the very large investigation area. For the work presented
in this chapter, only the four cameras downstream (labeled 1–4) were used.

Illumination was realized using two partially overlapping light sheets, gener-
ated by two double pulse lasers. The flow was seeded with DEHS droplets, having
an average diameter of approx. 1μm. The gained images were correlated using an
iterative multigrid algorithm with image deformation. A final window size of 24×24
pixels (16 × 16 in case of camera 1), combined with an overlap of 66 %, yields a
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Fig. 1 Top view of the model installed upright in the center of the wind tunnel, with flow being
directed past both sides. The flap at the end is used to compensate for circulation around the model

Fig. 2 Fields of view for the eight PCO 4,000 cameras. The four cameras used within this work
are numbered 1, 2, 3, 4 in streamwise direction

Fig. 3 Instantaneous snapshot of u-velocity for U=6 m/s (stitch of four camera views)

vector spacing of approx. 0.65 mm (1 mm for camera 1). A more detailed description
of the experiment can be found in [11].

The calculated vector fields for each camera are combined according to the
calibration to yield one continuous vector field of approx. 1.7 m length and around
20 cm wall-normal height. Figure 3 shows an example of the instantaneous velocity
field as seen by the four cameras considered.

Using a free stream velocity of U = 6 m/s, a boundary layer thickness of
δ99 = 106 mm was measured at the end of the long flat plate. Around 6,000 indepen-
dent snapshots were taken at a frequency of 1 Hz, allowing for converged statistics.
Figure 4 shows the averaged u-velocity.

3 Structure Characterization

Looking at instantaneous streamwise fluctuations (see Fig. 5) it is obvious that
patterns resembling the sought-after superstructures can be identified. In the rear
part of the APG a stretched region of slow fluid can be seen that spans a length
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Fig. 4 Averaged u-velocity for a free stream velocity of U = 6 m/s. Streamtraces starting at
y = 0.04 δ(I), y = 0.17 δ(II) and y = 0.32 δ(III)

Fig. 5 Instantaneous streamwise velocity fluctuations, derived from the velocity field shown
in Fig. 3

of around 80 cm (∼8 δ), before it exists the investigation area. Evidence for similar
structures can be found in many instantaneous snapshots, though the features often
seem to be more disturbed and broadened compared to the hot-wire results in [1]. As
can be seen in Fig. 5, the structures are mostly angled to the (tilted) wall and seem
to be stretched in the direction of the main flow. This inclination does not seem to
change noticeably with progression of the pressure gradient.

As to be able to describe the structures’ evolution within the growing influ-
ence of the APG, streamtraces were extracted from the averaged velocity data.
Along these streamtraces, two-point correlations of streamwise velocity fluctuations
(Ruu) were performed in order to extract general features of the occurring structures
and their development in time. The fixed points of the two-point correlations were
positioned at 45 equidistant points following along the streamtraces. This approach
was chosen, assuming that occurring structures should mostly follow the mean
flow. Three streamtraces with starting points at different heights above the wall
(y = 0.04 δ (I), y = 0.17 δ (II) and y = 0.32 δ (III)) were examined—see Fig. 4.

Figures 6 and 7 show exemplary correlation results for two fixed points on stream-
trace II. The correlation plane at the onset of the APG (Fig. 6) shows a streamwise
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Fig. 6 Two-point correlation of streamwise velocity fluctuation (Ruu) for a fixed point on streamline
II in the early stages of the adverse pressure gradient

Fig. 7 Two-point correlation of streamwise velocity fluctuation (Ruu) for a fixed point on streamline
II in the later stages of the adverse pressure gradient

elongation of around 250 mm, indicating the presence of structures with an average
length of 2–3 δ. The inclination of the correlation figure is around 10◦ relative to
the main flow direction. In case of an undisturbed TBL, the value of this inclination
would be 11–13◦.

The characteristic shape of the correlation figure stems from the presence of
hairpin-like vortices, which are typically inclined at an angle of around 45◦ relative
to the wall (see e.g. [12]). The averaging of the occurring structures, as done by
the process of two-point-correlation, results in the elliptical shape with inclination
towards the wall (see [1] for an example in a zero-pressure-gradient case).

Looking at the results at a later stage of the APG (Fig. 7), it is evident that the
correlation is broadened and the peak is smeared out. The occurring structures are
stretched in length by the force of the APG and widened by the increasing turbulence
within this region. Still, the inclination of the correlation figure is fixed at a value of
approx 10◦. The structures may be convected with the flow, as well as deformed by
the occurring forces, but their general direction and orientation remains unchanged.

In order to quantify the development of structure sizes within the APG, the integral
length scale of all considered two-point-correlations was calculated:
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Fig. 8 Spatial development of the integral length scale for two-point-correlations along stream-
traces I (left), II (middle) and III (right)

Luu (r) =
∞∫

−∞
Ruu (r) ds

This value gives a measure of the averaged elongation of the structures along the
direction of the line integral. In this case, the line integral was chosen to run along
the extracted streamtrace (as indicated in Figs. 6 and 7). Luu was evaluated for all 45
fixed points of the two-point correlations along streamtraces I, II and III, giving the
development of structure sizes within the growing influence of the APG.

Figure 8 shows the results of these calculations. In case of streamtrace I, which
is positioned close to the wall (y = 0.04 δ) at the upstream edge of the interrogation
volume, the structures clearly gain in size while following the streamtrace: averaged
structure sizes of around 1.6 δ are found at the beginning (at x ≈ 7300 mm), which
increase to around 2.6 δ at the end of the interrogation volume (at x ≈ 8700 mm).
The streamtrace is clearly lifted from the model wall by the APG, the flow being
on the verge of detachment. The smaller-scale structures near the wall are stretched
significantly during this process and gain in size.

This effect is less pronounced in the regions higher up the TBL: the increase in
structure size is far less pronounced in case of the other streamtraces. For streamtrace
II initial structure sizes of around 2.2 δ can be seen, which rise to a maximum of
around 2.8 δ at the end of the interrogation volume. For streamtrace III the initial
size of approx. 2.8 δ rises to around 3.2 δ in the final stages of the APG. The increase
in structure size seems to be connected to the relative growth of wall distance with
the course of the streamtrace. Actual structure sizes may be slightly underestimated
by this approach, as the maximum extent of the correlation figure is not along the
streamtrace, but along the inclination relative to the main flow. It has to be stressed
that very long structures are singular events that cannot be adequately captured by
two-point correlations, as these constitute averages of all occurring flow phenom-
ena. Additionally, large structures are often not imaged entirely due to spanwise
meandering, reducing the perceived structure size.
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4 Conclusion and Outlook

By performing successive two-point-correlations along streamtraces of the flow
under the influence of an adverse pressure gradient, it was possible to document the
development of averaged structure-sizes and-orientation. It can be seen that struc-
tures spanning multiple δ can be found on a regular basis, which grow in size with
increased distance to the model wall. The presence of the pressure gradient both
stretches and widens the flow features.

With respect to the sought-after super-structures these investigations showed to
be not suitable to extract a great deal of relevant information. Though it is clear that
very long structures persist within the APG-region (see Fig. 5), their occurrence is
irregular; statistical approaches, such as two-point-correlations, are biased by smaller
structures. Therefore, the real length of such structures (>8 δ by visual inspection of
the data, 20 δ as given in [1]) could not be confirmed in the scope of the conducted
investigations.

One obstacle in the observation of super-structures in the available dataset is the
spanwise meandering of the structures, described in [1]. As the PIV measurement
plane is oriented in wall normal direction it is possible that existing super-structures
move in and out of the measurement plane within one single snapshot. If this is the
case, the real extent of the structures will be masked to the measurement. However, for
a subset of the measurements the meandering is of such a small scale that the whole
structure is visible. In order to identify such cases and to extract viable information,
other examination methods are needed, such as conditional averaging or pattern-
recognition, similar to the methods applied in [3].

In the scope of such an investigation, the additional data from the four upstream
cameras, observing the undisturbed boundary layer and the early onset of the APG,
would be included. By this, occurring structures could be captured at their full length,
and the whole process of structure development within the pressure gradient could
be described.

Furthermore, measurements on the same model using tomographic PIV [13] are
planned. These investigations could simultaneously show the meandering tendency
of the occurring structures, as well as document their wall-normal appearance.
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Laminar Flow Control and Transition



Impact of Forward-Facing Steps
on Laminar-Turbulent Transition
in Subsonic Flows

Christopher Edelmann and Ulrich Rist

Abstract The influence of forward-facing steps on laminar-turbulent transition is
studied with both direct numerical simulation and linear stability theory. N -factor
envelopes are calculated for inflow Mach numbers 0.15 and 0.8 at varying step
positions and step heights. Very good agreement between direct numerical simulation
and linear stability theory is archived. By comparing N -factor envelopes with and
without step, the impact of steps can be captured by an additional amplification factor
ΔN in the eN method. It is found that ΔN is a function of streamwise position, step
location, step height and Mach number.

1 Introduction

The influence of forward-facing steps on laminar-turbulent transition is studied with
both direct numerical simulation and linear stability theory. The present work is
part of the DLR project VER2SUS in which a simplified suction system for Hybrid
Laminar Flow Control (HLFC) is to be verified. With HLFC the drag of future aircraft
can be reduced and thus fuel efficiency is enhanced by sustaining laminar flow over a
bigger part of the wing. Even small imperfections on the wing surface can reduce the
region of laminar flow by moving the transition location towards the leading edge. As
manufacturing is only possible with certain tolerances, imperfections are unavoidable
and it is necessary to study the impact of steps, gaps and roughness on the stability of
the boundary layer flow. The eN method (Van Ingen [7] and Smith and Gamberoni [6])
is the most popular tool for predicting laminar-turbulent transition up to today. It is
based on the idea, that transition occurs when a certain amplification factor Ntr is
reached. To incorporate the influence of steps, Crouch et al. [2] use the idea, that the
N -factor evaluated for a smooth surface Ns can be reduced by a factor ΔN
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Ntr = Ns − ΔN . (1)

A correlation for ΔN would enable an a-priori estimate of the influence of forward-
facing steps on the transition location. Crouch et al. [2] argue that their results lead
to ΔN = 1.6H/δ∗, but state that this relation is a fit for data from runs with adverse
pressure gradient, while it is a rough upper bound for their favorable pressure gradient
data. Perraud et al. [4] found a more complicated relationship for the influence of
steps on the N -factor. They state that the influence of a step decays downstream
of the step and ΔN is therefore not only a function of step height but also of the
momentum thickness Reynolds number ReΘ .

In the following, methods for evaluating N - and ΔN -Factor curves with step from
both direct numerical simulation and linear stability theory are explained. Results
for subsonic cases are presented and compared with results and correlations from
literature.

2 Methods

2.1 Problem Formulation

The flow around forward-facing steps at two different inflow Mach numbers, 0.15 and
0.8 is studied numerically with two-dimensional simulations and with linear stability
theory. The steps are located on a flat plate without pressure gradient at Reynolds
numbers based on the step location between ReS = 330,000 and ReS = 2,450,000.
The governing equations are the unsteady, compressible Navier-Stokes equations.
They are written in Cartesian tensor notation with conservative variables and in
non-dimensional form as

∂ρ

∂t
+ ∂ρu j

∂x j
= 0 (2)

∂ρui

∂t
+ ∂ρui u j

∂x j
= − ∂ p

∂xi
+ ∂τi j

∂x j
(3)

∂E

∂t
+ ∂(E + p)u j

∂x j
= ∂uiτi j

∂x j
+ ϑ

(γ − 1)RePr Ma2 · ∂T

∂x j
, (4)

where ρ, ρui , E are the conservative variables with density ρ, velocity components
ui and total energy E . Furthermore, t denotes time, p pressure, T temperature and
ϑ the thermal conductivity. The fluid is assumed to be Newtonian and a calorically
perfect gas. The heat capacity ratio γ = cp/cv is fixed to γ = 1.4 for all simulations,
which corresponds well to the thermodynamic properties of air. The Prandtl number
is set to Pr = 0.71. The variation of the dynamic viscosity with temperature is
accounted for by Sutherland’s law.
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2.2 DNS Code

The DNS code NS3D was originally written by Babucke [1] and is subject to conti-
nous development. For the spatial discretization in streamwise (x) and wall-normal
(y) direction finite differences are implemented. To satisfy a high accuracy on the
one hand and to achieve a good scalability on the massive parallel Cray XT6 system
on the other hand, 8th-order explicit finite differences are used. Grid deformation is
done by mapping the generally non-uniform physical grid to a perpendicular uni-
form computational grid. Boundary conditions for both sub- and supersonic flows are
available. To introduce controlled disturbances in the flow, blowing and suction at the
wall is possible. Spatial filtering and selected frequency damping are implemented,
as well.

2.3 Linear Stability

Only a short introduction on linear stability theory (LST) follows, further details
including its historical development are given by Mack [3]. For the derivation of the
stability equations, three assumption are necessary. First, the baseflow is a steady
solution of the Navier-Stokes equations. Second, fluctuations are small. Third, the
baseflow is considered parallel. Under these assumptions, the compressible Navier-
Stokes equations (Eqs. 2–4) can be linearized and split into a steady primary state and
a time varying perturbation. With the fluctuations being dealt with in wave form, the
temporal problem can be reduced to a generalized eigenvalue problem. To solve the
spatial problem, the temporal solver (Schmidt and Rist [5]) is advanced by iterating
the streamwise wavenumber αi such that the temporal amplification rate ωi vanishes
and the spatial eigenvalue is obtained.

3 Results

3.1 Baseflow with Step

For the subsequent studies of the N -factor development, a baseflow with step has to
be calculated for each case. The numerical scheme used is the same as used for the
direct numerical simulation of a wave-packet later on (see sect. 3.2).

The grid for the baseflow calculations is stretched in both x- and y-direction as on
the one hand, a very fine grid is necessary around the step location and on the other
hand a sufficient domain length and height is needed. Initial conditions are obtained
using a compressible self-similar solution. All cases are converged in time until a
steady state is reached. Cases where no steady state could be reached are neglected
for the present study. Important parameters for the cases studied can be found in
Table 1.
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Table 1 Baseflow Simulations with Step

Case Ma∞ TW ReS ReH H/ΘS L1/H L2/H

1 0.15 1 3.3 × 105 1656 ≈ 4.4 ≈ 5.2 ≈ 1.7
2 0.15 1 3.3 × 105 920 ≈ 2.4 ≈ 1.3 –
3 0.15 1 2.45 × 106 2543 ≈ 2.4 ≈ 4.4 ≈ 1.1
4 0.8 1 2.45 × 106 400 ≈ 0.4 ≈ 0.3 –
5 0.8 1 2.45 × 106 2640 ≈ 2.4 ≈ 4.7 ≈ 1
6 0.8 1 2.45 × 106 4440 ≈ 4.1 ≈ 13.1 ≈ 7.6
7 0.8 Adiabatic 2.45 × 106 2816 ≈ 2.4 ≈ 4.2 ≈ 0.8
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Fig. 1 Baseflow around the step geometry for case 5 (Ma = 0.8, ReS = 2,450,000, ReH = 2640).
Region of reversed streamwise flow visualized by a dashed line. y-direction is stretched by a factor
of two

The main characteristics of the baseflow are roughly the same for all cases studied.
Thus, the example of a case at Ma = 0.8, with step position ReS = 2,450,000 and
step height ReH = 2640 (H/Θ ≈ 2.4) is used. Figure 1 shows a zoom on the
region around the step. Two separation bubbles can be seen. A first one in front
of the step and a second one immediately at the step corner. The first separation
zone is approximately 4.7 step heights long and much bigger than the second one,
which is only one step height long and especially much flatter.1 In Fig. 2a–d profiles of
streamwise velocity u at four streamwise positions are shown for two grid resolutions.
Hereby, “refined” means a grid refinement in both x- and y-direction by a factor of
two. Both results are found to be in very good accordance. At position Rex =
2,000,000 a typical laminar boundary layer profile can be seen. In Fig. 2b a profile
directly in front of the step, inside the separated zone is shown. Only marginally
negative velocities are observed. Rex = 2,450,080 is a position immediately past
the step. Here, a small sub-boundary layer, starting at the step corner, can be seen,
while the outer profile remains nearly unchanged. At Rex = 2,800,000 the sub-
boundary layer has vanished and the original flat plate boundary layer is almost
completely recovered.

1 In case 4, the first separation bubble is very small and no second separation zone can be found.
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Fig. 2 Profiles of streamwise velocity u for case Ma = 0.8, ReS = 2,450,000, ReH = 2640 at
four different streamwise positions. a Rex = 2,000,000 b Rex = 2,445,000 c Rex = 2,450,080
d Rex = 2,800,000

3.2 N-Factor by DNS

One possibility to gain N -factor curves is the direct simulation of disturbances.
Thereby disturbances are introduced in the steady baseflow, their development is
numerically simulated and amplitudes of the flow variables are analyzed. As a wide
band of frequencies is of interest, a wave-packet is used in the present study. This
wave-packet is introduced into the steady baseflow by suction and blowing at the
wall over a short time at the beginning of the simulation. It is of great importance that
the magnitude of the disturbances stays in the linear regime. Thus, the amplitude of
the wave packet needs to be very small. As the comparison with results from linear
stability theory shows best accordance with results using the streamwise velocity
component u, only this flow variable is considered below. Maximum amplitudes
along the wall normal coordinate for every frequency analyzed (A(x)) are calculated.
Subsequently, n-factor curves for each frequency2 are computed with

n(x) = ln

(
A(x)

A0

)
, (5)

where A0 is the maximum amplitude along y at the streamwise position where the
considered frequency is amplified for the first time. The envelope of all curves is
formed and a frequency-independent result N (x) is obtained. Important for an accu-
rate evaluation is the precise value of A0. First of all, this means that the locations
where the frequencies of interest are amplified for the first time lies inside the inte-
gration domain. By comparing results with step with those without step it is possible
to calculate a ΔN (x) for each case. In Fig. 3 the evaluation of ΔN (x) is illustrated
with two cases at Ma = 0.15 and step position ReS = 330,000 (case 1 and case 2).
On the left, the N -factor curves for both cases with step and the reference flat plate
case are shown, while on the right the resulting ΔN development is plotted.

2 Note the small letter used here, in contrast to the capital letter used for the envelope later on.
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Fig. 3 N and ΔN development for cases at Mach 0.15, calculated from DNS results

3.3 N-Factor by LST

From the DNS results, the ΔN development far downstream of the step remains
unclear as computational costs for the evaluation of N -factor curves by DNS are
high and only a relatively small domain can be used. However, the development far
downstream of the step seems crucial for the correct evaluation of correlation laws.
That is why LST is used to evaluate N -factors in a very long domain. n-factors for
every frequency are calculated with

n(x) = −
∫ x

x0

αi (x̃)dx̃ . (6)

where the integration of the spatial amplification rates for a certain frequency begins at
the location where it is amplified for the first time. N (x) is again obtained by taking the
envelope of all n-factor curves. In Fig. 4a results from LST are compared with results
from DNS on the one hand and results from Perraud et al. [4]3 on the other hand.
A very good accordance is observed. Figure 4b shows the N -factor development
after the step and a comparison with results by Perraud et al. [4]. It can be seen that
N -factor curves with and without step approach each other far downstream, which
means a decreasing ΔN along x . The accordance with results by Perraud et al. [4] is
again good, though present N -factors are overall a little higher.

3.4 Influence of Parameters and Comparison with Correlations

The influence of parameters on the ΔN -factor is visualized in Fig. 5. A step with
the same relative step height H/Θ but larger ReS shows an overall larger ΔN (see
cases 2 and 3). Compressibility has a damping influence on ΔN (see cases 3 and

3 Perraud et al. conducted a numerical study. They first calculated a baseflow with an incompressible
method and calculated N-factors by a subsequent stability analysis.
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Fig. 4 Comparison of N -factor results from LST for case 1 with results from DNS and from
Perraud et al. [4]
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Fig. 5 Influence of step position, step height, Mach number and wall temperature on ΔN . All
results from DNS calculations

5), while nearly no influence of wall temperature is observed (see cases 5 and 7).
The influence of step height is visualized by cases 4, 5 and 6. In Fig. 6 correlations
by Perraud et al. [4] and Crouch et al. [2] are compared with present results. The
correlation by Perraud et al. [4] gives a good fit for data at ReS = 330,0004 but
fails in other cases. The general approach however seems promising as a streamwise
varying ΔN can be modeled. The correlation by Crouch et al. [2] may be a good
estimate at a certain coordinate in some cases but is not capable of catching the
general trend of a streamwise varying ΔN .

4 This is a case used by Perraud et al. to establish their correlation.
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Fig. 6 Comparison of Correlations for ΔN -factor with LST results. a Case 1 b Case 3

3.5 Conclusion

N -factor curves for varying parameters at subsonic speeds are calculated with both
DNS and LST. A very good agreement between results calculated with both methods
as well as with results by Perraud et al. [4] is achieved. It is found that ΔN is a function
of streamwise position, step location, step height and Mach number. For the same
relative step height in terms of boundary layer momentum thickness, no dependency
on the wall temperature was found. Correlations for ΔN from literature showed poor
agreement with present results in most cases. However it is thought, that the approach
by Perraud et al. [4] looks promising.
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Interaction of a Cylindrical Roughness Element
and a Two-Dimensional TS-Wave

Benjamin Plogmann, Werner Würz and Ewald Krämer

Abstract Roughness induced transition in the leading edge region of airfoils is
one of the challenges in the design of highly efficient wind turbine blades especially
with respect to various inflow turbulence levels. The present experimental investiga-
tion discusses, therefore, the interaction of a laminar boundary layer perturbed by a
single, 2D disturbance mode with a cylindrical roughness element at medium height.
High and low speed streaks in the roughness wake suggest the presence of a counter-
rotating vortex pair. A significantly increased amplification of the disturbance mode
downstream of the roughness in comparison to the zero roughness height case leads
to the formation of 3D structures with a dominant spanwise length scale correspond-
ing to the roughness diameter. However, these 3D structures are only very weakly
distinctive far downstream.

1 Introduction

Boundary layer transition in the leading edge region of airfoils is usually inherent
with a significant increase in aerodynamic drag and decrease in lift followed by a
performance loss. For the design of highly efficient airfoils and wind turbine blades
a detailed understanding of roughness induced transition especially with respect to
different inflow turbulence levels is required, since the airfoil leading edge can easily
be contaminated by insects or be prone to surface corrosion. In general, roughness
elements are distinguished based on their shape and on their height. Depending
on the roughness shape 2D roughness steps, 3D isolated roughness elements and
distributed, 3D roughness elements can be separated [9].
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Based on the height of the roughness element, a distinction into three different
ranges is suggestive, since flow phenomena leading to transition downstream of the
roughness alter significantly not only depending on the shape but also with increasing
roughness height in relation to the boundary layer displacement thickness: For low
roughness heights (i), base flow velocity variations caused by the roughness element
are small. Nevertheless, such small-scale velocity variations as caused by small
roughness elements can result in an energy transfer from free stream disturbances to
boundary layer instability modes (Tollmien Schlichting (TS) waves) via receptivity
as first shown in the experiments by Aizin and Polyakov [2] and also by Goldstein
[6] using the triple deck analysis. Since the receptivity process is very sensitive to
the frequency of the disturbance and the height of the roughness a linear relationship
in-between roughness height and TS-wave amplitude is only present below a certain
threshold for the roughness height [13].

For roughness heights in a medium range (ii), a distinct mean flow velocity dis-
tortion downstream of the roughness element results in a considerable change of
the boundary layer stability characteristics. Moreover, the receptivity process at the
roughness element reaches a non-linear stage [13]. Downstream of the roughness
element the excited disturbance modes may undergo transient growth [5], which
is, however, strongly dependent on the receptivity process at the roughness element.
For 2D roughness elements the downstream evolving disturbances are at first 2D,
before the flow develops a 3D nature in the process of transition [8]. In contrast,
3D roughness elements highly favor the development of different vortical structures
(horse-shoe shaped vortex wrapped around the front side of the roughness and a trail-
ing vortex rising vertically in the wake of the roughness) directly at the (cylindrical)
roughness [10]. The particular vortical structures are, however, highly sensitive to
the roughness shape.

For roughness heights close to or larger than the displacement thickness (iii), a
strong mean flow distortion causes highly nonlinear effects. Hence, transition occurs
close to the roughness element and is also referred to as bypass transition. Detailed
investigations were conducted by Acarlar and Smith [1] and Klebanoff et al. [7]
showing that different vortical structures appeared to lead to turbulence in the inner
(close to the surface) and outer region of the boundary layer, which is hinted at by
two inflection points in the mean flow velocity profile. Again, the vortical structures
strongly depended on the particular roughness shape.

Within this context, the present investigation focuses on the interaction of a laminar
boundary layer with a cylindrical roughness element located in stage (ii). The exper-
iments are conducted in an airfoil leading edge region at a Reynolds number of
Re = 6 ·106 to achieve a close alignment to operational conditions of wind turbines.
Moreover, the model is equipped with a disturbance source upstream of the rough-
ness element giving the possibility to model different inflow turbulence levels. In the
present study the laminar boundary layer is, therefore in a first step, perturbed by a
single, 2D TS-wave upstream of the roughness.
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2 Experimental Setup and Data Acquisition

The experiments were conducted in the Laminar Wind Tunnel of the IAG, which is of
Eiffel type. Due to several screens in the inlet section and an effective contraction ratio
of 20:1 a very low longitudinal turbulence level of T ux = 0.02 % ( f = 10−5000 Hz,
u∞ = 30 m/s) is obtained. For the experiments a particularly designed airfoil section
(BE72 [11]) was employed having a similar pressure gradient in the leading edge
region as the NACA 643 − 418 airfoil, which can be regarded a typical airfoil for
wind turbine applications. However, the pressure distribution in the trailing edge
section of the BE72 was significantly modified in order to reduce the model chord
length (c = 2.4 m). Therewith, experiments can be conducted at a typical Reynolds
number for wind turbine applications (Re = 6 · 106) and at low free stream velocity
(u∞ = 20 m/s). The pressure gradient at the roughness position was close to zero
corresponding to an angle of attack of α = 4.4◦.

A cylindrical roughness element (diameter dr = 20 mm) is integrated into the
model at a streamwise location of x/c = 0.15. Using a linear actuator with a min-
imal incremental motion smaller than 0.1µm the roughness can be displaced in a
range of 0 < δ1,re f < 1.5. Additionally, the roughness height is measured with
a laser-triangulation system with a resolution of 0.15 μm corresponding to 0.2 %
of the boundary layer displacement thickness. For the excitation of the disturbance
modes upstream of the roughness element a very thin slit is integrated into the model
surface at x/c = 0.1 and via tubes connected to 128 individually controllable micro-
loudspeakers. Employing a 128 channel signal generator [3] with a common quartz
based clock, disturbance modes in a wide streamwise and spanwise wave number
range can be excited.

For the hot-wire measurements the same clock as for the excitation of the distur-
bance modes is used enabling phase-locked measurements. The hot-wire signal is
split into AC and DC part. The AC part is high-pass filtered and amplified. AC and
DC part of the signal are acquired with a 18-Bit AD converter (NI USB-6289). For the
spectral analysis the total of 32,768 samples for each point is split into eight blocks
and ensemble-averaged in the temporal domain prior to a transformation into the
spectral domain via Fast Fourier transform (FFT). For the evaluation of the spanwise
wavenumber spectra via Complex FFT points are interpolated to an equidistant grid
in a range −7.5 < z/dr < 7.5. The spanwise wavenumber β is non-dimensionalized
by the roughness diameter, without considering 2π. Hence, βdr = 1 corresponds
to a wavelength equal to dr . For further details on the experimental setup compare
Plogmann et al. [12].

3 Results

3.1 Base Flow Characteristics

Experiments are conducted in a close to zero pressure gradient boundary layer as
can be seen from the velocity at the boundary layer edge being almost constant
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Fig. 1 Comparison of measured (symbol) and calculated (line) base flow characteristics (a) and
measured (symbol) and calculated (line, LST) TS-wave characteristics of mode f1 = 549 Hz (b)
for h/δ1,re f = 0

(Fig. 1a). Hence, the shape factor is constant and close to the value of the Blasius
boundary layer (H12 = 2.591). The displacement thickness at the position of the
roughness element is δ1,re f = 0.72. Both for the displacement thickness (δ1) and the
shape factor (H12) a good agreement in-between measured and calculated values is
obvious. For further details on the base flow see [11].

At the roughness position boundary layer disturbances are convectively amplified
in a range 270 < f < 690 Hz according to linear theory. In the present experiments
a single, 2D TS-wave with frequency f1 = 549 Hz, which is in the range of the
most amplified disturbances at the roughness position, was excited upstream of the
roughness. Figure 1b shows the streamwise development of the TS-wave amplitude
and phase for zero-roughness height in comparison to linear theory. Only minor
variations in the spanwise distribution of the TS-wave amplitude and phase reveal a
good two-dimensionality of the excited mode downstream of the roughness element
for zero roughness height.

3.2 Mean Flow Distortion

The following results focus on the influence of the roughness element at h/δ1,re f =
0.5 on the laminar boundary layer, which is perturbed by the single, 2D TS-wave
mode f1. At first, Fig. 2 shows the mean flow velocity distortion caused by the
roughness element. Clearly, in the near wake of the roughness element the mean flow
velocity is considerably reduced with the highest velocity distortion being present in
the centerline region at a wall normal distance corresponding to the roughness height.
Further downstream the mean flow distortion in the centerline region is considerably
decreasing and the maximum is shifted off the wall to approximately y/δ1,re f = 1.
Therefore, at s/dr = 7 the undisturbed boundary layer profile is recovered on the
centerline, as can be deduced from a mean flow distortion being in the order of 1–2 %.
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Fig. 2 Mean flow distortion and shape factor (black line) for h/δ1,re f = 0.5, (a) streamwise
development downstream of the roughness element and (b) at s/dr = 3.75

Moreover, regions of increased or decreased velocity, so-called streaks, form
out of center downstream of the roughness. Two high speed streaks are present at
spanwise positions of z/dr = ±0.5 corresponding to the edges of the roughness.
The amplitude of the low speed streaks, which are located on the outer edges of the
high speed streaks, respectively, is considerably lower compared to the amplitude of
the high speed streaks. In the streamwise development the wall normal maximum
of these streaks is shifted off the wall in compliance with the observations made in
the centerline region. Starting at s/dr = 4.75 a considerable amplitude decrease of
the high speed streaks can be observed. Only small scattering in the spanwise shape
factor distribution at s/dr = 13.75 shows that the undisturbed mean flow velocity
profile (H12 = 2.59) is nearly recovered in the entire spanwise domain, in which the
mean flow was affected by the roughness.

In agreement with observations by Wang [14], the observed streaks persist at a
constant spanwise scale in the streamwise evolution. From these high and low speed
streaks the presence of two counter-rotating vortex pairs in the wake of the roughness
can be inferred as indicated in Fig. 2b and also described by Legendre and Werle
[10]. Hence, the trailing vortex pair shifts low momentum fluid away from the wall
in the center (lift-up effect), while both vortex pairs (trailing and horse shoe vortex)
contribute to the formation of the high speed streaks on the edges of the roughness,
which entrain high-momentum fluid towards the wall. Finally, the low speed streaks
on the outer edges of the high speed streaks are a consequence of the horse-shoe
vortex pair. Clearly, low speed streaks result in an increase of the shape factor while
the shape factor is considerably reduced in regions with high speed streaks.
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Fig. 3 Streamwise amplitude development of the disturbance mode f1 and shape factor (black
line) (a) and amplitude distribution of f1 in the wall-normal spanwise plane at s/dr = 6.75 (b)

3.3 Disturbance Roughness Interaction

Below, the influence of the cylindrical roughness element on the initially 2D
disturbance mode with a frequency of f1 = 549 Hz and a maximum wall-normal
amplitude of A/u∞ = 0.01 % at the position of the roughness element is considered.
Directly downstream of the roughness element a strong amplification at the edges of
the roughness element leads to the formation of two peaks in the spanwise amplitude
distribution with a wall normal maximum at y/δ1,re f = 0.9 (Fig. 3a). In the center-
line region, however, the amplitude is considerably damped due to the significantly
decreased mean flow velocity immediately downstream of the roughness element
(Fig. 2). Hence, the interaction of the roughness element and the 2D disturbance
mode results, at first, in the excitation of 3D modes in a wide spanwise wave number
range predominately in the inner region of the boundary layer (compare Fig. 4a).
The amplitude of these 3D modes is, however, considerably lower compared to the
2D mode.

In the downstream development the two amplitude peaks at the edges of the
roughness element move towards the center before merging to a common peak at
s/dr = 2.75 (Fig. 3a). At the same time local minima develop at spanwise positions
of z/dr = ±0.5 corresponding to the edges of the roughness element. From the
comparison to the spanwise distribution of the shape factor it is obvious that these
local minima in the spanwise amplitude distribution coincide with the high speed
streaks caused by the two vortex pairs in the wake of the roughness element. There-
fore, the most significant influence of the roughness element on the amplification
of the excited mode f1 is, at first, restricted to the spanwise extent of the roughness
element. The strong amplification in the centerline region and the influence of the
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Fig. 4 Spanwise wavenumber spectra of the disturbance mode f1 in the wall-normal spanwise
plane at s/dr = 0.75, 1.75, 2.75, 3.75, 4.75, 5.75, 6.75, 8.75, 13.75 (a–i)

high speed streaks at the edges of the roughness element lead to the formation of
a dominant 3D mode (βdr = 1) out of the broadband nature of the 3D structures
immediately downstream of the roughness element (Fig. 4). This mode (βdr = 1)
develops in the inner region of the boundary layer (y/δ1,re f < 2) with its maximum
located near y/δ1,re f = 0.8 and is considerably amplified in streamwise direction.
The spanwise length scale corresponds to the roughness diameter and can, therewith,
clearly be linked to the interaction with the roughness element. In the outer region
of the boundary layer only 3D modes of broadband character without the presence
of dominant peaks can be observed.

Only further downstream (s/dr = 4) the minima at z/dr = ±0.5 start to move out-
wards while a wavy type structure develops in-between these two minima (Fig. 3b).
The increasing spanwise extent, in which the mode f1 is affected by the interaction
with the roughness element coincides with the amplitude decrease of the high speed
streaks (compare also Fig. 2). Moreover, the amplitude of the mode f1 reaches a
maximum close to s/dr = 5 before being slightly damped as can also be deduced
from the amplification on the centerline (Fig. 5). In contrast, the (undisturbed) mode
f1 is further growing in regions, which are not affected by the interaction with the
roughness element. Hence, the 3D structures in spanwise direction are considerably
damped as can also be seen in Fig. 3a. This observation is consistent with a strong
damping of the most significant 3D mode (βdr = 1) observed in the spanwise
wavenumber spectra (see Fig. 4g–i). At s/dr = 13.75 only minor scattering in the
spanwise wavenumber spectra is present showing that no significant 3D modes, espe-
cially with respect to the roughness element, persist far downstream. In agreement,
De Paula et al. [4] found that 3D modes excited by a cylindrical roughness element
are damped for low disturbance amplitudes at the roughness element. However, in
comparison to present investigation (A/u∞ = 0.01) the disturbance mode amplitude
at the roughness position was considerably higher (A/u∞ = 0.45).
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Fig. 5 Amplification of mode f1 and 2 f1 on roughness. centerline for h/δ1,re f = 0 and h/δ1,re f =
0.5

Finally Fig. 5 shows that the strong amplification of the fundamental mode f1
downstream of the roughness element is connected with a transfer of energy into
the harmonic mode 2 f1. Comparing the amplification of the fundamental and the
harmonic mode shows that both modes experience a very similar growth behavior.
However, the total amplitude of the harmonic mode is considerably lower as can
also be seen from the comparison of Fig. 6a, b. Clearly, comparing the amplitude of
the fundamental and the harmonic mode in the wall-normal spanwise plane supports
the argument that the highest energy transfer from the fundamental to the harmonic
mode is present in regions of maximum amplitude for the fundamental mode.

4 Conclusion

The interaction of a laminar boundary layer perturbed by a 2D, TS-mode with a
cylindrical roughness at h/δ1,re f = 0.5 was investigated. High and low speed streaks
in the wake of the roughness reveal the presence of two counter-rotating vortex pairs.
In the downstream development the streak amplitude is, at first, nearly constant before
decreasing significantly. Far downstream the undisturbed boundary layer profile is,
therefore, recovered in the entire spanwise domain.

The interaction of the 2D, low amplitude TS-mode with the cylindrical rough-
ness element results, at first, in a strong amplification in the centerline region, which
is accompanied by an energy transfer from the excited fundamental into the first
harmonic mode. The high speed streaks at the edges of the roughness lead to the for-
mation of spanwise minima in the disturbance amplitude. The evolving 3D structures
show a dominant spanwise length scale, which can be attributed to the roughness
diameter.
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Fig. 6 Comparison of amplitude distribution for mode f1 (a) and 2 f1 (b) in the wall-normal
spanwise plane at a streamwise position of s/dr = 4.75

Further downstream, as the amplitude of the high speed streaks decreases, the
spanwise extent, in which the disturbance mode is affected by the interaction with
the roughness element, starts to spread considerably. At the same time a significant
decrease in the amplitude of the 3D structures is observed. Therefore, no dominant
3D modes resulting from the influence of the roughness element on the low amplitude
TS-mode persist far downstream.
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Effects of a Discrete Medium-Sized Roughness
in a Laminar Swept-Wing Boundary Layer

Holger B. E. Kurz and Markus J. Kloker

Abstract Direct numerical simulations of the effects of a cylindrical roughness
element in the laminar 3-d boundary layer on the upper surface of a swept wing
are performed. The roughness element generates streamwise vortices, where one is
persistently growing in streamwise direction due to crossflow instability. By varying
the roughness height, the onset of secondary instability of this crossflow vortex and
ultimate transition to turbulence varies also in streamwise direction. When reaching
the “effective”, i.e. the flow-tripping roughness height, the linear crossflow-instability
regime is bypassed and breakdown to turbulence occurs in close vicinity to the
element due to a global instability.

1 Introduction

For the development of future transport aircraft the reduction of fuel consumption
has become a central aspect. As the decrease of total skin friction drag by transition
delay on the wings and tailplanes is a promising means, there is great interest in
a better understanding of the transition process. In respect of laminar wing design,
an assessment of the required surface quality is necessary for both active and pas-
sive control approaches. In particular, the impact of discrete roughness is of interest.
Since transport aircraft typically have swept-back wings, the consideration of a cor-
responding 3-d boundary layer is stringently required in order to capture the features
of the inherent crossflow (CF) instability. Schrader et al. [1] investigated numeri-
cally the linear receptivity of a 3-d boundary layer to shallow roughness elements.
Tempelmann et al. [2] concluded that linear receptivity can be assumed for roughness
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heights up to 10 % of the local boundary-layer displacement thickness. The
EU-project RECEPT has set its sights on improving the understanding of the recep-
tivity process in such boundary layers, especially for cases where non-linear effects
are no longer negligible. In this context, direct numerical simulations (DNS) with
medium-sized roughness elements on a swept modified NACA 671-215 profile near
cruise conditions are performed at the IAG. Additionally, a 2-d setup is employed
for comparison. Cylindrical roughness elements in 2-d boundary layers generate
pairs of transiently appearing counter rotating vortices with ensuing velocity streaks,
where the rotational direction of the vortices depends on the flow configuration. In
the present case of a 3-d boundary layer, a spanwise oriented array of roughness
elements is utilized to generate regularly spaced crossflow vortices. The vortex sys-
tem behind an element becomes asymmetric, where vortices are suppressed if their
rotational direction does not correspond to the CF vortex rotation sense.

2 Configuration

The geometry under consideration is the laminar profile NACA 671-215 as shown in
Fig. 1 with a chord length of L̄ = 2.0 m (overbar denotes dimensional values), here-
after used as reference length for non-dimensionalization unless otherwise stated.
The lower side was modified in order to avoid separation in the given configura-
tion. The baseflow past the profile has been computed with the Reynolds-Averaged
Navier-Stokes (RANS) solver TAU at a sweep angle of β = 35◦ and an angle of
attack of α = −6.1◦, measured perpendicular to the leading edge. This configuration
ensures that the boundary layer on the upper surface is dominated by CF instability,
while Tollmien-Schlichting modes are not amplified upstream of x = 0.7. The free
stream Mach number is chosen such that subsonic flow on the upper surface with
respect to the absolute value of the velocity is ensured, in order to avoid shocks and
expansions at the discrete 3-d roughness element. Therefore, the cruise Mach number
is set to Ma∞ = 0.65 obtained with Q̄∞ = 192 m/s at an altitude of 12,000 m; the
chord Reynolds number is ReL = Ū∞ · L̄/ν̄ = 6.9 · 106. As the zero-lift angle is
approximately α0 = −3◦, the airfoil in fact produces negative lift with cL = −0.33
with respect to the total free-stream velocity at Ma∞ = 0.65, and the stagnation
point is found at x = 0.01 on the upper side.

The transition locations on the upper and lower side are predicted by means of
the classical eN method. Linear growth rates are obtained from the stability solver
LILO included in TAU. LILO employs the temporal approach, spatial growth rates
are obtained through Gaster’s relation. An edge streamline is chosen as integration
path for the N-factor calculation, in approximation of the wave propagation path.
Transition on the upper side is found at x = 0.1 where NCF for steady modes
reaches the critical value of 9; on the lower side CF and TS waves are amplified.
Transition is triggered by NTS reaching 12 at x = 0.2. An interaction of CF and TS
modes is neglected, which seems reasonable as NCF does not exceed a value of 4 on
the lower side. Since the RANS result serves as initial solution for the subsequent
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Fig. 1 Flow-field crosscut
perpendicular to the leading
edge (z = const.), α =
−6.1◦ measured in body-fixed
coordinate system x-y-z.
Pressure coefficient cp given
with respect to free-stream
velocity Q∞ = 192 m/s.
Black box near leading edge
depicts DNS domain. Frame
shows meshed roughness
element with k = 1.0
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DNS where a modeled transition is not desired, transition on the upper side is fixed
farther downstream at x = 0.2 to provide a useful laminar stretch. A comparison of
the spatial growth rates of both flow solutions shows a negligible upstream influence
of the transition location.

For comparative reasons, a 2-d baseflow at identical angle of attack has been
computed by omitting the spanwise velocity component of the free stream, leading
to an identical ReL. Further, transition is fixed at the same locations as in the swept
case.

The converged RANS baseflow is interpolated to a high-resolution DNS subdo-
main by means of a third-order Lagrangian interpolation based on structured data.
The extent is indicated in Fig. 1 by the black box near the leading edge. To account
for differences in the numerical schemes and errors due to the interpolation, the
initial solution is further converged using the in-house (D)NS code (NS3D) with-
out introduction of disturbances. In a second step, the final DNS domain is gained
by cropping the inflow and free-stream boundaries, again settled by steady (D)NS
before a roughness element is introduced.

The spanwise extent of the DNS domain, corresponding to the z-direction, is set
to λz = 2 ·10−3 according to the spanwise wavelength of the most amplified steady
mode gained by linear stability theory. The final streamwise extent is 0.015 ≤ x ≤
0.05 (cf. Fig. 1). Two grid resolutions are used for the computations to check for
resolution effects: resolution # 0 with 14 ·106 points, and resolution # 1 with 57 ·106

points (Nx × Ny × Nz = 2368 × 188 × 128). Both grids have the same spatial
extent and wall-normal resolution, but for resolution # 1 the number of points in
wall-parallel planes is doubled. At the inflow boundary, a characteristic boundary
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condition is utilized to allow upstream-running waves to leave the domain. In a buffer
zone upstream of the outflow boundary, the conservative variables are forced back to
the initial solution. For the undisturbed flow, an adiabatic wall is considered, while
all the flow variables at the free-stream boundary are fixed. In spanwise direction, the
boundaries are periodic. For basics of the numerical method, the careful extension
to and verification of asymmetric 3-d flows, see Friederich and Kloker [3].

A cylindrical roughness element with a diameter of d = 5 · 10−4 is placed at
x = 0.02 (center). The edges are blended to the surface by a hyperbolic tangent with
a maximum slope angle of 45◦ for all heights. An insert in Fig. 1 shows a roughness
element in the DNS grid. The element is meshed by elevating the respective points
of the wall boundary according to the geometric definition. The roughness height
k = k̄/δ̄1,s is in the order of δ1,s, being defined as the displacement thickness of the
undisturbed 3-d boundary layer at the roughness element in the edge-streamline sys-
tem with δ1,s(x = 0.02) = 8.5 · 10−5 and Reδ1,s(x = 0.02) = 519. The relevant
dimensionless quantity for the assessment of a roughness element in a boundary layer
is the Reynolds number based on the height and the magnitude of the wall-parallel
velocity vector of the undisturbed flow at this distance from the wall:

Rekk,s = k̄ · |ūwp
(
k̄
) |

ν̄
. (1)

Three roughness elements with k = 1.0/1.5/2.0 are investigated, correponding to
aspect ratios of 0.170/0.255/0.340 and Rekk,s = 296/581/912, respectively. The
element with k = 1.0 in the 2-d baseflow without spanwise velocity component
yields Re2d

kk,s = 207. All DNS are carried out without forcing of unsteady distur-
bance modes, making the uncontrolled numerical background noise the only unsteady
forcing. For the simulations with roughness element, the wall boundary condition is
set to isothermal.

While the DNS is conducted in a domain conforming to the surface curvature of
the wing profile as shown in Fig. 1, the results are transformed to a coordinate system
with s being the arc-length along the contour in the x-y-plane and n pointing in the
wall-normal direction, and subsequently straightened for evaluation. The respective
velocity components are denoted as u, v and w. For the 3-d cases, the system is
subsequently rotated about the n-axis by φr = 55◦ to align with the CF vortices
and denoted by the subscript r . The origin is defined by the center of the roughness
element.

3 Results

Boundary-layer properties are summarized in Fig. 2, showing a continuous
acceleration of the boundary-layer edge velocity us,e and a corresponding decrease
of the local edge-streamline angle φe. The CF reaches a maximum of 0.094 · us,e at
x = 0.04. The stability analysis for steady (ω = 0) CF modes shows a maximum
amplification at x = 0.03 at a spanwise wavenumber corresponding to λz = 0.002,
cf. Fig. 3.
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Fig. 2 Streamline oriented
boundary-layer parameters in
DNS domain: edge velocity
us,e, displacement thick-
ness δ1,s, momentum thick-
ness δ2,s, shape parameter
H12,s(H12 in chordwise sys-
tem), local Reynolds number
Reδ1,s, local edge Mach
number Mas,e, maximum of
crossflow maxn{ws}, edge-
streamline angle φe

Fig. 3 Spatial amplification
rates αi for unstable steady CF
modes in the laminar stretch
on the upper surface, normal-
ized by δ1,s(x = 0.02) =
8.5 · 10−5. The outer line
marks αi = 0,Δαi =
−0.002

In the 2-d case without spanwise velocity component and k = 1.0, a pair of
counter-rotating wake vortices emerges behind the roughness element, see Fig. 5a.
The rotational direction of the wake vortex pair conforms to a horseshoe vortex,
creating a high-speed streak along the downstream centerline. In literature, high-
or low-speed streaks and corresponding opposite rotation senses of the vortices are
documented depending on many parameters. We note that the present element is sub-
jected to an accelerated boundary layer. The vortices decay some roughness diam-
eters downstream the element since these steady disturbances are not amplified in
the accelerated boundary layer. Note the difference between Rekk,s and Re2d

kk,s when
comparing this result to the 3-d case.
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Fig. 4 Temporal amplitudes
uh of selected frequency
harmonics h = ω/ω0 for
k = 1.0 (black) and k =
2.0 (red), obtained from a
Fourier analysis based on
the fundamental frequency
ω0 = 328, h = 1. Dashed
lines indicate roughness
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The respective element in the 3-d baseflow (Fig. 5b) gives rise to a set of horseshoe
vortices with alternating rotational direction near the element. However, only one
prevailing pair of counter-rotating vortex legs seems to govern the near field behind
the roughness element. While the vortex rotating opposed to the CF vortex sense
is suppressed shortly downstream of the element, the dominant vortex—rotating
in the basic CF direction near the wall—persists and triggers the evolution of the
expected streamwise CF vortex. Additionally, wake vortices rotating in the same
direction transiently appear. A snapshot of the near wake in the rotated r -system is
given in Fig. 6a, where isolines of the downstream velocity component ur show a
continuous deformation along the downstream coordinate sr. Further downstream,
alongside the primary CF vortices, small vortices with a reverse rotation sense near
the wall emerge, see Fig. 6b. Periodic structures can be observed between the primary
CF vortices, indicating the presence of secondary instability that amplifies unsteady
disturbances from the numerical background. This scenario is in accordance with
structures found by, i.a., Bonfigli and Kloker [4]. A temporal Fourier analysis allows
an assessment of the actual onset of secondary instability. The angular frequency
ω0 = 328 of the CF wave reaching the largest spatial growth rate was chosen as
a reference for the analysis. The results are shown in Fig. 4 (black lines). The tenth
temporal harmonic exhibits exponential growth starting at x = 0.037 and reaching
a level of 10−2 at the end of the domain. Velocity contours and the distribution of the
temporal amplitudes uh of the tenth harmonic in a crosscut in Fig. 6b compare well
with z-modes in literature, see, e.g., Wassermann and Kloker [5] and Friederich and
Kloker [3].

Increasing the element height to k = 1.5 substantially alters the near wake of the
element. The Fourier amplitudes shoot up right behind the element, remaining at a
level of 10−1 in the entire domain, indicating turbulent flow. The case with k = 2.0
exhibits an even sharper rise (Fig. 4, red lines) and slightly larger amplitudes right
behind the element. Since the growth rate of unsteady modes is beyond typical
convective growth rates, this behavior indicates a global instability in the near wake
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(a)

(b)

(c)

(d)

Fig. 5 Vortex systems in the near wake for different roughness-element heights and baseflows,
isosurfaces at λ2 = −20000, structures above roughness elements are blanked out. Black and
white shading indicates sign of streamwise vorticity ωs,r . a 2-d case with k = 1.0: vortices damped
shortly behind element, b 3-d case with k = 1.0: steady CF vortex is triggered, c 3-d case with
k = 1.5: convectively unstable recirculation region sheds unsteady structures, d 3-d case with
k = 2.0: global instability
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Fig. 6 Near and far wake of roughness element with k = 1.0 in rotated wall-parallel coordi-
nate system, rotation angle φr = 55◦, coordinates normalized by roughness-element diameter d.
Vortices visualized by isosurfaces at λ2 = −20000 (a) and λ2 = −8000 (b), structures above
roughness element are blanked out. Red recirculation region is defined by ur = 0. Slices show
contours of normalized temporal amplitudes uh/ maxnzr{uh} of h = ω/ω0 = 10 and isolines of ur

of the element for k = 2.0, whereas the k = 1.5 case seems to be on the verge of
it.

Isosurfaces of the λ2-criterion at k = 1.5 still show basic features of the horseshoe
vortex with one persisting leg that was already observed at k = 1.0, cf. Fig. 5b, c.
However, unsteady structures emerge from the recirculation region and interact with
the steady streamwise vortices, causing the latter to periodically break up into smaller
structures. In fact, this behavior suggests that 3-d effects due to CF may play a minor
role in the near global-instability cases.

A further increase to k = 2.0 as shown in Fig. 5d leads to an immediate dominance
of the unsteady behavior with a rapid growth and ultimate breakdown to non-periodic,
chaotic flow; primary and secondary (convective) instability can not be distinguished.
As structures shed by the spanwise periodic roughness array strongly interact with
adjacent elements, λz is likely to be a relevant parameter for the downstream evolution
of the flow past elements at this height.

4 Conclusions

Cylindrical roughness elements in the investigated 3-d boundary layer produce
(nonlinear) wake vortices that are either damped or supported by the basic crossflow,
depending on their rotational sense and thus their affinity to pure crossflow vortices.
With growing roughness height, the recirculation region behind the element gains in
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importance regarding the evolution of the flow. Two essentially different scenarios
are observed: Up to a roughness height of k = k̄/δ̄1,s = 1.0, Rekk = 296, a sin-
gle persisting (crossflow) vortex is observed in the far wake of the element which
becomes secondarily unstable within the DNS domain. In contrast, the near wake of
elements with a height of k = 2.0, Rekk = 912, is governed by a global instability
around the element. This mechanism is a changeover of the strong convective insta-
bility found for k = 1.5, where steady streamwise vortices are still present behind
the element and are broken up by interaction with the prevailing unsteady structures
shed from the separated near-wake region.

The effective, i.e. directly flow-tripping roughness Reynolds number for the latter
scenario is still to be determined, however the present findings are in accordance
with estimations of Rekk,crit ranging from 325 to approximately 800 for 2-d flows as
summarized by Klebanoff et al. [6]. Note that in the 3-d situation here (i) the effective
roughness Reynolds number is in the range of the critical roughness Reynolds number
for 2-d flows, the latter typically defining the boundary between completely ineffec-
tive and transition-promoting roughness, and (ii), any small roughness gives rise to
exponentially amplified steady disturbances without external forcing, rendering the
critical roughness Reynolds number smaller than in 2-d base flows.
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Wing Design Based on a Tapered Wing Natural
Laminar Flow Airfoil Catalogue

Judith Frfr. von Geyr, Fedime von Knoblauch zu Hatzbach, Arne Seitz,
Thomas Streit and Georg Wichmann

Abstract In this work airfoil and wing design results using a sectional conical wing
method for analysis and design are presented. This method allows the design of
swept tapered wing sections. It is useful for transonic Natural Laminar Flow (NLF)
design, where sweep and tapering of the wing has to be taken into account. In the
first part of this work a transonic tapered wing NLF airfoil catalogue was generated.
Different airfoils were designed by varying the design Mach and Reynolds numbers,
lift coefficient, leading-edge sweep and airfoil thickness. In the second part a NLF
wing was designed for a short range aircraft wing-body configuration. Using the
airfoils from the catalogue a wing was obtained with an acceptably large transition
region and small shocks on the upper side. Due to the fuselage influence the inner
lower wing required further design. For this purpose a 3D inverse design method was
used.

1 Introduction

The challenge of integrating a laminar technology into a transport aircraft is
considered in the European integrated technology demonstrator “Smart Fixed Wing
Aircraft” (SFWA) [1]. SFWA is part of the Joint Technology Initiative (JTI) Clean Sky
which aims to develop, integrate and demonstrate technologies that will contribute
significantly to achieve the ACARE 2020 vision project. ACARE 2020 contemplates
four goals to be reached in the year 2020: 50 % reduction of CO2 emissions through
drastic reduction of fuel consumption, 80 % reduction of NOx (nitrogen oxide)
emissions, 50 % reduction of external noise and green product life cycle (design,
manufacturing, maintenance and disposal/recycling). Figure 1, on the left side, shows
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Fig. 1 Short/medium range concept configuration: On the left side SFWA concept configuration
including various key technologies to improve performance [1]. On the right side wing-body short
range aircraft configuration considered in this work. On the wing laminar/turbulent boundary layer
regions are shown dark/light grey

a typical SFWA short medium range concept [1] transport configuration integrating
different key technologies.

This work presents contributions to SFWA which consider the design of Nat-
ural Laminar Flow (NLF) airfoils and wings. This is one of various key technologies
which together are considered to achieve the ACARE 2020 vision project. Overviews
of laminar flow technology including progress achieved in the past and future chal-
lenges are given in Seitz et al [2] and Hansen [3]. In the first part of this work a
transonic tapered wing NLF airfoil catalogue was generated [4]. For a variation of
design and geometry parameters different airfoils were designed. The catalogue is
used for applications within SFWA. The catalogue can also be used to provide a high
fidelity data basis for pre design of NLF and to calibrate computationally fast empir-
ical methods. Taking into account the tapering is important for transonic laminar
design since: at the nose crossflow instability (CFI) is significantly determined by
the leading-edge sweep, while transonic properties like shock strength is determined
by the sweep at the shock position. Therefore, numerical solutions obtained with
2.5D methods which allow solutions for infinite swept wings are inadequate for NLF
tapered wing design. The sectional conical method [5] takes into account the different
sweep due to tapering. An advantage of the sectional conical method is that similarly
as the 2.5D methods, it allows the design of tapered airfoils with a computational
effort corresponding to a 2D solution. The numerical sectional conical method is also
denominated 2.75D method. For the wing definition, these designed airfoil sections
can be used in regions where the flow is conical, i.e. isobar lines follow constant per-
cent chord lines. This is the case for most of the wing, except for wing regions close
to the body or to the tip where the flow shows large three-dimensional properties. In
the second part of this work a NLF wing was designed using the airfoils from the
NLF catalogue. A wing-body configuration (see right side Fig. 1) is considered with
the wing planform corresponding to the SFWA short range aircraft (SRA) concept.

The used numerical methods are described in Sect. 2. The NLF airfoil catalogue
is considered in Sect. 3. Results for the NLF wing design are presented in Sect. 4.
Conclusions are given in Sect. 5.
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2 Used Numerical Methods

Meshes were generated using the DLR in-house mesh generation software [6, 7],
for structured wing-body configurations. In order to obtain RANS solutions for the
wing, the mesh resolves the boundary layer with 32 cells. Since the main effect of
the body on the wing flow is the displacement of the flow by the body, the body is
only modelled with an inviscid boundary condition. Many design iterations have to
be performed, therefore for the design a coarse mesh with 257 × 81 × 41 points was
utilised. The wing surface was resolved by 161×33 (chord direction × span direction)
points. Stability analysis is performed on corresponding fine mesh solutions with
531 × 113 × 81 points and with 321 × 65 (chord direction × span direction) points
for the wing surface. In order to estimate the body viscous drag also a body alone mesh
was generated with resolved boundary layer. The analysis and design CFD solutions
were computed using the FLOWer inverse design code [8, 9]. The RANS equations
were solved using the Baldwin-Lomax turbulence model to enable numerically stable
computations. For the design of swept tapered wing airfoils the sectional conical
method [5] has been implemented into FLOWer. Induced and wave drag are estimated
using the program MegaDrag [10]. Transition positions were determined using the
STABTOOL program [11]. The program uses the linear stability theory with the
eN method. It provides N-factors for Tollmien-Schlichting (TS) N-factors NTS and
crossflow (CF) N-factors NCF. STABTOOL is applied in three steps: PREPCP, COCO
and LILO; PREPCP pre-processes the input pressure distributions in order to prepare
them for boundary layer calculation. COCO performs compressible boundary layer
calculation for the stability analysis, which is performed by LILO. LILO uses a
NTS/NCF method, in which NTS is obtained by using the constant wave angle ψ

strategy at frequencies covering the complete range of unstable waves, and NCF
is obtained by considering only stationary instabilities, using either the constant
wavelength strategy or the constant spanwise wavenumber ß* strategy. LILO results
were obtained for incompressible NTS/NCF factors.

3 Transonic Tapered NLF Airfoil Catalogue

The NLF airfoil catalogue includes several airfoils designed for a set of para-
meter combinations namely lift coefficient cL, Mach number, Reynolds-Number,
leading-edge sweep and maximum airfoil thickness. Tapering corresponds to the
SRA concept planform. This parameters are varied around the values Ma∞ = 0.75,
Rec,= 15 Mill., leading-edge sweep ϕLE = ϕLE_SRA, cl = 0.65, t/cmax = 10.5 %
for outer wing airfoils and Ma∞ = 0.75,Rec,= 25 Mill., ϕLE = ϕLE_SRA, cl =
0.60, t/cmax = 12.5 % for inner wing airfoils. The outer/inner wing is defined by span
position larger/smaller than the wing kink span position. The airfoils were designed
using the 2.75D method. The considered design parameter blocks are given in Table 1.
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Table 1 NLF airfoil catalogue design parameter blocks

Wing position Varied parameters Constant parameters

Block 1 Outer ReC M∞,ϕLE, ϕTE. cl, t/cmax

Block 2 Outer t/cmax,ReC M∞, ϕLE, ϕTE, cl,
Block 3 outer ϕLE, ϕTE, ReC M∞, cl, t/cmax

Block 4 Outer ϕLE, ϕTE, M∞ ReC, cl, t/cmax

Block 5 inner t/cmax,ReC M∞, ϕLE, ϕTE. cl

Block 6 Inner ϕLE, ϕTE, M∞ ReC, cl, t/cmax

For the sweep variation in block 3 and block 6 the wing is sheared. The airfoil
catalogue consists of 13 airfoils which take into account 43 design points. For each
design point a polar was computed. In addition solutions were obtained for a Mach
number variation M = Mdesign± 0.03 at design cl.

Since the 2.75D method is a 3D solution for a tapered wing the obtained numerical
pressure drag also includes induced drag besides boundary layer induced viscous
drag. For the NLF airfoil catalogue the viscous pressure drag was estimated by
designing an equivalent 2.5D geometry using inverse design. Target pressure distri-
bution is the 2.75D Cp distribution and used 2.5D sweep is the 2.75D local sweep
at the shock position. Transition positions for the 2.5D solutions were set according
to the transition position obtained by the 2.75D solution. In future it is planed to
avoid the additional work of designing the equivalent 2.5D airfoil by estimating the
viscous pressure drag directly from the 2.75D solution using boundary layer analysis
estimates.

4 NLF Wing Design

The NLF wing design is performed for a wing-body configuration with a wing
planform corresponding to the SFWA new Short Range Aircraft (SRA) planform.
Selected cruise design conditions are: M∞ = 0.75, h = 36000 ft. Considered off-
design flow conditions are 0.73 ≤ M∞ ≤ 0.78, 0.84 ≤ cL/ cLcruise ≤ 1.08. Besides
the planform, constrains were imposed on thickness and load distribution. For the
aft-swept wing geometry a first step configuration was defined using 6 airfoils from
the catalogue. An initial NLF wing-body geometry was provided by Airbus. In the
first step no further geometry modifications were performed, except for the twist
and thickness modifications required in order to satisfy the corresponding load and
thickness constraints specified in consultation with Airbus. The results of the first
step configuration showed an acceptably laminar boundary layer extent at the upper
wing side as well as a low wave drag characteristic. Since for the most part of the wing
no further design was necessary, these results indicate the usefulness of the 2.75D
design. Figure 2 shows a good agreement between the pressure distribution of the
2.75D airfoil result from the profile catalogue [4] and the results of the corresponding
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Fig. 2 Comparison of
pressure distribution for same
local lift between 2.75D result
for used catalogue airfoil and
wing section at η = 0.47 span
position

section obtained for the 3D wing-body result, compared at the same local lift, for
a wing section with normalized span position η = 0.47 (span is normalized with
wing semispan s). The stronger shock of the 2.75D result is caused by a finer mesh.
In order to estimate the body viscous drag, a full turbulent body alone solution was
obtained. At the initial configuration cruise incidence the viscous drag amounts to
18.76 % of the total initial NLF drag (body viscous drag included). In comparison to
the initial NLF configuration the new total drag was reduced by 1.6 %. The wave drag
part was reduced by 0.4 %. In comparison to the initial configuration with turbulent
boundary layer total drag was reduced by 10.8 %.

In a next step, the 3D inverse design [8] was used in order to obtain a larger region
with laminar boundary layer especially on the lower side. A 3D design method is
required especially at the inner wing, for regions close to the wing-body intersection.
Results showed a downstream displacement of the lower side transition line leading
to an additional reduction in total drag. Figure 3 shows the transition line position
results for step 1, intermediated design results and final design result. For the inner
wing, due to crossflow instability, the transition line could not be displaced further
downstream without violating a leading-edge radius constraint. This constraint was
violated in design steps 6 and 7 in Fig. 3. Figure 4 shows the total drag components
based on cruise total drag of the final NLF design. Note that the skin friction and
viscous pressure drag have similar contributions. Results for the local drag laminar
benefit and local wave drag are given in Fig. 5. The laminar drag benefit cd lam. ben.
is the additional viscous drag, obtained for the same pressure distribution for a full
turbulent boundary layer in comparison to the drag obtained with transition. Here
this difference is estimated using the empirical estimates [12] for skin friction benefit
and profile drag benefit:

cdf = 0.032xtr(M/M∞)/logn(Rec), cdp = 0.20xtr(M/M∞)(Cpte − Cpm)/Re0.28
c

(1)
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Fig. 3 Transition line position for upper and lower wing side for step 1 (wing constructed with
NLF airfoil catalogue) configuration and intermediate and final designed configurations. For the
upper wing also the shock position is given. The relevant transition mechanism is indicated: CF
crossflow, TS Tollmien-Schlichting, mixed transition, BL. SEP. laminar boundary layer separation

where xtr is the transition location in terms of x/c, Cpm is a term related to the
magnitude of the pressure rise at the pressure minimum, and Cpte is the trailing-
edge pressure. In the case of transonic flow the relevant drag benefit is computed by
subtracting the wave drag from the viscous drag benefit. It is denoted cd ben trans. In
comparison to the initial NLF configuration the final design total drag was reduced
by 2.3 %. The wave drag part was reduced by 0.5 %. In comparison to the initial
configuration with turbulent boundary layer total drag was reduced by 11.0 %. A
further improvement of laminar extent in the inner wing region cannot be achieved
with NLF design alone. Assuming a suction panel for the inner wing up to a span
position η = 0.25 and setting the transition position for η < 0.25 at the same x/c
transition position than at η = 0.25 (except for a turbulent wedge with origin at the
nose of the intersection between wing and body) leads for the upper side to a further
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Fig. 4 Drag components:
induced drag CDind, wave
drag CDwav, skin friction CDf,
viscous pressure drag CDpvi.
Based on total drag of final
design without viscous body
drag
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Fig. 5 local drag lami-
nar benefit and local wave
drag as function of normal-
ized span. The indices u/l
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total drag reduction of 0.9 %. However, this is an estimate for the pure aerodynamic
drag reduction without considering the additional weight and suction power penalties
due to the HLF technology (hybrid laminar flow).

Off-design solutions with transition for the final designed wing were obtained
for flow conditions with 0.73 ≤ M∞ ≤ 0.78, 0.84 ≤ cL/cLcruise ≤ 1.08. Contour
plots for wave drag cD wav and NLF transonic benefit drag cDben_trans are given in
Fig. 6. Aerodynamic efficiency M∞ L/D contours are given in Fig. 7. Small wave
drag is obtained around the design point (crossed circle). The wave drag rise for high
lift and high Mach number is compensated by the reduced viscous drag due to the
laminar boundary layer. In comparison to the design point drag of the initial NLF
configuration, this compensation extends to a large off-design region. Similarly the
aerodynamic efficiency shows a region of extended off-design improvement.
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Fig. 6 Contours for cD wav
(upper side) and cD ben_trans
(lower side), normalized with
the initial NLF configura-
tion design point total drag,
in percent
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Fig. 7 Aerodynamic
efficiency normalized with
the initial NLF configuration
design point aerodynamic
efficiency
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5 Conclusion

In this work airfoil and wing design results using a sectional conical wing method
for analysis and design are presented. This method allows the design of swept
tapered wing sections with a computational effort which is slightly higher than a
2D computation. The method is useful for transonic NLF design, where the sweep
and tapering of the wing has to be taken into account. In the first part of this work
a transonic tapered wing NLF airfoil catalogue was generated. For a variation of
the parameters Mach number, Reynolds number, lift coefficient, wing leading-edge
sweep and airfoil thickness, different airfoils were designed. In the second part a
NLF wing was designed for a short range aircraft wing-body configuration. Using
the airfoils from the catalogue with twist and airfoil thickness scaling modifications
due to spanwise lift and thickness distributions constraints a wing was obtained with
acceptably large transition region and small shocks on the upper side. Since for the
most part of the wing no further design was necessary, these results indicate the
usefulness of the NLF sectional conical design. Due to the influence of the body
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further design was required for the inner lower wing part. In this region the conical
approximation does not apply and a 3D inverse design method was used. In compar-
ison to the initial NLF configuration at the design point the final design total drag
was reduced by 2.3 %. The wave drag part was reduced by 0.5 %. In comparison to
the initial configuration with turbulent boundary layer the total drag was reduced by
11.0 %. Furthermore, a region of improved off-design results was obtained.
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Experimental and Numerical Investigations
of the Laminar Airfoil NLF9

René-Daniel Cécora and Henning Rosemann

Abstract The flow around a 2D laminar airfoil is investigated using wind
tunnel experiments as well as computational fluid dynamics, employing both sub- and
supercritical freestream conditions. In the transonic cases, an interaction of the
compression shock and the boundary layer on the upper airfoil surface takes place,
leading to transition and, for high angles of attack, shock-induced separation.

1 Introduction

Reduction of fuel and emissions is an important challenge for aircraft industry,
leading to an increased interest in the usage of laminar wings. In recent years, the
German Aerospace Center (DLR) participated in several investigations concerning
laminarization of aircraft flow, with a special interest in natural laminar flow (NLF).
The measurements presented in this paper were part of an investigation about the
design of modern airfoils with NLF capabilities for regional aircrafts. Both subsonic
(M = 0.3) and transonic (M = 0.62) flow regimes were tested, cooling of the flow
allowed to reach Reynolds numbers in the range of 6 million to 15 million. Along
with high-quality pressure distributions, the heat flux from the airfoil surface into the
boundary layer was measured to indicate laminar-turbulent transition. Furthermore
the drag coefficient was determined by wake measurements.
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Table 1 Comparison of experimental data and results of numerical simulation

Case α CL CD M Re/106 xtr,upper xtr,lower

56 Experiment 0◦ 0.370 0.0063 0.3002 5.97 0.45–0.55 0.55–0.60
JHh-v2 −1.2◦ 0.372 0.0052 0.51 0.53

68 Experiment 5◦ 0.921 0.0098 0.2998 5.97 0.15–0.25 0.55–0.60
JHh-v2 3.53◦ 0.921 0.0097 0.11 0.56

91 Experiment 1◦ 0.615 0.0051 0.6185 15 0.00–0.30 0.50–0.60
JHh-v2 −0.39◦ 0.615 0.0054 0.45 0.49

95 Experiment 3◦ 0.912 0.0062 0.6214 15 0.45–0.50 0.55–0.60
JHh-v2 1.40◦ 0.915 0.0075 0.47 0.53

112 Experiment 6◦ 1.302 0.0177 0.6207 15 0.40–0.50 0.55–0.60
JHh-v2 4.3◦ 1.303 0.0223 0.48–0.49 0.55

121 Experiment 1◦ 0.614 0.0056 0.6208 10.1 0.45–0.50 0.55–0.60
JHh-v2 −0.35◦ 0.615 0.0057 0.46 0.52

124 Experiment 1◦ 0.615 0.0061 0.6189 6 0.45–0.55 0.55–0.60
JHh-v2 −0.29◦ 0.614 0.0062 0.47 0.54

Computational Fluid Dynamics (CFD) is essential for the development of new
aircraft technology. The quality of CFD simulations strongly depends on the chosen
turbulence model. Most of the turbulence models currently used by aircraft industry
are based on the Boussinesq assumption, which shows discrepancies in complex flows
including flow separation, streamline curvature or strong effects of stress anisotropy.
On the contrary, Reynolds-stress models (RSM) directly calculate transport equations
for all elements of the Reynolds-stress tensor, hence the Boussinesq assumption is
discarded. Consequently turbulent stress anisotropy can be captured naturally, at
the cost of higher computational effort. At the Institute of Fluid Mechanics of TU
Braunschweig, a slightly modified version of the Reynolds-stress model by Jakirlić
and Hanjalić [1] was implemented into the DLR flow solver TAU [2], which uses the
homogeneous part of the dissipation rate as length scale variable [3]. This model has
already shown its capabilities to simulate flows of aircraft aerodynamics [3, 4], the
application to laminar airfoils including transition prediction is discussed in this work.

A summary of the different flow conditions and simulation results is found in
Table 1.

2 Experimental Setup

The DNW-KRG (Fig. 1) is a blow-down cryogenic wind tunnel based on the
Ludwieg-Tube concept [5] for high Reynolds number research in transonic flow.
Operating at stagnation pressures up to 1 MPa and charge temperatures Tc down to
100 K, it is possible to achieve Reynolds numbers up to 60 × 106 based on a model
chord of 150 mm (2–D). The run time varies between 0.6 s and 1.0 s, depending on
the fluid temperature. Pressure fluctuations in the flow for the conditions used here
were measured to cp,rms ≈ 0.0025, see also [6] and [7].
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Fig. 1 Schematic illustration of the Cryogenic Ludwieg-Tube Göttingen (DNW-KRG)
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Fig. 2 Transition detection by thermocouples

The test section with a width of 400 mm, a height of 350 mm and a total lenght of
2,000mm is equipped with adaptive horizontal walls. The shape of the flexible upper
and lower wall is determined by a non-iterative Cauchy method from the deflection
of the walls and the wall pressure distribution [6].

The NLF9 airfoil model with a chord length of c = 180 mm was mounted in
the side-walls of the test section. It was equipped with 71 pressure taps and 26
thermocouples mounted only 0.3 mm underneath the skin, as shown in Fig. 2a, for
transition measurements.

Due to the unsteady expansion process in a Ludwieg Tube during start-up, the
total temperature drops by about 3 % at M = 0.3 and about 5 % at M = 0.7,
yielding temperature differences of 8.5 K and 14 K, respectively, between flow and
model, when the flow is established, see Fig. 2b (lower diagram).

The corresponding time-traces of the thermocouples show very little temperature
change during the run for the upstream positions, whereas the distinct cooling visible
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downstream of x/c ≥ 0.55 on the upper and x/c ≥ 0.60 on the lower side indicates
a turbulent boundary layer by its larger heat flux.

This is confirmed by an evaluation of the temperature gradients and comparison
with the measured pressure distribution, Fig. 2c, which shows signatures of laminar
separation bubbles at x/c ≈ 0.56 on the lower and at x/c ≈ 0.52 on the upper side.
This agrees perfectly with the steps in the temperature gradient.

Drag was determined with a wake rake positioned on the center axis of the test
section 310 mm downstream of the trailing edge of the model.

Static and wake pressures were measured by a PSI System 8400 equipped with
Scanivalve ZOC 14 and PSI ESP-32SL modules (50 psi and 45 psi range, respec-
tively) with a nominal accuracy of ±0.05 % FS. All data were averaged over a time
window of 0.1 s close to the end of the run time to determine mean values. The
remaining interferences of the horizontal walls were estimated to Δα ≤ 0.01◦ and
ΔM ≤ 0.001.

3 Computational Fluid Dynamics

All simulations shown in this work have been carried out using the DLR-TAU Code
[2], solving the Favre- and Reynolds-averaged Navier-Stokes equations on hybrid
unstructured grids with second order accuracy. The steady-state solver was applied
with a central spatial discretization scheme, a three-level multigrid scheme was used
to accelerate convergence. Closure of the equation system was achieved with the
Reynolds-stress turbulence model JHh-v2 [4].

Transition locations on the upper and lower surface of the airfoil were predicted
by the transition module of the DLR-TAU solver [8], which uses linear stability
theory to determine amplification rates for different instability types. By integrating
the amplification rates along the airfoil contour, N-factors are calculated and the
eN-method can be applied. The critical N-factor of transition was set to Ncrit = 7. In
order to overcome an unphysical damping of turbulence in the transition region due
to low-Re damping terms, prescription of Reynolds stresses at the transiton point
was applied [9].

The mesh-generation software Gridgen V15 [10] was used to create a 2D hybrid
mesh, containing 78,000 points. The structured part around the airfoil comprises
472 × 97 points, followed by a structured wake region with 75 × 232 points and
surrounded by an unstructured mesh with a radius of 100 cord lengths. The grid can
be seen in Fig. 3. Grid dependencies were investigated with a refined 2D mesh (factor
2 in both directions), no remarkable influence on the solution could be found.

To compensate for effects of the wind tunnel side walls, the angle of attack was
reduced in the simulations until the measured lift coefficient was matched.

Due to the occurrence of oscillating separation bubbles, the Cases 95, 112 and
124 were simulated using the unsteady RANS solver of the DLR-TAU Code, which
comprises a dual-time-stepping scheme.

In order to estimate the influence of the chosen turbulence model, simulations
using the SST model by Menter [11] have been performed for all test cases. No



Experimental and Numerical Investigations of the Laminar Airfoil NLF9 197

Fig. 3 2D hybrid grid
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Fig. 4 Experimentally measured heat flux

significant differences could be found between the pressure distributions of both
turbulence models, likewise the predicted transition locations show only minor
deviations.

4 Results

All measured heat flux distributions are shown in Fig. 4. Contrary to the main idea
of laminar airfoils, transition on the upper surface occurs near the airfoil nose for
the Cases 68 and 91. In all other Cases transition is found between x/c = 0.4 and
x/c = 0.6, both on the upper and lower surface.

A comparison of measured and simulated pressure distributions of the two
subsonic cases can be seen in Fig. 5, showing a good agreement in Case 56.
Applying a higher angle of attack (Case 68), the suction peak is underestimated
in the simulation. The existence of a suction peak and following pressure rise in
Case 68 explains the earlier discussed transition location near the airfoil nose on the
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Fig. 5 NLF 9 airfoil: pressure distributions. a Case 56, b Case 68
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Fig. 6 Pressure distribution for different angles of attack: Ma = 0.62, Re = 15 × 106. a
Experimental data, b comparison with simulations

upper surface, which is predicted correctly by the transition module in the simulations
(Table 1).

All five investigated test cases with M = 0.62 develop a region of supersonic flow
above the upper surface, they can therefore be considered as transonic test cases.
Experimental pressure distributions for three different angles of attack are shown in
Fig. 6a. It is noticable that on the upper surface the location of minimum pressure,
and likewise the shock location, remains the same when increasing the angle of
attack, while the shock strength rises. In the simulations however, the shock location
moves slightly downstream with increasing angle of attack, leading to a higher lift
coefficient. In order to achieve the same lift coefficient as the experiments for the
Cases 95 and 112, the angle of attack has to be reduced by 1.6◦ and 1.7◦, respectively.
From the comparison of pressure distributions in Fig. 6b it can be noticed that the
pressure on the upper surface near the airfoil nose is overestimated in both Cases,
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Fig. 7 Pressure distribution for different Reynolds numbers: Ma = 0.62,α = 1◦. a Experimental
data, b comparison with simulations

indicating a too low angle of attack. The kink in the steep pressure rise at the shock
of Case 112, which can only be found in the simulations, is due to a shock-induced
separation bubble. Contrary to Case 68, the pressure distribution of Case 91 gives no
explanation for the early transition on the upper surface, which has most likely been
triggered by disturbances from surface roughness. Accordingly we find a deviation
of the numerical transition prediction and the measured location. A good agreement
of the transition locations can be found for the higher angles of attack in the Cases
95 and 112.

In Fig. 7a, the influence of the Reynolds number on the experimental pressure
distributions can be seen. Both on the upper and lower surface, a longer region of
moderate pressure rise upstream of the shock is found for the lower Reynolds num-
bers. This is due to the stronger tendency of laminar boundary layers to develop
weak oblique compression shocks that combine to a so-called λ-shock, while tur-
bulent boundary layers tend to develop a stronger compression without preceding
oblique shocks [12]. The location of the steepest pressure gradient moves upstream
with rising Reynolds number. The shock induces a rapid increase of boundary-layer
thickness and displacement thickness, observable in the small pressure plateau on
the upper surface downstream of the shock. Since this effect is comparatively higher
for laminar boundary layers, the plateau is more distinct for the lower Reynolds
numbers in Case 121 and Case 124. In the simulation of Case 124, a small laminar
separation bubble is found on the lower surface, leading to an unsteady oscillation
of the transition location.

While the experiments of Case 91 measure transition on the upper surface near the
airfoil nose, it is predicted by the simulations near the shock location (Table 1). Hence
the simulated shape of the pressure distribution in the shock region is similar for all
three Reynolds numbers, as can be observed in Fig. 7b. Equal to the experiments,
the shock location moves slightly upstream with rising Reynolds numbers. Directly
upstream of the shock, a small wiggle in the simulated pressure distributions can
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be noticed, which is due to the unphysically rapid onset of Reynolds stresses at the
transition location. The high gradient of Reynolds stresses in streamwise direction
directly contributes to the momentum equation and is compensated by the local
negative pressure gradient.

5 Conclusion

A comparison of experimental and numerical investigations of the flow around
the laminar airfoil NLF9 has been presented. The test cases contain both subsonic
and transonic flow, including variation of the angle of attack and of the Reynolds
number. Besides measuring pressure distributions, transition locations could be
determined experimentally from the heat flux on the airfoil surface, additionally the
drag coefficient was measured. On the numerical side, RANS/URANS simulations
with a Reynolds-stress model including transition prediction have been performed.
For the subsonic cases, a good agreement of the simulations with the experimentally
measured pressure distributions and transition locations was achieved. A comparison
of the transonic pressure distributions shows a moderate movement of the simulated
shock locations towards the trailing edge with rising angle of attack, which is not
found in the experiments. A mentionable influence of the turbulence model could
not be found.
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Reconstruction of a Disturbance Flow
Field from Wall Measurements
of Tollmien-Schlichting Waves

Arne Seitz

Abstract In 2001, flight tests were performed in order to learn more about boundary
layer transition induced by free-stream excited Tollmien-Schlichting waves. A sixty
four element hot-film array, placed on the right hand wing of DLR’s flying test-bed
LFU-205, was used to measure the wall shear stress fluctuations provoked by these
instabilities while propagating in the laminar boundary layer. In the present work, a
procedure was developed that allows the reconstruction of the disturbed flow field
above the hot-film sensors from the wall measurements by employing linear stabil-
ity analysis. The reconstruction delivers the fluctuations of all flow quantities, i.e.
disturbance velocity components, pressure, temperature and density. A comparison
of the reconstructed longitudinal disturbance velocity component u◦ with hot-wire
measurements shows good qualitative agreement.

1 Introduction

Tollmien-Schlichting waves are well known as primary instabilities in transition of
boundary layers from laminar to turbulent flow. But only a few experiments are known
to the author that deal with the technically relevant case of free-stream (or naturally)
excited Tollmien-Schlichting waves in a wing boundary layer in free-flight. Lee et al.
[1] measured instability frequencies, but no information on propagation directions,
wavelengths etc. were gained. Peltzer and Nitsche [2] used arrays of surface hot-
wires and piezo sensors to detect naturally and artificially excited instabilities on a
sailplane wing as an input for Direct Numerical Simulations (DNS).

At the German Aerospace Center DLR, in 2001 in-flight experiments with the
flying test bed LFU-205 were performed (Seitz [3]). A multi-element hot-film array,
placed on the right hand wing of the flying test-bed LFU-205, was used to sense skin
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Fig. 1 Eigenfunction û of
velocity disturbance u◦ in
terms of absolute value and
phase angle

friction fluctuations provoked by Tollmien-Schlichting waves propagating in the
laminar boundary layer. In the present work, the previously acquired experimental
data are utilized to reconstruct the disturbance flow field in the boundary layer above
the hot-film sensors by employing linear stability theory. The reconstruction delivers
the fluctuations of all flow quantities, i.e. disturbance velocity components, pressure,
temperature and density.

In the following paragraphs, first the acquisition of the experimental data, which
are the basis of the reconstruction, will be presented followed by a description of the
methodology used for reconstruction. Finally, for the selected test case results and
a comparison of the reconstructed longitudinal velocity component u◦ with hot-wire
data acquired during the in-flight experiment of Horstmann and Miley [4] are given.

2 The Experimental Data

2.1 Wall Measurement of Tollmien-Schlichting Waves

In Fig. 1 the typical longitudinal disturbance velocity profile (eigenfunction
respectively) of a single Tollmien-Schlichting wave is depicted. Its amplitude and
phase function correspond with the wave ansatz from temporal linear stability theory:

u◦(x, y, z, t) = |û(z)| · eαi t · cos(θx + ∂y − αr t = ωu(z))· (1)

Using the definition for wall shear stress, it may be derived from Eq. (1) that a velocity
disturbance u◦ provokes a fluctuating skin friction according to
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Fig. 2 Flying test-bed
LFU-205 with instrumen-
tation

π ◦
w(x, y, t) = μ

d|û(z)|
dz

|z=0 · eαi t · cos(θx + ∂y − αr t = ωu(z)), (2)

with π̂w = μ(d|û|/dz)|z=0 being the amplitude and x, y, z the streamwise, spanwise
and wall normal coordinates. Obviously, Tollmien-Schlichting instabilities leave
traces at the wall which contain all the information about the waves like frequency
f = 2ραr , wave numbers θ, ∂, and amplification αi .

Hot-films are the adequate type of sensor to measure these traces or skin friction
fluctuations respectively. The principle of hot-film anemometry is based on convec-
tive heat transfer from an electrically heated sensing element. Cooling of the element
by the flow then depends upon the magnitude of the wall shear stress and, hence, a
relation exists between wall shear stress πw and the electric voltage needed to keep
the sensor at a constant temperature. The instantaneous anemometer output voltage
e = E0 + e◦ then may be split up into a mean value E0 that is linked to the mean
shear stress πw0 and a fluctuating part e◦, which can be related to π ◦

w via a calibra-
tion procedure. Details of the calibration procedure as well as an error analysis (on
which the accuracy of all quantities subsequently derived from the wall shear stress
fluctuations depends) are given in [3].

2.2 The In-Flight Experiment

Figure 2 shows the flying test-bed LFU-205 of DLR. It is a light aircraft equipped with
a laminar glove made from composite material on the right hand wing. The airfoil in
the glove region was especially designed to allow for a moderate growth of Tollmien-
Schlichting waves in a constant pressure region or under a slightly adverse pressure
gradient (Horstmann et al. [5]). Depending on speed and altitude, the LFU-205 can
be operated at chord Reynolds numbers ranging roughly between ReC = 4 ·106 and
107, while the Mach number does not exceed Ma≈ = 0.3.

In order to measure the actual pressure distribution, the wing is equipped with
48 orifices in one chordwise row. An infrared thermovision system installed in the
cockpit of the aircraft is used to monitor the location of turbulence onset in the glove
region. Further instrumentation comprises a pitot-static located on the left wing-tip
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Fig. 3 Sixtynine element
hot-film array placed on right
hand wing of the LFU-205

and a total temperature probe on the lower side of the left hand wing. Data gained from
these probes are utilized to compute free stream values of velocity, static pressure,
static temperature and density as well as Mach and Reynolds number.

Although the wing of the LFU-205 is slightly swept forward and tapered (quarter
chord sweep −7∅, taper ratio 0.5) no significant cross-flow develops, so the bound-
ary layer may be considered two-dimensional. Therefore, the instabilities found are
essentially Tollmien-Schlichting waves. Their propagation in the laminar boundary
layer was measured with the 69 element hot-film array shown in Fig. 3.

Sensor elements on the array are arranged mainly in two spanwise rows on constant
chord positions of x/c = 0.34 and x/c = 0.37. Each row consists of 25 sensors
being 4 mm apart in spanwise direction. Both rows are connected by a chordwise
column of 7 sensors on the center line of the array. Additional sensors are short
coupled (2.5 mm distance in chordwise direction) to the elements of both main rows.

The hot-films were operated in the constant temperature (CTA) mode, with the
temperature being held at T = 150 ∅C. The fluctuating parts of the sensor signals
were sampled simultaneously for one second at a rate of 48 kHz.

From the experimental data basis gained in the 2001 flight-test campaign, measur-
ing point no. 18 taken during test-flight 8 was selected for the purpose of the present
work, i.e. the disturbance flow field reconstruction. Figure 4 shows the respective
glove pressure distribution CP (x/c), the free-stream values of velocity U≈, static
pressure p≈ and static temperature T≈ as well as an infrared image of the glove
region.

As can be seen in the infrared image, the onset of turbulence occurs at a chord
position of about x/c = 0.45, i.e. well down-stream of the hot-film array. A linear
stability analysis of boundary layer velocity profiles (calculated on basis of the mea-
sured pressure distribution) showed that the point of neutral stability is located at
x/c = 0.105. Therefore, in this case the instability growth takes place in the presence
of a slightly adverse pressure gradient.

As an example for the measurement of the wall shear fluctuations, in Fig. 5a 10 ms
long cut out from the 1 s long time histories π ◦

w of eleven sensor elements located
around the center line y = 0 mm of the hot-film array at a chord position of x/c = 0.37
is presented.
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Fig. 4 Pressure distribution, free-stream quantities and infrared image of measuring point 8/18

Fig. 5 Time histories
π ◦

w(x, y, t) of sensors on
spanwise row at x/c = 0.37

3 Reconstruction of the Disturbance Flow Field

As indicated by Eqs. (1) and (2), a strong relationship exists between wall shear
stress fluctuations that are provoked by Tollmien-Schlichting waves in experiment
and their theoretical eigenfunction that can easily be determined by local linear
stability analysis. Subsequently it will be shown, how this relationship can be utilized
to reconstruct the disturbance flow field above a spanwise row of hot-film sensors
from the wall measurements. The procedure consists essentially of four steps and
will be exemplarily conducted for the sensor row at x/c = 0.37 on basis of the data
presented in the previous paragraph.

In the first step of the reconstruction all Tollmien-Schlichting waves that are
involved in the skin friction fluctuations have to be identified. This is accomplished
by a discrete Fourier decomposition in time and space of records π ◦

w(x = const, y, t)
from an equally spaced spanwise row of ns sensors sampled at m discrete time steps.
This yields the amplitude π̂w as a function of k-th disturbance frequency f = 2ραr

and q-th spanwise wave number

π̂w( fk, ∂q) = |Ĉk,q |, (3)

Here, the Ĉk,q are the complex Fourier coefficients according to
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Fig. 6 Frequency-spanwise-wavenumber spectrum of time histories π ◦
w(x/c) = 0.37, y, t and

absolute values of eigenfunctions û(Z) for selected Tollmien-Schlichting modes

Ĉk,q = 2

m(ns − 1)

∑m−1

j=0

∑+ ns−1
2

p= ns−1
2

π ◦
w( j, p) · ei(−2ρ fk−∂q y). (4)

Additionally, with Δω( fk, ∂q) = tan−1(I m(Ĉk,q)/Re(Ĉk,q)) the relative phase shift
between individual modes is obtained. It should be noted that Tollmien-Schlichting
waves are well-defined through the specification of two of their parameters like
frequency f (or angular frequency αr , respectively) and spanwise wave number ∂.
The streamwise wave number θ then is a dependent variable which can be determined
by the dispersion relation α = α(θ, ∂).

In the second step of the reconstruction the complex eigenfunctions û(z), v̂(z),
ŵ(z) (disturbance velocity components), p̂(z) (pressure), T̂ (z) (temperature) and
φ̂(z) (density) of all Tollmien-Schlichting modes identified in the first step are cal-
culated by local linear stability analysis employing the COSAL code (Malik and
Orszag [6]). The laminar mean flow at sensor positions (x/c = 0.37;−48 mm ∈
y ∈ 48 mm), which is needed as an input for the stability analysis, is computed on
basis of the measured glove pressure distribution CP (x/c) with a boundary layer
method for swept and tapered wings (Kaups and Cebeci [7]).

In Fig. 6 the result of the Fourier decomposition, i.e. the frequency-spanwise-
wavenumber amplitude spectrum is shown. Lines of constant angle ψ indicate the
propagation direction of Tollmien-Schlichting waves relative to the local edge flow.
Furthermore, Fig. 6 depicts the absolute value of five of the û(z) eigenfunctions of step
two of the reconstruction in order to illustrate their variability (in total 14,400 modes
were investigated). However, it is noticeable that the maximum amplitude of all eigen-
functions shown is 1 m/s. This is due to the fact that linear stability analysis solves a
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Fig. 7 Reconstructed dis-
turbance velocity u◦(x/c =
0.37, y, z, t) at t = 0.0189 s

set of homogenous ODE’s, meaning that the theoretically determined eigenfunctions
are not well-defined, or, in other words, any arbitrarily chosen constant K may be
multiplied to eigenfunctions û(z), v̂(z), ŵ(z), p̂(z), T̂ (z), p̂(z) and they will still be
a solution of the linearized stability equations for a set of eigenvalues θ, ∂, α. There-
fore, the goal of the third step of the reconstruction is to specify constant K so that
the theoretical amplitudes match real world physics, an idea already expressed in
1935 by Schlichting [8], who designated K “Intensitätsfaktor” (intensity or scaling
factor). This task is accomplished by employing the relationship between wall shear
stress amplitude π̂w and eigenfunction û(z) already expressed in Eq. (2):

π̂w( fk, ∂q) = μ(d|K ( fk, ∂q) · û(z, fk, ∂q)|/dz)|z=0· (5)

Equation (6) delivers after rearrangement:

K ( fk, ∂q) = π̂w( fk, ∂q)/μ(d|û(z, fk, ∂q)|/dz)|z=0· (6)

Once intensity factors K ( fk, ∂q) have been specified, in a fourth step the disturbance
flow field is finally reconstructed by superposing the scaled modes in a backward
Fourier transform in time and space for all wall distances z, carefully taking into
account the phase shift Δω( fk, ∂q) between individual Tollmien-Schlichting waves.

Figure 7 shows as an example the reconstructed longitudinal velocity disturbance
u◦(x/c = 0.37, y, z, t) above the downstream row of hot-film sensors at an arbitrarily
chosen instant of time. Of course, the question arises if the reconstruction delivers
the correct disturbance flow field. An ultimate proof would require to measure in an
experiment disturbance velocity u◦ and provoked wall shear stress fluctuation π ◦

w at
exactly the same time; however, currently this seems not to be feasible.

Nevertheless, an indirect comparison can be made using the data collected during
an in-flight experiment with the LFU-205 by Horstmann and Miley [4]. They used
hot-wires which were traversable normal to the wall in order to determine RMS
(root mean square) values of disturbance velocity u◦ at different wall distances. The
result for a data point similar (with respect to the stability situation) to the one used
for the present work is shown in Fig. 8. A good qualitative agreement can be found
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Fig. 8 Comparison of wall normal RMS distributions of longitudinal disturbance velocity u◦

between wall normal RMS distributions u◦ of from hot-wire measurements and recon-
struction, indicating that the methodology for reconstruction developed here does
make sense.

4 Summary

A methodology based on linear stability analysis was developed that allows for the
reconstruction of a disturbance flow field from the measurement of wall shear stress
fluctuations provoked by Tollmien-Schlichting waves. The reconstruction delivers
the fluctuations of all flow quantities, i.e. disturbance velocity components, pressure,
temperature and density. A comparison of the reconstructed longitudinal disturbance
velocity component u◦ with hot-wire measurements shows good qualitative agree-
ment. It is planned to use the reconstructed quantities of the disturbance flow as initial
values for a direct numerical simulation of the transition process on the LFU-205
wing.
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Flight Measurements Under Turbulent
Atmospheric Conditions

Andreas Reeh, Michael Weismüller and Cameron Tropea

Abstract A complete investigation of the influence of atmospheric turbulence on
airfoils requires in-flight experiments and in the present report the integration of a
comprehensive measurement system into a motorized glider is described. The system
allows for simultaneous measurements of the onflow quantities and the aerodynamic
response of a wing section, emphasizing the investigation of the laminar-turbulent
transition of the wing boundary layer. Characteristic experimental results are pre-
sented which underline the need for in-flight testing.

1 Introduction

Turbulence has an important influence on atmospheric flow processes. It is pro-
duced by shear layers generated through processes like wind shear at inversion lay-
ers, thermal convection and orographic interference [1]. The latter two processes
are typically found in the lowest layer of the troposphere, the atmospheric bound-
ary layer which usually reaches altitudes between 1 and 2 km. The effects on air-
craft flying through turbulent air are unsteady variations of the onflow conditions.
The nature of atmospheric turbulence implies turbulence production at large length
scales in the order of several hundred meters [2]. Large eddies become unstable
and transfer their energy into multiple smaller eddies which continue to decay in an
energy cascade (see Batchelor [3]). The process continues until viscosity becomes
important at small length scales, where the kinetic energy is eventually dissipated.
Therefore, aircraft flying through turbulence experience onflow disturbances caused
by the random appearance of turbulent eddies of different scales and intensities
[4, 5]. Length scales in the order of several chord lengths as well as length scales in
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order of the wing boundary-layer thickness may affect loads and the aerodynamic
performance [6]. Flight through turbulent air poses a complex problem which can-
not be thoroughly simulated in wind-tunnel experiments or numerical computations.
Only in-flight experiments offer simultaneous access to all relevant effects and their
interactions. While previous in-flight studies focussed on the characterization of the
onflow turbulence [2, 4, 5] or the investigation of airfoil flow under calm conditions
[7–9], experiments taking account of all relevant aerodynamic quantities in flight
through turbulent air have only begun [6] and these are described in the present
work.

2 Experimental Setup

The platform for the flight experiments is a Grob G109b motorized glider. Due to its
clean aerodynamic shape and its excess in engine power, the turbocharged G109b
offers adequate climbing and gliding performance for practical flight-testing proce-
dures. Several characteristics make this motorized glider an almost ideal platform for
in-flight experiments at low Mach numbers. By using the aircraft as a glider during
the measurements acoustic noise, structural vibrations and electromagnetic distur-
bances from the engine are completely avoided and thus cannot interfere with the
receptivity and the transition process of the boundary layer or the measurement equip-
ment. Furthermore, the wing planform has a high aspect ratio of 15.9 and negligible
forward sweep with slight dihedral making it ideal for two-dimensional airfoil flow
investigations. In addition, the layout of the wing is a simple trapezoid formed by a
single laminar airfoil (Eppler E580). The only movable parts are the ailerons and the
air brakes on the upper side of the wing. Between these flight control elements there
is considerable space for instrumentation. All these features tremendously facilitate
the construction of a wing glove mantling the original wing in the spanwise section
between the air brake and the aileron (Fig. 1 and 2).

The laminar wing glove is the primary test section for the in-flight experiments.
It was designed and built by Weismüller [6] to meet some very specific goals. First
of all, it must house the measurement equipment without affecting the structure of
the wing for certification compliance. The resulting higher weight and the increased
thickness of the wing glove need to be compensated for in order to maintain the
original flight handling qualities within the targeted flight envelope. Therefore, the
lift and drag coefficients of the wing-glove airfoil have been optimized to countervail
the asymmetric wing configuration. Besides this basic flight-mechanic requirement,
a well-defined pressure distribution on the wing glove is essential for the boundary-
layer transition investigations. A specific airfoil geometry was designed in an iter-
ative process using the inverse methods of the airfoil design program Xfoil [10] and
the vortex lattice tool AVL to test the aircraft configuration. The result is the MW-
166-39-44-43 laminar airfoil. Its most important design parameters can be found in
Table 1. The airfoil offers long laminar runs on the upper and the lower side avoiding
sharp increases of the pressure gradient. Only on the lower side for the last 20 % of the
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Fig. 1 The G109b research
aircraft

1 Laminar wing glove
2 Measurement pod
3 Hot-wire probes
4 Air data system
5 Conduit
6 Instrument platform
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Fig. 2 Sensor allocation on
the airfoil
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Table 1 Airfoil geometry parameters normalized by the chord length

Thickness Camber Leading edge Chord length
radius

Wing (E580) 0.161 (x/c = 0.36) 0.041 (x/c = 0.61) 0.010 1.09 m (mean)
Glove (MW) 0.166 (x/c = 0.39) 0.044 (x/c = 0.43) 0.013 1.35 m

chord (c = 1.35 m), a sharp increase is necessary to match the boundary condition
at the trailing edge. While natural transition on the upper side is encountered for the
entire flight envelope (−3◦ ≤ α ≤ 8◦, 2 · 106 ≤ Re ≤ 4 · 106), on the lower side the
boundary layer stabilizes for positive angles of attack, suppressing natural transition.
In order to avoid a laminar separation bubble on the lower side, the boundary layer
is tripped with a zig-zag tape turbulator at x/c = 0.77. In the region before the trip
strip, pressure increases or decreases can be obtained by varying the angle of attack
in gliding flight. In Fig. 4 the pressure distribution for a negative angle of attack
is presented and a positive pressure gradient in the region 0.1 ≤ x/c ≤ 0.8 can be
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observed. The pressure gradient directly affects the amplification rates of instabilities
inside the boundary layer.

The wing glove has a rectangular planform with a width of 1.5 m. It was built
in milled molds using carbon and fiberglass composites. In order to store sensors,
amplifiers and A/D-converters, a storage pod on the lower side of the wing glove
was inevitable. Furthermore, two booms pointing into the free stream are necessary
to capture the onflow quantities 0.9 m in front of the leading edge. Nonetheless, an
important criterion for the wing glove was the two-dimensionality of the flow at the
centerline, where the transition measurements are taken. Nearly two-dimensional
boundary-layer flow is highly desirable to facilitate comparisons with theoretical
predictions and enable simpler numerical simulations. The whole modified wing
configuration, including the described measurement installations, were simulated
with the CFD-software ANSYS CFX. The results of the simulations confirmed a
nearly undisturbed flow at the centerline for the flying conditions under consideration.
The cross-flow velocity at the edge of the boundary layer in the relevant region for
the transition investigations is below 2 % of the free-stream velocity and can thus be
neglected. The design and construction of the wing glove as well as the verification
of the flow quality is covered in detail in the work of Weismüller [6].

The measurement system comprises various probes and sensors, among which
only the relevant ones for the investigations discussed in Sect. 3 will be described
here. By far, the most striking modification of the research aircraft is the laminar
wing glove on the starboard wing. It includes boom-mounted hotwire probes to
characterize the onflow, miniature pressure sensors to obtain the pressure distribution
and wall microphones to investigate the transition process.

Two X-wire probes are used to obtain information on all three velocity components
and both angles, the angle of attack and the side slip angle. The hotwires are oper-
ated by Dantec 54T30 miniature constant temperature anemometers. Prior to a flight
experiment a calibration wind-tunnel is positioned directly in front of the probe
booms and the X-wires are calibrated with the effective angle method from Brad-
shaw [11]. It proved to be very convenient and accurate [12] for incidence angles
below 10◦. A difficulty was encountered with the compensation of the temperature
differences between flight and calibration on the ground. Several analytical compen-
sation formulas were tested but none of them yielded completely satisfying results,
producing velocity differences of up to 8 % compared with pitot-static measurements.
It was thus decided to use a linear correction formula [13]. In order to preserve pre-
cision, hotwire results in Sect. 3 are given as deviations from the mean quantities,
which are correctly obtained with the reference system described below.

For the measurement of the instantaneous pressure distribution, 32 Sensortechnics
HCL-12X5P pressure transducers are distributed on the wing section and custom
signal conditioners are used. The piezoelectric working principle and the short tube
lengths of less than 0.1 m between the measurement taps and the sensors guaran-
tee a fast response to pressure changes. Besides the static calibration, a dynamic
calibration was carried out to further improve the temporal resolution and to adjust
the sensor responses up to frequencies of 100 Hz. A calibration device generating
calibrated sinusoidal pressure signals was connected to every pressure tap and dif-
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ferent frequencies with fixed amplitudes were applied. A forward-backward Fourier
transform procedure is carried out to correct the frequency response of each sensors.
Although the pressure transducers are used for detecting unsteady load variations
( f < 50 Hz), their frequency response is not suited for the investigation of high
frequency boundary-layer instabilities ( f > 500 Hz).

Transition detection and investigation is accomplished through streamwise rows of
PMO-4015 back-electret wall microphones on the lower as well as on the upper side
of the wing glove. Each row consists of 32 microphone capsules with a diameter of
4 mm. The microphones are operated and the signals amplified by custom electronic
units. The microphones are installed directly beneath the surface minimizing the dead
volume and they are connected to the flow by openings with a diameter of 0.2 mm.
The individual sensor responses are matched through an in-situ array calibration
using a reference microphone and an acoustic white-noise source positioned at a
distance of 4 m from the array in the most sound-absorbing laboratory available.
Calibration formulas according to Mish [14] are applied. Due to some malfunctioning
microphones on the upper side, only the results for the micropohone row on the
lower side could be obtained with a meaningful spatial resolution. For state-of-the-
art sailplane airfoils, transition on the lower side is particularly sensitive to angle
of attack changes possibly deteriorating performance in high-speed flight through
turbulent conditions.

On the port-side wing a flight log is installed on a rugged boom pointing into
the free stream. It serves as an accurate measurement reference for the quantities
static pressure, dynamic pressure, temperature and relative humidity. The tip of the
boom is a wind vane with two degrees of freedom. The actual position of the vane
is detected with potentiometers. Although the wind vane has a certain inertia and is
not suited for high frequency measurements, it provides a robust and reliable sensor
for the angle of attack and the side slip angle.

In flight testing the adjustment of constant and reproducible experimental condi-
tions presents a challenge due to pilot inaccuracies, meteorological changes and the
inevitable effects of turbulence. In order to guarantee reproducible conditions, spe-
cific care must be taken when choosing the experimental flight strategies. For typical
investigations the pilot tries to adjust predefined angles of attack in gliding flight
and to keep them constant during the data acquisition. The Reynolds number based
on the chord length varies according to the ambient conditions. However, the pilot
needs to react to sudden disturbances of the angular momentum balance, especially
when flying through turbulent air. An elaborate experimental flight control strategy
was developed and translated into a simple pilot display for accurate and comfortable
flight testing. The software filters (low-pass) the angle information of the flight log
in real time enabling the pilot to correct long-wave deviations of the desired angle of
attack and the desired side slip angle. This procedure is appropriate since the pilot
is not able to correct the high-frequency angle of attack fluctuations occurring even
in flight through moderately turbulent conditions. Depending on the targeted angle



218 A. Reeh et al.

(a) (b)

Fig. 3 Different onflow conditions. a Calm air. b Moderately turbulent air

of attack, the stability characteristics of the boundary layer can be controlled. Low
angles of attack cause an adverse pressure gradient on the lower side of the wing
glove promoting natural transition.

3 Experimental Results

In the following the effects for exemplary flight through calm and moderately
turbulent air are compared. The mean angle of attack and the mean Reynolds num-
ber are very similar in both cases, as can be seen in the titles of Fig. 4(a) and (b).
Figure 3 shows the deviations from the mean of the angle of attack and the mean
velocity magnitude for typical measurement intervals. Under calm air conditions the
pilot is able to keep the angle of attack almost constant with deviations smaller than
0.2◦. The velocity deviates more than 1m/s in a long waveform due to the phugoid
motion of the aircraft. The behavior for turbulent air conditions is completely dif-
ferent. In addition to the increased small-scale disturbance level, larger deflections
appear irregularly in the time traces. The random fluctuations with amplitudes of up
to 2.5◦ in the angle of attack and 2.5 m/s in the velocity magnitude do not appear
to be closely correlated. Turbulent conditions with much larger fluctuations have
often been detected, but are omitted for the investigation of the prevalent moderately
turbulent conditions. A decomposition of the velocity deviation into chordwise and
normal components is not shown here. Nevertheless, the normal velocity fluctuations
translate into the shown angle of attack variations which have preeminent effect on
laminar-turbulent transition on the lower side of the wing glove. They lead to a
modification of the pressure gradient which in turn determines the boundary-layer
stability.

The measured mean pressure distribution is compared to the results of the two-
dimensional, steady airfoil analysis program Xfoil in Fig. 4. Good agreement between
measurements and theory can be observed in both cases. In order to illustrate the
effects of the unsteady onflow conditions, error bars depict the maximum deviations
of the pressure coefficient C p at the measurement stations. While in calm air there
are only slight deviations from the mean pressure distribution, considerable fluctu-
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(a) (b)

Fig. 4 Comparison of the pressure distributions for different turbulence conditions. a Calm air. b
Moderately turbulent air

(a) (b)

Fig. 5 Time evolution of transition on the lower side of the wing glove. a Calm air. b Moderately
turbulent air

ations are present in moderately turbulent air, especially in the leading edge region.
The instantaneous pressure distributions no longer correspond to steady theory. The
integral of the product of the pressure and the surface normal vector along the air-
foil surface yields the acting pressure force vector per width which correlate to the
temporal changes in the angle of attack. Reeh et al. [15] show that the magnitude of
the resulting lift coefficient can only be explained by unsteady airfoil theory in the
moderately turbulent case. The resulting variations of the pressure gradient may also
affect the development of the boundary layer and the transition process.

Natural transition is initiated by boundary-layer instabilities which are excited
by the onflow disturbances in a particular flight environment. Initially too small to
be measured, the instabilities amplify according to the stability properties of the
boundary layer depending strongly on the pressure gradient. Before the breakdown
to the fully turbulent boundary layer the fluctuation energy of all flow quantities
continuously rises until reaching a peak in the narrow transition region. Within this
region intermittency increases rapidly as the disturbances lose their deterministic
behavior. The fluctuation magnitude of all flow quantities eventually drops to an
intermediate level in the turbulent part of the boundary layer. The standard deviation
of the microphone signals, i.e. the root mean square (rms) of the pressure fluctuations
directly at the wall, is a very convenient quantity for the characterization of the
transition process. In Fig. 5 the time evolution of transition measured with the wall
microphones on the lower side of the wing glove is presented in terms of pressure
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rms-values. The plots were created by dividing the microphone time traces into
overlapping intervals and determining the standard deviation for each interval. A time
interval of 0.5 s and 50 % overlap proved to be a convenient choice for an accurate
representation. In the calm air case disturbance amplification starts smoothly at a
temporally constant streamwise position. For the moderately turbulent case massive
displacements of the amplification region are observed, which are induced by the
angle of attack deviations illustrated in Fig. 3.

4 Conclusions and Outlook

The elaborate experimental setup enables simultaneous measurements of the onflow
characteristics and the aerodynamic effects of atmospheric turbulence on a laminar
wing section. In flight through calm air the airfoil flow behaves according to the
predictions from two-dimensional, steady theory. Flight through turbulent air leads
to random, unsteady variations of the onflow quantities, especially for the angle of
attack. The airfoil pressure distribution evolves unsteadily, leading to deviations in
the lift curve compared to steady theory. The development of the boundary layer
is affected by the unsteady pressure distribution. Even though the transition loca-
tion correlates with the angle of attack variations, differences in the boundary-layer
development are expected due to the unsteady airfoil behavior. Comparisons with
numerical boundary-layer investigations and a more comprehensive analysis of the
experimental results are given by Reeh et al. [15].
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Rotorcraft Aerodynamics



Numerical Investigation of the Influence
of the Model Installation on Rotor Blade
Airfoil Measurements

K. Richter, A. D. Gardner and S. H. Park

Abstract For the assessment of the aerodynamic performance of helicopter rotor
blade airfoils, accurate wind tunnel measurements of the undisturbed airfoil flow
around the airfoil model are necessary, and accurate wind tunnel tests are challenging.
Three-dimensional CFD simulations were performed for the subsonic flow around
a rotor blade airfoil model in the adaptive-wall test section of the Transonic Wind
Tunnel Göttingen to investigate the influence of different types of model installations.
The results revealed that the strength of the side-wall influence depends on the model
installation and that a small gap between the wind tunnel model and the side wall
changes the flow at the junction of model and side wall significantly.

1 Introduction

The design of helicopter rotor blade airfoils is usually concluded by wind tunnel
experiments. Two-dimensional airfoil measurements are conducted for the validation
of the numerical design and for the assessment of the aerodynamic performance in the
entire application range of the airfoil. Aerodynamic databases are generated to feed
industrial flight mechanic tools and flight performance tools. Therefore, an accurate
measurement of the undisturbed airfoil flow around the model is necessary.

At the DLR, two-dimensional rotor blade airfoil measurements are typically per-
formed in the Transonic Wind Tunnel Göttingen (DNW-TWG). The 1×1 m adaptive-
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Fig. 1 Rotor blade airfoil model OA209 in the adaptive-wall test section of the DNW-TWG (left)
and close-up view of the model installation at the wind tunnel side wall (right)

wall test section is used to minimize the interference effects of upper and lower walls
by the adaptation of the wall shape to the prevailing flow condition. In this test
section, two types of airfoil model installations can be used. For static measure-
ments, the model can be flush mounted between the side walls. The model spans the
entire test section and has a breadth of exactly b = 1,000 mm. For pitching airfoil
measurements, gaps between the model and the side walls are mandatory to ensure
the freedom of movement. For this purpose, models are build with a reduced span of
997 mm to have s = 1.5 mm gaps on both sides. Since the size of the gap is small
compared to the test section size (s/b = 0.15 %), the aerodynamic influence of the
different installations was in the past considered to be negligible. Figure 1 shows the
OA209 rotor blade airfoil model installed in the wind tunnel and a close-up view of
the model/side-wall junction.

The OA209 is a well known rotor blade airfoil which is used on helicopter main
rotors. At the DLR, a two-dimensional OA209 airfoil model (b = 997 mm) exists
[1] that was frequently used in wind tunnel measurements. The measurements have
normally been of good quality but some results showed an unexpected behavior that
could not be explained by simple two-dimensional flow assumptions. In these cases,
the measured static lift curve has a lower slope dcl/dα than the numerical results,
leading to a difference in the angle of attack between 2D CFD and experiment of
up to θα ≈ 2◦ when compared at constant lift, shown in Fig. 2 for M = 0.31
and Re = 1.15 × 106. Investigations with respect to the influences of the usual
experimental and numerical parameters, such as freestream offsets, boundary layer
transition, model deformation, computational grid and turbulence models, all showed
effects much smaller than those necessary to explain the discrepancy. The three-
dimensionality of the flow around the airfoil was investigated and the gap between
the model and the side wall was suspected of playing a role in reducing the slope of
the lift curve. In order to investigate the influence of the different model installations
on the flow around the OA209 airfoil model, two-dimensional CFD simulations
of the airfoil and three-dimensional simulations of the model in the DNW-TWG
adaptive-wall test section were conducted in the frame of the DLR/Konkuk MoU on
Helicopter Aeromechanics, and the results are discussed in this paper.
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Fig. 2 Measured and two-dimensional numerical lift curves for the OA209 rotor blade airfoil at
Re = 1.15 × 106 and M = 0.31

2 Numerical Setup

Two-dimensional steady RANS simulations were performed with the structured
KFLOW code [2] and the unstructured DLR-TAU code [3] on standard structured
and hybrid grids, respectively. Three-dimensional RANS simulations were conducted
with DLR-TAU on hybrid grids generated with the commercial grid generation soft-
ware CENTAUR [4]. The 3D grids meshed a symmetric half of the DNW-TWG
adaptive-wall test section with curved upper and lower walls using the adapted wall
shapes measured in the experiment. The nozzle and the settling chamber were used
in addition, as shown in Fig. 3, to obtain a side wall boundary layer profile close to
measured values. Both the wind tunnel walls and the model surfaces were treated
as viscous walls with 30 prismatic layers on the wind tunnel walls and 40 layers on
the model. The height of the first layer was adjusted to y+ ≈ 1 and the height of
the prism stack was adjusted to the respective boundary layer thickness. The inflow
boundary condition was given with the total pressure p0 and the total density ∂0
from the experiments, the pressure at the exit plane pexit was adjusted to reach the
correct free stream pressure p∞ in the test section. In the wind tunnel center section
a symmetry plane was used.

Grids were generated for three geometric configurations. For the simulation of the
realistic OA209 wind tunnel situation, the airfoil was modelled with a half-span of
b/2 = 498.5 mm, a gap of s = 1.5 mm and a part of the drive shaft (40 mm diameter)
within the test section. For the simulation of the model installation without a gap,
the side wall gap and the drive shaft were removed, and the model was extended
to the side wall to have a half-span of exactly b = 500 mm. For the simulation
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Fig. 3 Numerical setup of the OA209 rotor blade airfoil model in the DNW-TWG adaptive-wall
test section used for 3D TAU simulations

of a quasi two-dimensional situation, the wind tunnel configuration without a gap
was gridded without prisms on the side wall, which was set as an inviscid wall, in
contrast to the viscous treatment for the first and second configuration. A limited grid
convergence study was performed by a stepwise refinement of the grid on the model
surface and in a volume containing the junction of the model and the side wall, in
order to ensure an appropriate grid resolution and to reduce the grid influence on the
simulation. As a result, maximum surface and volume cell sizes of s/c = 0.3 % were
used in the junction area for the detailled investigation of the near-wall flow and for
a compensation of the CENTAUR-typical reduction of the height of the prismatic
layers in the junction region. Away from the side wall, the airfoil model was resolved
with a maximum surface cell size of s/c = 1 %. In the configuration with the gap,
the gap was extremely well resolved with at least 20 grid points over the width of the
gap. For the different configurations, the sizes of the grids varied between 6 × 106

(inviscid side wall) and 16 × 106 points (viscid side wall).
Steady simulations were performed for each of the configurations for three angles

of attack α ∈ [0◦, 5◦, 10◦] at M = 0.31 and Re = 1.15 × 106. Both the 2D and
the 3D computations were conducted fully-turbulent and with the Spalart-Allmaras
turbulence model [5].

3 Results

The numerical simulations of the different model installations revealed significant
differences in the flow near the wind tunnel side wall, causing changes at the model
center section.
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Fig. 4 Spanwise lift distribution on the model extracted from 3D TAU simulations (center section
at y/b = 0, side wall at y/b = 0.50)

3.1 Quasi 2D

The quasi two-dimensional configuration was simulated with the wind tunnel side
wall treated as an inviscid wall. Since no side wall boundary layer develops in this
case, the side wall influence in the test section is completely removed. The flow
through the test section is then similar to a test section of infinite width. The com-
parison of this 3D flow result with the results from 2D simulations allows the inves-
tigation of the influence of the adapted upper and lower wind tunnels walls on the
airfoil flow. The results show that the adapted walls only have a very small influence
on the flow around the model. The pressure distributions are in good agreement with
the 2D results. The spanwise lift distribution of the 3D airfoil model without gap and
with inviscid side walls, shown in Fig. 4 for α ∈ [0◦, 5◦, 10◦], shows slightly lower
values than for the 2D lift since the wall adaptation also accounts for the side wall
boundary layers which are not present in these 3D simulations.

3.2 Model Installation Without a Gap

The model installation without a gap shows a flow behavior near the side wall which
is similar to what is known from other airfoil investigations [6]. Due to the interaction
of the boundary layers on the side wall and the wind tunnel model, a corner separation
develops on the model upper side. The separation starts at the model trailing edge at
small angles of attack and grows both upstream and spanwise with increasing angle
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Fig. 5 Streamlines of the near-wall upper surface airfoil flow without a gap (top row) and with a
gap (bottom row) both at M = 0.31, Re = 1.15 × 106 and α ≈ 10◦

of attack. At high angles, a large recirculation region forms which diverts the upper
side model flow to the model center, as indicated by the streamlines of the near-wall
flow in Fig. 5 (top row), and the upper side flow is accelerated by the blockage. The
spanwise lift distribution in Fig. 4 reveals that the sectional lift significantly reduces
near the side wall (y/b = 0.50) for the model at α ∈ [5◦, 10◦] and that the sectional
lift rapidly increases with increasing distance from the wall. For α = 0◦, neither a
corner separation occurs nor a side-wall influence is visible. Spanwise constant flow
conditions are reached near the model center at y/b = 0.0. For α ∈ [5◦, 10◦], a lift
reduction in the center section of θcL ≈ −2.0 to −2.5 % compared to the 2D flow
solution remains and indicates that the side wall influence of the model installation
without the gap extends to the model center section. Therefore, the slope of the
lift curves also reduces slightly as shown in Fig. 6. For a fair comparison with the
uncorrected experimental data, the lift integration of the CFD results was performed
using only data from the positions of the pressure sensors in the experiment.

3.3 Model Installation with a Gap

The model installation with a gap shows a completely different flow topology near
the side wall compared to the installation without a gap. Although the gap is small
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Fig. 6 Experimental and numerical lift curves for the OA209 rotor blade airfoil in the DNW-TWG
wind tunnel at Re = 1.15 × 106 and M = 0.31

compared to the test section size and although it is totally submerged in the wind
tunnel side wall boundary layer, the pressure difference between the upper and lower
model sides causes a flow through the gap from bottom to top. The flow through the
gap forms a jet in the upper side model flow very near the wall, and causes a suction
of the flow in the areas in which the corner separation occurred without the gap. This
changes the near-wall flow drastically and leads to the absence of a corner separation
on the model upper side. Therefore, the upper side flow is much less diverted to the
model center. Figure 5 (bottom row) indicates that the flow on the model upper side
is much less disturbed than on the model installed without the gap.

The flow through the gap uses only air from the lower side model flow. Figure 7
shows the streamlines of the flow through the gap. The bright streamlines represent
the gap flow upstream of the drive shift, and the dark streamlines the flow downstream
of the drive shaft. The streamlines are ejected above the model and roll up into two
vortices, one vortex for each part of the gap upstream and downstream of the drive
shaft. Both vortices have a clockwise sense of rotation, i.e. upwards at the side wall
and downwards away from the wall. The upstream vortex originates from the model
leading edge, whereas the downstream vortex starts with a short delay downstream
of the shaft, at the position where the first streamline reaches the model upper side.
As both vortices increase their distance from the side wall with age, the vortex from
upstream of the shaft is always located further away from the wall than the vortex
downstream of the shaft. In the cases investigated, no merging of the vortices was
observed. Figure 7 also shows that, despite the small width of the gap, a significant
portion of the spanwise inflow is entrained in the gap. The spanwise extent increases
with the model angle of attack and was y/b ≈ 5 % for α = 10◦. Due to the mass flow
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Fig. 7 Streamlines of the flow through the gap between model and side wall at Re = 1.15 × 106,
M = 0.31 and α ≈ 5◦

leaving the lower side model flow, the rest of the lower side flow is decelerated on
its way from the leading edge to the trailing edge. For the installation with the gap,
the side wall influence, therefore, mainly occurs on the model lower side, whereas it
occurs on the upper side for the installation without the gap.

Despite the differences in the near-wall flow topology, the effect of the different
model installations on the side wall influence is similar. The spanwise lift distribution
in Fig. 4 shows that the lift reduction at the side wall is nearly the same for both
configurations. The sectional lift also increases with increasing distance from the
wall but the increase is slower than that of the installation without the gap. The
side wall influence is stronger for the configuration with the gap and spanwise flow
gradients are still present in the model center. The lift reduction in the center increases
to θcL ≈ −5.0 to −5.5 % compared to the 2D CFD result for α = 5◦ and α = 10◦,
respectively. This causes a further decrease of the slope of the lift polar as shown in
Fig. 6 and a reduction of the difference in lift between CFD and experiment in the
order of 50 %. The origin of the remaining differences is still unknown.

4 Conclusions

Three-dimensional CFD simulations were performed for the subsonic flow around
a rotor blade airfoil model in the adaptive-wall test section of the Transonic Wind
Tunnel Göttingen to investigate the influence of different types of model installations.
The results revealed that a small gap between the wind tunnel model and the side
wall changes the near-wall flow significantly. A model installation without a gap
causes the development of a corner separation. An installation with a gap leads to a
siginifcant flow through the gap suppressing the separation. The resulting side wall
influence is similar for both configurations but larger for the installation with a gap.
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Flow Simulation of a Five: Bladed Rotor Head

Moritz Grawunder, Roman Reß, Victor Stein, Christian Breitsamter
and Nikolaus A. Adams

Abstract This work presents an alternative approach for modeling rotating
helicopter rotor heads including the cyclic pitch motion of blade cuffs. In con-
trast to the standard method employing the chimera overset grid approach, a sliding
mesh interface in combination with deforming meshes is employed for this purpose.
The results are obtained through numerical simulations based on the incompress-
ible unsteady Reynolds averaged Navier–Stokes equations. The employed approach,
including the mesh parameters, is presented in detail in this work. Furthermore, the
present results are verified against trends observed in literature for similar cases.
Finally, the impact of the cyclic pitch motion on the flow in the wake of an isolated
rotating rotor head is analyzed.

1 Introduction

Increasing efficiency and productivity requirements for helicopter necessitate
a significant reduction of parasite drag for next generation helicopter [1]. The main
rotor head of helicopter contributes considerably to the aerodynamic drag in cruise,
accounting for up to 30 % of the total parasite drag [2]. A reduced parasite rotor
head drag level decreases the required power to maintain high-speed forward flight,
leading to an increase in range, maximum speed and payload. Thus reducing main
rotor head drag can improve rotorcraft efficiency and productivity significantly.
Therefore, over the last decade, numerous research efforts addressed the expansion
of the prediction capabilities of numerical flow simulation for helicopter rotor head
[3–10]. The employed numerical methods generally solve the steady or unsteady
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Reynolds-Averaged-Navier–Stokes (RANS) equations. In some cases, the solved
equations are extended to hybrid methods like zonal LES or DES. Consistent for all
modeling approaches for rotating rotor heads with or without cyclic pitch motion is
the application of Chimera grids. The Chimera technique allows relative motion of
stationary and moving domains through interpolation in overlapping grid regions.
It is shown that the rotation of the rotor head both for isolated rotor head or rotor
head with fuselage configurations does not affect the occurring drag. However, the
lift production is changed significantly when taking the rotation or even the cyclic
pitch motion of the blade cuffs into account [4, 8]. In this work, a different approach
for modeling rotating rotor heads including cyclic pitch motion is adapted with
ICEM/ANSYS CFX, extending the work of Vogel et al. [11]. Instead of applying the
Chimera overset grid approach, a sliding mesh interface in combination with mesh
deformation is employed. The modeling approach is similar to the simulation strat-
egy presented by Steijl and Barakos for rotors with discrete blade geometries [12]. In
our work, unstructured grids are employed to resolve a high level of geometric details
on the rotor head. The obtained results for an isolated rotor head are discussed with
respect to the impact of the cyclic pitch motion on body forces and wake structure.

2 Model Geometry and Configurations

Figure 1 depicts the design of the investigated bearing-less five-bladed rotor head
model in detail (scale 1:5). This model features the rotor mast (1), swash plate (2),
pitch rods (3), scissors (4), lead/lag dampers (5), blade cuffs (6) and the hub cap
(7). The model geometry reproduces the real helicopter geometry for all components
except the flexbeam elements and connecting bolts. The flexbeam elements have
to be omitted to be able to model the cyclic pitch motion of the blade cuffs. The
blade cuffs are truncated at the first aerodynamic section of the blade in the radial
direction. In order to analyze the impact of the cyclic pitch motion on the aerodynamic
characteristics two cases are investigated. These cases are a rotating isolated rotor
head with and without cyclic pitch motion. Equation 1 describes the cyclic pitch
motion in terms of the blade pitch angle Θ at variable blade azimuth angles Ψ as a
function of the collective Θ0, lateral cyclic ΘC and the longitudinal cyclic ΘS pitch.

Θ(Ψ ) = Θ0 + ΘC cos(Ψ ) + ΘS sin(Ψ ). (1)

For the case without cyclic pitch motion the blade cuffs are fixed at the collective
pitch attitude Θ0. Flapping and lead-lag motions are omitted. The cyclic motion of
the swash plate and control rods are neglected as well. Hence the clearance between
the control rods and blade cuffs varies with azimuth. An azimuth angle Ψ = 0◦
corresponds to a blade position where the blade pitch axis of one blade is parallel to
the free stream direction and the blade tip is pointing downstream. Trim conditions
are derived from the real helicopter in forward flight.
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Fig. 1 Five-bladed rotor head
model hub cap (7)

lead/lag damper (5)

swash plate (2) scissors (4)

rotor shaft (1) pitch rod (3)

blade cuff (6)

Fig. 2 Mesh parameter

3 Mesh Topology and Numerical Setup

In order to model the rotating rotor head, the computational domain splits up into
an inner and an outer part. The inner domain includes the rotor head, whereas the
outer domain covers the far field, see Fig. 3. For the actual meshing of the inves-
tigated configurations, performed with ANSYS ICEM CFD, unstructured meshes
are employed, see Fig. 4. Recent publications show that an unstructured approach is
appropriate for this type of simulation [10]. The meshing of the rotor head is per-
formed for the blade stubs in their collective position. This provides two advantages.
First the solution with and without cyclic pitch motion are computed on the same
mesh. Second the required mesh displacement for the cyclic case is confined to a
minimum. To obtain the initial cyclic pitch for each blade the mesh is ‘pretensioned’.
This is performed by rotating the blade cuffs to their initial position in a pre-run.
The meshing itself is performed in two steps. In a first step the surface mesh is
calculated applying the octree algorithm. Then the prism layers and the tetrahedral
volume mesh is obtained with the Delaunay algorithm. To resolve the rotor head
wake more precisely, the volume mesh is refined in a region extending up to two
rotor head diameters D downstream. Details about the mesh characteristics are pre-
sented in Fig. 2. The resulting dimensionless wall function y+ is always below 1.
To simulate the rotation of the rotor head a sliding mesh interface between the inner
and outer domain is applied. The cyclic pitch motion of the blade cuffs is modeled
by updating the associated surface mesh geometry in accordance to the blade cuff
kinematics. The volume mesh is updated by applying quasi-steady non linear
diffusion equations. The mesh quality is found to be maintained best during the simu-
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Fig. 3 Computational domain

lation, if the diffusion coefficient is set proportional to the inverse of the cell volume.
In accordance to the wind tunnel experiments, the free stream velocity at the domain
inlet is 40 m/s. This corresponds to a Reynolds number of Re/D = 2.59 ∗ 106.
The rotational speed of the scaled rotor head is set such that the advance ratio is
equal to the parameter of the real helicopter, resulting in an angular velocity ω of
100.8 1

s . The computation, performed with ANSYS CFX, is conducted by solving
the incompressible unsteady Reynolds averaged Navier–Stokes equations. Choosing
the incompressible equation is justified, since the maximum Mach number at the
tip of the blade cuff Mtip is = 0.2. The discretization in space and time is realized
by employing the high resolution scheme and the implicit second order backward
Euler method, respectively. The applied turbulence model is the Menter SST model.
During the first four revolutions the time step corresponds to an azimuthal step of
ΔΨ = 3.21◦. Afterwards, the increment in azimuth angle is reduced to ΔΨ = 1.07◦
for two further revolutions. Only the results of the final revolution are included in
our analysis. The validity of the chosen mesh characteristics and the numerical setup
could be demonstrated in earlier publications. In [1] the authors show that the setup
is sufficient to resolve the flow about a helicopter configuration with a truncated
tailboom and rotating rotor head for the case without cyclic pitch. The results agree
to within 5 and 6 % with the experimental drag and lift characteristics, respectively.
The missing fuselage in the present analysis is a known limitation to the validity for
the authors. This abstraction of the problem is accepted to reduce the computational
effort for the presented proof of concept.
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Fig. 4 Mesh topology at the
center of the domain d=1.5 D L =1.5 D

4 Analysis and Discussion

First the azimuthal drag coefficient characteristics of the rotating isolated rotor head
with and without cyclic pitch are discussed, see Fig. 5 (left). The time dependend
drag coefficient features a five per revolution characteristic period with a phase shift
of 72◦. This meets the expectation that the dominant characteristics depend on the
rotor angular velocity and the number of blades. Furthermore, the independence
of the average drag over one rotor revolution C̄D of the cyclic pitch input, found
in literature for similar configurations, is confirmed [4, 8]. The relative difference
between the two cases in C̄D is below 2 %. Figure 5 (right) depicts the resulting drag
decomposition per component. Only one chart for both cases is presented since no
differences in the drag components is observed. The biggest contributor to the drag of
the isolated rotor head are the blade cuffs with 52 %. Another 42 % of the total rotor
head drag are equally distributed on the hub cap, rotor shaft and the control parts
(swash plate, scissors and control rods). These results are also in good agreement
with what was observed in other studies [11]. Figure 6 (left) depicts the azimuthal
lift coefficient characteristics for both the case with and without cyclic pitch. The
time dependent lift coefficient features the same five per revolution characteristic.
One notable difference between the two cases with and without cyclic pitch motion
is the level of produced lift. If the cyclic pitch motion is included the lift produced
at the rotor head drops by a factor of 4. Figure 6 (right) shows that this difference
in lift is associated to a reduction of produced lift at the blade cuffs. The averaged
lift produced over one rotor head cycle at the blade cuffs is reduced by an order
of magnitude by applying cyclic pitch input. Furthermore, the cyclic pitch motion
reduces the once per revolution lift fluctuation by approximately 12 %. Both effects
are associated to the trim of the rotor blade cuffs according to the azimuthal position.
Similar to the entire rotor blades this trim leads to significantly reduced lift production
on the advancing side and a slightly increased lift on the retreating side. Thus the lift
is reduced and in better balance over one rotor cycle.

Figures 7 and 8 depict the structures in the wake of the rotating isolated rotor
head at three different azimuth positions with and without cyclic pitch, respectively.
The structures in the wake are visualized through iso-surfaces of the Q-Critrerion
colored with the dimensionless streamwise vorticity. Furthermore, for each azimuth
position, dimensionless streamwise vorticity contours are depicted in a cut-plane one
rotor head diameter downstream of the rotor head.



240 M. Grawunder et al.

Fig. 5 Azimuthal drag characteristics of the isolated rotor head with and without cyclic pitch input
(left) and corresponding rotor head drag breakdown (right)

Fig. 6 Azimuthal lift characteristics of the isolated rotor head with and without cyclic pitch input
(left) and corresponding rotor head lift breakdown (right)

For both cases with and without cyclic pitch, the dominant structures in the wake
are associated to lift producing rotor head components, i.e. the blade cuffs and the
hub cap. In effect of the lift producing hub cap, a counter rotating vortex pair is shed
into the wake called left and right hub cap vortex (LHCV/RHCV). Furthermore, the
blade cuffs generate tip vortices (BCTV). The BCTV’s are numbered according to
the associated blade. The blade pointing downstream at azimuth position Ψ = 0◦ is
assigned blade number 1. The remaining blades are serially numbered in the anti-
clockwise direction. In the case without cyclic pitch input the BCTV generated at
the advancing blade cuffs is considerably stronger than on the retreating side. This
uneven vorticity distribution is even amplified in the wake through super-positioning
of different BCTV’s, e.g. BCTV-2 and BCTV-3 at Ψ = 50◦. As expected, based on
the discussion of azimuthal lift coefficient characteristics, this asymmetry is reduced
for the case including the cyclic pitch motion. It is a known limitation to the authors
that the BCTV’s would not occur on a rotor with complete rotor blades.

The main difference for the case with and without cyclic pitch is the structure of
the wake on the advancing blade side. Without cyclic pitch motion the advancing
blades angle of attack is too large to maintain attached flow at the blade cuffs. The
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Fig. 7 Vortex Structures in the wake of the isolated rotating rotor head configuration—no cyclic

Fig. 8 Vortex Structures in the wake of the isolated rotating rotor head configuration—cyclic
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occurring separation results in a region of negative axial vorticity termed advancing
blade cuff wake (ABCW). The vorticity in the ABCW region is caused through
three-dimensional effects within the separation bubble at the rotating blade cuff. If
the cyclic pitch motion is considered the blade pitch angle on the advancing side is
reduced. This confines the separation region to a small area close to the trailing edge
and the blade cuff root. In these areas the blade cuff shape is comparatively blunt and
separation occurs independently of blade angle of attack. Thus the ABCW region is
reduced to an extent that it could not be clearly identified in the cut-plane at X/D = 1.

5 Conclusion

The main objective of this work was to demonstrate the capability of our simulation
strategy to model the flow about rotating rotor heads including cyclic pitch motion
of the blade cuffs. In contrast to previous work performed, employing the chimera
technique for this purpose, a sliding mesh approach in combination with deform-
ing meshes is chosen. For this purpose unsteady Reynolds averaged Navier–Stokes
simulations were performed for an isolated rotating rotor head with and without
cyclic pitch. It is shown that the employed approach, excluding the cyclic pitch
motion, is capable of predicting lift and drag coefficients within 6 % of existing wind
tunnel data in the presence of the fuselage and skid-landing-gear. Furthermore, the
concept is evaluated by comparing the observed trends in drag and lift coefficient
characteristics against those found in literature. The present results reproduce these
trends qualitatively well. Finally, the impact on the wake of an isolated rotating rotor
head with and without cyclic pitch motion is performed. It is shown that the inten-
sity and spatial distribution of vorticity in the wake is affected considerably through
cyclic pitch.

Overall, the employed simulation strategy seems capable of solving the problems
of interest at the same level of confidence as other simulation strategies found in
literature. The next step is the quantitative verification of the methods quality. For
this purpose the configuration including the rotating rotor head with cyclic pitch,
fuselage and skid-landing-gear will be simulated. Similar to results of the same
configuration omitting cyclic pitch, these results can then be validated with existing
wind tunnel data.
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Blade Shape Design: Trim Acceleration
for Fluid-Structure Coupled Simulations
of an Isolated Rotor in Forward Flight

Martin Hollands, Manuel Keßler and Ewald Krämer

Abstract The fluid-structure coupled and trimmed simulation of a helicopter rotor
in forward flight is a computationally intensive task, hence it is a limiting factor
for optimization studies of rotor blades. Therefore, the possibility of reducing the
necessary trim iterations is investigated. Firstly, the quality criterion lift over drag is
found to differ only slightly between a three and a four component trim while the three
component trim requires less trim iterations. Secondly, the initial trim conditions for
new blade shape geometries are predicted based on existing simulation results. For
the present study a two dimensional parametric area resolved with 15 results is used
for the interpolation of global quality criteria such as power and lift over drag as well
as local properties such as the thrust distribution. The beneficial effect on the rotor
trim using interpolated initial conditions is demonstrated.

1 Introduction

In the present study the blade shape design of a five bladed isolated helicopter rotor
in forward flight is examined. The optimization of helicopter rotor blades in for-
ward flight condition requires fluid-structure coupled simulations which have to be
trimmed to a steady flight state in order to obtain comparable results of different rotor
blade geometries. These Computational Fluid Dynamics (CFD) simulations are com-
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putationally costly and are thus limiting the amount of parameters of an optimization.
It is therefore of interest to investigate the possibility to reduce computational time as
well as to predict loads and moments for new blade geometries to reduce the amount
of necessary CFD calculations.

2 Computational Setup

2.1 Computational Methods

The aeroelastic simulations are realized by coupling the structure and flight mechan-
ics code HOST from Eurocopter [1] with the flow solver FLOWer from DLR [2].
Within HOST the blade is modeled by an Euler-Bernoulli beam with rigid elements,
connected with virtual joints as detailed in [3]. FLOWer solves the unsteady Reynolds
Averaged Navier-Stokes (RANS) equations with a spatial second order central dif-
ference method. In time an implicit dual time-stepping method by Jameson [4] is
applied using implicit residual smoothing and a three level multi-grid to accelerate
convergence. Turbulence is modeled with the Wilcox k − η model [5]. A time step
equivalent to 1◦ with up to 80 sub-iterations is used. The coupling between HOST
and FLOWer is conducted with a weak fluid-structure coupling method [6] exchang-
ing periodic loads and deformation states within each trim iteration. The iteration
process starts with an initial deformation and trim state calculated by HOST on the
basis of two dimensional Blade Element Theory. The deformation state is passed
from HOST to FLOWer in form of weighting factors for modal shapes. These result
from a modal decomposition with the Rayleigh-Ritz method of the deformation state
coming from the beam elements [3]. For the determination of the aerodynamic loads
and moments with FLOWer, 4/5 revolutions of the five bladed rotor equal to 288◦
of simulation time are computed in each trim iteration to achieve a periodic solution
within the CFD calculation. These loads and moments are transferred back to HOST
and the vector Fn+1

H O ST is calculated as follows:

Fn+1
H O ST = Fn+1

2D + (
Fn

3D − Fn
2D

)
(1)

with F2D being the internal loads and moments vector based on two dimensional
aerodynamics, F3D the vector coming from FLOWer and n being the current trim
iteration. The solution is converged, if Fn

2D of the actual trim iteration is equal to
Fn+1

2D of the next iteration step. Then Fn+1
H O ST depends only on F3D and thus the

deformation and trim state is based only on the CFD solution.

2.2 Mesh Setup

Blade motion and deformation is realized using the Chimera technique [7] imple-
mented in FLOWer. The five individual blade meshes are embedded in a Cartesian
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background mesh. In the area of the rotor blades a hole is defined and cells of the
background mesh within this hole definition are blanked. Each blade mesh has 1.4
mio. cells and a boundary layer resolution of 28 cells, with the height of the first
boundary layer cell being at y+ < 1. The background mesh is resolved with 1.6
mio. cells.

2.3 Interpolation Method

In order to accelerate the trim process and to reduce the amount of necessary trim
cycles, a good estimation for the initial trim condition is required. The currently used
Blade Element Theory in HOST yields initial trim control angles which are up to 2◦
off from the final trimmed control angles in fast cruise speed condition. Hence the
effect of interpolating the initial condition for a new blade design from previously
conducted CFD solutions of similar blade designs is examined. For this purpose the
interpolation with Radial Basis Functions (RBF) as detailed for instance in [8] and
implemented in the python module scipy [9] is used for the present study. A value y
at position x is determined from m data points at the location xi by the sum:

y(x) =
m∑

i=1

αiκ(||x − xi||) (2)

with the weighting coefficients αi and κ being a radial basis function. For the present
case the inverse multiquadric: κ = 1/

√
1 + (r/λ)2 was selected as radial basis func-

tion, with r = ||x − xi|| and λ being set to an average length of the interpolation
area.

3 Results

For the present study the results from the two dimensional parametric area, already
examined in [10], is taken as data basis for investigating the effect of a different
trim method and of the application of interpolation methods to determine an initial
trim state. A schematic of the two parameters radial position a = r/R and chord
length b = cmax/cavg is given in Fig. 1 with r being the local radial position, R the
rotor radius, cmax the maximum and cavg the average chord length. The distance
α is kept constant at 0.075 R. The chord length at the blade tip c is determined
dependent on a and b to obtain blades with the same thrust weighted average chord
length. The results obtained in [10] are shown in Fig. 2a. An optimum in the region
of a = 0.9 − 0.92 and b = 1.15 − 1.175 is found.



248 M. Hollands et al.

Fig. 1 Schematic of examined parameters a and b

Fig. 2 Power coefficient CP and lift over drag L/D. a 3 component trim; [11], b 4 component trim

3.1 Trim Process

In previous studies [10] and [11] a three component trim of the pilot controls col-
lective pitch, longitudinal and lateral cyclic pitch, was used to obtain a steady flight
state. While the objectives thrust (T ), pitching and rolling moment of the rotor then
are equal for different blade geometries, this is not the case for force components
tangential to the rotor disc FT . Hence, a varying lift L = T ·cos(γ)− FT ·sin(γ) and
propulsive force X = T ·sin(γ)+ FT ·cos(γ) is obtained with γ being the rotor shaft
angle. Based on the assumption of a constant drag force of the helicopter fuselage,
which has to be overcome by the propulsive force of the rotor, a blade geometry
producing less propulsive force requires a higher inclination of the rotor disc. This
has a negative effect on the performance of the rotor. Thus, a performance criterion
has to include not only the consumed power of the rotor but also its propulsive force,
when using a three component trim. A common criterion is the Lift over Drag ratio
L/D defined in [12] as:

L

D
= L

P
v∞ − X

, (3)
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Fig. 3 Trim convergence of control angles. a 3 component trim, b 4 component trim

where P is the power and v∞ the forward flight speed. This criterion is investigated
taking the results presented in [10] with a three component trim and comparing them
to the results trimming the rotor with the three pilot controls and additionally the rotor
shaft angle to meet the objectives lift, propulsive force, rolling and pitching moment
of the rotor. Figure 2a shows the results for the power coefficient CP and L/D of
the three component trim (3C). Black filled squares indicate the CFD results while
the values at the small dots are interpolated using Kriging interpolation. Figure 2b
shows the corresponding results for the four component trim (4C). In Fig. 2a both
plots of CP and L/D show an improvement towards higher values of a and towards
b ≈ 1.15. Yet L/D decreases faster towards lower or higher values of b than CP . In
contrast CP and L/D of Fig. 2b show the same contour lines. Yet as defined in Eq. (3),
L/D reaches a maximum if CP shows a power minimum. The direct comparison
of the L/D plot in Fig. 2a with the corresponding plot in Fig. 2b shows a fairly
good qualitative agreement between the two trimming methods. Also quantitatively
a deviation of less than 0.025 in L/D for all 15 CFD solutions is found. For the results
with 4C-trim the calculations conducted with 3C-trim were carried on. In average
two trim iterations were required to obtain a converged solution of a 4C-trim with a
change of the trim controls of less than 0.01◦. An additional calculation at a = 0.88,
b = 1.19 starting with the same initial condition was conducted two times with 3C
and 4C-trim to estimate the additional effort for the 4C-trim (Fig. 3a, b). The figures
show the difference between the values of the trim controls and the final trimmed
solution of the control angles over the trim iteration. The final values are indicated
in the corresponding plot legend. Generally for the 15 CFD solutions the 4C-trim
has only little influence on cosine (DTC) and sine (DTS) cyclic pitch angles with a
variation of about 0.05◦, while the collective pitch (DT0) varies up to 0.1◦, and there
is an about 0.25−0.4◦ elevated rotor shaft angle γ. In terms of computational effort
one trim iteration more is required for obtaining a converged 4C-trim.
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3.2 Prediction of Initial Trim Loads

Interpolation methods such as radial basis functions can not only be applied to global
values such as performance criteria, but also to local values such as blade loads and
moments. The application is presented in Fig. 4a–d. While Fig. 4a shows exemplarily
the CFD result of the thrust-coefficient divided by the solidity of the rotor at position
(a, b) = (0.84, 1.29), Fig. 4b plots the difference between the CFD solution at the
corresponding position to the CFD solution at (a, b) = (0.92, 1.14). It represents
thus the difference caused by a geometric variation. Figure 4c, d are the difference
plots between an interpolated solution at position (0.84, 1.29) and their CFD solution.
For Fig. 4c all CFD solutions, shown in Fig. 2a with black filled squares, except the
interpolated point have been used for interpolation, yet for Fig. 4d only 5 points have
been selected out of the CFD data basis to perform the interpolation: The four points
in the corner of the parametric area and the point at position (0.87, 1.25). Although
the interpolation error is increased in Fig. 4d compared to Fig. 4c the error range is
still small compared to a representative geometric effect shown in Fig. 4b. Larger
errors are only found for positions at the border of the parametric area. Namely for
position (0.88, 1.06) local errors are above 10 %.

In Fig. 5a–c the final trimmed solution of the control angles is compared to the
initial condition calculated by HOST, to the next existent CFD solution and to the
interpolated solution. The HOST solution shows the result determined by internal
two-dimensional aerodynamics F0

2D of Eq. 1, as usually used for trim zero. Secondly,
for the initial condition from the nearest neighbour, the existing final trim solution
Fn

3D as well as Fn
2D is taken as trim zero (n = 0). Yet, within HOST the blade

geometry is updated to the new blade and the deformation and trim state of the first
trim iteration is calculated. Finally, for the interpolation the trim with the solution of
the nearest neighbour F0

3D and F0
2D is continued. But, instead of performing a CFD

calculation in the first trim iteration, the solution F1
3D is interpolated. Consequently

the trim state for the second trim iteration is obtained by HOST.
Five different cases are investigated in detail for their trim behaviour. The resulting

trim controls are drawn over the five cases in Fig. 5. Case 0 and 1 is based on the
parameter set (a, b) = (0.84, 1.29) (see also Fig. 2a for the position of the different
cases). For case 0 the next neighbour is taken at position (0.83, 1.25), while case 1
was calculated with a remote point (0.80, 1.06) to examine the methods when only
few CFD points are available. While the solution of the nearest neighbour is already
close to the target value for case 0, also for case 1 with the remote point from the
corner of the parametric area a good prediction can be found. The interpolation does
not yield any benefit when the solution of the nearest neighbour is already close to
the target value, whereas the predicted result can be improved in case 1. The same
behaviour is also found for other cases: 2 with parameter set (0.84, 1.35) and neigh-
bour (0.84, 1.29) as well as 3 with set (0.88, 1.06) close to (0.91, 1.06). Case 4 was
newly calculated and therefore used to compare the effect of different starting points
on the trim process. It is at the position (0.92, 1.14) with the close point (0.92, 1.09).
Figure 6a shows the control angles of the close point (0.92, 1.09) at trim 0. Trim
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Fig. 4 Thrust coefficient. a CFD solution at (a, b) = (0.84, 1.29), b θ = (CFD at (a, b)=(0.84,
1.29)—CFD at (a, b) = (0.92, 1.14), c θ = (Interpolated—CFD solution) at (a, b) = (0.84, 1.29)
using 14 points as data basis, d θ = (Interpolated—CFD solution) at (a, b) = (0.84, 1.29) using only
5 points as data basis

Fig. 5 Initial condition of trim controls for different cases. a Collective pitch b Lateral cyclic
c Longitudinal cyclic
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Fig. 6 Trim convergence of control angles for 3 component trim, case 4. a initial trim, nearest
neighbour b with interpolated initial solution

iteration 1 is thus the first CFD calculation. While the predicted values for trim 1 still
have a significant offset from the final solution, directly after the first CFD computa-
tion the trim converges rapidly, yet with a small oscillation in trim 4. Figure 6b starts
with the same values as Fig. 6a, but this time iteration 1 is interpolated and trim 2 is
the first CFD calculation. The trim shows a similar convergence. As the oscillation in
trim 4 of Fig. 6a is only slightly above the trim termination condition of 0.01◦, both
methods need about the same amount of CFD calculations to converge. Starting the
trim process with trim 0 from HOST requires 7 CFD calculations for convergence.
Overall a reduction of 3–4 iterations can be achieved by using a blade shape design
with similar geometric properties and interpolating the initial trim condition from
existing geometries. As one trim iteration with 288 time-steps requires 7–8 h wall
clock time with 160 CPUs on the CRAY XE6 of the High performance computing
center stuttgart (HLRS), 3,400–5,000 CPU h can be saved for each simulation by
using this interpolation method.

4 Conclusion

A comparison between a three and a four component trim of an isolated rotor was
performed by investigating 15 different blade shape geometries varied in the two
parameters radial position and extension of maximum chord length. It was shown,
that reliable results are obtained using a three component trim with lift over drag ratio
as performance criterion. Thereby one trim iteration less is required than performing
the four component trim. Another acceleration of the trim process is achieved by using
the final trimmed CFD result from an existing geometry with similar parameters as
initial solution for the rotor trim. Additionally an interpolation of loads and moments
for the following trim step, instead of their calculation with CFD, results in trim
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controls which are close to the final trimmed controls. Only in the case of an existing
CFD solution, which is already very close to the target point, there is in some cases
a slight drawback of using the interpolated solution. Overall there is a benefit of
three to four trim iterations less, using the solution of a nearby CFD solution as start
condition for the trimming process as well as for using the interpolated solution.
As expected, interpolated results become less accurate towards the boundary of the
parametric area and thus, the benefit is likely to be smaller.
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Numerical Investigations of a Back-Flow Flap
for Dynamic Stall Control

K. Kaufmann, A. D. Gardner and K. Richter

Abstract Numerical investigations with the DLR TAU Code demonstrate that an
actuated back-flow flap on the suction side of an OA209 helicopter airfoil is able
to improve the dynamic stall behavior. When the flow begins to stall, the flap is
extended which interferes with the back-flow. This weakens the dynamic stall vortex
and consequently the peak in the pitching moment peak is reduced.

1 Introduction

Dynamic stall occurs on the retreating rotor blade of a helicopter during maneuver
and fast forward flight. The phenomenon is characterized by the development of a
vortex starting at the front of the airfoil. This first leads to a lift overshoot, but as
the vortex moves downstream high drag and pitching moment peaks appear leading
to high structural loads. Thus, flight conditions which cause dynamic stall over a
large area of the rotor blade are excluded from the flight envelope. Therefore, a large
number of dynamic stall control devices including leading edge suction [1], fluidic
control devices [2], leading edge vortex generators [3] and leading edge slats [4]
have already been tested with the aim of decreasing the pitching moment and drag
peaks while improving the lift.

Static investigations by Meyer [5] show that a back-flow flap on the top of an
airfoil near the trailing edge can increase the lift by 10–18 %. In the current study,
an actuated flap on the suction side of an OA209 airfoil was tested to improve the
dynamic stall (DS) behavior [6, 7]. Because dynamic separation is different from
the static case, the ideal flap position had to be found. Therefore, three different flap
configurations with a hinge joint at 10 % (Flap I), 40 % (Flap II) and 70 % (Flap III)
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Fig. 1 Angle of attack of the airfoil (black) and angle of the flap (red) over a pitching period

chord were tested. All flaps had a length of 10 % of the airfoil’s chord. When the
dynamic stall vortex begins to move downstream the flap is extended. This weakens
the dynamic stall vortex and the pitching moment is reduced. The flap is kept in this
position until the flow begins to reattach, then the flap is closed. The movement of
the airfoil and the flap over one pitching cycle is shown in Fig. 1. First, computations
of an oscillating airfoil without a flap were carried out to analyze the dynamic stall
behavior of the airfoil. Subsequently calculations of an oscillating airfoil with a
closed flap were carried out to investigate the influence of the installation of the flap
and the flow around the airfoil. Finally, calculations of the oscillating airfoil with a
moving flap were carried out to determine the effect of the moving flap.

2 Numerical Method

Two-dimensional unsteady Reynolds-averaged Navier-Stokes (URANS) computa-
tions were undertaken with the DLR TAU code [8]. A DS test case with a pitching
OA209 airfoil and the following parameters was carried out: Ma = 0.14, Re =
9.2 × 105,α = 16◦ ± 8◦ and the reduced frequency ω∗ = 2π foscc

U∞ = 0.1. Hybrid

grids were created with the unstructured grid generator CentaurT M . A fine grid was
created with the preferences of Richter et al. [9] using 60 prismatic layers, to provide
a reference grid-converged solution. The relative movement between flap and airfoil
was realized by using the Chimera technique [10]. This technique uses one body fixed
grid for the airfoil (black) and one for the flap (red) (Fig. 2). In the overlapping area
the flow information is interpolated between the two grids for each time-step, requir-
ing a strong local mesh refinement in this area. In order to reduce computation time,
the chimera grid used only 30 prismatic layers, and a comparably coarse single-block
grid with 30 layers was created to show the effect of the coarsening. The height of the
first prismatic layer and the stretching factor were adjusted to reach a y+ ≈ 1 and the
boundary layer thickness, respectively. All computations were fully turbulent using
the Spalart-Allmaras turbulence model [11], although the Reynolds number is quite
low. Previous investigations [9] have found that this is an acceptable simplification,
because at the angles of attack relevant to the deep stall, the top of the airfoil is fully
turbulent, with transition at the leading edge. The URANS computations used 1,000
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Fig. 2 Chimera technique in the area of the back-flow flap with red flap grid and black airfoil grid

inner iterations and 2,000 iterations per period as in [9]. After two pitching cycles,
convergence has been reached assuming a maximum difference of 1.5 % between
the lift coefficient of the second and third period.

3 Results

In Fig. 3 the lift coefficient (left) and the pitching moment (right) are plotted for one
pitching period for the configuration without flap on the coarse grid (black) using
the DS test case: Ma = 0.14, Re = 9.2×105,α = 16◦ ±8◦ and ω∗ = 0.1. Starting
at the minimum angle of α = 8◦ the lift coefficient rises linearly until α = 18◦ on
the upstroke while the pitching moment is slowly, also linearly decreasing. Then the
gradient of the lift slowly starts to fall due to separation at the trailing edge. At about
α = 20◦ the dynamic stall vortex is formed at the front of the airfoil leading to a
sudden increase of the lift and to a drop of the pitching moment. The maximum lift
of Cl = 2.33 is reached at α = 21.1◦. While the vortex is moving downstream the
lift coefficient is kept high and the pitching moment has a negative peak reaching
its minimum of Cm = −0.536 at α = 22◦. These rapid changes in the pitching
moment are the major concern of dynamic stall, causing high structural loads. As
the vortex leaves the trailing edge the lift coefficient suddenly reduces and reaches
a local minimum of Cl = 0.98 at α = 22.8◦ while the pitching moment rapidly
increases. Subsequently, a new vortex develops at the front of the airfoil leading to
a second maximum of the lift coefficient of Cl = 1.56 at α = 23.3◦. When the
vortex moves downstream a second smaller negative pitching moment peak with a
value of Cm = −0.277 at α = 23.5◦ is created. At the maximal angle of attack of
α = 24◦, the lift coefficient is oscillating at low values and the pitching moment rises
continuously on the downstroke until the flow reattaches. Comparing the results of
the computations without a flap in Fig. 3 on the fine single-block grid (red) and on the
coarse single-block grid (black) showed, that the coarse grid is sufficiently resolved
for an engineering estimate of the effect of the flap. Although true convergence is
not reached, all relevant flow structures for dynamic stall are contained in the flow.
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Fig. 3 URANS computations without flap on the fine grid (red) and on the coarse grid (black) over
one pitching period: Left = Lift, Right = Pitching moment
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Fig. 4 URANS computations without flap (black) and with closed flaps at 10 % (red), 40 % (blue)
and 70 % (green) over one pitching period: Left = Lift, Right = Pitching moment

In Fig. 4, the configuration without a flap (black) is compared with the configura-
tions with a flap I, II and III at 10 % (red), 40 % (blue) and 70 % (green) chord using
the same DS test case. The flaps are kept closed for the whole pitching period to inves-
tigate the influence of their installation. At small angles all curves are quite similar.
The air circulation caused by the gaps between the airfoil and the flaps influences the
flow around the airfoil and leads to a smaller gradient of the lift coefficients and to
earlier flow separation as shown in Fig. 5. Flap I has the most significant impact on
the flow, because the flap is placed in the region of the suction peak. The maximum
lift at α = 19.7◦ drops by 7.7 %, the flow separation starts 1.4◦ earlier and the flow
begins to reattach much later than without a flap. The influence of flap II and III is
much lower. The maximum lift coefficient at α = 20.9◦ drops by 2.1 % and the flow
separation starts 0.2◦ earlier. The closed flaps don’t seem to have any effect on the
reattachment of the flow.

The coefficient of lift (left) and the pitching moment (right) for the three flap
configurations are shown in Fig. 6 comparing one pitching period where the flap is
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Fig. 5 Airflow around flap configuration I (left) and flap configuration II (right)

kept closed (black) and one pitching period with moved flap (red). The flap starts to
extend at α = 16◦ and is fully extended at α = 20.5◦ on the upstroke (Fig. 1). The flap
stays in the extended position of αFlap = −30◦, then the flap is closed from α = 20◦
to α = 15◦ on the downstroke of the airfoil. In the two upper diagrams of Fig. 6 the
lift coefficient (left) and the pitching moment (right) for the flap configuration I at
10 % is pictured. The first changes can be detected at α = 18◦. The lift coefficient of
the case with the moving flap starts to rise earlier than that of the case with a closed
flap. The maximum lift coefficient is reached at the same angle of attack but is 2.2 %
smaller. In contrast to the case with the closed flap the lift coefficient drops directly
after reaching the maximum. The lift then descends to a value of Cl = 0.64. The
second peak is 10 % lower than with the closed flap configuration. On the downstroke
when the flow is separated, larger fluctuations in the lift coefficient are seen. However,
the DS behavior is improved by the movement of the flap reducing the first pitching
moment peak by 17 % and the second peak by 22 %. Additionally the absolute values
of the drag peaks which appear during the shedding of the first and second vortices
are reduced by 13 % and by 15 %, respectively.

In the two diagrams in the middle of Fig. 6 the lift coefficient (left) and the pitching
moment (right) of flap configuration II at 40 % chord are pictured. The movement
leads to an increase in the lift between α = 18◦ and α = 20◦ on the upstroke.
Furthermore, both DS vortices begin to move downstream earlier. Thus, the maxi-
mum lift is already reached at α = 20.5◦ and is 10 % lower. The second lift peak
at α = 22.7◦ is 20 % lower. Almost no effect of the movement can be detected on
the reattachment of the flow. A significant improvement can be seen in the pitching
moment. The pitching moment starts to drop when the flap is extended between
α = 18◦ and α = 19◦ on the upstroke, as a vortex is formed downstream of the
extended flap. Then there is a plateau in the pitching moment at Cm = −0.14 until
the dynamic stall vortex starts to move downstream at α = 20.5◦ and the pitching
moment drops. At α = 21.3◦ the minimum value of Cm = −0.337 is reached which
is 34 % less than in the reference case because the extended flap breaks down the
vortex into smaller, weaker parts. The second dynamic stall vortex is also weakened
by the flap configuration II. The pitching moment peak is 31 % less than in the ref-
erence case. As with flap configuration I, the drag is reduced by 28 % at the first
maximum and by 29 % at the second maximum. In contrast to flap configurations I
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Fig. 6 URANS computations with the flap configuration at 10, 40 and 70 % chord for the closed
flap (black) and the moving flap (red) over one pitching period for: Left = Lift, Right = Pitching
moment

and II, the movement of flap III shows almost no effect, as shown in the bottom row
of Fig. 6.

Figure 7 illustrates the change in the flow due to the flap movement at 40 % chord
length (Flap II). The flow field with the pressure distribution and the streamlines
around the pitching airfoil is pictured for the closed flap (left) and the moving flap
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Fig. 7 Flow pattern around the airfoil of the closed flap (left) and the moving flap (right) for the
flap configuration at 40 % chord length. All snapshots are during the upstroke ↑

(right). In Fig. 7a, b the airfoils are shown on the upstroke at α = 19◦. In Fig. 7a
separation starts at the trailing edge while in Fig. 7b the flap is starting to extend
and the airflow is separated directly behind the flap. Figure 7c, d show the flow field
when maximum lift is reached. While the dynamic stall vortex is still rolling up at
the front of the airfoil in the case with the closed flap (Fig. 7c), the vortex in Fig. 7d is
already moving downstream and reaches the maximum lift when the vortex is in the
region of the extended flap. Figure 7e, f show the flow fields around the flaps when
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the maximum pitching moment is reached. Here the largest differences can be seen.
Due to the movement of the flap the dynamic stall vortex is split into smaller, weaker
vortices which reduce the pitching moment and the drag peaks.

4 Conclusion

The numerical investigations showed that an actuated back-flow flap is able to
improve the dynamic stall behavior. The best results were achieved with the flap
at 40 % chord. The pitching moment peak was reduced by 34 % and the mean drag
coefficient was reduced by 28 %. When keeping the flap closed this configuration
also showed good results compared to the test case without a flap. Further computa-
tions will be carried out to improve the flap length, position and movement. Finally,
experimental investigations will be carried out in a wind tunnel model in 2014.
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Adaptation of the Dynamic Rotor Blade
Modelling in CAMRAD for Fluid-Structure
Coupling Within a Blade Design Process

Christian Stanger, Martin Hollands, Manuel Keßler and Ewald Krämer

Abstract In this paper two different methods to adapt the structural model in blade
design due to geometric changes are introduced. The first method is based on scaling
laws, whereas the second method uses the solution of a linear system of equations. To
evaluate the effect of the adaptation of the structural dynamics, trimmed and fluid-
structure coupled CFD simulations for different adaptations were performed. The
effects are discussed with the help of global values like collective pitch and required
rotor power as well as local aerodynamics and structural dynamics. The impact of the
different parameters is analysed and it is shown that the adaptation is not negligible
without a loss of accuracy.

1 Introduction

The aerodynamics of a helicopter in forward flight are characterized by an unsteady,
however periodic flow-field. Due to the oscillating forces resulting out of this flow
field, the structural dynamics of the rotor blade is excited. With the elasticity of
the blades, this leads to a periodic deformation of the blade which simultaneously
influences the aerodynamic characteristics of the blade. Blade torsion causes different
angles of attack as well as flapping and lagging movement influence the induced
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velocity. Hence, there is a significant interaction between aerodynamics and structural
dynamics in rotorcraft technology.

For the blade design process this characteristic of a rotor blade has to be consid-
ered. Therefore the simulation of fluid dynamics (CFD) is coupled with the simulation
of structural dynamics (CSD) and an aerodynamic model of the blade is necessary
as well as a structural model. The blade grids, for the CFD simulation can be created
automatically on the basis of the blade geometry and there are also many approaches
to generate a structural model of a given blade (cf. [1]). But in the pre-design phase,
the exact composition of the blade is unknown and these methods cannot be applied.
Thus the structural model of a preferably similar blade is used so far. This deficit in
modelling is resolved with the present work by demonstrating two methods for the
adaptation of the dynamic model of a rotor blade due to geometrical changes.

2 Methods to Adapt the Structural Model

2.1 Composition of the Structural Model in CAMRAD II

CAMRAD II [2] is an aeromechanical analysis tool of helicopters. For this research
it is applied to calculate the blade movement and deformation resulting from aerody-
namic forces. Its beam component implements two different structural models (cf.
[3]), in this paper the Euler-Bernoulli beam theory with an elastic axis is used. The
parameters of this structural model can be divided into three groups. The first group,
geometric parameters, are coordinates and angles. The second group are stiffness pa-
rameters which define the correlation between forces and displacements and the third
group are inertia parameters which define the correlation between forces and accel-
erations. To generate a structural model of a rotor blade, all parameters, denoted by
p, have to be defined on different radial positions. To estimate the structural model of
a new rotor blade (modified blade, index mod), it is required that the structural model
of a similar blade (reference blade, index ref ) is known. The correlation between ref-
erence and modified blade can be derived now at an arbitrarily chosen cross section.

For all geometric parameters it is assumed, that each cross section of the reference
blade can be transformed to the modified blade by scaling in chord and thickness
direction (cf. Fig. 1). The scaling factors

α = amod

aref
and β = bmod

bref
(1)

are defined as the ratios of the lengths of reference and modified blade. Due to the
assumption that reference and modified blade are similar, all coordinates can be
converted by a multiplication with the corresponding scaling factor. This geometric
adaptation is the state of the art, however the adaptation of stiffness and inertia
parameters is so far neglected.
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Fig. 1 Scaling of a cross section

Fig. 2 Transition of an airfoil to a simpler geometry using the example of a rectangle

2.2 Scaling Method

Idea. With respect to the required lightweight construction of rotor blades, the method
allows a selection between the scaling of a massive cross section (MA, μ = 1) and the
scaling of a monocoque cross section with a thin wall (MO, μ = 0) or a combination
of these two scalings (μ = 0 . . . 1). Hence the scaling factor ν of any stiffness and
inertia parameter can be written as a combination of these two scaling factors

ν = μ · νMA + (1 − μ) · νMO with ν = pmod

pref
. (2)

To derive the scaling factors νMO and νMA, the airfoil is reduced to a simpler geometry
like a rectangle (cf. Fig. 2). It is assumed, that Young’s modulus E, shear modulus G
and density ρ are constant at the considered area.

Mathematical Derivation of the Scaling Factors. All stiffness and inertia
parameters are zeroth or second moments of area. Zeroth moments of area are,
e.g. extension stiffness or mass to length ratio. Their scaling factors as a function of
the length ratios can be found in Table 1. In the important case of equal scaling, the
scaling factor for a monocoque cross section is independent of the airfoil, otherwise
it depends on thickness to chord ratio δ. Second moments of area are, e.g. bending or
torsion stiffness. In contrast to zeroth order moments, second order moments depend
on their reference axis and on the distance between the axis and the center of gravity
z0. Scaling factors for radial moments like torsion stiffness can be calculated by the
weighted average of the two axial scaling factors. A detailed mathematical derivation
can be found in [4].
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Table 1 Scaling factors for zeroth and second moments of area

Order of moment of area 0th 2nd (x-axis)

Massive cross section αβ αβ3 with δ = bref
aref

Monocoque cross section α+δ β
1+δ β2 3αa2δ2+a2βδ3+12(α+βδ)z2

0
3a2δ2+a2δ3+12(1+δ)z2

0

2.3 LSE-Method

Idea. The errors due to the simplifications made for the scaling method have been
analysed (cf. [4]). The biggest effects has the derivation of the scaling factors for a
rectangle instead for the used airfoil and the unknown weighting-factor μ. To avoid
these simplifications, a second method has been developed.

Within this method, characteristic blade values m are calculated. They are expected
to be constant at reference and modified blade. These values can be calculated by
solving a linear system of equations (LSE)

m = A−1
ref · p

ref
with Aref = f

(
q

ref

)
, (3)

where p is the vector of all dynamic parameters pj and A is the blade-matrix, which
is a function of the airfoil geometry q. With the knowledge of m, the structural model
of the modified blade can be calculated by

p
mod

= Amod · m with Amod = f
(

q
mod

)
. (4)

Description of the Model. For the characteristic blade values, an improved and
more realistic blade model is used. A beam at the quarter-chord line is added to
the monocoque. This structure can take up longitudinal and shear forces, thus two
characteristic blade values are Et and Gt. (cf. Fig. 3a). The additional stiffness of the
beam is modelled with a central stiffness EAB and 2EAB at the ends, which can take
up bending moments, too.

It is assumed that monocoque and beam have a constant density to Young’s modu-
lus ratio ρMO

E and the infill is made of one material with the density ρMA (cf. Fig. 3b).
The trim-mass is modeled with mtrim at the nose. The function to calculate the
blade-matrix A can be derived by the definition of each parameter. For example, the
extension stiffness of the whole cross section is the sum of all components

EA = (αMO + αB) Et + EAB + 2EAB. (5)

Every other parameter can be derived accordingly. For torsion stiffness, a correla-
tion between J and the wall thickness can by derived using Bredt-Batho formula.
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(a) (b)

Fig. 3 Modeled blade for LSE method. a Model for stiffness. b Model for inertia

(a)

(b)

Fig. 4 Horizontal projection of the two test cases and the reference blade

With a known airfoil shape, all values depending on the airfoil like perime-
ter αMO, height of beam αB, area or second moments of area can be calculated
numerically.

3 Effects of the Adapted Structural Model

3.1 Definition of the Test Cases

To analyse the effects of the adaptation of blade’s structural model, a reference blade
was chosen. Its geometry was changed in two test cases, as can be seen in Fig. 4. Test
case IncChord (cf. Fig. 4a) is predominantly effected by the geometric parameters, in
contrast to test case RefChord (cf. Fig. 4b), where primarily cross sections are scaled
and not moved.

Five different adaptations of the structural model were made. First, the structural
model of the reference blade was used with no adaptations (NA). For a comparison
to the state of the art method, a test case was performed where only the geometric
parameters were adapted (OG). Two cases for the scaling method were executed.
First with the scaling factors for a massive cross section (MA), and second with the
scaling factors for a monocoque cross section (MO). The fifth structural model was
generated with the LSE method (LSE).
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Fig. 5 Comparison of some normed stiffness parameters for test case RefChord

3.2 Effects on Structural Model

As can be seen in Fig. 4b, for test case RefChord, airfoil cross sections are scaled up
in the first half of the rotor blade and at the tip and scaled down in the second half of
the blade. Due to equal scaling (α = β), with scaling method monocoque, extension
stiffness scaling factor is proportional to α. Scaling factors for extension stiffness,
calculated with the various methods do not show significant deviations (Fig. 5). The
scaling factors for second moments of area like flapping bending stiffness EIFLAP and
torsion stiffness GJ calculated with the scaling method monocoque are proportional
to the third power of α. The same behaviour is seen with νGJ,LSE in the special case
of equal scaling. For bending stiffness, differences between the methods are bigger
than for extension stiffness, but still both methods show similar results, especially
in the context of the quite big scaling factors used here. At the tip region, markable
differences between the two methods are present. It can be expected, that blade
structure in reality is not in accordance with the LSE model for radii greater than 0.9.
Thus, probably LSE method is closer to reality at the mid part of the blade, whereas
the scaling method is to be preferred at the tip region.

3.3 Effects to Fluid-Structure CFD-CSD Coupled Simulations

Setup. For each test case and for each structural model, fluid-structure coupled
CFD-CSD simulations have been performed for a trimmed isolated main rotor in
cruise conditions. The used CSD program was CAMRAD II [2] and the CFD-solver
was FLOWer [5]. The control angles were calculated by CAMRAD II to achieve
the prescribed thrust as well as pitch and roll moment. Data exchange between CSD
and CFD was once per revolution with a temporal resolution of 1◦ per timestep.
Convergence was reached, if the change in all control angles between the previous
and the actual iteration was less than 0.02◦, which took 5–7 iterations. The total
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CFD-setup consisted of 6.8 million cells, which includes 1.32 million cells for each
of the 4 blades meshes and 1.54 million cells for the background grid.
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Collective Pitch and Required Rotor Power. The collective pitch is shown in
Fig. 6. It can be seen, that the effect of the adaptation of the structural model with
up to 0.6◦ is not negligible. The main effects for test case IncChord result from the
change of the geometric parameters. The collective pitch of the solution for test case
OG is quite close to the other solutions and between the different methods, there is
no significant difference. On the contrary for test case RefChord stiffness and inertia
parameters are more important. Only adapting the geometry parameters almost does
not have any effect. This emphasizes that the difference between the scaling method
monocoque and the LSE method is quite small.

It was expected that a changed collective pitch has an impact on the required rotor
power, too. This was verified by the simulations for test case IncChord (cf. Fig. 7). The
increased pitch leads to an increased power. In contrast, a raised power requirement
cannot be found for test case RefChord. Although the collective pitch was affected
by the adaptation of the structural model, there is no appreciable difference for the
rotor power. This is caused by the increased torsion stiffness for small radii which
requires a smaller collective pitch for the same angles of attack.

Thrust. To discuss the effects of the adaptation of the structural model on
aerodynamics, the rotor thrust is considered. Figure 8 shows the integrated blade
thrust normalized by the average thrust for test case IncChord. In contrast to the
retreating blade, the advancing blade in the area of 0◦ ≤ ψ ≤ 120◦ shows obvious
differences. As already observed for the collective pitch, deviations between the dif-
ferent scaling methods do also not exist here. The effect, that for this test case the
geometric parameters dominate can be seen as well.

To analyse the places where the adaptation leads to changes, it is useful to con-
sider the difference between a simulation with an adapted structural model and the
simulation with the non adapted model over the rotor-disc. This is shown in Fig. 9
for the normalized radial force gradient for the LSE method, normalized by the ideal
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Fig. 10 Normalized difference of flapping movement for test case IncChord. a Monocoque cross
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thrust distribution. In a wide area, the differences are quite small. But especially at
the advancing blade side, there are some quite small areas with significant differences
up to 15 %.

Flapping Movement. The biggest effects of the adapted structural model
are expected at the structural dynamics. Figure 10 shows the normalized differences
for the flapping movement of the quarter-chord line for the two simulations of test
case IncChord with the scaling method. Figure 10a shows the normalized deviation
with the scaling for a monocoque and Fig. 10b for a massive cross section. The pre-
cone angle is used as reference value. Noticeable is the change of sign at 0.9 R.
This is exactly the radial position with the biggest geometric change (cf. Fig. 4a).
The flapping movement is the only value, where differences between the adaptation
methods can be found. Due to the upscaling of the tip region, the blade becomes heav-
ier for a massive than for a monocoque scaling. Thus centrifugal forces increase for a
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massive scaling and the cone angle decreases. This is the reason why all differences
in Fig. 10b are smaller than in Fig. 10a.

Nearby, the changed structural model has effects on eigenfrequencies and mode
shapes, too. For flapping movement the amplitudes of the excited frequencies for
NA, MO and LSE method are nearby the same. For lagging movement and torsion
oscillation, amplitudes vary up to 20 %. A detailed analysis can be found in [4].

4 Conclusion and Outlook

Two different methods to adapt the structural model to geometric changes in blade
design have been introduced. It was shown, that this adaptation is not negligible. For
example, collective pitch is affected by up to 0.6◦ and rotor power by up to 2 % in the
considered test cases. The areas in the rotor-disc which cause these differences are
quite small, but these local differences are quite high with up to 15 %. Although the
two used blade models for the scaling and the LSE method are different, the results
of both methods are similar. The influence of the different parameter groups strongly
depends on the modifications which were made.

Compared to other modelling approaches (cf. [1]), the introduced methods are
very simple, and they can be executed, even if the exact composition of the blade
is unknown. A reference blade is required and results will depend on the quality
of this model. Due to the fact that no measured values are known, all evaluations
are based on assumptions. It can be expected, that more detailed approaches will
show better results, if the composition of the blade is known. The lack of measured
values is a deficit which should be resolved in future. The automatic adaptation is
implemented in the process chain for the flight mechanics program CAMRAD II, in
future tasks this can be expanded to other programs like HOST [6] as well.
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Flight Testing of Alternative Ventilation
Systems for Aircraft Cabins

J. Bosbach, A. Heider, T. Dehne, M. Markwart, I. Gores
and P. Bendfeldt

Abstract Cabin displacement ventilation (CDV) has been evaluated for the first time
in a real passenger aircraft cabin under flight conditions. Two ventilation systems,
i.e. pure CDV and a hybrid ventilation (HV) system, which provides 30 % of the
total volume flow rate through the lateral mixing ventilation outlets, were tested in
an A320 aircraft. While pure CDV was found to provide low air velocities, high heat
removal efficiencies and a very good dynamic performance regarding control of the
air temperatures, the hybrid system, still allowing for comfortable flow velocities
and good heat removal efficiencies, was shown to significantly improve the cooling
and heating rates at the cabin surfaces. With both systems, the local temperature in
the passenger zone is distributed very homogeneously among the investigated seat
and aisle positions.

1 Introduction

The atmosphere in passenger aircraft cabins, which is generated by the environmental
control system (ECS), is essential for the health and thermal comfort of the travelers.
Thereby the duties of the ECS are threefold: first, the cabin pressure has to be adjusted
with respect to the flight level, yet kept at a healthy level. Second, the passengers
have to be supplied with fresh air, and third the heat loads in the cabin, caused by the
passengers themselves as well as board electronics, have to be removed in order to
keep the temperature at a comfortable level. Though the ECS is a complex system,
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Fig. 1 Alternative ventilation methods for aircraft cabins. a Cabin displacement ventilation (CDV),
b hybrid ventilation (HV). The involved air outlets are indicated in b by 1 (CDV outlets) and 2
(lateral MV outlets)

constituted by a variety of different subsystems, the air flow through the passenger
cabin (“ventilation”) has turned out to be essential in order to address the above
mentioned aspects.

Nowadays employed ventilation systems are based on the principle of mixing
ventilation (MV), where fresh air is blown into the cabin via jets of rather high
momentum [1]. The shear layers generated by these jets cause entrainment of recir-
culated air and thus efficient mixing before the air leaves the cabin at floor level. While
MV usually results in homogeneous temperature distributions, its cooling efficiency
is limited by a high amount of short circuit flows. Further, among other potential
drawbacks, MV is known to be prone to draught, and exsiccation of mucosa.

Since displacement ventilation (DV) is expected to be far less susceptible to many
of these issues, it is investigated since a few years as an alternative for air conditioning
of aircraft cabins (CDV—cabin displacement ventilation) [2–6]. CDV relies upon
injection of fresh air into the cabin with low velocity at floor level, where it generates
a “lake of fresh air”, see Fig. 1a. Near the thermal loads, like e.g. passengers, the fresh
air heats up and rises due to buoyancy prior to extraction at ceiling level. Like this,
each thermal load generates its own fresh air bubble. As a result, much lower fluid
velocities and turbulence levels are expected. However, all of the studies reported
so far were either based on computational fluid dynamics (CFD) or conducted on
a laboratory scale. Validation of the advantages under real conditions, which is the
aim of our study, has still been lacking.

2 Alternative Ventilation Systems for Aircraft Cabins

To overcome the deficiencies of MV, CDV and personalized air distribution systems
are mostly studied in the literature. Müller et al. [2] studied and compared MV, CDV
and HV (see Fig. 1b) in an A320 mock-up cabin section. They investigated tem-
perature and velocity distributions as well as local mean votes of test persons. At
CDV, very low flow velocities were observed, indicating a significant reduction of
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the draft risk as compared to MV. However, this finding was accompanied by the
occurrence of a vertical temperature stratification, which requires proper control in
order not to exceed comfort critical values. Zhang et al. studied MV, an under-floor
CDV and a personalized air distribution system in a Boeing 767 aircraft cabin section
using computational fluid dynamics (CFD) [3]. They found that MV generated the
most uniform air temperature, but the highest air velocities and CO2 concentrations,
while the personalized air distribution system created the best cabin environment. Yin
et al. [4], who compared MV and CDV in the same configuration by CFD, recom-
mend CDV for use in future airplanes because CDV was found to lessen the local
CO2 concentrations and to improve the relative humidity without causing condensa-
tion risks. Recently, a ceiling based cabin displacement ventilation (CCDV) system
was investigated in a Dornier 728 aircraft cabin under laboratory conditions and
compared to MV and CDV regarding velocity and temperature distributions as well
as efficient heat removal [6]. In total six different ventilation scenarios, involving
hybrid CCDV/CDV cases were studied. CDV was found to provide the lowest veloc-
ity levels and the most efficient heat removal of the investigated scenarios with the
drawback of the strongest vertical temperature stratification. However, adjusting the
flow split between CDV and CCDV allows well to balance out these parameters to
the desired value.

Our study (see also [5]) extends the above cited literature, in that it aims at proving
the potential benefits of CDV for the first time under real flight conditions, i.e. at
a realistic fluid density and thus characteristic numbers. To our knowledge, this is
the first time that the dynamic performance of the different aircraft cabin ventilation
concepts is addressed.

3 Aircraft

3.1 General Description

As test platform for the ground and flight tests, the “Advanced Technology Research
Aircraft” (ATRA) of the German Aerospace Center (DLR), which is an Airbus A320-
232 (MSN659) and the largest test bed of the DLR fleet, was chosen.

3.2 Cabin Layout

Approximately one half of the ATRA cabin was refurbished to CDV, see Fig. 2,
allowing for a measurement section, which extended from frame number 46 to 62.
The latter was separated by foam walls of 0.4 m thickness on each side from the
rest of the cabin in order to ensure thermal insulation and to prevent air flow in
longitudinal direction. The front part of the cabin was used to install the operator,
measurement and dummy power supply racks.
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Fig. 2 Cabin layout and the relevant components of the cabin flight test installation

3.3 Integration of Cabin Displacement Ventilation

CDV outlets were installed in place of the original dado1 panels, see Fig. 1a. They
have a total active surface of 3.68 m2 in the measurement section. The preexisting
lateral MV outlets were kept in place in order to generate hybrid ventilation, see
Fig. 1b. In both scenarios, the used air left the cabin through the pre-existing openings
and gaps of the ceiling outlets.

4 Flight Test Installation

A cabin flight test installation (FTI), comprising 63 thermal passenger dummies and
in total more than 200 sensors installed in the test section, see Fig. 2. It is described
briefly in the following—for details see [5].

The thermal passenger dummies (TPDs) were arranged in 11 seat rows in the
measurement section at a seat pitch of 31 in. and operated under constant heat flux
conditions. Measurements in the fluid were conducted using four different types
of sensor-racks, which we refer to as SR1, SR2, SR3 and SR4, see Fig. 2. SR1
and SR2 were positioned near the TPDs and placed their sensors 5 cm apart from
the TPD surface, i.e. close, yet outside the boundary layers. The SR1s comprised
combined omnidirectional velocity and temperature probes at three levels and a
reference temperature sensor (RTD—resistance temperature detector), whereas the
SR2s comprised RTDs at 10 levels. SR3 and SR4 were placed in the aisle. SR3
was equipped with combined omnidirectional velocity and temperature sensors at 6
levels, while SR4 comprised RTDs at 12 levels. 24 RTDs were glued with painted
aluminum tape on the interior floor, hat-rack, side-panel, windows and ceiling panel
surfaces. 20 additional RTDs were installed in the CDV, lateral and ceiling air outlets.

Complementary to the surface sensors, a programmable, step motor driven,
automatically rotatable infrared camera set-up was installed in the front of the

1 “dado” is an architectural term, which describes the lower portion of a wall.
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Table 1 Test conditions in measurement section during steady climate scenarios

CDV ground CDV flight HV ground HV flight

qV (l/s) 743(7) 721 732 717(2)
PTPD (kW) 4.73 4.73 4.73 4.73
PCable (kW) 0.40 0.40 0.40 0.40
Plight (kW) 2.00 2.00 2.00 2.00
p (hPa) 1022 768 1024 768(5)
Ma 0 0.78 0 0.78
ALT (ft) 16 37154..37251 16 37267..38339

qV volume flow rate, PT P D total heating power of TPDs, PCable total heating power of TPD supply
cables, Plight total heating power of cabin illumination, p cabin pressure, Ma Mach number, ALT
altitude. If the variations exceed the last digit, the standard deviations are given in brackets

measurement section. The appliance allows taking a panorama image of the whole
cabin interior every minute.

Further sensors, not relevant for the following discussions, were installed [5].

5 Investigated Scenarios

Two ventilation scenarios are discussed in the following: pure CDV and HV, where
30 % of the air was supplied by the lateral MV outlets. Both scenarios were stud-
ied under static and dynamic conditions. Table 1 summarizes the conditions for the
steady scenarios. In addition, both systems have been investigated under transient
conditions, i.e. upon sudden, stepwise changes of the inflow temperature. The other
parameters of these dynamic scenarios are comparable to the ones listed in Table 1.

6 Experimental Results

6.1 Static Scenarios

An overview of the fluid velocity and temperature level is given in Fig. 3. A local
temperature, Tloc, has been defined as the average of the air temperature at ankle,
knee, chest and head level (z = 0.07, 0.55, 0.88 and 1.25 for SR1; z = 0.05, 0.6,
0.8, and 1.3 for SR2). At SR3 and SR4, similar height levels, corresponding to a
standing person have been used (z = 0.05, 0.63, 1.14, and 1.70 for SR3; z = 0.05,
0.65, 1.25, and 1.65 for SR4). The mean temperatures were averaged again over
the same y-position in three (|y| > 0), respectively two (y = 0, aisle) seat rows,
see Fig. 3a.

In all scenarios, a very homogeneous distribution of the local temperature is found.
Even if the aisle is considered, the maximal deviation from the mean value of all
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Fig. 3 Mean quantities evaluated near the TPDs and in the aisle for CDV and HV as a function
of the position (y-coordinate) for CDV (squares, blue) and HV (circles, red). a Local temperatures
during flight (filled symbols) and on ground (open symbols). Lines depict mean of respective data. b
Flow velocity magnitudes (filled symbols) and spatiotemporal standard deviations (open symbols)
during flight. The lines are just a guide to the eye

measures is as low as 0.27 K. This finding supports the image of the fresh air lake,
which homogeneously distributes the air between the heat loads, regardless of the
lateral injection into the cabin. The mean local temperature is always lower for the
ground as compared to flight cases due to the higher fluid density and thus specific
heat capacity per volume. At HV, the local mean temperature is significantly higher
as compared to CDV, which indicates a larger amount of short circuit flows. The
latter is caused by the lateral MV air jets, which homogeneously mix up with the
warm cabin air, leading to the typical fact, that a considerable fraction of fresh air
bypasses the heat loads and directly leaves the cabin at ceiling level. As a result, the
cooling efficiency is lower for HV as compared to CDV, which in turn provides the
lowest local fluid temperatures and thus the highest cooling efficiency.

Figure 3b unveils the mean velocity magnitudes and their spatiotemporal standard
deviations, evaluated similar to the mean temperatures in Fig. 3a. For averaging, the
sensors at ankle, knee and head level (z = 0.07, 0.55 and 1.25 m) were considered
(SR1). In the aisle, the sensors at z = 0.05, 0.63, 1.14, and 1.7 m were considered
(SR3). The mean fluid velocities and fluctuations are well below 0.1 m/s for both
systems, and thus the draught risk is very low [7]. Though, a characteristic distribution
between the cabin position in y-direction can be observed, reflecting the influence
of the outlets at CDV (window seats) as well as the momentum of the lateral air jets
at HV (aisle seats).

6.2 Dynamic Behavior

While both, HV and CDV, lead to homogeneous surface temperature distributions
under static climate conditions [5], large differences in the performance are observed
under dynamic conditions: Fig. 4 shows the surface temperature changes after an
abrupt reduction of the inflow temperature by approximately 12K (“pull-down”),
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Fig. 4 Surface temperature distributions after pull-down, T(t), relative to the initial distributions
T(tp) and normalized to αTp for a CDV flight and b HV flight at t-tp = 2000 s

measured during flight with the rotatable infrared camera. At CDV, the surface
temperature changes proceed from the lower to the upper cabin part and stay below
50 % of the applied temperature jump even after 2000 s in most parts. Using HV,
the surface temperature changes are much larger, and the distribution is qualitatively
different: Even though they carry only 30 % of the volume flow rate, the lateral air
jets induce a significant gain in surface cooling rates in their surroundings. After
2000 s, most of the cabin surfaces reach more than 50 % of the applied temperature
jump.

In order to further characterize the cooling performance of HV and CDV, the
temperature response of the RTDs at different height levels and fluid positions have
been evaluated accordingly, see Fig. 5a. Clearly the curves deviate from simple expo-
nentials, which would lead to straight lines in the chosen scaling. We ascribe this to
the heat exchange between fluid and surfaces of the cabin interior parts like hat-racks,
side panels etc., which act as heat reservoirs and thus limit the dynamics of the whole
system. However, the response time increases with z for CDV, reflecting the global
flow direction, and the temperature changes of the air are much faster than for the
surfaces. The dynamics is further characterized in Fig. 5b by t0.3, which is the time,
that a certain mean temperature needs to reach 30 % of the applied temperature jump
αTp(t).

While t0.3 is smaller for CDV and z < 1 m, HV is generally faster for z > 1 m and at
the upper cabin surfaces. On the floor, which is influenced by the heat reservoir of the
cargo compartment, very high t0.3 are observed. We conclude, that the convection
based air guidance principle of CDV supports fast air temperature changes in the
passenger zone due to the fact, that fresh air is attracted by and thus quickly exchanged
at the heat loads. Supply of fresh air to and thus efficient cooling of the passive cabin
surfaces, however, is strongly supported by the pressure gradients and turbulence
induced by the lateral MV outlets at HV. Comparison of pull-up and pull-down for
HV unveils significant differences in the t0.3 distribution, stemming from the fact,
that the lateral air jet is affected by buoyancy forces, which have opposite sign in
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Fig. 5 a Normalized temperature differences as a function of time during “pull-up” (solid lines)
and “pull-down” (dotted lines) for “CDV flight”. Blue incoming air, green mean of all SR2 sensors
at z = 0.4 m, red mean of all SR2 sensors at z = 0.6 m, cyan mean of all SR2 sensors at z = 1.3 m,
magenta mean of all RTDs at ceiling, side-panels, hatracks and floor surfaces. b t0.3 for different
positions for CDV (squares) and HV (circles) during “pull-down” (filled symbols) and “pull-up”
(open symbols). The values for 0 < z < 1.75 m correspond to the mean fluid temperatures in the
passenger zone. In addition, t0.3 is given for the sensors at floor (FL), hat-rack (HR) and ceiling
panel (CP) surfaces. The lines are just a guide to the eye

both scenarios. We think that the change of the t0.3 distribution between pull-up and
pull-down is a consequence of premature jet separation [1] during pull-down.

7 Conclusions

CDV and HV have been evaluated for the first time under flight conditions in an A320
aircraft. In addition to the stationary performance, the dynamic behaviour was inves-
tigated. Our measurements unveil homogeneous lateral temperature distributions and
low flow velocity levels in the passenger zone for both systems. The different fluid
temperature levels for HV and CDV directly reflect the higher cooling efficiency of
the CDV system, which also provides a better performance regarding control of the
air temperatures in the passenger zone. The HV system, however, relying partly upon
classical jet ventilation, exhibits higher surface cooling rates as compared to CDV.

Acknowledgments This project was supported by the German Federal Ministry of Economics
and Technology under the grant numbers 20K0806D, 20K0806A and 20K0702A on the basis of
a decision of the German Bundestag. The responsibility of the content is the authors. We thank
all colleagues at Airbus Operations and the German Aerospace Center, who contributed to the
successful preparation and performance of the ground and flight tests.



Flight Testing of Alternative Ventilation Systems for Aircraft Cabins 283

References

1. Kühn, M., Bosbach, J., Wagner, C.: Experimental parametric study of forced and mixed con-
vection in a passenger aircraft cabin mock-up. Build. Environ. 44(5), 961–970 (2009)

2. Müller, D., Schmidt, M., Müller, B.: Application of a Displacement Ventilation System for Air
Distribution in Aircraft Cabins, AST 2011, March 31–April 1. Hamburg, Germany (2011)

3. Zhang, T., Chen, Q.: Novel air distribution systems for commercial aircraft cabins. Build. Env-
iron. 42(4), 1675–1684 (2007)

4. Yin, S., Zhang, T.A.: A New Under-Aisle Displacement Air Distribution System for Wide-Body
Aircraft Cabins, Building Simulation 2009. Glasgow, Scotland, pp. 1030–1036, (2009)

5. Bosbach, J., Heider, A., Dehne, T., Markwart, M., Gores, I., Bendfeldt, P.: Evaluation of cabin
displacement ventilation under flight conditions. In: ICAS2012, paper 304, September 23–28.
Brisbane, Australia (2012)

6. Bosbach, J., Lange, S., Dehne, T., Lauenroth, G., Hesselbach, F., Allzeit, M.: Alternative venti-
lation concepts for aircraft cabins. CEAS Aeronaut. J. 4(3), 301–313 (2013)

7. Ergonomics of the thermal environment—Analytical determination and interpretation of thermal
comfort using calculation of the PMV and PPD indices and local thermal comfort criteria, DIN
ISO 7730:2005(E)



Large-scale Coherent Structures in Turbulent
Mixed Convective Air Flow

Andreas Westhoff, Johannes Bosbach and Claus Wagner

Abstract We report on an experimental study of mixed convective air flow in a
cuboidal container with an inlet and outlet slot at Ar = 3.3, Re = 1.0 × 104,
Ra = 2.4×108 at a fluid pressure of P = 11.6 bar. Particle image velocimetry were
performed with the objective to identify the dynamics of the large-scale circulations.
In addition, we applied temperature measurements to determine the heat transport.
Due to the unsteady nature of mixed convection in the present configuration, the
velocity vector fields were subjected to a proper orthogonal decomposition in order
to extract the predominant coherent structures. The analysis uncovers two structures
consisting of three and four thermally induced large-scale circulations, which are
arranged in longitudinal direction. Further, we found that the dynamics and the
topology of the convection rolls strongly influences the heat transport between the
container‘s inlet and outlet.

1 Introduction

Convection describes the process of heat transport due to the movement of ensembles
of molecules within fluids. In general, a distinction is made between two basic types
of convective flows: thermal convection, also referred to as free or natural convection,
and forced convection. The expression thermal convection is given to the category of
flows, which are driven by externally induced temperature gradients, while in forced
convection, the motion of fluid and the transport of heat is governed by pressure
gradients, e.g. caused by pumps or fans. If both coexist and have the same order of
magnitude, the flow is termed as mixed convection. Mixed convection is characterised

A. Westhoff (B) · J. Bosbach · C. Wagner
Simulation Center of Aerodynamic Research in Transportation (SCART), German Aerospace
Center (DLR), Institute of Aerodynamics and Flow Technology, Bunsenstraße 10, 37073
Göttingen, Germany
e-mail: andreas.westhoff@dlr.de

A. Dillmann et al. (eds.), New Results in Numerical and Experimental Fluid Mechanics IX, 285
Notes on Numerical Fluid Mechanics and Multidisciplinary Design 124,
DOI: 10.1007/978-3-319-03158-3_29, © Springer International Publishing Switzerland 2014



286 A. Westhoff et al.

by the non-dimensional numbers: the Rayleigh number Ra = g α ΔΘ H3/ν κ as a
measure for the thermal convective flow, the Reynolds number Re = U H/ν for
the forced flow and the Prandtl number Pr = ν/κ for the fluid properties. Here g
denotes the gravitational acceleration, α the thermal expansion coefficient, ΔΘ the
characteristic temperature difference, H the characteristic height, ν the kinematic
viscosity, κ the thermal diffusivity and U the characteristic velocity. In addition,
the Archimedes number Ar = Ra/Re2Pr = ΔΘαgL3/U 2 is another frequently used
parameter to characterise mixed convection. It represents the ratio of buoyancy to
inertia forces. Convective flows with Ar ◦ 1 are predominated by inertia forces and
can be assigned to forced convection. If Ar ≈ 1, the flow is governed by buoyancy
forces and it is referred to as thermal convection. Convective flows with Ar ∅ 1,
i.e. if inertia and buoyancy forces have the same order of magnitude, belong to the
regime of mixed convection.

The phenomenon convection, and in particular, mixed convection, occurs abun-
dantly in nature and is of utmost importance in numerous applications. Often, con-
vective flows emerge on large scales, like in meteorology [8], indoor air-conditioning
[4] or other technical applications [1, 5]. Consequently, a direct experimental study
requires often an unreasonable effort or is even impossible. To overcome that issue,
a concept of spatial scaling [12] is utilised to obtain high characteristic numbers on
laboratory scales. In accordance with this concept, the characteristic velocity U and
the fluid pressure were adjusted to obtain the characteristic numbers comparable to a
container whose spatial dimensions would be larger by a factor five. Here, we present
and discuss results of turbulent mixed convective air flow in a cuboidal container with
the focus on the dynamics of the thermally induced large-scale circulations and their
influence on the heat transport.

2 Experimental Setup

A sketch of the container’s geometry is illustrated in Fig. 1. In principle, the enclosure
corresponds to a Rayleigh-Bènard container, consisting of a rectangular box with a
quadratic cross-section, isothermally heated from below and cooled from above. The
aspect ratios are ΓLH = length/height = 5 and ΓWH = width/height = 1.

In addition, the container is equipped with an air inlet and outlet (Fig. 1). The
inlet is placed at the top and the outlet at the bottom. Both slots are located on
the same side and span over the whole length, where the height of the inlet and
outlet is Hin = 0.05 × H and Hout = 0.03 × H respectively. To guarantee well-
defined and reproducible inflow conditions the container is additionally equipped
with an inflow channel. Thus, at the inlet slot a fully developed velocity profile is
obtained. The outlet is equipped with a channel to provide an undisturbed outflow.
This configuration ensures well-defined forced convective flow.

The dimensions of the experimental setup are listed in the table of Fig. 1, where
H denotes the height, L the length, W the width, Hin the height of the inlet channel,
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Fig. 1 Sketch of the container’s geometry with an aspect ratio of 1 : 1 : 5 and the corresponding
lengths. All dimensions are in mm

Hout the height of the outlet channel, L in the length of the inlet channel and Lout the
length of the outlet channel.

The measurements were performed in the High Pressure Wind Tunnel Göt- tin-
gen (HDG). The HDG is a Göttingen-type closed circuit low speed wind tunnel,
which can be operated at fluid pressures up to 100 bar. The function of the HDG in
the experiments is twofold. The HDG allows the adjustment of the fluid pressure and
supplies the cooling of the ceiling. The measurements of this study are performed at
an ambient pressure P ∅ 11.6 bar.

With the objective to determine the characteristic temperature difference ΔΘ , the
setup is equipped with numerous temperature sensors. Here, eight sensors are placed
shortly below the surface of the top and bottom plate. Further, five sensors are placed
into the outlet slot in order to verify the heat transport between the container’s inlet
and outlet.

3 Proper Orthogonal Decomposition (POD)

For the present configuration, a key feature is the formation of large-scale coherent
roll structures. To examine the structure formation and their dynamics, Particle Image
Velocimetry (PIV) [6] was utilised in the longitudinal cross-section Y = 0.5 × W
to measure planar velocity vector fields. However, for the parameters of this study,
mixed convection is turbulent and far from equilibrium. To this end, the velocity
vector fields were subjected to a Proper Orthogonal Decomposition (POD). It was
applied to an ensemble of 4,800 velocity vector fields to extract the topology of the
predominant large-scale coherent flow structures and their trajectories in time. For
practical applications basically two methods of the POD exist: the direct method
introduced by Berkooz et al. [2] and the snapshot method by Sirovic [9]. For the
analysis of the present data, the latter method was used.

Considering, an ensemble of vectorfields fields
{
u(n)

}
and u = u(x), where x

denotes the spatial coordinates; the basic objective of the POD procedure is to find
a new basis of orthonormal functions, as a linear combination
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u(n)(x, tn) =
n∑

k=1

ζk(t)Ψk(x). (1)

Since the functions of the new basis are linearly independent, the eigenfunctions
{Ψn(x)} are commonly termed as coherent structures. The corresponding eigenvalues
can be interpreted as the kinetic energy. In principle, higher eigenvalues are obtained
for eigenmodes, which represents larger structures. Thus, the eigenmodes with the
largest eigenvalues often represent large-scale coherent structures. Hence, to identify
large-scale structures, the eigenvalues are a valid indicator to identify the eigenmodes
of interest. The eigenvectors ζn(t) are functions of time and represent the trajectory
in time of the corresponding coherent structures.

4 Results

In mixed convection, the formation of flow structures is determined by the mutual
interplay of forced and thermal convection. Depending on the ratio of inertia to buoy-
ancy forces, numerous coherent flow states are reached. ForAr = 3.33, the formation
of flow structures is primarily governed by buoyancy forces. Figure 2 illustrates the
time-averaged velocity vector field (Fig. 2a) and the two coherent structures (Figs. 2b
and 2c) with the highest eigenvalues. Here, the magnitude of the velocity vectors are
colour-coded and normalised with the characteristic mean inflow velocity U . Regard-
ing, the coherent structures, the magnitude Ψn of the eigenfunctions are normalised
as well. Furthermore, the velocity vectors and the vectors, reconstructed from the
eigenfunction of the corresponding in plane velocity components, are scaled to one.

However, the time-averaged velocity field reveals just a phantom flow field, which
never develops in the flow. It is the superposition of coherent flow states. Conse-
quently, an analysis of the flow based on the time-averaged velocity field is obviously
not promising. To find the large-scale coherent structures which are representative
for the flow a POD was utilised on the in-plane velocity components of the instan-
taneous velocity fields. Figures 2b and 2c show the topology of the first and second
mode coherent structure Ψ1 and Ψ2 representing the POD modes with the highest
eigenvalues.

The coherent structure of the first mode discloses four almost symmetrically
arranged counter-rotating large-scale circulations (L SC) with a preferred location
of rising hot air in the centre region X ∅ 0.5×L and at the lateral walls. Accordingly,
descending cold air is located at X ∅ 0.25×L and X ∅ 0.75×L . A closer inspection
of the coherent structure reveals that the L SCs centre is shifted towards the region
of rising hot air. Moreover, a significant broadening of the horizontal flow at the top,
relative to the flow over the heating plate, is observed. Both effects result from the
interplay of the forced mean wind with thermal convection rolls. Besides the structure
of four longitudinally arranged L SCs the POD uncovers another coherent structure,
which is composed of large-scale roll structures. The structureΨ2 represents a pattern,
which consists of three counter-rotating L SCs (Fig. 2c).
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(a)

(b)

(c)

Fig. 2 Thermally induced lare-scale coherent structures in the longitudinal cross-section Y =
0.5 × W for Ar = 3.33, Re = 1.01 × 104 and Ra = 2.39 × 108 under high pressure conditions
P = 11.6. a The time-averaged in-plane velocity vector field. b The topology of the first POD
mode coherrent structure Ψ1. c The topology of the second POD mode coherrent structure Ψ2

To determine the dynamics of the coherent structures Ψ1 and Ψ2, the time devel-
oping coefficients were analysed. The time developing coefficient of the first mode
(Fig. 3 (black)) corresponds to the coherent structure consisting of four L SCs. Eigen-
vector ζ1 reveals two periods 1,250 s � t � 2,750 s and 3,600 s � t � 7,200 s,
where the structure of four L SCs is present. Further, the change of the L SC rota-
tional direction is indicated by the conversion. On the contrary, within the first period
0 s � t � 1,250 s and during 2,750 s � t � 3,600 s, ζ1 is approximately zero and
the coherent structure of the second POD mode is predominant.
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Fig. 3 The time developing coefficient of the first two POD modes ζ1 and ζ2 in the cross-section
Y = 0.5 × L at Ar = 3.33, Re = 1.01 × 104 and Ra = 2.39 × 108

(a)

(c)

(b)

Fig. 4 The power spectrum of the first mode eigenvector of POD in the longitudinal cross-section
Y = 0.5 × W (a), second mode eigenvector of POD in the vertical cross-section X = 0.5 × L (b)
and the outlet temperature time series at X = 0.5 × L (c)

Besides the identification of sudden break-ups and flow reversals of the roll struc-
tures, the Fourier analysis of the POD eigenvectors reveals a time-periodic behaviour
of the large-scale coherent structures. A very low characteristic frequency of the first
mode ω = 2π f ∅ 0.008 s−1 (Fig. 4a) is found. The physical process, which under-
lies this very low-frequency oscillation cannot fully be disclosed with the present
data. However, due to studies of L SC in Rayleigh-Bènard convection [3] it seems
reasonable to assume that this frequency has its origin in a torsional movement of the
thermal convective roll structures. In addition, the eigenvectors of the POD in the ver-
tical cross-section uncovers characteristic frequencies. The frequency ω ∅ 0.6 s−1,
for instance, corresponds to the mean angular velocity of the thermal convection
rolls for the state of four counter-rotating L SCs. Moreover, this frequency indicates
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that the thermal convection rolls rotate with a single frequency over hundreds of
cycles, although the bulk is turbulent. Besides these two POD modes, several other
POD modes are found, including characteristic frequencies. A detailed discussion
and analysis of all these frequencies would go beyond the scope of the discussion in
this chapter.

In the end, the time periodic dynamics of the L SCs influence the heat transport
between the container’s inlet and outlet. The power spectrum of the temperature time
series in the outlet slot discloses characteristic frequencies, which correlate to those
found in the power-spectra of the time developing coefficients of the dominant POD
modes. For instance, the power spectrum of the temperature time series in the outlet
slot at X = 0.5 × L (Fig. 4c) shows a similar time periodic behaviour like ζ1 and
ζ2. Furthermore, the power spectrum of the temperature time series discloses peaks
at ω ∅ 1.0 s−1. These frequencies are almost similar to the angular velocity of the
forced mean wind ω = 1.1 s−1 in the vertical cross-section X = 0.5×L . The angular
velocities were calculated from velocity vector fields measured for isothermal flow
at the same Re [10]. The finding of these frequencies shows a clear influence of the
forced convective flow on the heat transfer, although the flow is primarily governed
by thermal convection.

Regarding structure formation and dynamics, the results are in good agreement
with findings in a lager container with the same geometry at similar characteristic
numbers [11]. As well, there a coherent structure of four counter-rotating L SCs was
found. However, clear differences can be identified. For instance, the measurements
in the large container just reveal one large-scale coherent structure. A reason for
the absence of additional coherent flow states is that the measurement was randomly
performed within a period where the flow was featured by one coherent structure only,
without any flow reversals or other erratic flow features. First results of temperature
measurements with measuring times of several days substantiate this assumption.
The study reveals flow reversals and sudden break-ups of the L SC also in the larger
container [7]. These findings show that the dynamics of the large-scale structures are
more complex as previously assumed [11].

5 Summary

Turbulent mixed convective air flow was experimentally studied in a cuboidal con-
tainer at a fluid pressure P = 11.6 for Ar = 3.3, Ra = 2.4 × 108, Re = 1.01 × 104

and Pr = 0.7. The container is uniformly heated from below and cooled from above.
Additionally, it is equipped with an inlet and outlet slot. With the objective to identify
the flow structures and their dynamics, PIV was performed in the longitudinal cross-
section Y = 0.5× W . In addition, measurements of the temperature were conducted
to determine the heat transport.

A POD was subjected to the ensemble of instantaneous velocity vector fields to
identify large-scale coherent structures, their dynamics and the influence on the heat
transport between the inlet and outlet slot. The POD discloses a predominant coher-
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ent structure, which consists of four counter-rotating L SCs arranged in longitudinal
direction. In addition, a second POD mode was found, which represents a coherent
structure composed of three counter-rotating L SCs. The analysis of the correspond-
ing time developing coefficients brings to light: flow reveals, sudden breakups and
spontaneous re-organisation of the large-scale roll structures. Moreover, a frequency
analysis of the POD time developing coefficients and the temperature time series
at the outlet discloses numerous characteristic frequencies. The finding of similar
frequencies in the time developing coefficients of the predominant large-scale coher-
ent structures and the time series of the temperature at the outlet clearly shows that
the dynamics of the forced and thermal convection rolls strongly influences the heat
transport between the inlet and outlet of the container.

However, due to the long-time dynamics of the coherent structures, in particular,
for higher Ar , measurements have to be performed over a longer period in order to
uncover the full dynamics of the large-scale flow pattern. Nevertheless, we showed
that it is possible to extract the prominent flow features from these relative short
measurement periods by POD.
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Numerical Simulation of the Air Flow
and Thermal Comfort in Aircraft Cabins

Mikhail Konstantinov, Waldemar Lautenschlager, Andrei Shishkin
and Claus Wagner

Abstract Results of a numerical study of the air flow and the thermal comfort
of the passengers in an aircraft cabin which includes thermal radiation effects are
presented. The computations have been performed by coupling flow simulations with
the Computational Fluid Dynamics (CFD) code OpenFOAM with finite element
simulations of the heat transport within the passengers using the code THESEUS-
FE. With the latter the bodies of passengers are modeled based on various layers with
different heat transport characteristics to account for effects like blood flow, skin,
clothing as well as activity levels and ambient humidity. Computations of the flow,
the thermal radiation and the modeled passenger comfort in the cabin of the Airbus
A320 and Do728 are discussed. The predicted numerical temperature distributions
in the cabin of Do728 have been supported by experimental measurements.

1 Introduction

Thermal comfort and the well-being of passengers in aircraft cabin are important
criteria for airlines to purchase a specific aircraft. The thermal comfort of passengers
sin particular is influenced by the air flow, the temperature distribution and the thermal
radiation in a specific cabin configuration. The thermal comfort prediction in an
aircraft cabin further depends on the numerous thermal sources, one of which is
the passenger itself. Conventionally, in computations using Computational Fluid
Dynamics (CFD) methods, the thermal boundary conditions are prescribed at the
passenger/cabin air interface in terms of either the specified heat flux or isothermal
temperature distributions. In this respect the passenger is considered as a passive
heat source [1–3]. There are also more sophisticated thermal comfort models which
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consider a human body to consist of several layers with different heat conductivities
and capacities also taking into account the heat transport in the cardiovascular system
and the influence of clothing on the thermal comfort. Additionally, the influence
of human activity levels and the ambient humidity on human physiology is also
considered, albeit in empirical form.

The thermal comfort simulations presented below are based on a coupling of the
finite volume method OpenFOAM which solves the unsteady Reynolds-averaged
Navier-Stokes (URANS) equations using the Boussinesq approximation with the
commercial finite element code, THESEUS-FE, developed by P+Z Engineering
GmbH (FIALA-Manikin-Model) [4]. The model implemented in the latter considers
all relevant thermo-physiological effects of a human body as described by D. Fiala et
al. [5, 6]. It computes the so-called Zhang local sensation indices which describe the
feeling temperature in a range from “very cold” to “very hot” [7]. Based on the latter
the Zhang local comfort indices are evaluated which describe the sense of comfort
in a range from “very uncomfortable” to “very comfortable” [8]. Using the coupled
approach, computations of the flow and thermal comfort of passengers in cabin of the
A-320 and the Do728 have been performed and are discussed below. Additionally,
the calculated results are compared with those of subjective comfort studies obtained
with of test persons in Do728 cabin.

2 Comfort Model

The heat transfer problems solved with THESEUS-FE software [4] are based on
a thermal manikin the so-called FIALA-Manikin Model. The body of the latter is
considered to consist of 54 body segments. For our simulations we reduced the
number of segments to 14. So the head, the face and the neck of the FIALA-Manikin
are combined to one segment of our Thermal Comfort Model (TCM). Further, one
segment represents the torso. There are also the left and right segments of the upper
arm, lower arm, hand, upper leg, lower leg and foot. Each these body segments consist
of several material layers. Additionally, it is possible to define an individual clothing
layer for any of the above discussed segments. Finally, it must be noted that the core
of each segment has own attributes and that gender effects as well as differences in
the human thermoregulation are not reflected. The distribution of body elements is
shown in Fig. 1.

For each body segment the following partial differential equation is solved for all
layers to describe the energy changes at each material point:

ρc
∂T

∂t
= k

(
∂2T

∂r2 + ω

r

∂T

∂r

)
+ qm + ρbcbwb

(
Tb,a − T

)
(1)

Here ρ is the density, c—the specific heat, k—the thermal conductivity, T—the
temperature, qm—the metabolic heat flow density, wb—the blood perfusion rate and
Tb,a—the calculated arterial temperature. The term ρbcbwb(Tb,a − T ) describes the
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Fig. 1 Partitioning the body
elements for calculation of
local comfort indices

heating due to the arterial blood flow. Blood circulation is of vital importance for
the dissipation of heat within the human body [5, 6]. The brain temperature would
reach unrealistic values of more than 70 ◦C in a simulation without blood circulation.
Body elements are simplified considering them as cylinders with the exception of
the head (sphere) and r is a body element radius. The dimensionless parameter ω is
1 for cylindrical body elements (for example leg) and 2 for spherical body element
(head). Thus, Eq. (1) describes the law of energy conservation at each material point
of a layer that might represent skin, fat, muscle, bone, brain etc.

The local clothing properties of each garment were predicted using the model of
McCullough [9]. The clothing is defined with thickness, clothing resistance, evap-
orate resistance, non-structural mass and specific heat. With the FIALA-Manikin
surface (Ts f ) and skin (Tsk) temperatures are computed. For calculations of the con-
vective and radiative heat transport in complete aircraft cabins the value of Ts f is of
major importance.

Different comfort evaluation indices can be modeled in our approach. First, an
equivalent temperature Teq is determined according to

Teq = Ts f − qreal

hcal
, (2)

qreal = R + C + E, (3)

where qreal , R, C and E symbolize the realistic, radiation, convection and evapora-
tion heat flux densities. Evaporation is estimated and calculated in THESEUS-FE by
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a prescribed humidity. Further, hcal denotes the combined heat transfer coefficient
of this environment (hr + hc), where hr is the radiation and hc the convection heat
transfer coefficient. The equivalent temperature denotes the temperature of homo-
geneous room with a radiation background temperature equal to the air temperature
and the low relative air speed.

The equivalent temperature and any other comfort indices (e.g. both Zhang
indices) were calculated by THESEUS.

The Zhang local Sensation Index (SI) is defined as a function of following para-
meters

SI = f

(
Tsk,i ,

dTsk,i

dt
, T sk,i , Ṫhy

)
, (4)

where Tsk,i is the skin temperature of the body segment i and Thy – the hypothalamus
temperature. The resulting sensation scale ranges from: 4—“very hot”, 3—“hot”,
2—“warm”, 1—“slightly warm”, 0—“neutral”, −1—“slightly cool”, −2—“cool”,
−3—“cold”, −4—“very cold”.

Based on Eq. (5) the Zhang Local thermal comfort index (Lc) is computed taking
into account the Overall Thermal Sensation (So)

Lci = f (SIi , So) (5)

Zhang local comfort index ranges from 4—“very comfortable”, 2—“comfor-
table”, 0—“just comfortable” to −2—“uncomfortable”, −4—“very uncomfortable”.
For details on the calculation of So the reader is refereed to [8].

3 OpenFOAM-THESEUS Coupling

For the data exchange between the flow simulations using OpenFOAM and the ther-
mal comfort computation with THESEUS the following interface was developed.
At the beginning of the simulations the initial temperature of the all body surfaces
of the passengers is prescribed as follows: head—T = 308 K, torso—T = 308 K,
the upper arms—T = 306 K, lower arms—T = 306 K, hands—T = 307 K, upper
legs—T = 305 K, lower legs—T = 304 K and feet—T = 304 K. Using these initial
conditions the Reynolds-averaged Navier-Stokes (RANS) simulations are started.
After 100 iterations the heat flux densities due to radiation and convection are com-
puted and written into an output file. From this file THESEUS obtains the heat flux
densities and calculates a new set of surface temperature boundary conditions by
solving the Eq. (1) of the FIALA-Manikin model. To obtain a good convergence of
the solution in THESEUS-FE the number of inner iterations/time steps was chosen to
be 10. Additionally steady state conditions as residual of 5e-4 have been prescribed.
The results are an estimate of the response of a typical human body to the speci-
fied thermal loading. Further, an “equivalent” temperature which is used to assess
the thermal comfort, as well as surface (and skin) temperatures are computed. The
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Fig. 2 Streamlines emerging
from inlet surfaces and sur-
face temperature distribution
in A320

latter are then passed on to the RANS simulations by updating the surface temper-
ature boundary condition through an intermediate output file. The whole procedure
is repeated every 10 iterations.

4 Results of Coupled Simulations

The flow simulations were performed solving the RANS equations with the finite
volume code OpenFOAM together with THESEUS-FE. The air flows in the cabins
of the A320 and the Do728 were investigated. For a A320 segment the computational
domain features 6 rows and 36 passengers, while for the Do728 cabin 3 rows and 15
passengers were considered. This means that for the passengers in the A320 cabin
14 × 36 = 504 separate body segment boundary conditions were needed while
14 × 15 = 210 body segment boundary conditions were used for Do728 cabin.
At all air inlet planes the volume flux and its temperature value were prescribed. At
the walls representing the sides, bottom, ceiling and windows temperature and heat
flux were calculated. For the light-bands in A320 cabin the heat flux density of 300
W/m2 was given. The unstructured grids used for A320-computations consisted of
22 Mio. cells and 14 Mio. cells for the Do728 cabin.

The conducted turbulent flow simulations include modeling of thermal surface
to surface radiation. They were carried out with the “buoyantBoussinesq” solver
of OpenFOAM by Engys. It solves the RANS equations together with k-ω/SST
model. The computed velocity and temperature fields in the A320 cabin are presented
in Fig. 2, where streamlines of the mean velocity emerging from the inlet and the
resulting surface temperature distributions are visualized. At the four inlets region
the volume flux and the temperature of 19 ◦C were prescribed. The calculated mean
temperature in the cabin A320 reaches the value of 22.5 ◦C.

As mentioned above, heat flux densities on the passenger’s surfaces are first
computed and then passed on to the finite-element code THESEUS-FE. The lat-
ter updates the surface body temperatures with the FIALA-Manikin model. With
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Fig. 3 Predicted distribution of the Zhang Sensation and the Local Comfort indices on the passen-
gers in a row of the A320 cabin

these new temperature boundary conditions at the passenger surfaces the RANS
simulations are continued. Additionally several comfort parameters such as the per-
ceived temperature are also provided by THESEUS-FE. The calculated surface and
skin temperature underline that a realistic choice of clothing data is important for
the below discussed thermal comfort predictions. The latter is obtained by making
use of the Zhang sensation and local comfort indices which are presented in Fig. 3.
The analysis of these indices reveals the correlation between perceived tempera-
ture and the perceived comfort for each body segment of the passenger dummies.
Thus, a perceived “neutral” temperature at the hands leads to comfortable situation,
while a “slightly warm” perceived temperature at the lower arm is perceived as not
comfortable.

5 Comparison of the Predicted and Measured Temperatures

The several experiments with test persons were carried out in the Do728 cabin test
facility. In these test series the perceived thermal comfort was determined by analyz-
ing questionnaires which were filled out by test persons. The experimental boundary
conditions are reflected in the CFD simulations. To reach the mean cabin temper-
ature of 24 ◦C the initial temperature of 17 ◦C at all four inlet regions was given.
The total volume flux in experiment was about 47 l/s per passenger row. The CFD
calculations were performed for cabin segment of 3 rows and the flux value was
scaled accordingly.

During these test series the surface temperatures were additionally measured with
a “VarioCAM” high resolution infrared camera. In Fig. 4 the measured and computed
mean surface temperature on the body segments of passengers in one row are pre-
sented.
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Fig. 4 Comparison of the computed (magenta) and measured (blue) mean temperature distribution
on the body segments of one row of 5 passengers obtained at the cabin temperature Tcabin = 24 ◦C

Fig. 5 Comparison of the measured (left) and the computed (right) surface temperature distribution
in the cabin of Do728 at a mean temperature of Tcabin = 24 ◦C

By postprocessing the infrared pictures for each body element have been adopted
in one polygon in which the mean temperature value was determined. Although,
the temperatures on the head and hands differ by about 2 ◦C the overall agreement
is qualitatively good. Probably infrared camera has not enough resolution for these
domains. For the investigated case the mean aircraft cabin temperature amounted to
T = 24 ◦C. Additionally, the comparison of predicted and measured surface temper-
atures in the Do728 cabin is shown in Fig. 5 in the same temperature interval. Again,
a qualitative agreement is obtained. The major reasons for the observed quantitative
differences are the differences in clothing in the test series and the computations.
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Fig. 6 Zhang sensation (left) and local comfort (right) indices in the cabin of Do728

Finally, the obtained Zhang indices for this test case are visualized in Fig. 6.
The sensation index values of the heads and hands reveal a nearly neutral comfort
sensation. At the lower arms the indices are higher which indicates that there the tem-
perature might be perceived as slightly to warm. Still, the predicted local comfort
values show, that the heads, hands, torso and feet perceive the conditions as com-
fortable. Only, the lower arms are reflected as just comfortable a “warm" sensation
index.

6 Conclusions

The presented numerical thermal comfort predictions are based on the solution of
the Reynolds-averaged Navier-Stokes equations using the Boussinesq approxima-
tion and modeling of surface to surface thermal radiation in two different aircraft
cabins and the coupling with the finite element code THESEUS. The latter allows to
simulate the heat transport within the passengers and the perceived temperature and
comfort of passengers. It was shown that with the presented approach a qualitative
and quantitative thermal comfort prediction is possible. The analysis of the results
further revealed that a proper modeling of the clothing is of particular importance for
a realistic prediction of the thermal radiation within cabin. The comparison of the
results obtained in numerical simulations and those of test series with human beings
in the Do728 cabin demonstrates a good agreement.
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Highly-Resolved Numerical Simulations
of High Rayleigh and Reynolds Number Indoor
Ventilation in a Generic Room

Olga Shishkina and Claus Wagner

Abstract We conduct Direct Numerical Simulations (DNS) and Large Eddy
Simulations (LES) of turbulent mixed convection in parallelepiped convective cells
with heated parallelepiped obstacles inside, which represents indoor ventilation in
a generic room. The considered Reynolds number Re based on the velocity of the
inlet flow and the width of the inlet ducts is up to Re = 1.0 × 103 (and 1.5 × 105 if
based on the height of the cell) and the Grashof number Gr based on the height of the
generic room and the temperature difference of the heated obstacles and the cooled
inlet flows is up to Gr = 2.8 × 1010. The flow for Re = 1.5 × 105, Gr = 2.8 × 1010

and the length of the domain L̂ = 5 m is studied by means of LES based on the
Smagorinsky model. The results of the simulations reveal a strong dependency of
the global flow structures on the Grashof number Gr , Archimedes number Ar and
the length of the domain.

1 Introduction

Mixed convection, which is the dominant transport process in indoor ventilation (for
reviews and references see [9, 14]), is characterized by complex transport mecha-
nisms resulting from the interaction of natural and forced convection. Responsible
for the former type of convection is the buoyancy force resulting from tempera-
ture induced density differences, while forced convection is driven by an imposed
pressure gradient.

In the past turbulent mixed convection of air in simplified geometries has been
investigated mainly in experiments. For example, Schmeling et al. [10] considered
a rectangular convection cell, Fitzgerald and Woods [4] a parallelepiped container
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heated from below by uniform heat sources and Gladstone and Woods [6] a naturally
ventilated room with a heated floor and two openings to a cold exterior.

Most of the numerical investigations of mixed convection have been conducted
either for laminar flows as reported, for example, by Ehrhard [3], or if a turbu-
lent flow was considered, by solving the Reynolds-averaged Navier-Stokes (RANS)
equation with different types of turbulence models. A comparative study by Costa
et al. [2] and Blay et al. [1] who tested some available turbulence models revealed
large discrepancies between the RANS predictions of mixed convection, for which
they made the turbulence models responsible. In particular, Blay et al. [1] found
that some of the RANS simulations predicted large-scale circulations rotating in the
opposite directions, although the same physical parameters were specified.

Therefore, accurate Direct Numerical Simulations (DNS) or well-resolved Large
Eddy Simulations (LES) databases for a generic ventilated room are need-ed, which
can be used as references in the development of reliable turbulence models for
accurate predictions of mixed convection in complicated domains with external and
internal walls.

2 Computational Domain and Governing Equations

In the present work we investigate by means of DNS and LES mixed convection
flows in a box with four parallelepiped ducts, attached to two opposite vertical walls
as shown in Fig. 1.

The length, height and width (without ducts) of the domain are denoted as L̂ , Ĥ
and D̂, respectively. Through two thin ducts, located at the top of the side walls, cold
air enters the domain. The length, height and width of the inlet ducts are L̂ , Ĥ/150 and
Ŵ = Ĥ/30, respectively. Two outlet ducts with the sizes L̂ × Ĥ/20× Ŵ are situated
at the bottom of the side walls. Inside the box there are four heated parallelepiped
obstacles which are elevated at Ĥ/20 from the floor and are orientated in a parallel
manner to each other. The length, height and width of the obstacles are L̂ , Ĥ/5 and
D̂/10, respectively, and the distance between the two central obstacles equals D̂/5.
The distances between the other obstacles or between the most left/right obstacle and
the nearest side walls amount to D̂/10. In all our simulations rooms of the height
Ĥ = 3 m were considered.

The investigated mixed convection flows are driven by inertia and buoyancy
forces, while neither of them dominates, i.e. the Archimedes number Ar , Ar ≡
Gr/Re2 is around one. Thus, these type of convection flows is determined by the
Grashof number and Reynolds number

Gr = αgĤ3θT̂ /∂2, Re = Ĥ ûinlet/∂,

respectively, where α denotes the thermal expansion coefficient, ∂ the kinematic
viscosity, g the gravitational acceleration and θT̂ the temperature difference between
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Fig. 1 Sketch of the generic
ventilated room of length L̂ ,
width D̂ and height Ĥ
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the isothermal heated obstacles and colder inlet flows. Further, Ĥ denotes the height
of the container and ûinlet the maximum center velocity of the inlet flow.

In the Boussinesq approximation, the system of the momentum, energy and con-
tinuity equations for the velocity û, temperature T̂ , and pressure p̂ reads

ût + û · ∇û + ω−1∇ p̂ = ∂θû + αg(T̂ − T̂0) êx , (1)

T̂t + û · ∇ T̂ = πθT̂ , ∇ · û = 0, (2)

where ût and T̂t denote the time derivatives of the velocity and temperature fields,
respectively, ω the density, π the thermal diffusivity, T̂0 = 0.5(T̂H + T̂C ), where T̂H

is the temperature of the heating obstacles, T̂C the temperature of the cool inlet flows
and êx the vertical unit vector.

The considered boundary conditions are the following. The temperature of the
inlet flows and obstacles is fixed to T̂C and T̂H , respectively, while at the outlets and
outer rigid walls adiabatic boundary conditions ρ T̂ /ρn = 0 are prescribed, where n
is the wall normal vector.

The highest considered Reynolds number, based on the height of the inlet ducts
and the center velocity in the inlets, Reinlet = Re/150 ≈ 1.0 × 103 corresponds to
a laminar duct flow, therefore a parabolic profile of the horizontal velocity compo-
nent uz in vertical x-direction was prescribed at the inlets. The other two velocity
components of the inlet flow are set to zero. At the outer boundaries of the outlet
ducts the Neumann conditions were set, ρû/ρn = 0, while at all solid walls û = 0
according to no-slip conditions.

To non-dimensionalize the governing Eqs. (1), (2), we use the following reference
length x̂re f = D̂ and velocity ûre f = (

αgD̂ θT̂
)1/2

, which lead to the following
reference time t̂re f = x̂re f /ûre f . Further, the reference temperature and pressure are
defined as T̂re f = θT̂ ≡ T̂H − T̂C and p̂re f = û2

re f ω, respectively. Thus, we obtain
the following system of the governing dimensionless equations in the Boussinesq
approximation
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ut + u · ∇u + ∇ p = Δ−3/2Gr−1/2θu + T ex , (3)

Tt + u · ∇T = Δ−3/2Gr−1/2Pr−1θT, ∇ · u = 0.

Here, u is the dimensionless velocity vector-function, T the temperature, ut and
Tt their time derivatives, p the pressure, Δ = D̂/Ĥ the aspect ratio of the generic
room and Pr = ∂/π the Prandtl number. Thus, the dimensionless temperature equals
TH = 0.5 at the obstacles and TC = −0.5 at the inlets.

3 Finite-Volume Ansatz and Computational Mesh

Equation (3) are discretized following the volume-balance procedure by Schumann
and solved by a finite-volume method, originally developed by Schmitt et al. [5].
The DNS code has been advanced by implementing a semi-implicit time integration
scheme and fourth-order discretization in space [13] and the von Neumann numerical
stability criterion [12]. To conduct DNS of turbulent thermal convection in domains
without any periodical directions, e.g. with rigid outer walls, a direct Poisson solver
which is based on the separation of variables method [7] was implemented. Further
advancement of the code was done with the capacitance matrix technique, described
in detail in [11], which made it possible to conduct simulations in domains with
internal rigid walls, using computational meshes, which are non-equidistant in all
three directions and regular in one direction along the obstacles and irregular in
other two directions. The correct implementation of the above-described changes
was verified in DNS of turbulent natural convection in cuboid domains [7] as well
as in parallelepiped domains with obstacles [11].

To conduct Large-Eddy Simulations with the Smagorinsky model [16] for Gr =
2.8 × 1010 and Re = 1.5 × 105 and the domain length of L̂ = 5 m, we used
a computational mesh with 320 × 386 × 600 nodes in x-, y- and z- directions,
respectively. The nodes distribution presented in Fig. 2 reflects the mesh diameter
at different locations, which is especially fine around the heated obstacles and near
walls of the room and the attached ducts for inlet and outlet flows. The corresponding
minimal and maximal mesh widths in different directions are: θxmin = 2.0 × 10−4,
θxmax = 3.3 × 10−3, θymin = 1.1 × 10−4, θymax = 1.1 × 10−3, θzmin =
2.5 × 10−4 and θzmax = 7.9 × 10−3.

4 Investigation of Indoor Ventilation by Means of LES

Applying the top-hat filtering to the Eq. (1) one obtains:

ρui

ρt
+ ρ

ρx j

(
ui u j

) = − 1

ω

ρ p

ρxi
+ 2∂

ρ

ρx j
Si j + αg(T − T̂0) φi1,
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Fig. 2 Colour-scaled distribution of grid points of the structured mesh in a x-direction, b y-direction
and c z-direction. Colour scale goes from blue (zero) through green to red (10−3)

where Si j = 0.5
(
ρui/ρx j + ρu j/ρxi

)
is the rate-of-strain tensor, φi j is the

Kronecker symbol and the overline denotes the filtering of the corresponding dimen-
sional quantity. Introducing the residual stress tensor τi j = ui u j −ui u j , one further
obtains:

ρui

ρt
+ ρ

ρx j

(
ui u j

) = − 1

ω

ρ p

ρxi
+ 2∂

ρ

ρx j
Si j − ρτi j

ρx j
+ αg(T − T̂0) φi1.

Applying the eddy viscosity model τi j − τkkφi j/3 = −2∂τ Si j , where ∂τ =
(Csh)2

√
2Si j Si j is the turbulent eddy viscosity, h the local mesh diameter, and Cs

is a constant, which in our simulations was taken equal to 0.2, one obtains:

ρui

ρt
+ ρ

ρx j

(
ui u j

) = − 1

ω

ρ p

ρxi
+ 2(∂ + ∂τ )

ρ

ρx j
Si j + αg(T − T̂0) φi1.

Distribution of the obtained turbulent eddy viscosity ∂τ for Gr = 2.8 × 1010,
Re = 1.5 × 105 in three central cross sections is presented in Fig. 3. As one can
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Fig. 3 Distribution of the turbulent eddy viscosity ∂τ across a x-direction, b y-direction and
c z-direction for Gr = 2.8 × 1010, Re = 1.5 × 105. Colour scale goes from white (zero) to blue
(∂τ /∂ = 8.5 × 10−2)

see, its values vary between zero and 8.5 % of the real (kinematic) viscosity and ist
distribution is inhomogeneous.

In Fig. 4 instantaneous distributions of the temperature and velocity magnitude
are presented at different locations, namely at 50 % of the height, length and width
of the domain for Gr = 2.8 × 1010, Re = 1.5 × 105. Comparing the obtained
results with those for a shorter room with L̂ = 80 cm (see [15]), one concludes
that with increasing length of the domain the flow start to develop also in y-direction
(Fig. 4a, b). In the shorter room the flow was almost homogeneous along the obstacles
with the only exception in the vicinity of the vertical walls.

Further, in the long room (present case) the thermal plumes emission is the highest
not in the center (y/L̂ = 0.5) as it was observed in the short room [15], but in two
regions between the center and the walls (y/L̂ ≈ 0.25 and 0.75, see Fig. 4a, e).

In contrast to the pure forced convection (studied in [8] and not shown here),
where the flow in the core of the domain goes downwards, in the mixed convection
we always obtained an upflow in the central part of the container. A different sense
of rotation of the large-scale circulation in the cases of mixed and forced convection
was obtained due to the dominance of buoyancy over inertia in the considered mixed
convection case.
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Fig. 4 Instantaneous distributions of the temperature (a, c, e) and velocity magnitude (b, d, f)
in three central cross-sections: x/Ĥ = 0.5 (a, b), y/L̂ = 0.5 (c, d) and z/D̂ = 0.5 (e, f) for
Gr = 2.8 × 1010, Re = 1.5 × 105

5 Conclusions

By means of DNS and LES, we investigate turbulent mixed convection in paral-
lelepiped convective cells with heated parallelepiped obstacles inside, which repre-
sents indoor ventilation in a generic room. Cold air enters the cell through thin ducts
located at the side walls close to the top, and warmer air leaves the cell through
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the outlet ducts located also at the side walls but close to the bottom. The case of
Reynolds number Re = 1.5 × 105 and Grashof number Gr = 2.8 × 1010 is studied
in LES with Smagorinsky model.

As the DNS and LES results show, for a fixed Grashof number and geometry
of the domain, the global flow is determined by the balance between buoyancy and
inertia, i.e. by the Archimedes number Ar . Thus, a downflow in the central part of
the domain for lower Ar (if the forced convection dominates over the natural one)
or an upflow for Ar > 1 was observed.

Further, the global flow structures for Ar around 1 are not fully determined by
Grashof number, they also depend strongly on the length of the domain. Thus, an
increase of the domain length by a similar geometry and the same Reynolds and
Grashof numbers lead to different large-scale circulations of air inside the room. The
flow always becomes more turbulent and three-dimensional with growing Gr and
the length of the generic room. In a room with the length of 5 m the highest thermal
plume intensity is obtained at a distance about 1–1.5 m from the vertical walls and not
in center of the domain, as it was obtained previously in DNS of mixed convection
in a domain with the length of 80 cm by a similar geometry and the same Reynolds
and Grashof numbers.

The authors acknowledge financial support by the Deutsche Forschungsgemein-
schaft (DFG) under grant WA/1510-11.
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Influence of the Geometry on Rayleigh-Bénard
Convection

Sebastian Wagner, Olga Shishkina and Claus Wagner

Abstract Direct numerical simulations (DNS) of Rayleigh-Bénard convection in
a cube and a cylinder with equal diameter and height are performed to investigate
the main responses of the system, namely heat flux and motion. Differences in the
latter two quantities for the two geometries suggest a transition between different flow
states in the cube, which is not observed in the cylinder due to its rotational symmetry.
A method is introduced to analyse the flow dynamics in the cube, which relies on the
temperature distribution at the lateral walls. It reveals that above a certain Rayleigh
number the global flow structure in the cube is organized in a diagonal manner and
not longer parallel to the walls, which leads to differences in the heat flux and the
kinetic energy in the cylindrical and the cubic sample.

1 Introduction

Rayleigh-Bénard convection (RBC) as a model system for many convective flow
problems occurring in nature and technology is usually studied in terms of the
Oberbeck-Boussinesq (OB) approximation [1]. Within this approximation, the flow
is determined by the dimensionless temperature gradient, Rayleigh number Ra, and a
fluid parameter, Prandtl number Pr. Besides the dynamical similarity, forced by equal
Pr and Ra, flow setups must be geometrically similar to lead to similar solutions.

The geometry is usually parameterised by one (or more) aspect ratios, e.g. diame-
ter/height for a cylinder. In DNS of Rayleigh-Bénard convection in cylindrical sam-
ples filled with air the influence of the aspect ratio on the mean heat flux is reported
to be small [2], while experiments in rectangular containers filled with water do not
show any significant influence [3] at all. From two-dimensional DNS, it is known
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[4, 5] that the mean heat flux is significantly influenced by changes in the global
flow structure occurring for small aspect ratios. In addition, a theoretical attempt
[6] exists trying to explain the influence of the aspect ratio. The latter is based on
differences between the boundary layers attached to the vertical and horizontal walls.
These differences are discussed for different flow structures (called “plate filling” and
“laterally restricted”), but the occurrence of this flow structures are not understood
and therefore, the applicability of the theory is questionable.

The aspect ratio is of course not sufficient for describing the geometry, since e.g.
a cube and a cylinder, both with aspect ratio one, are still not similar geometries.
To our knowledge, the only study comparing the flow in different geometries in
a direct way deals with a cylindrical and a rectangular convection cell of equal
volume and height, i.e. different aspect ratio, for large Ra [7]. The comparison reveals,
that the temperature and velocity fluctuations in the center of the convection cell
differ considerably, in particular, regarding the scaling with Ra. This means, that the
influence of the geometry is not negligible at all for high Ra.

In the present study, the geometry’s influence on the flow within two cavities with
equal aspect ratio is investigated. We performed direct numerical simulation (DNS)
of the flow in a cube and a cylinder with equal diameter and height (Sect. 2). The main
integral responses of the system, namely the Nusselt number (vertical heat flux) and
the Reynolds number (motion) and their Ra-dependence, are compared (Sect. 3.1).
They show a strong influence of the geometry especially, for small Ra. To understand
these differences a method is introduced to analyse the global flow structure and its
instantaneous dynamics (Sect. 3.2).

2 Methodology

DNS of RBC are performed in a cube and a cylinder with equal diameter and height.
A fourth-order accurate finite volume code in cylindrical [8, 9] and in Cartesian coor-
dinates [10, 11], respectively, is used to solve the dimensionless governing equations
in OB approximation:

∂t u + u · ∇u = −∇ p +
√

Pr

Ra
∇2u + θez,

∂tθ + u · ∇θ =
√

1

RaPr
∇2θ, ∇ · u = 0.

As reference quantities we use the free-fall velocity
◦

αgΔH and the height H
have been used. The temperature is made dimensionless by θ = (T − TM )/Δ with
TM = (Tbottom + Ttop)/2 and Δ = Tbottom − Ttop. The boundary conditions for the
considered domains are defined as follows. Top and bottom plates are isothermal
with Tbottom > Ttop, while the vertical walls are adiabatic. Further, no-slip and
impermeability conditions are set on all walls. All material properties are considered
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to be constant except of the density in the buoyancy term, which is assumed to
depend linearly on the temperature. The fluid is a (heavy) gas, i.e. Pr = ν/κ =
0.786, and the Rayleigh number Ra = αgΔH3/(νκ) is varied between 105 and 107.
Here, ν is the kinematic viscosity, κ the thermal diffusivity, α the isobaric thermal
volume-expansion coefficient, g the gravitational acceleration and H the height of
the convection cell. The resolution of the simulation is chosen according to [12] and
[13].

3 Results

To investigate the influence of the geometry the two main responses of the system,
motion and vertical heat flux, and their dependence on Ra are investigated. A further
analysis of the flow structure in the cube is performed and the obtained results are
compared to the flow structure in the cylinder.

3.1 Integral Responses of the System

The two main responses of the system, motion and heat flux from bottom to top, can
be expressed by integral quantities, namely, the Reynolds number Re and the Nusselt
number Nu. The latter is the ratio of the integral vertical heat flux of the system and
the heat flux which would occur in a solid body under the same conditions. It reads
in dimensionless formulation

Nu =
〈◦

PrRa uzθ − ∂θ

∂z

〉
Az ,t

, (1)

where Az is the area of the cross-section orthogonal to the z−direction.
For natural convection the definition of the Reynolds number Re is more complex,

since the choice of the characteristic velocity and length are rather arbitrary. For
convenience, we choose the height H as reference length and calculate a reference
velocity from the volume-and time-averaged kinetic energy of the flow, i.e.

Re =
√

Ra

Pr

√
≈u2∅V,t . (2)

For both quantities, Nu and Re, a large variety of results from DNS and measurements
exist to which good agreement is found [14, 15]. Further, there are different theories
to describe their dependence on Ra and Pr, among which the theory by Grossmann
and Lohse [16] should be mentioned here. However, none of the theories sufficiently
consider the geometry of the sample.
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(a) (b)

Fig. 1 Ra-dependence of a the reduced Nusselt number NuRa−0.3 and b the reduced Reynolds
number ReRa−0.5 for cube and cylinder (with equal diameter and height) and Pr = 0.786

The comparison of Nu and Re obtained in the cube and in the cylinder in our DNS
are shown in Fig. 1. For clarity, both quantities are reduced by a certain power of
Ra. Deviations between the cube and the cylinder case up to 10 % for Nu and even
up to 60 % for Re are found. For small Ra, the cube case is characterised by larger
Nu and Re, while for larger Ra it is vice versa. Nevertheless, the scaling with Ra is
found to be similar for large Ra. This tendency is also correct for even larger Ra as
it is pointed out in [15]. Further, there is no universal scaling law Nu ∈ Raα with
constant α (and for Re as well) (cf. [14]). This is explained in theory [16] by a change
between different regimes. Nevertheless, the steep drop in Re and Nu for the cube
for Ra ↑ 106 must be studied in more detail. To do so, in the next subsection the
flow structure in the cube is further analysed.

3.2 Flow Structure

As it has been shown previously [14], the structure of the global flow in a cylindrical
sample with aspect ratio one is not much influenced by an increase in Ra. Further, the
transition from a stationary equilibrium to an instationary one takes place between
Ra = 105 and Ra = 3 × 105. This leads to a steep increase in the reduced Nusselt
and Reynolds number (cf. Fig. 1). The latter is also obtained for the cubic sample, but
for Ra around 106, both quantities decrease. To analyse this drop, a method already
used for the cylinder [14] is adopted to the cube. When warm fluid is rising close to
the vertical wall, this leaves a temperature footprint on the wall, as shown in Fig. 2
for the time-averaged temperature. If the height z0, at which the arithmetic mean
temperature (of top and bottom plate) is reached, is located close to the top plate,
warm fluid is moving upward close to this wall, and if it is located close to the bottom
plate, cold fluid is moving downwards. This information is available in instantaneous
temperature fields as well. The latter are saved for the whole domain four times per
dimensionless time unit H/

◦
αgΔH . For all corners ( 1© : x = 0, y = 0), ( 2© :

x = 0, y = H ), ( 3© : x = H, y = H ),( 4© : x = H, y = 0) the height z0 is
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(a)

(b)

Fig. 2 Time-averaged temperature distribution (red warm, blue cold, white arithmetic mean tem-
perature) on the vertical walls of the cube for a Ra = 105 b Ra = 106 and Pr = 0.786. The circled
numbers mark the corners for the instantaneous analysis

identified in the instantaneous temperature fields. The four time-series z0(t) reflect
the global flow structure in the cube and its development in time.The time-series,
for the Ra-interval in which the drop in Nu and Re appears, are displayed in Fig. 3b,
d, f.1 Additionally, the corresponding isosurfaces of the time-averaged temperature
are presented in Fig. 3a, c, e. Both reveal a change in the global flow structure
from a flow approximately parallel to the vertical walls (Ra = 105) to a flow which
is organised in a diagonal manner (Ra = 106). As a consequence, the flow for
Ra = 105 is rising at the corners 1© and 2© and between them as Figs. 2a and 3a
reveal. The other limit is reached for Ra = 106 for which the warm fluid rises in the
corner 2© and cold fluid is moving downward in the corner 4© (cf. Figs. 2b and 3e).
In between, for Ra = 3 × 105, the global flow structure is oriented already slightly
diagonal but still shows a large component in direction parallel to the walls.

Of course, this information is not only visible in the temperature field but also,
in more detail in the time-averaged velocity field. In Fig. 4, the time-averaged veloc-
ity field in the vertical slice at the height of the averaged thickness of the thermal
boundary layer zslice/H = (2Nu)−1 close to the bottom plate is depicted. In colour
the magnitude of the vertical velocity is shown, while the superimposed vector-field
displays the velocity components within the slice. It becomes obvious that the flow
fields are more complicated than it seems from the temperature distribution. For
Ra = 105, the flow is mainly pointing from the right to the left (cf. Fig. 4a), while for
Ra = 106 it is spreading over the whole area but has a dominant diagonal component.
This means that the length corresponding to the large scale flow for the diagonal flow

1 It should be noted that for symmetry reasons the corners can be interchanged by rotating and
mirroring the domain. This has been done to simplify the comparison between the different Ra.
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Fig. 3 Isosurfaces of the time-averaged temperature (red warm, blue cold) and corresponding time-
histories of the height z0 as defined in the text (blue: corner 1© , green: corner 2© , red: corner
3© , black: corner 4© ), for a, b Ra = 105, c, d Ra = 3 × 105 and e, f Ra = 106, Pr = 0.786.

Note that in Fig. 3b the blue and red lines are not visible because they collapse with the green and
black line, respectively

is rather
◦

2H (diagonal of the bottom plate) than simply H . This leads to an effective
aspect ratio larger than one, while for the flow parallel to the walls it is one.

The results for a cylindrical sample [2] reveal that Nu for Ra ∈ [107, 109] is
decreasing when the aspect ratio is increased above one. In an experimental study
[3] using water (i.e. 5.18 ≤ Pr ≤ 7.03) Nu is found to be independent of the aspect
ratio larger than one. Since the dependence on the aspect ratio seems to be more
pronounced for smaller Pr, as two-dimensional simulations suggest [4], it can be
suggested that the difference in Nu might be connected to this change in the effective
aspect ratio. If in addition, boundary layers of Prandtl-Blasius type are assumed, as
as it is often done for RBC in the considered Ra-range, Nu and Re are related by
Nu2 ∈ Re [12], which makes the drop of Re reasonable.
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(a) (b)

Fig. 4 Horizontal slice at height zslice/H = (2Nu)−1 of the time-averaged vertical velocity (colour
coded) with superimposed velocity vectors within this plane for a Ra = 105 and b Ra = 106,
Pr = 0.786

For the physical mechanism behind the decrease in Re, we find the following
possible explanation: When the global flow is changing to a diagonal structure, the
warm fluid rises in the corner of the cube. This means that the viscous boundary
layers close to two walls are dissipating kinetic energy of the rising fluid. Contrary,
for the cylindrical sample and for the global flow in the cube with a structure parallel
to the walls, the warm fluid is rising mainly close to one wall, which might lead to a
higher Re. To separate the effect of different effective aspect ratios from the influence
of corner effects, further simulations are required.

4 Summary

DNS of RBC have been performed in a cylindrical container with equal height and
diameter and in a cubic container, for Pr = 0.786 and Ra ∈ [105, 107]. The main
responses of the system, motion and heat flux, expressed by Nu and Re have been
evaluated and compared. Large differences between the two geometries in absolute
values as well as in their scaling with Ra have been found. Most interesting is a
drop of Nu and Re around Ra = 106 in case of the cube. While both quantities are
larger for the cube for Ra = 105, it is vice versa for Ra = 107. This drop seems
to correspond to a change in the global flow structure in the cube, which does not
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occur in case of the cylinder. The main feature of the cubic geometry in the contrast
to the cylindrical one is the presence of two characteristic lengths, namely the side
length and the length of the diagonal of the plates. While for smaller Ra the flow
is organized parallel to the vertical walls, it is organized in a diagonal manner for
larger Ra.

It is further found that the scaling of Nu and Re is similar for larger Ra, eventhough
the absolute values differ. This remaining difference might be caused by the arbitrary
choice of geometries, and in particular the choice of the cube’s aspect ratio. For large
Ra rather the diagonal of the cube’s bottom plate is characteristic for the flow. Thus,
for future studies a comparison of a cylinder and a box-shaped container, with equal
effective aspect ratio based on this characteristic length, seems reasonable.
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Aerodynamics and Aeroacoustics

of Ground Vehicles



An Experimental and Numerical Investigation
of the Near Wake Field of a Tractor-Trailer
Configuration

Johannes Haff, Joachim Tschech, Hugues Richard, Sigfried Loose
and Claus Wagner

Abstract An experimental and numerical study was performed with a 1/15th
scaled model of a typical European tractor-trailer configuration. The objective was to
develop a new and practicable passive method which reduces the aerodynamic pres-
sure drag by controlling the unsteady velocity field behind the trailer. The experiments
included the measurement of the pressure distribution on the trailer base, the veloc-
ity wake based on particle image velocimetry and the resulting aerodynamic loads.
A trailer underbody equipped with a full fairing and a rear diffuser with side plates is
shown to reduce the aerodynamic drag coefficient by 2.4 %. The direct influence on
the trailer wake and the resultant base pressure of the trailer is presented. The results
of the also conducted Computational Fluid Dynamics (CFD) predictions confirm
the effect of the drag reducing add-on devices on the velocity and pressure field in
accordance to the experimental data.
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1 Introduction

The main part of goods traffic in Europe is organised by road freight transport with
tractor-trailer configurations. This is a result of the high flexibility and infrastructure
density of this transportation system. Nevertheless, the overload of the road capacity,
the high energy consumption and its negative environmental impact require a signif-
icant development in the future.

A reduction of the energy consumption with its positive effect on the environmental
compatibility can be realised by making use of lightweight construction, new
materials, progresses in the development of tires with a reduced rolling resis-
tance and improved propulsion systems as well as the optimisation of the vehicle
aerodynamics.

From the aerodynamic point of view, a tractor-trailer is a bluff body with most
unfavourable flow characteristics. Confirmed by numerous research studies, e.g.
Gilhaus [1], there is still a high potential for the reduction of aerodynamic pressure
drag, the major part of the total aerodynamic drag of a tractor-trailer configuration.
Most of the pressure drag is associated with the low-pressure field behind the trailer
as shown by Cooper [2]. Maximum vehicle dimensions specified by the European
Community [3] and the requirement for a maximum transport capacity define the
geometric shape for truck manufacturers in Europe. Thus, there is not much space
for geometrical changes.

The results of the wind tunnel experiment reveal that a trailer with an underbody
fairing and a rear diffuser reduces aerodynamic drag by manipulating the trailer
wake. The use of side and splitter plates optimises this drag reducing potential.
The objective of this research study is to understand the effect of a rear diffuser on
the near wake flow structures and the base pressure distribution of a tractor-trailer
based on experimental and numerical results. All investigations were performed at
zero yaw angle without the consideration of cross-flow effects. The influence of
realistic ground flow conditions was investigated by CFD whereas in the experiment
no moving ground and no wheel rotation was simulated.

2 Experimental Setup

The experimental part of this study was performed in the Side Wind Test Facility
Göttingen (SWG) which is a conventional closed-loop wind tunnel powered by a 0.5
MW engine with a maximum freestream velocity of 65 m/s in the empty test section.
The test section has a cross-sectional area of 2.4 × 1.6 m (width × height) and a
length of 9 m.

A 1/15th scaled model (Fig. 1) of a typical European tractor-trailer configuration
with a two-axle tractor and a three-axle trailer was used. For more information about
the truck model the reader is referred to Haff [4].

The model was installed on a ground board of 2.6 m in length and 1.2 m in width
230 mm above the wind tunnel floor to eliminate contamination from the developing
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Fig. 1 Wind tunnel setup in the SWG test section

wind tunnel boundary layer and to minimise the ratio of the boundary layer displace-
ment thickness to the model ground clearance (Fig. 1, left). The blockage ratio of
the test setup to the cross-sectional area of the test section was 4.1 %.

A 3-component piezo-electric force transducer type 9257B from Kistler was
installed inside the model (Fig. 1, right). For the accurate measurement of the
aerodynamic loads, a distance of 2 mm was set between the model wheels and
the ground board surface. For all tested configurations, the pressure distribution on
the trailer rear was measured with 36 unsteady pressure transducers type 8510B-1
from Endevco, a 1 psi high sensitive piezoresistive pressure transducer with a reso-
nance frequency of 55 kHz. The pressure transducers were installed in small cavities
directly at the rear side to resolve high frequencies in the pressure series. The force
and pressure signals were recorded with a sampling frequency of 2 kHz over 45 s
for each configuration. The reproducibility of the force and pressure measurement
setup was investigated by the analysis of 20 single measurements with a standard
deviation of the drag coefficient of ΔCD = 0.00084 (0.14 % of the full-scale output)
and with ΔCP = 0.0018 (1.35 %) for the mean base pressure coefficient.

A PIV system was installed outside the test section to measure the unsteady wake
velocity field behind the trailer. A Q-switched dual oscillator Nd:YAG laser with a
pulse energy of 200 mJ from Litron and two thermoelectric cooled CCD cameras
from PCO with a resolution of 2048 x 2048 pixels and a dynamic range of 14 bit
were used. As tracer particles droplets of DEHS (Di-Ethyl-Hexyl-Sebacat) with a
mean diameter of 0.6 µm were injected behind the test section.

Two different configurations were investigated. A baseline configuration (Fig. 2,
left) representing a typical European tractor-trailer configuration and the proposed
drag reduction concept with the trailer underbody equipped with a full fairing and a
rear diffuser as shown in Fig. 2, right. The full fairing reduces the ground clearance to
35 % of the baseline case. With a width of 65 % of the model width (Wm = 0.168 m)
the construction was installed along the full trailer length. The rear diffuser geometry
consisted of a flat shaped diffuser wall with a constant axial length of 0.8 of the model
width. Side plates were installed on both sides of the diffuser. The diffuser angles
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Fig. 2 Baseline configuration (left) and configuration with a 25◦ rear diffuser (right)

experimentally tested were 0◦, 10◦, 12.5◦, 15◦ and 25◦. All investigations were
performed at zero yaw angle and for a Reynolds number of 6.50 × 105 based on the
model width and the freestream velocity.

3 Numerical Flow Simulations

In the past decades CFD was established in the industrial development processes
since it was shown that they can reduce the risk of potential design failures. In this
study, CFD is used for the verification of the experimental results and to investigate
the effect of the drag reduction method on the flow field characteristics around the
model.

Thus, the wind tunnel experiment in the SWG was simulated with the open source
“Computational Fluid Dynamics (CFD)”-code OpenFOAM by Joachim Tschech
within the scope of a master thesis at DLR in 2012. Steady-state and unsteady
Reynolds-averaged Navier-Stokes simulations were conducted using the k-ω SST
turbulence model implementation in OpenFOAM. A hybrid-structured-unstructured
grid consisting of 26 million cells was used. The flow region close to the model
was solved by a continuous wall function. The non-dimensional wall distance y+ is
below the required maximum of 50 for the used turbulence model. The simulation
was started from uniform flow generated with the simple potential flow solver. After
reaching a quasi steady-state the solution process was changed either to the steady
or unsteady mode. In case of the unsteady RANS simulation a time step of 0.5 ms
was used to set a Courant number <1 with a simulation time of 3 s. The force data
were time averaged over 2,000 time steps to provide the statistical flow fields used
for the comparison to the measurements.

A priori we performed grid independence simulations to investigate if the grid is
sufficiently fine for resolving the large-scale flow structures in the wake behind the
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Fig. 3 Measured and predicted drag reduction of the diffuser configurations referred to the baseline
case (left) and overview of all experimental and numerical drag force results (right)

trailer. In accordance to the experiments all numerical simulations were performed
for a Reynolds number of 6.50×105. After an insufficient prediction of the measured
drag force reduction between the baseline case and the most efficient configuration
with a diffuser angle of 25◦ with the calculation of the steady-state RANS equations
the performance of a unsteady flow solver was tested. In summary, the diffuser angles
simulated were 25◦ with RANS and 10◦, 15◦ and 25◦ with URANS.

4 Results and Discussion

The experimentally and numerically obtained aerodynamic drag coefficient CD is
presented in Fig. 3 for the baseline case and all investigated diffuser configurations.
A reduction of the aerodynamic drag coefficient at increasing diffuser slant angles
was measured in the wind tunnel experiment with a maximum reduction of 2.4 % at
an angle of 25◦ compared to the baseline configuration.

The comparison of the measured and predicted drag coefficients revealed that
the latter are overestimated. The relative deviations for increasing slant angles are
about one order of magnitude lower. Apart from the absolute prediction concern-
ing the experimental data the relative deviation between the baseline case and the
configuration with a maximum investigated diffuser angle is comparable between
steady-state and unsteady RANS. In general, the estimation of the aerodynamic
loads with CFD is challenging particularly for the separated flow region behind a
tractor-trailer configuration. It is well-known that the wake velocity field behind the
trailer and the resultant base pressure distribution on the trailer back significantly
affect the aerodynamic pressure drag. Due to a similar prediction of the relative
reduction in aerodynamic drag between the steady-state and the unsteady case the
following discussion is based on the results of the steady-state RANS simulations.

The visualisations in Figs. 4 and 5 show the flow field in the trailer’s wake in
a vertical streamwise plane of the model centerline in a side view. The velocity
magnitude was determined from the two in-plane velocity components and was nor-
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Fig. 4 Mean velocity magnitude contour plot and mean velocity vector field of the baseline
configuration in the model symmetry of the steady-state RANS simulation (left) and the exper-
iment (right)

malised with the freestream velocity. Additionally, every fifth vector of the mean
velocity vector field is superimposed. The flow direction is from left to right with
the trailer base shown as a grey cube on the left side. The length scales are based
on the model dimensions. For the comparison of the experimentally and numeri-
cally obtained wake flow structures, the same spatial resolution of both data sets has
been realised. The wake field region was resolved with an evaluation mesh size of 2
mm defined in both spatial dimensions. For the experimental analysis of the particle
images an evaluation window size of the same order was defined. The window size
was set to 24 × 24 pixels with a 50 % overlap and delivered a velocity vector every
1.87 mm. Thus, the resolution of the numerical and the experimental data are com-
parable. As shown in Fig. 4, right, the near wake is characterised by a recirculation
region extending over the entire trailer box height. A second small counter-rotating
vortex is located downstream the trailer base.

The RANS flow field of the baseline configuration qualitatively agrees with the
measured wake as presented in Fig. 4, left. However, the predicted mean recirculation
zone does not extend up to the upper trailing edge and the second counter-rotating
vortex is located closer to the trailer base. Besides, the length of the measured mean
recirculation zone X R with 96 % of the trailer box height HB is smaller than the
predicted length of X R/HB = 1.11. Since the mean wake field is strongly correlated
to the trailer’s underbody flow with a much weaker influence of the upper shear-
ing layer, it seems that a faster underbody flow leads to an increased length of the
recirculation zone.

In addition, the mean wake field of the experimental and numerical data is
presented in Fig. 5 for the most effective diffuser angle of 25◦. In accordance to the
baseline configuration the recirculation zone length is overpredicted in the numer-
ical simulation by around 21.2 % with X R/HB = 1.43–1.18 in the experiment.
A reduced vertical extension of the predicted recirculation zone can be also observed.
Figures 4 and 5 reveal a similar effect of the rear diffuser on the measured and pre-
dicted mean velocity wake. At a diffuser angle of 25◦ the length of the recirculation
zone is increased by around 22.9 % in the experiment compared to 28.8 % in the
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Fig. 5 Mean velocity magnitude contour plot and mean velocity vector field of the configuration
with 25◦ rear diffuser in the model symmetry of the steady-state RANS simulation (left) and the
experiment (right)

Fig. 6 Mean pressure coefficient at the trailer base of the baseline configuration (CFD(a), Exp.(b))
and with the 25◦ rear diffuser (CFD(c), Exp.(d))

simulation. Further, a more upward directed underbody flow with reduced mean flow
velocities is obtained.

Another feature of the modified wake field presented in Fig. 5 is a three-
dimensional flow effect indicated by a local velocity drop in the region of X/Lm =
1.1 and Z/Hm = 0.4 in the numerical and around X/Lm = 1.12 and Z/Hm = 0.35
in the experimental results. The study of the numerical results arrived at the conclu-
sion that the observed flow phenomenon seems to be induced by a counter-rotating
vortex pair generated by the diffuser shape. Stereoscopic PIV performed in a section
cut orthogonal to the freestream direction confirmed the existence of two longitu-
dinal vortices in the trailer’s wake. A wake topology similar to that of the inclined
rear end of an Ahmed body, which is the benchmark case in vehicle aerodynamics, is
generated. Several research studies, e.g. Han [5], show the development of a counter-
rotating vortex pair behind an Ahmed Body and a drag reducing effect at increasing
slant angles.

The measured and predicted distributions of the mean pressure coefficient on the
trailer base are presented in Fig. 6 for both investigated configurations.



332 J. Haff et al.

The pressure tap location in the experiment is indicated by white dots with the
pressure measured only at half of the trailer base. The experimental data are char-
acterised by higher magnitudes than the predicted ones with a pressure gradient in
vertical direction (Fig. 6b, d) whereas the numerical results reveal a local pressure
rise in the upper part of the trailer base (Fig. 6a, c). Further, a correlation of the mean
base pressure and the mean flow velocities close to the trailer base can be observed.
High vertical flow velocities induce a low-pressure region and high base pressures
are related to flow stagnation.

For the 25◦ rear diffuser configuration the average of the base pressures is
increased by around 21.9 % in the experiment and 19.8 % in the simulation. In
consistence to the experimental data the mean base pressure of the simulation is
based on the pressure tap location in the experiment. In the experiment, the dif-
ference of the resultant pressure force on the trailer base is of the same order of
magnitude as the reduction in drag force measured with the force transducer. Thus,
the major part of aerodynamic drag reduction is induced by the manipulation of the
low-pressure region behind the trailer. The simulations with moving ground predicted
the same tendency of the base pressure characteristic whereas the difference between
the baseline case and the configuration with 25◦ rear diffuser is less developed than
at stationary ground conditions.

The overpredicted length of the recirculation zone in the numerical data is in
accordance to the underpredicted base pressures and could explain the deviation in the
predicted aerodynamic drag coefficient. We therefore plan simulations with a more
sophisticated turbulence modulation to improve the prediction of the aerodynamic
drag coefficient.

5 Conclusions

An experimental and numerical research study has been performed with a scaled
model of a tractor-trailer configuration to investigate the drag reducing potential of
a trailer with full fairing and a rear diffuser. A reduction of the aerodynamic drag
coefficient of 2.4 % has been measured at the maximum investigated diffuser slant
angle of 25◦. Further, a significant influence of the trailer modifications on the mean
velocity wake and the resultant base pressure distribution could be observed. Steady-
state RANS simulations have confirmed the experimental results. Similar effects on
the mean wake field structures and the base pressure distribution have been observed.
The influence of the rear diffuser on the mean base pressure rise is of the same order
of magnitude for the experiments and the simulations.
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Experimental Study of the Pressure Rise due
to Tunnel Entry of a High-Speed Train

Daniela Heine and Klaus Ehrenfried

Abstract Entering a tunnel a high-speed train generates a pressure wave, which
propagates along the tunnel and is partly reflected at the opposite tunnel portal. This
wave leads to some severe problems like loads on the installations inside of the tunnel,
discomfort of the passengers or even micro-pressure waves at the end of the tunnel.
The tunnel-simulation facility Göttingen (TSG) was built in order to analyse these
pressure changes and to develop systems, which smooth the pressure increase and
reduce the pressure-depending problems in train-tunnel entry. The TSG is a moving-
model rig, which allows a very realistic investigation of train-tunnel interaction. The
train used is an ICE3-model made of carbon fiber scaled 1:25. The train speed ranged
from 30 up to 45 m/s. The results of the experiments done in the TSG show, that the
pressure gradient can be reduced by about 45 % using an extended, vented tunnel
portal.

1 Introduction

When a train enters a tunnel a complicated system of pressure waves arises, which
leads to many problems due to the passage of a high-speed train through a railway
tunnel. The changes in pressure affect the installations inside of the tunnel as well
as the train’s structure in a negative way. Furthermore the comfort of the passengers
can be compromised. So most high-speed trains are sealed to protect the passen-
gers from the pressure waves. The sealing requires a reinforced construction of the
inter-car connections and special measures at the airconditioning systems. By that
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the weight of the train and its operating expenses are increased. Another problem
with the generated waves occurs at the tunnel exit. When a compression wave prop-
agates through a very long tunnel it can steepen and form a weak shock wave. At
the tunnel exit such a shock wave would be emitted as a boom, which would have
an unacceptable impact on the surrounding environment. To suppress the emission
of pressure waves from the exit, modern tunnels are equipped with tunnel-entrance
hoods, which have a larger cross section than the tunnel and which have extra win-
dows through which air is vented out of the hood (see [1]). The hood reduces the
initial pressure gradient and by that the onset of the non-linear steepening of the
compression wave is delayed. In the past 15 years several theoretical and experi-
mental studies of tunnel portals with different geometries were performed (see. e.g.
[2]–[9]). For example Howe et al. ([2]) present a theoretical model which predicts
the pressure gradient for the case of a tunnel hood where also the effect of windows
is included. To validate their theoretical results experiments were conducted in a
moving model rig (see [3]) where an axis-symmetric train model in scale 1:127 can
be accelerated up to 450 km/h. However the influence of a complex tunnel portal is
not completely understood. For example in the portals of the Katzenbergtunnel (for
further informations: [1]) the air is vented from the hood into adjacent chambers
before is exhaust to the surrounding. The effect of such chambers is not addressed in
the theoretical approaches cited above. To test complex portal geometries in model
scale the tunnel-simulation facility Göttingen (TSG) was build. It is a moving model
rig, where train models scaled between 1:20 and 1:100 can be used. In the present
paper it is shown that the effect of an extended tunnel portal can be investigated in
this new facility. The experiments were performed with an 1:25 scaled ICE3 model.
To check if the results are reasonable, the measured height of the compression wave
is compared to different theoretical estimations.

2 Pressure Changes During the Passage of a Train
Through a Tunnel

When a train passes a tunnel a complicated system of waves is generated. First a
compression wave arises when the train head enters the tunnel. When the rear end of
the train reaches the tunnel an expansion wave evolves. Both waves propagate into
the tunnel at the speed of sound c. When they arrive at an observer far inside the
tunnel first the pressure increases and then it drops back to roughly its initial value
due to the expansion wave. The pressure decreases further when the train passes the
observation point. The under-pressure beside the train can be explained by the flow
around the train. Additionally waves which were reflected from the distant tunnel exit
and waves which are generated when the train leaves the tunnel arrive at the observer.
Hence, two or more waves might superpose at the observation point especially when
the tunnel is relatively short.
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2.1 Estimation of the Height of the First Pressure Rise

In literature several expressions can be found to estimate the height of the initial
pressure rise Δp in the case of a train entering a tunnel without special tunnel hood.
In general the pressure rise depends on the speed of the train U and the blockage
ratio β = Az/At where Az is the cross section of the train and At the one of the
tunnel.
Assuming β ◦ 1 Howe [4] derived from an acoustic analogy the relation

ΔPHowe = ρU 2β(
1 − M2

) . (1)

where ρ is the density and M = U/c the Mach number. Taking higher order effects
into account Howe et al. [2] obtained

ΔPHowe,ext = ρU 2β(
1 − M2

) · (1 + β) . (2)

This extended expression gives a much better approximation for realistic values of β
which can get up to 0.2 or even slightly higher. Using a completely different approach
Ozawa derived the equation (see [5])

ΔPOzawa = ρU 2 · (
1 − Φ2

)
2 · (1 − M)

(
M + Φ2

) (3)

with Φ = 1 − β. All three presented relations for ΔP are based on theoretical
descriptions where the shear layer from the exit flow out of the tunnel entrance is
treated in a simplified way. This shear layer occurs when the air displaced by the train
is pushed backwards out of the tunnel entrance and the flow separates at the edge of
the portal as it is illustrated in Fig. 1. Other viscous effects like the boundary layer at
the train or the tunnel wall are neglected. To describe the generation of compression
waves in tunnel portals with an entrance hood and to take the viscous drag on the train
into account Howe et al. [2] developed a more sophisticated theory. This approach
leads to an expression for the height of the initial pressure rise in the form

ΔPEntrance = PE + PD + PW + PJ (4)

where the contributions of different effects are summed up. PE is the contribution
of the entry wave, PD represents viscous effects like the train boundary layer, PW

describes the influence of windows in the hood, and PJ is the contribution of the
wave which occurs when the train passes the junction between hood and tunnel.

For a tunnel without hood PW and PJ vanish, and PE corresponds to the right
hand side of Eq. (2). PD can be estimated taking Eq. (23) from ref. [2]. This is done
here to compare the experiments with a theory where the boundary layer on the train
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Fig. 1 Airflow while the train
enters the tunnel

is taken into account. By estimating the pressure rise due to the viscous drag PD the
friction coefficient is supposed to be μ ≈ 0.053 (see [2]). The measurement position
and time are the position of the pressure transducer (here: x = 4.42 m) and the time
when the maximum in pressure is detected (t ≈ 0.043 s). For further information
see [2].

3 Experiments

The experiments were performed in the moving model rig of the DLR Göttingen
using a 1:25 scaled ICE3 train model. The model tunnel is a section of a circular
tube with a closed bottom which corresponds to a modern single-track railway tunnel
like the Katzenbergtunnel [1] in the scale of 1:30. For the first tests a smaller scaled
tunnel was used to obtain stronger effects and a better signal to noise ratio also at
lower velocities. The resulting ratio of cross-sectional areas is β ≈ 0.23.

The moving model rig has three sections: a catapult where the models are accel-
erated, the test section where the model tunnel is installed, and a brake consisting
of a chamber around the track which is filled with polystyrene spheres. The cat-
apult itself contains elements of an ancient Roman ballista and of the catapult of
a modern aircraft carrier. It is designed to accelerate a 1 kg-model up to 100 m/s.
In the present experiments the typical velocity is about 40 m/s, which goes along a
maximum acceleration of 800 m/s2 .

The concept of the moving-model rig has many advantages when transient aerody-
namics are to be studied. In a conventional wind tunnel it is not possible to investigate
the train-tunnel passage as realistic as in a moving-model rig. There are other facili-
ties, which allow the investigation of transient effects, like the TRAIN Rig (TRansient
Aerodynamics INvestigation) of the University Birmingham in Derby (see [10] or
[11]) or a moving-model rig at the Railway Technical Research Institute (RTRI) in
Tokyo (see [3]). The RTRI-facility is twodimensional axisymmetric. Therefore the
models are not as realistic as the TSG or TRAIN-rig models, but they perfectly suffice
to study train-tunnel passages.

In Fig. 2 a photo of the ICE3 train model is shown. The model consists of three cars
and has a length of 2.77 m. The model tunnel has a length of 10 m. As seen in Fig. 2
it can be equipped with a hood which acts as an extended tunnel portal (cf. [12]). The
dimensions of the hood and the tunnel are given in Fig. 3. The pressure inside of the
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Fig. 2 ICE3-model with tunnel and tunnel hood

Fig. 3 Tunnel hood with wimensions (schematic)

tunnel was measured with piezoresistive pressure transducers (20 Endevco-sensors,
model 8,510B-1, 1psi). Additionally, four light barriers were used to monitor the
velocity of the train. The train velocity was varied from 37 to 46 m/s.

4 Results

4.1 Experiments Without Extended Tunnel Portal
(Clear Configuration)

To obtain an overview of the behaviour of the pressure waves inside the model
tunnel, experiments without extended tunnel portal were performed at several train
velocities. Figure 4a shows the pressure-time histories at three different positions in
the tunnel for the case U = 42 m/s. Each curve represents six independent tests,
which were averaged to reduce the noise. The deviation of the train velocity was
smaller that 1 %, thus it is allowed to average the data. The time t = 0 s is the
moment, when the train nose enters the tunnel.

The pressure waves due to train-tunnel entry can be clearly correlated with the
expected pressure changes. The black curve depicts the pressure at the first sensor
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Fig. 4 Results of the measurements without extended tunnel portal a Pressure-time history at three
positions in the tunnel

near the tunnel entrance. After the first pressure rise, the pressure decreases due to
the train passage at the sensor. The second decrease in pressure is due to the entry of
the train’s rear end into the tunnel. The following pressure fluctuations are relatively
weak, because at this position close to the entrance the waves superpose destructively
with their own reflections. The other two curves show more clearly the reflections
of the pressure waves. Furthermore, a pressure wave is generated due to the train
leaving the tunnel, which is visible after t = 0.23 s in the grey and the dashed
curves.

Figure 4b shows a comparison of the experimentally determined height of the first
pressure rise ΔP with the theoretically expected ones. Generally, the experimental
values are higher than theoretical predictions. Only the curve “Howe incl. drag”
obtained with the extended theory of Howe et al. [2], where the viscous drag is taken
into account, shows quite good agreement with the experiments. There 20 % of the
pressure rise is due to the viscous drag. The influence of the drag can be seen by
comparing the curves “Howe (ext.)” and “Howe incl. drag”. The only difference in
the evaluation of the pressure rise is the viscous drag. All theoretical estimations,
which neglect the effect of the boundary layer on the train, show a large deviation.
Literally the train is thickened by the boundary layer which leads to an effectively
larger blockage ratio β and by that to a larger pressure rise.

4.2 Experiments With Extended Tunnel Portal
(Hood Configuration)

To enlarge the rise time Δt of the pressure, an extended tunnel portal was installed.
Figure 5 shows the resulting pressure-time history at the position x = 4.42 m from
the tunnel entrance with the train velocity U = 42 m/s. To see the influence of the
hood, the second curve depicts the pressure inside the tunnel at the same position
without extended portal. Due to the tunnel hood, the pressure inside the tunnel rises
earlier than without hood, because also a compression wave is generated, when the
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Fig. 5 Comparison between the pressure-time histories without and with hood

Fig. 6 Pressure gradient without and with tunnel hood

train enters the hood. A part of the air, which is pushed forwards by the train and the
pressure wave, exhausts through the portal vents, whereas the other part of the air
enters the tunnel. Therefore, the pressure inside the tunnel increases, before the train
reaches the tunnel. Entering the tunnel, the train causes an additional compression
wave, so that the pressure reaches its maximum. The final height of the pressure rise
is not significantly affected by the portal. But, since the pressure rise starts earlier, the
pressure gradient is smaller with than without portal. This is demonstrated in Fig. 6,
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where the temporal derivation of the pressure is depicted. With hood, the maximum
of the pressure gradient is about 44 % smaller compared to the case without tunnel
hood.

5 Conclusion

It was demonstrated that the generation of pressure fluctuations due to the passage of
a train through a tunnel can be investigated in model scale using the moving model
rig of the DLR in Göttingen. The experimentally obtained height of the pressure rise
agrees very well with the theoretical estimation if the effect of viscous drag is taken
into account.

With the tunnel hood used in the experiments, the pressure gradient can be
decreased by about 44 %. This is a promising result when one considers, that the
tunnel hood was only utilized in one configuration so far. By adapting the size of
open portal windows to the size and velocity of the train, the portal efficiency most
probably can be improved. This has to be shown in further investigations.
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Aerodynamic Loads Induced by Passing
Trains on Track Side Objects

Sabrina Rutschmann, Klaus Ehrenfried and Andreas Dillmann

Abstract The aerodynamic loads on a sphere induced by the head pressure pulse of
a passing train are calculated using potential flow theory. The results are compared
with experimental data which were measured in a moving model rig. The loads were
calculated using two different theoretical approaches. They show good agreement
with the experimentally obtained results even though in the theoretical model the
geometry of the train and the embankment is simplified.

1 Introduction

Passing trains induce aerodynamic loads on track side objects. To guarantee the
safety of waiting passengers on platforms guidelines are required for the speed of
trains driving through stations and for the safety distance between passengers and
the platform edge. The European “Technical Specification for Interoperability (TSI)”
[1] specifies several demands passing trains have to fulfill. Among other things the
induced flow velocity and the generated pressure fluctuations at certain points are
limited. But the velocity or pressure values obtained in a TSI acceptance procedure at
only few test positions do not give for example the dependency of induced loads on
the distance or the geometry of an object. Therefore it is desirable to have a reliable
prediction tool for the aerodynamic loads as a function of all relevant parameters
like the train speed, the train geometry, the geometry of the object, and the distance
between train and object.

The flow field around a train can be split into three regions: The first one is the
pressure wave generated by the head of the train—the head pressure pulse—the
second one is the boundary layer next to the train and the third one is the wake
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behind the train. The present paper concentrates on the head pressure pulse. It is
widely accepted that the flow around the train head can be accurately described
using potential flow theory. The boundary layer in the head region is relatively small.
Only for trains with extremely blunt heads, where separation occurs, significant
deviations from a potential flow field may be observed. Steinheuer [2] describes a
panel method to compute the potential flow around a train head. He presents results
for different head geometries and a validation of the numerical results with model and
full scale experiments. Additionally Steinheuer [2] introduces a simplified potential
flow model to compute the induced loads on track side objects. But the presented
model is restricted to an axial-symmetric head geometry and to cylindrical objects.
In the present paper a potential flow model is introduced which is more flexible with
respect to the geometry of the train head but still requires only little computational
effort. In the first tests a sphere is used as track side object. The numerical results
obtained with this model are validated with experiments in a moving model rig.
Finally a further simplification of the theoretical model is presented which requires
even less computational effort but which can be extended in a straightforward way
to different object geometries.

2 Potential Flow Model

2.1 Generation of Train Contour

The train is modeled as potential flow body in homogeneous flow using three
monopole sources of equal strength Q◦ in the train head. Corresponding sinks are
located in the tail [3]. The source positions were adjusted to have a geometry similar
to the ICE 3 [4]. All sources and sinks are mirrored at the x-y-plane to simulate a
floor. This gives in total n = 12 sources/sinks. The collection of streamlines starting
from the stagnation point is interpreted as the surface of the train as it is shown in
Fig. 1. The velocity potential φ in the reference system of the train is the sum of the
solutions of the Laplace-equation Δφ = 0 for the homogeneous flow and for the
sources/sinks. It holds

φT rain = u≈x −
n∑

i=1

Qi

4π

1√
(x − xi )2 + (y − yi )2 + (z − zi )2

, (1)

where xi ,yi and zi are the coordinates of the positions of the sources/sinks and
Qi = ±Q◦ their strengths. The first source in the train head defines the position
x = 0. For a given cross section A of the train and train velocity u≈ the source
strength Q◦ can be calculated using

3Q◦ = A · u≈. (2)
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Source positions
Stream lines
Mirror plane

Train contour
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z

Fig. 1 Cut through the y = 0 plane: stream lines and contour of the train with mirror plane and
mirror train

2.2 Generation of a Track Side Object

In the present tests a sphere is taken as generic track side object. It is generated
by a dipole moving with flow velocity u≈ in x-direction. Consequently the time-
dependent dipole potential reads

φD(t) = − 1

4π

(
Qx (t)

(
x − xD(t)

)
r3 − Qy(t)

(
y − yD

)
r3 − Qz(t)

(
z − zD

)
r3

)
, (3)

with xD(t) = x0 + u≈t . Qx , Qy and Qz are the dipole moments in the respective
directions and r = √

(x − xD(t))2 + (y − yD)2 + (z − zD)2 is the distance from
the dipole. The dipole moments, describing the sphere, are calculated using control
points ∅Ti on the sphere’s surface. Two diametric points are taken in the direction
of each dipole. For example, at the control position ∅T1 = R (1 0 0) + ∅xD(t) the
boundary condition

∂φD

∂x

∣∣∣∣ ∅T1

+ ∂φT rain

∂x

∣∣∣∣ ∅T1

= 0, (4)

should hold on the impermeable surface. Since there are two control points for each
dipole moment the problem is overdetermined. The strength of a dipole moment
is chosen so that the sum of the square residuals of the two respective conditions
is minimized.
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2.3 Calculation of the Unsteady Loads

The aerodynamic loads on a sphere are calculated by numerical integration of the
pressure on the sphere’s surface. The pressure is computed using the unsteady
Bernoulli-equation

∂φ

∂t
+ ∅u2

2
+ p

ρ0
= const. = p0

ρ0
. (5)

Here, p0 and ρ0 are the ambient conditions and φ is the sum of the velocity potential
of train and sphere. The temporal derivative of φ is calculated numerically using the
difference quotient.

3 Experimental Setup

To verify the theoretical considerations,experiments in the “Tunnel-Simulation-
Facility” in Göttingen (TSG), Germany [5] have been performed. In this facility,
models are accelerated by a hydraulic catapult and are moving freely through the
test section. A three-parted ICE 3 [4] model in scale 1:25 was used in the experi-
ment. An embankment as required in the TSI-norm [1] was installed. This differs
from the plane floor used in the theoretical model. The sphere as generic track side
object is realized by polystyrene spheres of different sizes. They were fixed at an
one-component cantilever balance (cf. [6]).

4 Comparison of Potential Flow Theory with Experiments

The aerodynamic loads were measured for a train velocity of u≈ = 37.7 m/s and
the track distance of the sphere was yD = 0.92 · D, where D = 0.12 m was the
width of the train model. The radius of the sphere was R = 0.17 · D. For each
condition the experiment was repeated five times and the results were averaged to
reduce the internal noise from the balance as well as external vibrations which were
propagating from the floor into the mounting of the balance. In Fig. 2 the measured
force coefficients in x- and y-direction are compared to the calculated ones.

The peak at x/D = 0 is the force induced by the head pressure pulse, while the
one at x/D ∈ 22 is caused by the passing tail of the train. The reason for the smaller
peaks in between are the inter-car gaps. Although the model geometries are different,
the measured and calculated forces do not differ much. The existing differences are
supposedly owed by the different train and floor geometries. In particular for the force
induced by the head pressure pulse, good agreement is obtained. This agreement
justifies the general assumption that the interaction between train and object can
be described by potential theory. In contrary, large deviations are obtained in the
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Fig. 2 Comparison of the aerodynamic loads in (a) direction of travel and (b) in lateral direction,
between experiment (black) and theory (red) for a sphere with R = 0.17 · D, a track distance of
yD = 0.92 · D and a flow velocity u≈ = 37.7 m/s
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Fig. 3 Dependence of the loads on a sphere on the sphere radius, u≈ = 37.7 m/s, yD = 0.92 · D.
a x-direction and b y-direction

tail region, which is influenced stronger by viscous effects. Further, the standard
deviation in this region is no longer an indicator for measurement uncertainty but
for turbulent fluctuations. The latter are more significant in direction of travel than
across to it.

In the following it is considered how the force scales with the sphere radius.
Figure 3 shows the force amplitude obtained in experiments compared to the
calculated ones for different sphere radii between R = 0.125 · D and R = 0.25 · D.
Here ΔF is the peak-to-peak amplitude of the force during the head passage. Good
agreement is obtained for all considered radii. In addition it is found, that the
amplitude is proportional to the cube of the radius. Note, that this is in contrast
to the simplified model of Steinheuer [2] where the amplitude scales with the surface
area of the object.

Since in steady aerodynamic loads are typically proportional to the surface area
of an object it is reasonable to assume that in the present case unsteady effects are
dominating. Recapitulating Bernoulli’s equation (5), it is expected, that the unsteady
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yD = 0.83 · D and a flow velocity of u≈ = 37.7 m/s

part ∂φ/∂t is larger than the ∅u2/2. To check this assumption, in Fig. 4 both parts
are compared for the head pressure pulse. Indeed the unsteady part is dominating
the force.

5 Simplified Model for the Calculation of Aerodynamic Loads

The results in the previous section show that the force on the sphere is dominated by
linear effects which are related to the time derivative ∂φ/∂t of the flow potential. The
situation appears to be similar to the case where a force on a sphere is caused by the
scattering of a plane acoustic wave. Of course in the acoustic case compressibility
effects may be important in contrast to the incompressible flow considered above.
But if the wave length λ of the incoming wave is large compared to the radius R
of the sphere the acoustic field in the vicinity of the sphere corresponds in good
approximation to an incompressible, potential flow field. The acoustic wave causes
an acceleration of the fluid at the position of the sphere. The sphere obstructs this
acceleration which requires a force acting on the fluid. For a relative large wave
length in the sense λ ↑ R the scattering problem is typically treated [7] by splitting
up the acoustic field in the undisturbed incoming wave and a scattering part which
corresponds to the field of a transversely oscillating sphere. The velocity of the
oscillating sphere ∅uosc is opposite to the velocity of the incoming wave ∅uinc.
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According to this approach the force which acts on the sphere can be split up in
the force ∅Fosc acting on the oscillating sphere and the force ∅Finc which results from
the integration of the pressure pinc of the undisturbed incoming wave over the surface
of the sphere. Following [8] the former is given as

∅Fosc = −2

3
π R3ρ0

∂ ∅uosc

∂t
. (6)

Note that this relation only holds for the considered case λ ↑ R. This means that
the sphere is compact in the acoustic sense and that in the vicinity of the sphere the
spatial variation of ∅uinc and ∇ pinc can be neglected. Hence, the integration of the
pressure over the sphere leads to

∅Finc = −4

3
π R3 ∇ pinc.

Using ∅uosc = −∅uinc together with the linearized Euler equation the time derivative
∂ ∅uosc/∂t can be replaced by (1/ρ0)∇ pinc. This gives for the total force acting on
the sphere

∅F = ∅Finc + ∅Fosc = −2π R3 ∇ pinc. (7)

As above the resulting force is proportional to the cube of the radius R.
The approach used in the scattering problem is now adopted to calculate the

forces on the sphere during the train passage. Therefore in a first step the undisturbed,
steady, potential flow around the train without sphere is calculated. Then the pressure
gradient in this undisturbed flow at the position of the sphere is taken as ∇ pinc and the
force on the sphere is calculated using Eq. (7). By shifting the position of the sphere
along the train the temporal evolution of the force can be obtained easily without
computing an unsteady solution. Of course, in contrast to the considered acoustic case
the flow field around the train head is three-dimensional and the pressure gradient is
not spatially constant. At the position of the sphere the iso-surfaces of the pressure
field have a curvature unlike the wave fronts in a plane acoustic wave. But for a
tiny sphere which is very small compared to the width or length of the train head
the radius of this curvature is relative large and in the vicinity of the sphere the
pressure gradient is approximately constant. Hence, this approach implies beside the
neglection of nonlinear effects the assumption that the radius R is much smaller than
the dimensions of the train. In Fig. 5 the x and y-components of the resulting force
are shown as a function of the train position relative to the sphere. For comparison the
corresponding results computed with the method described in Sect. 2 are depicted. In
the presented case the radius of the sphere is R = 0.17 D. This means that the sphere
was not really tiny compared to the train width. Nevertheless the results obtained
using the simplified approach are in quite good accordance with the results from the
unsteady computations. It seems that the inhomogeneities in the pressure field of the
train do not have a strong influence on the resulting force and that indeed the process
is dominated by the local obstruction of the accelerated flow.



350 S. Rutschmann et al.

−0.01

−0.005

 0

 0.005

 0.01

−2 −1  0  1  2  3  4

Integration over the sphere’s surface, x−direction
Integration over the sphere’s surface, y−direction

Acoustical approach, x−direction
Acoustical approach, y−direction

F
/

ρ 2
u2 ∞

A

x /D

Fig. 5 Comparison of the force calculated with both theoretical models on a sphere with R =
0.17 · D, at a track distance of yD = 0.83 · D and a flow velocity of u≈ = 37.7 m/s

6 Conclusion

The aerodynamic loads on a sphere induced by the head pressure pulse of a pass-
ing train were calculated using a potential flow model. The theoretical results were
verified with experiments in a moving model rig. Good agreement between exper-
imental results and the theory is obtained. The dependency of the force amplitude
on the sphere radius obeys a cubic law F ∝ R3. It is shown that the unsteady part
of the Bernoulli equation dominates the pressure load on the sphere. The situation
is comparable to the scattering of an acoustic wave at the sphere at low frequencies.
This leads to a simplified model where the forces are calculated neglecting non-
linear effects and the three-dimensionality of the head pressure field. Nevertheless,
the results obtained with the simplified model are still in good agreement with the
results of the model which uses the full potential solution and the unsteady Bernoulli
equation. Since solutions exist for the scattering of waves at other object geometries,
the simplified model might be used in further studies to predict the forces on different
objects like for example disks.
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Flow-Induced Airborne and Structure-Borne
Noise at a Simplified Car Model

Stefan Müller, Stefan Becker, Christoph Gabriel, Reinhard Lerch
and Frank Ullrich

Abstract Experimental investigations of flow-induced noise and the resulting
interior acoustics are presented. The turbulent flow field next to the side window
results in sound sources and, consequently, in the radiation of sound. The combina-
tion of these sound pressure fluctuations and the hydrodynamic wall-pressure fluc-
tuations excites the side window and results in radiation of noise into the passenger
cabin. To investigate these physical effects, a simplified model of an automobile was
set up. The whole model is insulated acoustically in such a way that noise radiation
to the interior is limited to the side window. To modify the flow around the model,
a square bar at the a-pillar or a side mirror model was mounted. A microphone at
the position of the driver’s ear detected the sound radiation to the interior. In order
to quantify excitation of the side window, phase-resolved laser-scanning vibrometer
measurements were performed. Furthermore, unsteady pressure measurements were
carried out at the window surface. The investigations led to a better understanding of
the physical mechanism of flow-induced sound generation and also the contribution
of sound sources to the interior acoustics.
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1 Introduction

One aim of the ongoing development of passenger cars is to predict and to optimize
the interior acoustics early in the product development process. A significant
noise component results from the flow phenomena in the field of the side doors.
The complex turbulent flow field involves acoustic sources in the field and due to the
interaction of the flow with solid surfaces. Both these sound pressure fluctuations and
the hydrodynamic pressure fluctuations in the wake of the front of the vehicle, the
a-pillar and the side mirrors excite the doors. These excitations cause the radiation
of airborne and structure-borne noise to the interior.

In the present work, the radiation of noise via the side window to the driver’s ear
was studied in detail. For this purpose, a test case was developed which represents
a simplified model of an automobile. A description of the test case is given in the
following section.

The experiments were performed in a low-noise wind tunnel using microphone
measurements and unsteady pressure measurements. Flow-induced structural vibra-
tions were determined by a laser-scanning vibrometer. Additionally, the wavenum-
ber spectra of the wall-pressure fluctuations were calculated. Further details of the
experimental methods are given below.

For several decades, numerous investigations have been performed on the inter-
action of pressure fields with flexible plate structures (e.g., [6]) and the flow and
sound field in the wake of vehicle components and side mirrors (e.g., [4]). Detailed
investigations of the flow field, the pressure fluctuations at the surface of a flat plate
or the side window and the sound radiation to a cavity or the interior have been
reported recently (see, e.g., [1, 3, 7]).

2 Model Setup

The outer geometry of the car model is identical with the SAE Type 4 body (see
Fig. 1) [8]. The whole model is acoustically insulated in such a way that noise
radiation to the interior is limited to the side window. The streamwise and span-
wise extension of the glass plate is illustrated in Fig. 1, corresponding approximately
to real side windows. Sheet glass with a thickness of hg = 3 mm was selected. The
glass plate is fixed to a frame by means of silicone at each edge over a length of 30 mm.
As frame material, a wooden sandwich element with two heavy layers was used. For
the experimental investigations, there was no mechanical connection between the
side window element and the complemental frame of the car model. The window
element lay swimming in a bed of sealing material, and gaps between the surface
of the vehicle model and the surface of the window element were sealed and closed
with tape. This mounting limits the noise radiation to the interior to the free surface
of the side window and prevents transmission of structure-borne sound via the frame.
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Fig. 1 Schematic drawing of the setup (units in mm)

According to regions with better absorbing characteristics in passenger cars,
absorbers were attached to the walls and to the roof interior. In addition, a carpet cov-
ered the bottom interior. These absorbers are indispensable to obtain a reverberation
time comparable to that in real cars [5]. The configuration with the whole driver’s
door fully insulated represents the reference in terms of the performance of the model
setup. For the wind tunnel experiments, the model was not mounted directly to the
balance of the wind tunnel; rather, there was a damper between the vehicle body and
the cylindrical stilts.

In order to induce excitation of the side window, an obstacle at the a-pillar or a
simplified side mirror was mounted. To induce periodic vortex shedding from the
model of the side mirror, a model with square cross-sectional area was attached to the
car model. The mirror model with an edge length of D = 80 mm had a ratio between
height and edge length of H/D = 2.5 which is similar to that for real side mirrors. To
disturb the flow around the a-pillar, a square bar with an edge length of 20 mm and an
overall length of 800 mm was mounted at position no. 3 in the radius of the a-pillar (see
Fig. 1). To generate a basis for comparison, additional investigations were carried out
without any obstacle. A free-stream velocity of U∞ = 80, 100, 120, 150 and 180 km/h
was applied.
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3 Experimental Method

The measurements were performed under semi free field conditions in the acoustic
wind tunnel of BMW AG, Munich [8].

A 1/2-inch free field condenser microphone (B&K 4189) was employed for the
sound measurements at the position of the driver’s ear facing the side window at a
distance of 250 mm, and another one was positioned next to the measuring section
facing the side window at a distance of 3 m. There was a distance of approximately
1 m between the microphone next to the measuring section and the shear layer of
the wind tunnel flow. Additionally, the outer microphone was protected by a wind
screen (see Fig. 1).

Phase-resolved laser-scanning vibrometer measurements were carried out to iden-
tify the vibration modes of the side window. For this purpose, a Polytec single-point
laser-Doppler velocimeter (OFV-505) was used together with a Polytec scanning
vibrometer (PSV-400) to detect the vibration velocity of the side window at 1,624
uniformly distributed measuring positions. The microphone at the driver’s ear acted
as an additional reference for correlation measurements.

To investigate the correlation of different pressure fluctuations at the surface of
the side window, correlation measurements of 39 homogeneous distributed piezore-
sistive pressure transducers (Kulite XCS-093-1PSID) were carried out. The pressure
transducers had an diameter of 2.42 mm and were inserted into drill holes in an
aluminium plate instead of the glass plate, resulting in flush surfaces between the
pressure transducers and the aluminium plate.

For the microphone measurements, a standard measurement time of 60 s was used
at a sample rate of 96 kHz and, for the correlation measurements, a measurement
time of 180 s was used at a sample rate of 44.1 kHz. Simultaneous recording of the
different signals was guaranteed by the National Instruments data acquisition system
(PXIe-1082 with PXIe-4496 and PXIe-4331).

4 Results

Unless noted otherwise in the following sections, the results correspond to investi-
gations at a free-stream velocity of U∞ = 150 km/h. As mentioned in Sect. 2, “fully
insulated” defines the reference case with the whole door element fully insulated;
“w/o obstacle” means that neither the mirror model nor the square bar at the a-pillar
was mounted, but the side window was present.

4.1 Interior Acoustics

Figure 2 (left) shows the spectra of the measurements of the sound radiation to
the driver’s ear for the single configurations described in Sect. 2. The spectrum of
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the case without any obstacle differs significantly from the acoustic fully insulated
configuration over 1 kHz. The spectra of the cases with the model of the side mirror
and the obstacle at the a-pillar have an almost constant offset from the fully insulated
reference for frequencies greater than 100 Hz. With the mirror model, the tonal
components between 100 and 300 Hz are more prominent, but with the square bar
at the a-pillar, the broadband noise over 1 kHz is more dominant.

With increasing free-stream velocity, the amplitude of the radiated sound rises in
accordance with expectation (Fig. 2 (right)). Under 100 Hz, many cavity modes are
excited. Figure 3 shows the sound radiation to the interior and to the microphone
next to the measuring section depending on the free-stream velocity for the frequency
range from 30 to 200 Hz. The frequency resolution amounts to 0.35 Hz. Next to the
measuring section, the tonal components resulting from periodic vortex shedding at
the mirror model are clearly visible at approximately 40, 50, 60, 70 Hz for U∞ =
100, 120, 150, 180 km/h, respectively. However, at the driver’s ear, it is difficult to
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Fig. 4 Sound pressure level at the position of the driver’s ear (left) and at the microphone next
to the measuring section (right), with different free-stream velocities; case with model of the side
mirror

identify the corresponding peaks in the spectra. Calculation of the Strouhal number
Sr = f D/U∞ and substitution of the frequency axis in Fig. 3 reveal tonal sound
components due to periodic vortex shedding next to the measuring section and also
in the interior (see Fig. 4) at about Sr = 0.115.

4.2 Sound Radiation by the Side Window

There is a strong coherence between the measured vibration velocity at a single
point of the side window surface and sound pressure fluctuations at the driver’s
ear at frequencies corresponding to the structural modes of the side window. The
fundamental frequency of the side window is 106 Hz; further structural modes are
marked with dashed lines in Fig. 5 (left). For frequencies higher than 300 Hz, a
weak coherence can be found. However, the mean coherence between the surface
velocity measured at 1,624 positions distributed over the whole surface and the sound
pressure is significant for frequencies greater than 1 kHz. It should be emphasised
that the distribution of the coherence is very similar to the distribution of the sound
pressure level in Fig. 2 for higher frequencies. This clarifies the excitation of the
side window by hydrodynamic and acoustic pressure fluctuations and, consequently,
sound is radiated to the interior by these vibrations. Especially at higher frequencies,
the modes become denser and more complex. Therefore, the mean of the coherence
measured over the entire side window is larger than the coherence measured at a
single point.
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4.3 Excitation of the Side Window

The results in Fig. 5 (left) do not allow for a separation of hydrodynamic and acoustic
pressure fluctuations exciting the side window. In particular, separation and quan-
tification of the acoustic part are required, e.g., regarding an improvement of results
from statistical energy analysis [1]. Figure 5 (right) illustrates the distribution of
39 pressure transducers for the measurement of the wall pressure fluctuations (see
Sect. 3). As a result of the minimal spacing αx = 0.092 m in the streamwise direction,
wavenumber spectra of the wall pressure fluctuations with maximum wavenumbers
kmax = 1/(2αx) = ±5.4 m−1 can be calculated without aliasing effects. The wall-
pressure fluctuations sampled simultaneously at the sensors along the lines marked
with the white frames in Fig. 5 (right) were used to calculate the wavenumber spec-
tra in Fig. 6 (right) according to [1, 2]. The focus lay on the identification of tonal
acoustic pressure fluctuations at the frequency of periodic vortex shedding at the
mirror model. Assuming that sound propagates uniformly over the side window, the
cross power spectral density can be calculated between each single sensor and the last
sensor downstream and vice versa, corresponding to a virtual number of 13 sensors.
The fact that only the convective transport of hydrodynamic pressure fluctuations can
be identified at wavenumbers around two in Fig. 6 (right) leads to the assumption
that the sound resulting from periodic vortex shedding at 71 Hz does not propagate
over the whole surface of the side window. A larger number of transducers in a row
improves the wavenumber resolution and could allow this assumption to be proved.
In addition, Fig. 6 (left) reveals that the amplitudes of the pressure fluctuations at the
window surface at 71 Hz are very large, especially in the wake of the mirror model.
Hence the difference of the pressure levels might be too large for a separation by
means of wavenumber filtering.
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5 Conclusion

The simplified car model presented allows for the investigation of the radiation of
flow-induced sound via the side window into the passenger cabin. Both the side
mirror model and the square bar at the a-pillar involve strong radiation of sound to
the driver’s ear. In the frequency range under 100 Hz, several cavity modes of the
model are excited. However, recalculation of the sound pressure spectra with Strouhal
number instead of frequency allows the identification of tonal sound resulting from
periodic vortex shedding at the mirror model next to the measuring section and in
the interior. The mean of the coherence between the vibration velocity at many test
points distributed over the side window and the sound pressure at the driver’s ear is
a complement to the distribution of the sound radiation to the interior. This reveals
the excitation of the side window by pressure fluctuations and the resulting sound
radiation by the window modes. For tonal components in the low-frequency range,
separation and quantification of hydrodynamic and acoustic pressure fluctuations by
means of wavenumber filtering are not possible with the present setup. Presumably,
the sensor alignment has to be modified and the amplitudes of the hydrodynamic
pressure fluctuations are too large.
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Prediction of Transonic Flutter Behavior
of a Supercritical Airfoil Using Reduced
Order Methods

Nagaraj K. Banavara and Diliana Dimitrov

Abstract The flutter behavior of a supercritical airfoil is investigated using a panel
formulation, which solves the subsonic unsteady linearized small-disturbance inte-
gral equations. Linear aerodynamic theories provide good predictions for attached
moderately subsonic and supersonic flows but break down in the transonic flow
conditions due to the nonlinearities inherent in unsteady transonic flow. These non-
linearities dominate the transonic flutter behavior typically resulting in the so-called
transonic dip. Time-domain aeroelastic simulations involving Computational Fluid
Dynamics (CFD) are computationally very expensive and are not favored when a
large number of simulations are required. It is a common practice to correct the
unsteady aerodynamics calculated from linear formulations to account for the flow
nonlinearities associated with unsteady transonic flows. A Reduced Order Method
(ROM) is presented yielding to complex-valued aerodynamic corrections for vibra-
tion modes. This ROM is used in linear frequency-domain flutter analyses.

1 Introduction

The nonlinearities inherent in unsteady transonic flows make the characteristics of
such flows distinctly different from those at low to moderate attached subsonic condi-
tions. The classic reviews of unsteady transonic flows by Tijdeman [1] and Bendiksen
[2] reveal that the steady and unsteady flow-fields are essentially coupled in transonic
flow. The presence of local supersonic regions terminated by shock-waves (due to
the mean steady flow-field) affect the propagation of the unsteady pressure pertur-
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bations. This in turn affects the magnitude and phase of the unsteady pressures on
the airfoil/wing. This essential coupling between the steady and unsteady flow-fields
is absent in the linear aerodynamic theories. In addition, the unsteady motion of
the shock wave causes a peak in the unsteady pressure distribution, which cannot
be modeled by linear aerodynamic theories. The above discrepancies are due to the
mathematical formulation of the linear governing equations, which assume a con-
stant speed of propagation of the pressure disturbances equal to the free-stream speed
of sound [3]. On account of these limitations, linear aerodynamic theories cannot
predict unsteady transonic aerodynamic characteristics—magnitude and phase of the
unsteady pressures— accurately.

Despite these limitations, linear frequency-domain unsteady aerodynamic theo-
ries such as Doublet Lattice Method (DLM) [4, 5] have been in use for decades
due to their speed and efficiency. They still are the de facto aerospace industry stan-
dard for aeroelastic applications. An improvement in the prediction accuracy in the
transonic range therefore forms an important step in the calculation of dynamic
aeroelastic behavior of airfoils and wings. Several methods have been proposed over
the decades. Rodden and Revell [6] used experimentally measured pressures due to
steady angle of attack to derive a diagonal correction matrix that would pre-multiply
the Aerodynamic Influence Coefficient (AIC) matrix. They assumed that this sin-
gle matrix based on quasi-steady aerodynamics (frequency = 0) and a single mode
(rigid pitch) would be applicable to an arbitrary vibration mode at non-zero reduced
frequencies. Bergh and Zwaan [7] extended this method by deriving correction matri-
ces for various reduced frequencies but still based on a single mode. These earliest
attempts used experimental pressures as the basis for deriving aerodynamic correc-
tions as accurate numerical predictions of nonlinear unsteady transonic flows were
not available. Later on, as the emerging field of CFD matured over the years, numer-
ical calculations were also considered for deriving these corrections. Palacios et al.
[8] and Brink-Spalink et al. [9] have reviewed the various aerodynamic correction
methodologies developed over the years.

In the present investigation, a CFD based Reduced Order Method (ROM) [10, 11]
is presented and implemented in conjunction with a frequency-domain formulation
to investigate the flutter behavior of a three degree-of-freedom NLR 7301 airfoil.

2 NLR 7301 Supercritical Airfoil

2.1 CFD Model of NLR 7301

The configuration considered in this chapter is the 2D supercritical airfoil NLR 7301
[1, 12, 13] at a Reynolds number of 1.8e6. It is a 16 % thick airfoil and reaches
transonic flow conditions at around Mach 0.7. Figure 1 shows the mesh around the
airfoil, which is chosen after a comprehensive grid convergence study. The farfield
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extension amounts to 100 chords, with 102734 points in total. The y+ value for the
first cell height is kept below 1 in every case.

The CFD calculations are carried out using the TAU code [14] which is based on
the Finite-Volume method and solves the time-dependent Reynolds-averaged Navier-
Stokes (RANS) equations. The Menter SST [15] turbulence model is applied as well
as a central scheme for the discretization of the fluxes. For the temporal discretization,
a local timestepping is applied for the steady cases [16], and a dual timestepping [17]
for the unsteady calculations.

2.2 ZAERO Aerodynamic Model

To demonstrate the applicability of the ROM based aerodynamic corrections, the
panel formulation of ZAERO is utilized. ZONA6, the subsonic theory of ZAERO
is used to generate the unsteady aerodynamic pressures. ZAERO models wing-like
components using a thin sheet of unsteady vortex singularities whereas the body-
like components are modeled using a sheet of constant unsteady source singularity
to account for the aerodynamic perturbation created by the body volume effects [18].

A box convergence study as well as the minimum chord length criterion [18]
indicate that 40 chord-wise boxes are sufficient for convergence.

2.3 Structural Dynamic Model

The structural dynamic model and the geometrical parameters of the NLR 7301 airfoil
are illustrated in Fig. 2. The airfoil consists of three degrees of freedom: plunge (h),
pitch (α), and flap (β) rotation. The structural parameters are summarized in Table 1.

It is customary to transform the structural dynamic equations of motion from time-
domain to the frequency-domain, which in non-dimensional form can be represented
as the following matrix equation:

⎡
⎜⎜⎣

(
1 − ω2

hα X
⎟

χα χβ

χα r2
α (1 − X)

(
r2
β + (

cβ − ah
⎟
χβ

⎛
χβ

(
r2
β + (

cβ − ah
⎟
χβ

⎛
r2
β

(
1 − ω2

βα X
⎛

⎝
⎞⎞⎠

⎧⎨
⎩

h/b
α
β

⎫⎬
⎭ =

⎧⎨
⎩

0
0
0

⎫⎬
⎭

(1)
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Fig. 2 Airfoil parameters

Table 1 Geometric and structural dynamic parameters [19] of NLR 7301 airfoil

Parameter b ah cβ χα χβ rα rβ ωh ωα ωβ μ(
Sα
mb

⎛ (
Sβ

mb

⎛ √
Kα
Iα

√
Kβ

Iβ

√
Kh
m

(
m

πρb2

⎛
Units m – – – – – – rad/s rad/s rad/s –
Value 0.5 −0.5 0.5 0.086 0.001 0.42 0.143 105.0 140.0 230.0 350.4

where, ωhα = ωh

ωα
;ωβα = ωβ

ωα
; X = ωα

ω
. This is an algebraic eigenvalue problem,

whose non-trivial solution yields the mode shapes qi and natural frequencies ωi of
the airfoil, where, i = 1, 2, 3. The generalized mass and stiffness matrices along
with the aerodynamic model described in Sect. 2.2 form the input to ZAERO.

3 Reduced Order Method for Aerodynamic Corrections

With increasing compressibility, the unsteady pressures predicted by linear theories
start to depart in comparison to nonlinear formulations such as those based on RANS
equations. At transonic conditions, the predictions are grossly incorrect. The purpose
of the ROM presented here is to improve the accuracy of the unsteady transonic air-
loads for all relevant real structural modes and range of reduced frequencies deemed
necessary for the flutter computations. In order to restrict the associated computa-
tional cost, this has to be done with few CFD computations at each Mach number.

3.1 ROM Description

The various steps in the ROM process are briefly outlined below. For details, refer
to [10, 11].

Step 1: Define suitable synthetic modes.
Step 2: Compute unsteady pressures due to the harmonic motion of the synthetic

and real modes using ZAERO.
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Step 3: Compute unsteady pressures due to the harmonic motion of the synthetic
modes only using CFD.

The assessment of the flutter behavior in the transonic range requires accurate
description of unsteady pressures due to real modes from which the Generalized
Aerodynamic Forces (GAFs) are derived. Thus, ZAERO requires a set of correction
factors (CF) for each real mode (index r ) and at each Mach number and reduced
frequency. These correction factors are intended to capture the nonlinearities inherent
in transonic flows. But, they have to be derived from the available CFD simulations,
performed using synthetic modes (index s). The correction factors are obtained from
the following equation:

C Fr = ◦pC F D
r

◦pZ AE RO
r

=
{

1 +
∑

wrs
[◦pC F D

s − ◦pZ AE RO
s

]
◦pZ AE RO

r

}
(2)

where, ◦p represents the pressure difference between the upper and lower surfaces
of the airfoil. The weighting coefficients wrs combine with synthetic modes as a
weighted sum to approximate the real structural modes.

3.2 Selection of Synthetic Modes

The number and type of synthetic modes used in the ROM depends on the configu-
ration being modeled. The goal is to define a small number of synthetic modes that
can accurately describe as many real structural modes as are relevant for the flutter
investigation. Synthetic mode sets can include a combination of rigid modes such as
pitching and control surface deflection modes and ‘flexible’ modes such as polyno-
mial functions, Legendre polynomials, Tschebyscheff polynomials, or trigonomet-
ric functions. Selection of synthetic modes for the NLR 7301 with three degrees of
freedom is straightforward. The pure plunge, pitch, and flap deflection modes are
considered as the synthetic modes. While the current set-up may seem simplistic, it
serves to demonstrate the ROM procedure. However, complex configurations such as
3D swept wings with under-wing nacelles or pods require a careful choice to reduce
computational effort.

3.3 Unsteady Pressures from CFD

The unsteady pressures for the corrections are obtained using the pulse technique
[20]. In this way, the frequency response to each synthetic modeshape can be calcu-
lated by only one unsteady calculation. An amplitude of 0.1≈ for the rotational and
0.01 m for the translational modeshapes are chosen for excitation. The assumption
of small perturbation around a steady-state field is still valid.

For the correction process, the corresponding unsteady pressures ΔpC F D
s are

extracted at discrete reduced frequencies (0, 0.02, 0.04, 0.1, 0.2, 0.4, 0.6, 0.8) at
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each Mach number of interest. These unsteady pressure values are then directly
fed into the ROM as discussed in Sect. 3.1. The steady angle of attack is always kept
at zero degree. The importance of CFD derived transonic corrections is illustrated in
Fig. 3, which shows the complex derivatives of the normal force (Cnα) over Mach
number for various reduced frequencies. A pronounced nonlinear behavior is clearly
exhibited at transonic conditions (Ma > 0.7). These trends may already give a hint
to the location of the transonic dip: at a Mach number of about 0.75, the curves show
local extrema in magnitude and phase and therefore indicate a high sensitivity of the
pressure distribution towards angle of attack.

4 Results

The validity of the assumption of superposition of the unsteady pressures (ΔC p) is
clearly demonstrated in Fig. 4. The weighted superposition of the unsteady pressures
due to synthetic modes gives the same result as the unsteady pressures directly
obtained by the perturbation of the real mode.

Figure 5 compares flutter boundaries obtained from various methods. Without
any corrections to account for the nonlinear transonic flow effects, ZAERO pre-
dicts a flutter boundary without any transonic dip. The reference flutter boundary
computed from GAFs that are derived from CFD shows a pronounced transonic dip
with a minimum flutter speed at Mach 0.75. When applied to the present configura-
tion, corrections based on steady normal force and moment coefficients due to pitch
(Cnα and Cmα respectively), similar to those derived by Rodden and Revell [6] are
unconservative. Corrections based on unsteady Cnα, Cmα, similar to those derived
by Bergh and Zwaan [7] are conservative. The ROM based corrections, on the other
hand, provide the most accurate prediction of the flutter boundary. This implies that it
is very important to correct the unsteady aerodynamic pressures of the real structural
modes, at least for those relevant for the flutter computations. Corrections based on
a single mode (such as pitch) or based only on integrated loads cannot accurately
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capture the phase relationship between the unsteady pressures and the underlying
mode shape motion.
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5 Conclusions and Future Work

A Reduced Order Method is presented and implemented on a 3 degree-of-freedom
NLR 7301 airfoil. The ROM provides a means to accurately capture the unsteady
aerodynamics of the real modes with the help of synthetic modes. It is important
to choose the synthetic modes judiciously: smallest number of synthetic modes that
can accurately describe as many real structural modes as are relevant for the flutter
investigation. Depending on this number of synthetic modes compared to the real
modes, the time saving factor will be different for every configuration. Moreover,
unlike the case considered in this chapter, it is possible that the proposed synthetic
modes (either the type or the number) may not entirely recreate the real modes, in
which case, the accuracy of the flutter prediction is degraded. In the present case, the
synthetic modes recreate the real modes perfectly and hence the flutter boundary with
the ROM update also recreates the flutter boundary predicted by CFD almost exactly.
Also, it is important to individually correct the unsteady aerodynamics (magnitude
as well as phase) of each structural mode relevant for flutter. Corrections based only
on rigid pitch lead to wrong result and are unconservative if only steady corrections
are applied.

Future study involves the validation of the ROM on a complex configuration
consisting of a fuselage, 3D swept wing with an under-wing store.
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Partitioned Fluid-Structure Interaction
on Solution-Adaptive Hierarchical Cartesian
Grids

Gonzalo Brito Gadeschi, Matthias Meinke and Wolfgang Schröder

Abstract A solution-adaptive hierarchical Cartesian cut-cell method is validated
for fluid-structure interaction problems involving rigid bodies. The response of a
tandem configuration of elastically supported cylinders is then investigated.

1 Introduction

Fluid-structure interaction (FSI) phenomena play an important role in the design of
many technical devices such as airplanes and bridges. In these systems, the relation-
ship between the peak vibration amplitude and the remaining problem parameters
is of high engineering interest. However, this relationship is, even for elastically-
mounted cylinders, still not well understood. Numerical methods that handle mul-
tiple moving boundaries both accurately and efficiently are thus of interest. In this
work, a hierarchical Cartesian cut-cell method with automatic mesh generation and
adaptation is validated for Vortex-Induced Vibrations (VIV). A parameter study
involving a tandem configuration of two elastically supported cylinders demonstrates
the ability of the proposed approach to handle multiple bodies.

2 Mathematical Model

2.1 Unsteady Compressible Flow

Let the fluid density, pressure, velocity, and total specific energy per unit mass be
denoted by α, p, u, and E , respectively. The dimensionless unsteady Navier-Stokes
equations for compressible flow are

G. B. Gadeschi (B) · M. Meinke · W. Schröder
Institute of Aerodynamics, RWTH Aachen University, Wüllnerstraße 5a,
52062 Aachen, Germany
e-mail: g.brito@aia.rwth-aachen.de

A. Dillmann et al. (eds.), New Results in Numerical and Experimental Fluid Mechanics IX, 375
Notes on Numerical Fluid Mechanics and Multidisciplinary Design 124,
DOI: 10.1007/978-3-319-03158-3_38, © Springer International Publishing Switzerland 2014



376 G. B. Gadeschi et al.

θQ
θt

+◦·F(Q) = 0 , Q =
⎡
⎜ α

αu
αE

⎣
 and F(Q) =

⎡
⎜ αu

αuu + p
u(αE + p)

⎣
+ 1

Re

⎡
⎜ 0

τ

τu + q

⎣
 ,

(1)
where Re denotes the Reynolds’ number. Let ∂ denote the heat conductivity, ω the
dynamic viscosity, and π = cp/cV the ratio of specific heats, where the coefficients
cp and cV are the specific heats at constant pressure and volume, respectively. The
Fourier’s heat flux q, and the stress tensor for a Newtonian fluid with zero bulk
viscosity τ are given by

q = − ∂

Pr(π − 1)
◦T , and τ = −ω

⎟
◦u + (◦u)T

)
+ 2

3
ω(◦ · u)I , (2)

respectively. Sutherland’s law: ω(T ) = (T )2/3 1+S/T0
T +S/T0

gives an approximation
for the dynamic viscosity which is valid for gases at moderate temperatures. The
Sutherland’s constant is S = 111 K, and the reference temperature is T0 = 273.15 K.
For constant Prandtl number flows, the heat flux q is computed by approximat-
ing ∂(T ) ≈ ω(T ). For a thermally perfect and calorically perfect gas: p =
(π −1)α(E − 1

2∅u∅2). The boundary conditions on the inflow, outflow, far-field, and
adiabatic moving walls are described in [1, 2].

2.2 The Fluid-Structure Interface

The computational domain is ρ = ρf ∈ ρs, where the fluid and structural domains
overlap only at the fluid-structure interface: Δf/s = ρf ↑ρs ensuring mass conserva-
tion. Energy and momentum conservation require the kinematic (u

⎛⎛
Δf/s

= ẋs
⎛⎛
Δf/s

and

u̇
⎛⎛
Δf/s

= ẍs
⎛⎛
Δf/s

) and the dynamic (f f
Δ = fs

Δ ) compatibility conditions to be satisfied.

2.3 Rigid Body Dynamics

Let the reduced mass, the reduced velocity, and the undamped natural vibration

frequency be denoted by mi
red = mi

αl2 , Ured, i = u∞
f i
n l

, and f i
n , respectively. In this work,

mred = 2.0. Neglecting structural damping, the evolution of the translational degrees-
of-freedom xs of an elastically-supported rigid body is obtained from Newton’s
second law. For the i-th translational component it is given in dimensionless form by

ẍ i
s + 4φ2

U2
red, i

x i
s = Ci

y(t)

2mi
red

, (3)

where the fluid force acting on an immersed rigid body is 2Cy(t) = ⎝
Δf/s

−pn +
1

Re0
τn d A.
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3 Numerical Method

The Generalized-α method [3] is used to integrate the system of second-order ODEs
resulting from the equations of rigid body motion. The fluid equations are discretized
with the hierarchical Cartesian cut-cell method of Hartmann et al. [1]. The mesh
is automatically generated by fitting the domain of interest into a single square
Cartesian cell of length h0. This cell is then refined isotropically until the cell length
hL = h0/2L is smaller than the minimum required cell length hreq, which occurs
at level L . The cells outside the domain of interest are then deleted. Those cells
intersected by the boundary are reshaped, producing a boundary conforming mesh
(see Fig. 1).

The Navier-Stokes equations are integrated in time using a 5-stage second-order
accurate Runge-Kutta scheme optimized for stability [4]. The Courant number
C = 1.0 is used in this work. A consistent time-integration of the fluid forces [5]
exerted on the structure is performed to ensure conservation:

ff(t
n+1) ≈

n = 5⎞
i = 0

λi ff(t
n + λi∆t)/

n = 5⎞
i = 0

λi . (4)

Here λi is the Runge-Kutta coefficient of the corresponding Runge-Kutta stage, and
f f,i = Ci

y(t)/2mi
red. A second-order accurate spatial discretization is obtained with

the MUSCL approach by performing a slope reconstruction using the unweighted
least-squares method [1]. The inviscid flux is discretized in space with a modified
version of the AUSM flux [4]. The second derivatives in the viscous terms are com-
puted with a central-difference scheme. The level-set method is used to implicitly
describe the position of moving boundaries. The level-set function φ(x, t) is
defined as the smallest signed Euclidean distance from the point x to the fluid-
structure interface Δf/s; positive in the fluid domain, negative in the solid domain,
and zero on the fluid-structure interface:

φ(x, t) = min
xΔ ∈Δf/s

||x − xf/s||2
⎠⎧
⎨

> 0 for x ∈ ρf ,

= 0 for x ∈ Δf/s ,

< 0 for x ∈ ρs.

(5)

The extension and validation of the method for moving boundary problems is
described in Schneiders et al. [2]. The adaptive mesh refinement (AMR) algorithm
uses the level-set function to ensure that all cells located at a distance φ(xi ) < φmin of
the moving boundary are at the required discretization level hmb. At every AMR step
the subset of cells ρφmax = {xi |xi ∈ ρf , |φ(xi ) − φmax| < εtol = √

2hmb, φmax >

φmin} is registered for a fixed φmax. Verifying if φ(xi ) > φmin∀xi ∈ ρφmax

at every subsequent step is very efficient because usually |ρφmax| � |ρf | (see
Fig. 1). Shear layers in the wake of moving bodies are captured using a vorticity
sensor �ω = |◦ × v| · h3/2 proportional to the magnitude of the vorticity vector
ω. The curl of the velocity is weighted with the length scale h3/2, weakening the
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Fig. 1 Hierarchical Cartesian
mesh. Cut-cells are reshaped
to conform the boundary. The
sub-set ρφmax is depicted in
light grey at φmax

Fig. 2 The static rectangular
computational domain ρ11
contains a cylinder of diamter
D, is of dimensions [−10D :
25D] × [−6D : 6D], and cell
length h11 ≈ 0.017D at the
cylinder surface

strength of flow features as they are refined. The variance of the sensor distribution

σω =
⎩

(
⎫

xi ∈ρf
�ω, i2)/|ρf | is used to compute the upper and lower sensor limits

�u
ω = σω, and �l

ω = 0.1σω. Cells are refined and coarsened if �ω,i > �u
ω, or

�ω,i < �l
ω, respectively. A solution-adaptive mesh using this procedure is shown

in Fig. 4 for the VIV of a single elastically supported cylinder.
The dynamic compatibility condition for the fluid-structure interface is enforced

iteratively with the method proposed by Küttler and Wall [6], in which the interface
operators for the fluid, f f

Δ = FΔ (xΔ ), and the solid, fs
Δ = SΔ (xΔ ), are substituted

into the dynamic compatibility condition. The resulting non-linear equation xΔ =
S−1

Δ (FΔ (xΔ )) is solved with a fix-point iteration of the form xn+1
Δ, i+1 = ωi x̂

n+1
Δ, i+1 +

(1−ωi )x
n+1
Δ, i , and the dynamic relaxation parameter ωi is computed with Aitken’s ∆2

method [7]. The unrelaxed structural displacements are denoted with x̂. Convergence
is achieved when the L2-Norm of the displacement residual ∅rn+1

Δ, i ∅2 < εtol =
10−15 is smaller than a given tolerance εtol, where rn+1

Δ, i+1 = xn+1
Δ, i − xn+1

Δ, i−1. For
rigid-body motion we propose a central finite-difference predictor that results from
approximating the dynamic equilibrium at the time level tn with central differences

xn+1
i =

⎟ mi

∆t2 + ci

2∆t

)−1
⎬

f n
f, i +

⎬
2mi

∆t2 − ki

⎭
xn

i +
⎟ ci

2∆t
− mi

∆t2

)
xn−1

i

⎭
,

(6)
which results in a second-order accurate predictor. The coefficients mi = 1, ci = 0,
and ki = 4φ2/U 2

red follow from the equations of motion (3).
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Table 1 Peak amplitude ratio ymax/D of an elastically-supported cylinder for different reduced
velocities Ured (mred = 2.0, ReD = 150, M∞ = 0.1)

Ured 3.0 4.0 5.0 6.0 7.0 8.0

Ahn et al. [8] 0.088 0.576 0.545 0.472 0.367 0.132
Borazjani et al. [9] 0.070 0.530 0.491 0.442 0.381 0.068
Present work 0.077 0.582 0.554 0.466 0.360 0.126

4 Validation

The numerical method has already been validated for stationary [1] and moving
boundary problems [2]. In this section the FSI approach with AMR is validated
against experimental and numerical results of VIV on elastically mounted cylinders.

The peak vibration amplitude ratios ymax/D predicted by the proposed approach
for a single elastically supported cylinder are shown in Table 1 as the reduced velocity
Ured is varied. A good agreement with the numerical results of Ahn et al. [8] and
Borazjani et al. [9] is found. The results are shown in Fig. 3, where fv/ fn = St ·Ured,
St = fv/(u∞l) is the Strouhal number, and θf is the phase difference between the total
lift force and the body vibration. The Strouhal number follows from assuming that
the predominant vortex-shedding frequency corresponds to the frequency associated
with the maximum spectral density of the fluid lift force acting on the cylinder.
The maximum amplitude ymax ≈ 0.6D occurs at 4 < Ured < 5. The vortex-
shedding frequency for a stationary cylinder is denoted by fv0. The dashed line
indicates the vortex-shedding frequency to natural vibration frequency ratio for a
cylinder at rest, which clearly shows the “lock-in” phenomenon [10] within the
interval Ured = [5, 7] where fv/ fn ≈ 1. Outside the synchronization region fv/ fn
behaves approximately as fv0/ fn. Two different response branches characterized
by the peak vibration amplitude are identified. In the initial response branch (for
Ured < 6) the peak vibration amplitude increases with the reduced velocity. At
Ured ≈ 6, the transition into the lower response branch is characterized by a jump
in the phase difference of the total force θf with respect to the body position of
about 180◦. In the lower response branch the peak vibration amplitude decreases
as the reduced velocity increases. This results are in very good agreement with the
experimental results shown in [10, 11].

4.1 Numerical Studies

A sequence of grids ρL with L ∈ {9, 11} is used to study the convergence of the
coupling scheme (see Table 2, ρ11 is illustrated in Fig. 2). A reference solution is
computed on the mesh ρ12 with the strongly coupled algorithm. The slopes of the
error reduction as the fluid time step is reduced are of O(2) for both the amplitude
and phase errors.
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Fig. 3 System response
as a function of the reduced
velocity
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Table 2 Convergence data of the strongly-coupled schemes as the mesh is refined

Lmin No. cells hmin · D ∆tf, min Amplitude error Phase error
|ymax, L − ymax, 12|/D |θ(ymax, L) − θ(ymax, 12)|

9 36104 0.068 0.058 3.35 × 101 1.06 × 102

11 63560 0.017 0.015 1.43 × 100 4.09 × 100
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Fig. 5 Peak amplitude ratio ymax/D as a function of the reduced velocity Ured for the upstream and
downstream located cylinders of a tandem cylinder configuration. The curves are an interpolation
of the data points. a Upstream-located cylinder, b Downstream-located cylinder

5 Tandem Configuration of Elastically-Supported Cylinders

A parameter study of a tandem configuration of two elastically-supported cylin-
ders is performed for two different cylinder spacings Sx = Lx/D = {2, 4} where
the cylinder spacing is defined as the distance between the centers of mass. The
maximum amplitude ratio ymax/D is shown in Fig. 5 as a function of the reduced
velocity Ured for both cylinders and cylinder spacings. The wake modes of the sys-
tem are shown in Fig. 6. The behavior of the upstream cylinder (UC) resembles
that of a single oscillating cylinder as the spacing ratio is increased; initial and lower
response branches are clearly observed in both cases. The peak amplitude is located at
Ured = 4.5 for Sx = 4.0 (i.e., the beginning of the lower response branch) and at
Ured = 6.5 for Sx = 2.0 (i.e., in the transition between the lower branch and
decoherence). As for a single vibrating cylinder, the transition between the initial
and lower response branches presents hysteresis, and a phase jump in the total force
phase difference of 180◦ is observed within the interval Ured = [6, 8]. Due to wake-
interference, the response of the downstream cylinder (DC) significantly differs from
the behavior of a single oscillating cylinder. In particular, the peak amplitude is of
the order of one cylinder diameter in both cases, almost twice as large as that of
the upstream-located cylinders. Two branches, initial and lower, are again present
in the DC response showing, overall, much larger vibration amplitudes. The vortex-
shedding of the DC for large spacing ratios is controlled by the vortices shed from
the UC, while for closely-spaced cylinders there is a region where this is not the
case. However, for Sx = 2.0 an abrupt transition displaying hysteresis is also
observed. The initial-lower transition of the largely-spaced cylinder configuration
is fairly smooth and produces a stable mode with two pairs of vortices and two
single vortices per cycle (2P+2S mode, see Fig. 6f). This mode has been observed
in forced vibrations of single-cylinder configurations. However, the 2P+2S mode
does not feed enough energy into the structure to sustain itself and as such is not
present in VIV (i.e., is an unstable mode) [11, 12]. Still, a stable 2P+2S mode is
observed for a two-cylinder configuration with Sx = 4.0 at Ured = 5.5. The UC
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Fig. 6 The wake modes of a tandem configuration of two elastically-supported cylinders with the
spacings Sx = {2, 4} are illustrated for the reduced velocities Ured = {2, 5, 7, 11} and Ured =
{2, 5.5, 7, 11}, respectively. The interval −0.06 ≤ ω ≤ 0.06 of the vorticity field is colored.
Additionally, one-hundred equidistant iso-lines of the vorticity are graphed in the range −0.06 ≤
ω ≤ 0.06. a Sx = 2.0, Ured = 2.0, (2S), b Sx = 2.0, Ured = 5.0, (2P), c Sx = 2.0, Ured = 7.0,
(2P), d Sx = 2.0, Ured = 12.0, (2S), e Sx = 4.0, Ured = 2.0, (2P), f Sx = 4.0, Ured = 5.5, 2(P+S),
g Sx = 4.0, Ured = 7.0, (2P), h Sx = 4.0, Ured = 12.0, (2S), i Vorticity magnitude
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shows a 2S mode and the vortices produced by the UC are split by the movement
of the DC. The co-rotating vortices do not merge, and a pair of co-rotating vortices
with a counter-rotating vortex is produced.

6 Summary

A solution-adaptive hierarchical Cartesian cut-cell method has been validated for
solving FSI problems involving multiple rigid bodies. The suitability of automatic
mesh generation and adaptation for performing parameter studies has also been
demonstrated. Fundamental FSI problems such as those involving VIV in simple
cylinder arrangements already show very complex behavior and should be further
investigated. In particular, 3D effects have not been considered here. Furthermore,
the relationship between the reduced velocity, the damping ratio, the mass ratio, and
the Reynolds number is of high engineering interest.
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An Assessment of the Influence of Fuselage
Deformations on the Numerical Prediction
of High-Lift Performance

Stefan Keye

Abstract Within the scope of the joint research project HINVA (High-Lift In-Flight
Validation) a fluid-structure coupled simulation approach based on high-fidelity
numerical fluid dynamics and structural analysis methods has been applied to DLR’s
Airbus A320-232 Advanced Technology Research Aircraft (ATRA) in landing con-
figuration. Coupled analyses were performed using an in-house simulation procedure
built around DLR’s flow solver TAU and the commercial finite-element analysis code
NASTRAN. In order to assess the influence of fuselage and empennage deformations
in the context of high-lift aerodynamics, the existing coupling approach, which con-
siders only the wing and high-lift system to be elastic, has been expanded to the full
aircraft. Preliminary results show that fuselage bending deformations lead to a mod-
ified flow field on the wing’s upper surface along the wing root and over the engine
nacelle where lift breakdown and wing stall originate. It is therefore assumed that
for an accurate numerical prediction of maximum lift and associated angle of attack
deformations of fuselage and horizontal stabilizer should be taken into account.

1 Introduction

HINVA’s main goal is the reliable and accurate prediction of maximum lift for a repre-
sentative transport aircraft configuration, Fig. 1, using numerical simulation methods
and cryogenic wind tunnel testing [1]. Maximum achievable lift CL ,max and the cor-
responding angle of attack α(CL ,max ) are of particular importance for the landing
configuration. The prediction accuracy of both numerical simulation and wind tun-
nel test with respect to flight test results strived for in HINVA is θCL ,max ≤ 2 %
for maximum lift and θα(CL ,max ) ≤ 2 % for the corresponding angle of attack. A
physically correct simulation of all aerodynamic effects relevant for maximum lift
is essential for the trustworthiness of simulation results in general, the identification
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Fig. 1 DLR’s Airbus A320-232 Advanced Technology Research Aircraft (ATRA)

of sources of deviations between CFD and experiment, the improvement of flight
physics knowledge of high-lift configurations, and the derivation of conclusions
regarding the specific future development of numerical methods.

Work presented in this article focuses on the assessment of aero-elastic effects in
the context of high-lift aerodynamics and flow separation behavior. In particular, the
influence of fuselage bending deformations of the fully elastic aircraft on the global
pitching moment and the longitudinal trim state are investigated and compared to
conventional fluid-structure coupled simulations where only the wing and high-lift
devices are considered compliant.

2 Determination of Static Equilibrium

DLR’s fluid-structure coupled simulation procedure, Fig. 2, is based on a direct cou-
pling of high-fidelity CFD and computational structural mechanics (CSM) methods
[2]. The simultaneous interaction of outer flow and flexible aircraft structure is mod-
eled through alternately solving the Reynolds-averaged Navier-Stokes equations and
the basic equations of structural mechanics, and the interpolation of aerodynamic
forces and structural deflections over the common surface of CFD and structure.
For the investigations described here, DLR’s in-house flow solver TAU [3] and the
structural analysis code NASTRAN [4] were used.

3 Numerical Models and Simulations

3.1 CFD Grid

The CAD geometry used in HINVA is a highly realistic representation of the
A320-232 ATRA aircraft in landing configuration, including horizontal and ver-
tical tail planes, engines, nacelle strakes, flap track fairings, slat tracks, slat horn, and
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Fig. 2 Simulation approach for steady-state fluid-structure coupling

Fig. 3 A320-232 CFD surface (black) and symmetry plane (grey) meshes

de-icing pipe. In order to enable a most accurate numerical prediction of maximum
lift, only minor simplifications, inevitable for successful mesh generation, were intro-
duced [5]. The unstructured, hybrid CFD mesh was generated using the commer-
cial grid generation software CENTAUR [6]. Particular attention was dedicated to
the geometric details most relevant for high-lift performance, including slat tracks,
nacelle strake, and nacelle strake vortex resolution. The final CFD mesh has 80.3 mil-
lion grid points, Fig. 3.

All CFD results shown in this article were generated using a central spatial dis-
cretization scheme, Jameson-type artificial dissipation in matrix mode, LU-SGS time
integration, and the Spalart-Allmaras turbulence model.

To ensure a correct distribution of aerodynamic loads on the individual aircraft
components, all conventional and fully elastic fluid-structure coupled simulations are
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Fig. 4 A320-232 finite-element model

run at a longitudinally trimmed flight state, where pitching moment equals zero for
a given center of gravity location. The required horizontal stabilizer incidence angle
iH S is computed from the residual pitching moment CMy obtained by the integration
of static pressure from the previous flow solution over the CFD surface, and the
known gradient ∂iH S/∂CMy . Then, the stabilizer is rotated to the new incidence
angle and the surrounding volume mesh is aligned using TAU’s mesh deformation
algorithm. The mesh deformation approach was favored over chimera methods to
avoid the gap between stabilizer and fuselage and the interpolation needed with this
technique, or local re-meshing, because this would inhibit restarts.

3.2 Structural Model

A NASTRAN finite-element model of wing, fuselage, horizontal stabilizer, vertical
tailplane, and engines was made available by AIRBUS Operations GmbH, Fig. 4.
Contrary to the CFD analyses a full model is used to take into account structural
non-symmetries. The model consists of 25,200 nodes, 58,900 elements, and 151,000
degrees of freedom and has been dynamically validated using ground vibration test
data. Finite-element model updating has been restricted to an adaptation of the stiff-
ness distribution in order to ensure accurate results for both dynamic and static loads.
High-lift devices, i.e. slats, slat tracks, inner and outer flaps, and flap tracks, are rep-
resented by Timoshenko beam elements.

In the structural analyses the linear static solution sequence ‘SOL 101’ is applied.
To accurately model free flight conditions a ‘free-free’ suspension is simulated using
NASTRAN’s ‘inertia relief’ option [4]. Engine thrust values are derived from the CD

computed in the CFD solution and introduced as discrete structural forces, equally
distributed onto the engine pivot nodes.
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Fig. 5 Fuselage deformation

3.3 Coupling

In previous applications, coupling of aerodynamic loads and structural deflections
between CFD simulation and finite-element analysis was implemented on the main
wing and high-lift system only.1 To study the aerodynamic influence of body and
empennage deformations on maximum lift prediction, the existing coupling approach
has been extended to fuselage, horizontal stabilizer and vertical tailplane. This allows
investigating the lift and pitching moment contributions of horizontal stabilizer and
fuselage to the overall lift and trim state and therefore a more accurate determination
of aerodynamic loads acting on the wing.

4 Results

Figure 5 shows the longitudinal outline of the A320-232 ATRA for both the jig and
deformed state as obtained from a coupled simulation of the fully elastic aircraft at
α = 10.0◦, Re = 16.9 × 106, and Ma = 0.204. At the aft fuselage section, i.e. in
the region behind the wing, vertical deflection magnitudes are considerably larger
than at the front. This is due to the combination of gravity and aerodynamic forces
acting on the horizontal stabilizer, whereas the front section is mostly subjected to
gravitational loads. The fuselage’s bending deformation leads to a modified flow field
around the fuselage tube and a change in effective incidence angle of the horizontal
stabilizer. Integration of static pressure over the individual components indicates
that the stabilizer generates approximately 30 % of the resulting change in overall
pitching moment, while about 70 % originate from the flow around the cambered
fuselage tube.

In Fig. 6 the convergence of horizontal stabilizer incidence iH S and pitching
moment coefficient CMy is plotted versus the number of iterations, showing the
adjustment of incidence angle in each CFD-CSM coupling step and the approaching
of the trimmed flight state.

1 When coupling a CFD half model to a full structural model, aerodynamic loads for the structure’s
left hand side are mirrored from the right hand side CFD solution.
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Fig. 6 Convergence of hori-
zontal stabilizer incidence and
pitching moment coefficient

Fig. 7 Influence of fuselage
deformation on horizontal
stabilizer trim angle

The influence of fuselage deformation on the horizontal stabilizer angle required
for trimmed flight is shown in Fig. 7 for angles of attack between α = 8.00◦ and
α = 17.0◦ with each symbol representing a trimmed aero-elastic equilibrium solu-
tion. Compared to the partial coupling approach, where only the wing is assumed to
be elastic, stabilizer settings for the fully coupled simulations are generally smaller
by ωiH S = −0.47◦ to ωiH S = −1.10◦ in order to compensate for the additional
nose-down pitching moment caused by the fuselage bending deformation. Owing to
the moment generated by the curved fuselage, changes in iH S are always larger than
the geometric stabilizer rotation alone.
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Fig. 8 Comparison of cp-distribution on wing-only (left) and fully elastic (right) aircraft

Figures 8 and 9 display the static pressure coefficient distribution and surface
streamlines, respectively, at α = 17.0◦, shortly before CL ,max is reached. Results
for the partial coupling approach are plotted on the aircraft’s left-hand side, the fully
elastic simulation results are shown on the right-hand side. Both cp-distributions
and streamline plots indicate that taking into account fuselage deformations does not
only lead to a modified trim state as seen earlier, but also causes distinct differences
in the flow about the wing, although both coupling approaches converge to the same
spanwise twist distribution.

The most obvious dissimilarities are found on the wing’s upper surface along
the wing root and over the engine nacelle, which is best seen in the streamline
plots in Fig 9. The delta-shaped flow pattern (shaded in grey) originating from the
wing leading edge at the pylon intersection is of particular interest for maximum lift
prediction as comprehensive CFD studies [5] and a preliminary analysis of flight test
data have identified this area to be the location where lift breakdown triggered by a
wing trailing edge separation first occurs. A correct simulation of the flow physics, in
particular the complete vortex system and the interaction between the nacelle strake
vortex and regions of high aerodynamic loading near the wing pylon intersection,
is essential for a precise prediction of the stall scenario. With the partial coupling
approach, left-hand side of Fig. 9, this flow pattern does not occur until the angle
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Fig. 9 Comparison of surface streamlines on wing-only (left) and fully elastic (right) aircraft

of attack is increased to approximately 18◦. This suggests that the deformation of
fuselage and stabilizers will have a non-negligible influence on the prediction of
maximum lift and, in particular, the associated angle of attack α(CL ,max ).

A minor influence of fuselage and stabilizer deformations is also visible in the
pressure distribution on the outboard wing, including flap and aileron, and in the
wing tip separation location, although the outboard flap separation remains mostly
unaffected.

On the horizontal stabilizer’s lower side (not shown) a small change in pressure
distribution occurs, which is due to the increased negative lift required to balance the
additional nose-down pitching moment caused by the fuselage’s deformation.

Although the differences between the partial and complete fluid-structure coupling
approaches described here are comparatively small and of local character, and alter-
ations with respect to the integrated aerodynamic parameters, i.e. CL , CD , spanwise
lift distribution, or structural parameters, like wing bending and twist deformations
remain marginal, the aerodynamic effects observed are still likely to have an impact
on maximum lift prediction.
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5 Conclusions

Aero-elastic simulations have been performed on DLR’s Airbus A320-232 Advanced
Technology Research Aircraft (ATRA) in landing configuration. To evaluate the
impact of fuselage deformations on the numerical prediction of maximum lift
and associated angle of attack, the existing in-house coupling procedure has been
upgraded from a ‘wing-only’ approach to also include the fuselage, horizontal stabi-
lizer, and vertical tailplane. Initial results show that fuselage deformations generate
an additional nose-down pitching moment, which is caused by a change in effective
horizontal stabilizer incidence angle and a modified flow field around the cambered
fuselage tube. Additionally, differences in the flow field on the wing’s upper sur-
face along the wing root and over the engine nacelle were found. As lift breakdown
and wing stall have been observed to originate in this region the effect is of par-
ticular interest for the high-lift aerodynamics investigations currently conducted in
the HINVA project. Regarding the overall lift coefficient, including fuselage defor-
mations and the according horizontal stabilizer deflections leads to a reduction of
ωCL = −0.784 % for the trimmed flight state at α = 17.0◦, close to CL ,max . While
this amounts to almost half the accuracy goal of θCL ,max ≤ 2 % set in HINVA,
the extra computing time required affects the interpolation of nodal forces and sur-
face deflections only and is negligible in comparison to generating the converged
aero-elastic equilibrium solution.

The perceived differences to the partial coupling approach suggest that the defor-
mation of fuselage and horizontal stabilizer will have a non-negligible influence on
the prediction of maximum lift and associated angle of attack.

Acknowledgments The joint research project HINVA is funded by the German Federal Ministry
of Economics and Technology within the fourth Aeronautical Research Program LuFo IV.
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Combined Time-Resolved PIV and Structure
Deformation Measurements for Aeroelastic
Investigations

Hauke Ehlers, Reinhard Geisler, Sebastian Gesemann
and Andreas Schröder

Abstract The aeroelastic behaviour of a thin plate has been investigated by
applying two different optical measuring techniques: velocity field (PIV) and struc-
ture deformation (IPCT) measurements. The aim of the experiment is to solve Collar’s
triangle of forces. The focus of the present chapter is on describing the wind tunnel
experiment and the measuring techniques in detail. A second key aspect is on the
calculation of instantaneous pressure fields and aerodynamic forces from PIV data.

1 Introduction

The interaction of structural (elastic and inertial) as well as aerodynamic forces
causes complex dynamic aeroelasticity problems. Part of this is the flutter phenomena
which is potentially destructive and needs to be avoided in most cases. Great effort is
made experimentally and numerically in considering flutter characteristics to avoid
structural failure. This includes the safety for aeronautical light weight structures but
also for buildings and for bridges.

Within the Advanced Flow Diagnostics for Aeronautical Research project
(AFDAR) flutter of a thin plate in a low-speed wind tunnel has been investigated
by using optical measuring techniques. The advantage is to measure contactless,
non-destructive, time-resolved and with high accuracy. The acquired time-resolved
data enables solving Collar’s triangle of aerodynamic A, inertial I and elastic E
forces (general aeroelastic stability problem: A + I + E = 0) and is also useful for
computational code validation aiming in coupling CFD and CSM-codes in subsonic
flows.
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Recent efforts have derived pressure fields from planar velocity field data mea-
sured by Particle Image Velocimetry (PIV). The so called planar pressure imaging
(PPI) is based on the momentum conservation principle and has been investigated
by e.g. Bauer and Köngeter [1] and Oudheusden et al. [2] for steady flows under
approximately two-dimensional (2D) flow conditions. By measuring time-resolved
velocity data instantaneous pressure fields have been estimated on a square cylinder
by Kurtulus et al. [3] and de Kat et al. [4].

High precision image based surface reconstruction methods are developed at DLR
Göttingen. Konrath et al. [5] investigated the simultaneous measurement of forces,
model position, wing deformation and flow velocity fields for plunging wing models.
An approach to determine inertial forces for a harmonically oscillating stiff wing
model by using an optical measuring set-up is given by Ehlers et al. [6].

The present chapter shows a generic flow-structure-interaction experiment which
has been performed in a low speed wind tunnel at DLR Göttingen. The self-excited
oscillation of a thin rectangular plate has been investigated by applying two optical
measuring systems to synchronously measure the flow field around (high-speed PIV)
and the deformation of the plate (high-speed IPCT). The PIV set-up enables for cal-
culating time series of planar velocity vector fields. The estimation of the unsteady
aerodynamic forces on the plate surfaces rely on the assumption of a 2D flow hence
the thin plate is assumed to oscillate mainly in a 2D bending mode. By solving the
incompressible momentum equation end spatially integrating the pressure gradients
[4] for each time step and extrapolating the related pressure fields close to the plate
surface along the span of the plate the time-resolved aerodynamic force distribu-
tion results. The high-speed IPCT system is applied to measure the 3D unsteady
deformation of the thin plate hence this set-up is capable to detect higher modes of
the bending oscillation. Inertia forces can be calculated from the acceleration of the
plate surface which is achieved by differentiating the deformation with respect to
the time and by using the mass distribution of the plate [6]. The elastic forces are
calculated from the measured surface deflection, the plate stiffness and by using an
analytical thin flat plate deformation model. As the IPCT measuring set-up provides
the 3D distribution of the two different structural forces, the 3D distribution of the
aerodynamic forces can be calculated, too.

The focus of the present chapter is on the detailed description of the complete
experimental set-up and on the presentation of some first results of the planar pressure
fields and the related aerodynamic force data. The calculation of structural forces
should be considered as an outlook.

2 Experimental Set-up and Measuring Procedures

The experiment has been performed in a circular Göttingen-Type low speed wind
tunnel at DLR Göttingen with a cross section of 1.0 ×0.7 m2. The turbulence level
for flow velocities below 20 ms−1 is less than 0.5 %. A flat plate supporting base
with an elliptical leading edge has been installed within the wind tunnel test section.
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Fig. 1 Thin plate model
(green illuminated) and
glass end plates mounted
downstream to the support-
ing plate; wind tunnel nozzle
is seen in the background

A thin plate model was fixed to one side downstream to the supporting base. The
other edges of the model were freely suspended. The support ensures a laminar
approaching flow overflowing the upper side of the thin plate only (Fig. 1). The
model has a thickness of 0.05 mm and is made of hardened carbon steel. The plate
dimensions are (b × l) 150 × 75 mm2. By means of a FEM model the first five
eigenmodes could be detected at f = 7.7, 11.8, 22.4, 41.9 and 48.0 Hz. The model
has been specially prepared for the optical measuring techniques. For the surface
reconstruction measuring technique the surface was coated with a random white dot
pattern on black background. In the central plane of the model a narrow band of high-
gloss black dye was applied to optimize the PIV measurement close to the surface.
Two glass plates on the lateral sides of the thin plate inhibit a 3D-flow exchange at
the plate side edges. The influence of the glass end plates to the 3D characteristics
of the flow is assumed to be low. The applied high-speed PIV system consists of a
diode-pumped Nd:YAG Laser from Lee. Inc. (LDP-200MQG) providing 20 mJ per
pulse at 5 kHz using both cavities simultaneously. The laser was guided through a
set of light sheet forming lenses and a combination of mirrors enabling an illumination
of a mist of 1µm DEHS tracer particles in a central plane on the upper and lower side
of the oscillating thin plate. For this purpose the light sheet was split in two by the
mirror arrangement (see Fig. 2). The digital imaging system consists of a pco.dimax
CMOS camera (12 bit) which has been operated at 5 kHz framing rate and a reduced
resolution of 1344 × 688 Pixel (Pixel size: 11 µm). The camera sensor was aligned
parallel to the illuminated measuring plane. A 85 mm Nikon lens at f/# = 2.0 was
mounted on the camera imaging a field of view of 66 × 130 cm2. The recordings are
processed with a 2D cross-correlation algorithm with a final interrogation window
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size of 18 × 18 pixels and an overlap of 66 %. The image magnification factor was
10.22 pixel mm which leads to a spatial resolution of 0.587 × 0.587 mm2 for the
resulting vector field. The multi-grid interrogation method was applied starting with
an initial window size of 96 × 96 pixels. Assuming a precision of the determined
displacements of better than 0.1 pixel, the uncertainty of the velocity vectors is less
than 1 % of U∞. An automatic mask generation tool was constructed which is able
to detect the line of reflection on the model surface by digital image processing
(erosion/dilatation principles). The high-speed IPCT set-up consists of two Photron
SA1.1 CMOS cameras (12 bit) mounted on lens adapters allowing an adjustment of
the Scheimpflug angle for oblique viewing directions. Two 60 mm Zeiss lenses have
been used at f/# = 5.6 to get the desired depth of field. The cameras have been
operated at 2.5 kHz framing rate and a reduced resolution of 1024×544 Pixel (Pixel
size: 20 µm). Two pulsed LED illuminators developed at DLR Göttingen have been
used as light sources to illuminate the random pattern of small white paint dots on
the upper side of the thin plate surface. The light pulse width was 12 µs at 2.5 kHz.
The illuminated surface has been imaged by both cameras in stereo viewing. The
size of the angle between the IPCT cameras was about 67◦. A two-plane calibration
target has been imaged within the measurement volume for calculating a function
for all possible lines-of-sight of the two IPCT cameras. This function enables a local
triangulation of the found dot correspondences from both camera viewings which
have been estimated by using an initial mapping of the surface dot pattern image and a
successive iterative 2D cross-correlation scheme (similar to a PIV evaluation). Hence
the surface can be reconstructed. Before the dynamic measurements the static rest
position of the model has been recorded as a reference position for later deformation
calculations.

Both measuring systems have been operated simultaneously. For this purpose a
controlling system was used consisting of a pulse generator as master clock (output
frequency: 2.5 kHz) and two sequencers (see Fig. 3). Sequencer 1 was triggered
directly by the pulse generator and did provide the laser with a continuous output
signal of 5 kHz. A second output signal of 2.5 kHz was used as input for the second
sequencer. A manual switch was applied to interconnect sequencer 2 which was
programmed to control the exposure of the PIV camera (pco) synchronous to the
laser and the IPCT measuring system (Photron cameras and LEDs). The IPCT images
have been recorded between two successive PIV recordings.

3 Pressure Calculation

The in-plane pressure gradients are obtained by the incompressible momentum
equation. Written in conservative differential form for a fixed fluid element the equa-
tion is given as

∇ p = −ρ

[
∂u
∂t

+ (u · ∇) u − ν∇2u
]

. (1)
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Fig. 2 Part of the optical set-up for PIV measurement; light sheet is reflected into the measuring
plane by mirror 1; mirror 2a only reflects the lower part of the light sheet to illuminate the upper
part of the measuring plane; mirror 2b is installed to illuminate the lower part of the measuring
plane

Fig. 3 Schematic of the measuring control system; the PIV system (Laser and pco camera)
is operated at 5 kHz, the IPCT system (LEDs and Photron cameras) is operated at 2.5 kHz

In Eq. 1 ∇ p is the pressure gradient, ρ the fluid density, u the velocity vector and ν

the kinetic viscosity. If the flow field under investigation is nearly two-dimensional
Eq. 1 can be reduced. In Cartesian coordinates we obtain the 2D form:

∂p
∂x

= −ρ

[
∂u
∂t

+ u
∂u
∂x

+ v
∂u
∂y

− ν

(
∂2u
∂x2 + ∂2u

∂y2

)]
, (2)
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Fig. 4 PIV velocity vector
field for t/T = 0.333
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. (3)

The terms on the right hand side of Eqs. 2 and 3 can all be obtained from time-resolved
PIV measurements. For the assumption of 2D flow characteristics the 2D velocity
field measured by a mono PIV set-up do suffice to determine the in-plane pressure
gradients. For the derivatives with respect to the time a least squares differential
operator is applied [7]. Spatial derivatives are approximated by central difference
operators of fourth order.

The pressure filed is obtained by spatially integrating the pressure gradient
field and using Dirichlet boundary conditions at the inflow boundary. Therefore
an algorithm has been developed to solve the overdetermined system of equations
(M · p = ∇ p) fast and precise. A fourth order approximation of the differentials is
applied.

4 Results

For further descriptions a test case has been selected were the thin steel plate was
oscillating in a steady-state flutter mode. The free stream velocity was U∞ =
5.5 ms−1. Figure 4 shows the measured velocity vector field for one instant of time.
The model support is marked by a light grey box, the thin plate is shown as a black
line. The boundary layer is clearly visible. For this instant the flow starts to follow the
curvature of the plate, separates before the first third of the plate length and a vortex
develops. The interaction of growing and convecting vortices leads to variations in
the pressure field and stimulates the thin plate to flutter. The deformation frequency
of the model is about 1/T ≈ 40 Hz. It oscillates in the fifth mode. In Fig. 5 the high
resolution instantaneous pressure field calculated from PIV data by Eqs. 2 and 3 is
given at six different time instants of one period of oscillation. Colour-coded is the
relative pressure. The profile of the thin plate and the model support are shown in
dark blue. The time series illustrates the evolution and movement of low and high
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Fig. 5 Pressure results calculated from PIV data; a t/T = 0; b t/T = 0.167; c t/T = 0.333;
d t/T = 0.5; e t/T = 0.667; f t/T = 0.833
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Fig. 6 Chord wise force distribution for six instants of time
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pressure regions. The data sets enable for calculating the aerodynamic forces in the
measuring plane acting on the model surface. Figure 6 illustrates the chord wise 2D
force distribution for the six instants of time.

5 Conclusion and Outlook

A generic aeroelastic wind tunnel experiment has been carried out by means of
two different optical high-speed measuring techniques. The first step of calculating
instantaneous pressure fields and forces from 2D PIV data is shown above. The
next step will be to evaluate the 3D approach of calculating the involved structural
forces from surface deformation measurements and to compare the results of the two
different measuring techniques.
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CTAU, A Cartesian Grid Method for Accurate
Simulation of Compressible Flows with
Convected Vortices

Philip Kelleners and Frank Spiering

Abstract A zonal approach for simulation of compressible fluid flow is presented.
Within this approach a Cartesian solver of fourth order spatial accuracy is used
for simulation of convection of vortical structures over larger distances with small
numerical losses.

1 Accurate Flow Simulation Using a Zonal Approach

Many present day well established aerospace numerical codes, of which the DLR
TAU-code is an example, for the simulation of subsonic, transonic or supersonic
flow are second order accurate in physical space. For these second order codes it has
been observed that freely convecting vortices, amongst other free convected coherent
structures, suffer from rapid decay on grids of practical mesh density. The compu-
tational cost of accurate simulation of freely convected vortices becomes rapidly
excessive as the distances over which the vortices travel increase, for second order
accurate codes. Presently designated higher-order methods, that is of spatial order
higher than two, are better able to represent these free vortices on grids of moder-
ate density, and thus potentially, could lower the computational cost. However these
higher-order methods may not be well suited to simulate flows with discontinuities
like strong shocks in transonic flow, or close to complex shaped solid structures
embedded in the fluid. A solution is a zonal approach. Within this zonal approach,
based on experience, that is best-practice, the flow domain of interest is simulated
with different discretization methods each being applied in those regions where their
strengths excel. In the implementation of this zonal approach developed and pre-
sented here the boundaries of the different grids overlap and the developing flow
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Fig. 1 The von Kármán vortex street behind a circle cylinder. A closeup of the chimera grid in the
upper part, dimensionless entropy-like quantity given by the greyfilled iso-contours in the lower
part

state is coupled in these overlapping regions. This procedure is called the Chimera
or overset grid approach, and the overlapping grids are also referred to as Chimera
grids (see [1]). This zonal approach is illustrated in Fig. 1. The DLR TAU-code, a
second order accurate method is used for the regions of the flow close to the solid
geometry. CTAU, the Cartesian grid higher order method presented here, is used on
the portion of the grid enclosed by the two boxes. As can be seen from the thick
black lines, the grids overlap at their boundaries where a code coupling module, (see
[2]), performs the exchange of the fluid states and thus implements a strong volume
coupling based upon the Chimera technique. The two components of this framework
other than the Cartesian Solver are presented briefly below.

1.1 TAU Code

The DLR TAU-code is a fully featured package for simulation of steady and unsteady
flow, of both inviscid and viscous compressible fluids, on unstructured hybrid, possi-
bly moving, grids. It implements different turbulence models, overset grid techniques
(Chimera), a large number of physical boundary conditions and can efficiently com-
pute solutions on massive parallel computer clusters; e.g. see [3].
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1.2 Code2Code Domain Coupling

The Code2Code program (see [2]) is the domain coupling tool, implementing a
Chimera boundary between two possibly different CFD-codes, designated code A
and code B. The domain coupling is done in three basic steps. There must be a region
where the grid domain boundaries of code A and code B overlap. The coefficients
for the data-exchange and interpolation for the overlapping region of grids A and
B must be computed. At Run-time there must be exchange of the flow-states at the
domain boundary grid overlap area at every time level or relaxation step. Code A
and code B can be any different code or two instances of the same code.

2 Cartesian Solver, CTAU

The Cartesian solver prototype CTAU is a derivative of the TAU-code. It is a con-
ventional explicit Runge–Kutta based relaxation solver for steady or unsteady flow
problems. Discretization of the spatial terms in the equations of fluid flow is done
using compact finite difference schemes, or Padé-type schemes, (see [4]), which
formally, can be up to tenth order accuracy in space when operating on Cartesian
meshes.

2.1 Padé Schemes

As a quick way to illustrate these compact finite difference schemes consider values
ui of a function given at discrete nodes on a regular equidistant one dimensional mesh.
Quantities constructed from these nodal values like the derivative u◦

i or interpolated
values, u1/2 inbetween the discrete nodes are computed by implicit operators with
difference molecules of limited footprint. As an example a first derivative of fourth
order accuracy is:

u◦
i−1 + 4u◦

i + u◦
i+1 = 3(ui+1 − ui−1)

h
, (1)

where index i designates the position on the regular mesh, u◦ is the first derivative
of u and h is the local meshspacing. The expression for interpolation is:

ui−1/2 + 6ui+1/2 + ui+3/2 = 4(ui + ui+1), (2)

which is also fourth order accurate. Inspect the left hand sides of (1) and (2) to check
that the derivative or the interpolated values are given in implicit form. For these
examples the actual values of the derived or interpolated quantities, at fourth order
accuracy, comes at the price of having to solve a tridiagonal system of equations.
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In the paper of [4] implicit formulations of up to tenth order accuracy of these Padé
operators are given of the general form;

βu◦
i−2 + αu◦

i−1 + u◦
i + αu◦

i+1 + βu◦
i+2 = a

ui+1 − ui−1

2h
+ b

ui+2 − ui−2

4h
+ c

ui+3 − ui−3

6h
,

(3)
where the parameters α,β, a, b and c are derived by matching Taylor series coef-
ficients of various orders. Different schemes of different order of accuracy can be
derived for particular combinations of these parameters, again the reader is referred
to [4].

2.2 Padé-type Operators for Finite Volume Schemes

The implicit operators introduced above are used in a finite difference context. For
the simulation of fluid flow, the conservation properties of the numerical scheme
used are of prime importance. Finite-volume schemes are inherently conservative
whereas finite difference schemes are not. A finite-volume formulation of the Padé-
type scheme, as described by Lacor et al. [5], which restores conservation of the
dependent, now cell averaged, quantities is implemented in the Cartesian solver pre-
sented. The basis for the finite-volume formulation is the definition of cell-averaged
dependent variables or quantities:

ūi ≈ 1

(xi+1/2 − xi−1/2)

∫ xi+1/2

xi−1/2

u(ξ)dξ. (4)

The fourth order accurate Padé-type operators used as examples before are now
expressed in the cell averaged quantity ūi :

u◦
i−1 + 4u◦

i + u◦
i+1 = 3(ūi+1 − ūi−1)

h
, (5)

for the first derivative, and:

ui−1/2 + 4ui+1/2 + ui+3/2 = 3(ūi + ūi+1), (6)

for the interpolated values.
Notice how the stencil weights for the interpolated values have changed as a result

of application of cell averaged values.
We are concerned with fluid flow. With the finite volume method we need to

calculate the fluxes at the interfaces of the control volumes, hence the emphasis
on the ability to calculate interpolated values. The fluxes of the Euler and Navier-
Stokes equations of motion of fluid are non-linear, as illustrated by a line integral in
y-direction for the mass flux in x-direction for two dimensional flow:
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∫ b

a
ρ(x, y)u(x, y)dy, (7)

which complicates matters considerably as products of the primitive values are not
readily available at the volume interfaces. A second order accurate approximation
for the flux, averaged over the interface, is:

1

yb − ya

∫ b

a
ρudy ∅ 1

yb − ya

∫ b

a
ρdy

1

yb − ya

∫ b

a
udy. (8)

Additional correction terms of the form ρ◦
x u◦

x
Δx2

12 are needed to compute a fourth
order accurate flux, where the first derivatives are now evaluated at the interfaces,
for the details again refer to [5].

Ghost cells opposite of the domain boundary with quasi cell-averaged values
prescribed by the local physical character at the boundary are needed to complete
the boundary fluxes.

An implicit assumption for these Padé-type schemes is that argument values and
their derivatives exist and are continuous. This is generally not true for discrete
initial data, boundary conditions or when flow conditions result in flow structures
like e.g. shear regions at length scales which are not resolved by the grid. As a result
spurious waves will become part of the discrete solution. These spurious waves
are removed effectively from the solution by high-order Padé filters, designed with
similar discretization techniques as used for computation of the derivatives, to filter
the solution to restore monotone solutions.

To limit the complexity of the current implementation of the Cartesian solver
only the Padé-type schemes with parameter β set to zero are considered such that
only tridiagonal systems of coupled equations need to be solved. As a consequence
the complexity of implementation of the boundary conditions in the ghost cells is
reduced.

2.3 Gust Boundary Condition

A series of boundary conditions is available in the Cartesian Solver e.g. farfield and
symmetry boundary conditions as well periodic boundaries. The domain coupling
interface as introduced in Sect. 1.2 is also implemented as a boundary condition.

To be able to accurate simulate aircraft response due to gust loading while there
is a strong interaction between the aircraft structure, aircraft induced flow patterns
and the gust itself is one of the goals of this research and development. Preferably
the gust enters the flow domain at the farfield, is transported towards the aircraft,
interacts with the aircraft and leaves the domain again at the farfield. The discrete
gust should suffer much less from dissipation and dispersion errors as it is convected
over large distance from the farfield towards the aircraft by the Cartesian solver.
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A gust boundary condition at the farfield is superimposed on a non-reflecting inflow
boundary condition. The gust is modeled as a velocity profile perpendicular to the
undisturbed mean flow u∈:

v = v(x, t) = v(x − u∈t), (9)

with pressure and density, and thus internal energy as well, taken constant at inflow.
This gust-model is a solution to the Euler equations as can be checked by substitution.

The non-reflecting inflow boundary condition for subsonic flow is formulated
by assuming local one dimensional inviscid flow, followed by an eigenvalue-
eigenvector-analysis of the Euler equations, diagonalization of the system by pre-
multiplication with the left eigenvectors, and identification of the waves entering
the domain. These inward running waves are then replaced with physical boundary
conditions simulating constant entropy and enthalpy (refer to [6] for more details).
This gives:

lT
i

(
∂φ
∂t + λi

∂φ
∂x

)
= −lT

i DG H

bT
j
∂φ

∂t
= 0, (10)

for i outward running characteristics and j inward running characteristics replaced
with the boundary conditions bT

j . Notice that these boundary conditions have effec-
tive zero wave speed, λ = 0, thus are constant.

Then the actual (1 − cos)-gust velocity profile superimposed at the inflow is
formulated as a non-constant boundary condition:

ρ∈
∂v

∂t
= ρ∈

2π

Lvg
avgu2∈ sin

(
− 2π

Lvg
(x∈ − xg0 − u∈t)

)
, (11)

with Lvg being gust length, avg the gust amplitude as dimensionless fraction of the
undisturbed flow velocity u∈, x∈ the geometrical position of the farfield boundary
and xg0 the initial position of the gust at time t = 0 beyond the farfield boundary. A
result of a numerical experiment with this gust inflow boundary condition is shown in
Fig. 2. Only minute spurious waves in the pressure, density were observed as the gust
entered the domain. These numerical waves can be expected as the implementation
of the discrete boundary condition is of a lower order of accuracy. However the
typical dimensionless absolute error in the density induced by this boundary condition
remained below 3 · 10−4 at all simulated time.
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Fig. 2 Gust boundary condition; A domain of length 8, discretized with 32 cells. Flow from left
to right. A (1 − cos)-gust of length 5 is fed into the domain at the left inflow boundary. Shown
with different linetypes is the position of the gust at regular time intervals. Note the near-perfect
conservation of amplitude and shape of the gust as it is convected through the domain by the
Cartesian solver

3 Testcases

3.1 Von Kármán Vortex Street Behind Circle Cylinder

The well known von Kármán vortex street is simulated at a free-stream Mach number
of 0.1 at a Reynolds-number of 1,000. Both grid and a snapshot at a point in time
where the vortex street is well developed are depicted in Fig. 1, the thick black boxes
indicate the boundaries of the overlapping grids. The TAU-grid is hybrid with a
prismatic layer wrapped around the circle cylinder for good support of the viscous
boundary layer and the flow separation at the downstream side close to the cylinder.
The vortices are convected with very small losses over the full length of the Cartesian
domain, whereas they are quickly dissipated upon further convection in the triangular
TAU-grid.

3.2 Wake Flow Resulting from Transonic Buffet

The configuration of the two airfoils shown in Fig. 3 is a useful approximation to study
the effect of the unsteady wake, resulting from transonic wing buffet, as it interacts
with a horizontal tailplane. The wing is modeled with the supercritical NLR7301
airfoil of 4.47 m length at an angle of incidence of 3↑. The horizontal tailplane is
modeled with a NACA0012 airfoil of half the wing-chord length at 0↑ angle of
incidence. The undisturbed flow is angled at 0.5↑, freestream Mach number is 0.73
and the Reynolds number is 26 million. At these conditions shock buffet occurs over
the wing airfoil and the unsteady wake influences the pressure distribution at the
tailplane considerably. Development in the wake of structures of considerable size
in the crossflow direction could only be observed in simulations performed with the
Cartesian solver inbetween the two airfoils.
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Fig. 3 A snapshot of flow at conditions of transonic buffet; the wake of the wing airfoil interacting
with a tailplane airfoil. Greycolored isocontours depict a dimensionless entropy-like quantity, the
static pressure is drawn with black isolines, the black boxes show the overlapping boundaries of
the chimera grid parts
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Fig. 4 Gust encounter, grid on the left, vertical velocity (isocontours) and pressure (black iso-lines)
on the right at the moment in time of maximum lift during the gust encounter

3.3 Gust Encounter, NACA0012

The gust-velocity model described in Sect. 2.3 is convected in a Cartesian grid shown
to the left in Fig. 4, towards a NACA0012 airfoil fixed in space at 4↑ angle of attack at
a freestream Mach-number of 0.3. The gust length is 1.4 times the chord length of the
airfoil, the gust amplitude fraction, avg , is 1

8 th of the undisturbed freestream velocity.
The flow is inviscid. There is no noticeable decay of the gust as it is transported in the
Cartesian grid and it interacts in its unaltered shape with the airfoil as intended. At
the moment of maximum lift, as shown in the figure, the lift coefficient (Cl) peaks
at approximately 2.5 times the value of lift generated in steady undisturbed flow.
After having traversed along the fixed airfoil, the structure of the gust has changed
significantly and it was observed that inside the airfoil wake the downflow induced
by the airfoil is dominant. We conclude that the zonal approach enables near lossless
gust convection and accurate gust-airfoil interaction.
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4 Conclusions

A zonal approach for simulation of compressible fluid flow has been presented.
The Padé-type scheme used in a finite volume context to simulate flow of a com-
pressible, possibly viscous, fluid at fourth order accuracy on Cartesian grids has
been introduced, as well as a gust-velocity boundary condition superimposed upon a
non-reflective inflow boundary condition. Three testcases showing the effective use
of the higher order Cartesian method with help of chimera-based domain coupling
between two different flow solvers, illustrate the prosperous perspective of the present
framework under development. Further work will include testing of the method on
full three dimensional configurations and, amongst others, implementation of whirl
fluxes to allow for moving meshes, as needed for simulation of rotorcraft.
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Coupling of Flow Solvers with Variable
Accuracy of Spatial Discretization

Frank Spiering and Philip Kelleners

Abstract In this work a coupling procedure for flow solvers of different accuracies of
spatial discretizations by the Chimera technique is introduced. To adapt the coupling
procedure to the properties of the incorporated flow solvers, the accuracy of different
interpolation methods is investigated. The coupling module used for the data transfer
between the flow solvers is extended by a high order interpolation method and two
test cases are presented to illustrate the effects of the interpolation methods on the
flow solution.

1 Introduction

The accurate simulation of interactions of a disturbed flow and aerodynamic bodies
is a complex challenge in computational fluid dynamics. The simulation of blade-
vortex-interactions on helicopter rotors or the interaction of a wing wake and the
horizontal tail plane of an aircraft demand the preservation of the flow field distur-
bance from its origin to the body it interacts with. In common finite volume methods
of second order spatial accuracy the computational grid needs to be very fine in the
region where vortices have to be preserved, which results in a high computational
effort.

At DLR’s Institute of Aerodynamics and Flow Technology an approach of cou-
pling two different flow solvers is developed to account for the needs in this kind of
flow scenario. The efficient convection of flow disturbances in the far-field is real-
ized by a high order accurate flow solver utilizing Cartesian grids (CTAU) and an
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implicit PADE-scheme (see [1]) formulated in fourth order accuracy. The flow in the
vicinity of the aerodynamic body is simulated with DLR’s TAU code (see [2]), to
allow for flexible unstructured grid generation of complex configurations. To couple
both flow solvers the data is transferred with use of the Chimera technique, a bidi-
rectional interpolation between the grids in an overlapping region (see [3]). It should
be mentioned that the data transfer by interpolation is not conservative. However, if
an appropriate grid overlap and resolution can be realized, the influence on the flow
solution should be negligible.

The method of coupling different flow solvers in this work was originally devel-
oped to couple the flow solvers TAU and the turbomachinery code TRACE (see [4])
of the Institute of Propulsion Technology of DLR. The coupling procedure is per-
formed by an external coupling module, which contains the necessary functionalities
for the flow data interpolation and the management of the parallel flow data transfer
between the flow solvers (see [5]).

2 Code Coupling Procedure

To realize a coupled simulation, the flow data has to be exchanged during the iterative
time stepping process of the flow solvers. To allow for different grid topologies and
discretization metrics the data is interpolated in an overlapping region of the grids
of each flow solver. This approach requires a search of an appropriate donor cell as
data source for each coupling boundary point on both grids. This donor cell search,
which already includes the calculation of the interpolation coefficients, has to be
performed only once in simulations with no relative movements of the grids. The
calculated point mapping and the interpolation coefficients can then be used for the
data exchange in the solution process.

To compute the coupling point mapping and the associated interpolation coeffi-
cients, both flow solvers have to send the grids of their flow domains to the coupling
module. Then an appropriate donor cell for data interpolation is searched for each
coupling boundary point of both grids. Finally the located donor cell, respectively
the associated donor points have to be transmitted back to the flow solvers. This
mapping procedure is shown in Fig. 1. Within the iterative time stepping procedure
a close coupling between the flow solvers is applied. In simulations of steady flows
with a local time stepping method the data can be exchanged during each time step
to result in a converged flow solution with both solvers. In time-accurate simula-
tions with dual time stepping the data can be exchanged in each pseudo time step
to converge to a quasi-steady state in each physical time step. To exchange the flow
data, both flow solvers send the data from the mapped donor points to the coupling
module. Then the calculated interpolation coefficients are applied to compute the
flow data updates for the coupling boundary points of the opposing grid. After that,
both solvers perform the next iteration of the flow computation as shown in Fig. 2.
All communication between the flow solvers and the coupling module is realized
via socket communication to avoid any file access. The implementation of the cou-
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Fig. 1 Coupling point mapping and calculation of interpolation coefficients

Fig. 2 Data exchange during iterative time stepping

pling method also allows for massively parallel simulations on a high performance
computing (HPC) cluster.

3 Interpolation Method

The original coupling procedure followed the implementation of the internal Chimera
method in the TAU code (see [6]), using a trilinear interpolation method to calculate
the interpolation coefficients with respect to the cell nodes of the primary grid. This
approach is suited to maintain an overall spatial discretization accuracy of second
order and can be applied to both structured and unstructured grids.

The Cartesian solver uses a cell-centered discretization metric. To realize an inter-
polation with respect to these discretization points, a dual grid based on the cell
centers is constructed which is used to calculate the interpolation coefficients. For
linear interpolation the dual grid has to extend to the first layer of ghost cells around
each grid block to provide valid donor cells at the boundaries of a grid block.

Compared to the fourth order accurate discretization of the flow data of the Carte-
sian solver, the linear interpolation leads to numerical dissipation. This may lead to
a dampening of local minimum and maximum values of the data in the flow field.
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Furthermore the CTAU grid is assumed to be relatively coarse to realize an efficient
simulation, which also may increase the interpolation error.

For the data transfer from TAU grid to CTAU grid, the approach of linear inter-
polation is left unchanged, for it is assumed that the interpolation error on the finer
TAU grid is not significant. Additionally the TAU code also provides only a second
order accurate data discretization, so that the linear interpolation is able to capture
local minimum and maximum values of the flow data.

For a more accurate data transfer from CTAU grid to TAU grid, interpolation
methods have been investigated, which better approximate the data discretization of
the Cartesian solver. Interpolation by cubic Hermite splines, Lagrangian polynomials
and radial basis functions have been concerned.

Interpolation by cubic Hermite splines is done with the formula:

f (x) = h00(t) f (xi ) + h10(t)l f ◦(xi ) + h01(t) f (xi+1) + h11(t) f ◦l(xi+1) (1)

with the Hermite basis functions h and the geometrical parameters t and l depending
on the location of the interpolation point. This results in a compact stencil for the
interpolation itself if the gradients are known. If gradients have to be computed
accurately to provide a high order of accuracy, the compactness is compromised.

The interpolation with Lagrangian polynomials on a N -point stencil is defined
as:

f (x) =
N∑

i=1

Li f (xi ) with Li =
N∏

k=1,k ≈=i

x − xk

xi − xk
(2)

The order of accuracy with respect to the truncation error is N . Data interpolation by
Lagrange polynomials needs an extended stencil on a structured grid. Nevertheless
this method can be formulated for an arbitrary order of accuracy and is fast in terms
of computational time.

In the approach with radial basis functions the interpolation is performed by
evaluation of a radial function as follows:

f (x) =
N∑

i=1

αiΦ(∅x − xi∅) + p(x) with Φ(d) = d2 log(d) (3)

with global support of all source points. The interpolation coefficients αi are depend-
ing on the function values at the sample points and thus would have to be recomputed
for each data transfer in a flow simulation, which makes this much more expansible
in terms of computational time compared to the other methods. The applicability to
unstructured grid is not of importance in this work, for the CTAU grids provide a
structured indexing of the grid cells.

With respect to the properties of the interpolation methods discussed above, a high
order interpolation by Lagrangian polynomials has been implemented into the cou-
pling module. For three-dimensional interpolation on a stencil of N × N × N source
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points this method can be extended straight forward to a sequential combination of
three one-dimensional interpolations.

The implementation provides both fourth and sixth order accurate interpolation.
To provide a valid extended stencil at the CTAU grid boundaries, the dual grid
used for the interpolation is extended up to the second or third layer of ghost cells
respectively. At the coupling boundary a larger grid overlap has to be generated so
that the interpolation stencils do not include coupling boundary points.

4 Applications

Two different test cases are used to examine the effect of the interpolation method on
the solution of a coupled flow simulation. The first test case demonstrates the transport
of a vortex through a grid consisting of three blocks with different resolutions. In
the second test case a gust encounter on a airfoil is simulated. In both cases a two-
dimensional inviscid flow is assumed to exclude dissipation by turbulence effects.

In both cases the bidirectional data transfer at the coupling interface uses various
interpolation methods for the data transfer from the CTAU grid to TAU grid, whereas
the data transfer from TAU grid to CTAU grid is always performed by linear interpo-
lation, for the TAU grid is significantly finer than the CTAU grid, so that a reasonable
interpolation accuracy can be assumed.

4.1 Vortex Transport

In this test case a vortex is convected within a grid consisting of three grid blocks
coupled by two overlapping regions (see Fig. 3) in a time-accurate simulation. The
reference density of the flow field is set to ρ = 1.29 kg/m3 and the Mach number
of the flow field is set to Ma = 0.5. The vortex is initialized by an analytical
data distribution in the first CTAU grid block with a minimum density set to ρv =
1.2255 kg/m3. The flow in the coarse grid blocks is simulated with the Cartesian
solver and the flow in the fine grid block is simulated with TAU. It should be noted
that the erroneous representation of the minimum density value in the initial CTAU
data (see Fig. 3) is caused by postprocessing of the flow solution of CTAU. Therefore
the flow data of the coarse CTAU grid blocks is compared to the initial CTAU data,
whereas the data of the fine TAU grid block is compared to the analytical density
profile of the vortex.

Figure 4 shows the density profiles of the vortex core of the simulations using
different interpolation methods. On the left side the analytical density profile and
the initial CTAU solution is shown. In the middle and on the right side the resulting
density distributions of both TAU and CTAU of the convected vortex at the first and
second grid overlap are shown.
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Fig. 3 Left Grid of vortex transport test case. Right Initial density distribution of vortex in CTAU
grid block

At the first coupling interface the high order accurate interpolation methods are
almost able to reconstruct the analytical density distribution of the vortex in the TAU
grid. The density at the vortex core is about Δρv = 0.003 kg/m3 higher than the
analytical minimum value. The linear interpolation results in a noticeably larger error
with a difference of the minimum density of about Δρv = 0.008 kg/m3. Moreover,
the bidirectional data transfer at the coupling interface causes a feedback that also
disturbs the density distribution in the CTAU grid block, so that the minimum density
at the vortex core is increased. This indicates the necessity of a high order accurate
interpolation method for the data transfer from the coarse CTAU grid to the fine TAU
grid at this coupling interface.

At the second coupling interface the density distributions in the fine TAU grid are
almost similar to the first interface, which indicates a negligible numerical dissipation
for the vortex convection within the fine grid. The minimum density in the CTAU
grid using linear interpolation is Δρv = 0.008 kg/m3 higher compared to the initial
CTAU solution (see Fig. 4), whereas using the higher order accurate interpolation
methods reduce the difference of the density values to about Δρv = 0.002 kg/m3.

These differences of the minimum density at the second interface in the CTAU
grid compared to the initial CTAU data resemble a similar error as the density dif-
ferences between TAU data at the first coupling interface and the analytical density
distribution. This indicates that the significant interpolation error occurs at the first
coupling interface, where the vortex is convected from the coarse CTAU grid to the
fine TAU grid. The convection of the vortex from the fine grid to the coarse grid
at the second interface is less sensitive to the order of accuracy of the interpolation
method.

However, using higher order accurate interpolation methods yield noticeably bet-
ter results in terms of preservation of the vortex compared to linear interpolation,
at which sixth order accurate interpolation shows slightly better results than fourth
order accurate method.

Comparing the location of the density minimum of the different simulations to
the analytical solution, the higher order accurate interpolation methods also seem to
have a positive influence on dispersion properties of the flow simulation.
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4.2 Gust Encounter

This test case represents a gust encounter of an airfoil, where the gust is transported
on coarse Cartesian grid. The unstructured grid around the airfoil extends only to a
short distance upstream of the airfoil to cover as much of the flow field as possible
by the Cartesian grid. The properties of the flow field are set to standard atmospheric
conditions and the Mach number is Ma = 0.3. The ’1-cos’-gust is initialized with
a maximum vertical velocity of one fourth of the reference velocity, which results
in a value of vg = 25.48 m/s. During the time-accurate simulation the gust passes
through the coupling region and encounters the airfoil, increasing the lift due to the
increased vertical velocity.

Figure 5 on the left shows a detailed view on the coupling region in front of the
airfoil and a horizontal line at which the vertical velocity of the gust is evaluated
in the unstructured grid at the time the gust reaches this area. The vertical velocity
distributions of simulations with coupling by linear and sixth order accurate inter-
polation are illustrated in Fig. 5 on the right. In the simulation using sixth order
accurate interpolation the peak velocity of the gust is Δvy = 0.48 m/s higher than
the peak value in the simulation with linear interpolation. This results in a relative
difference of about 2 % in vertical velocity, but this may increase at shorter wave
lengths of the gust.To examine the stability of the high order interpolation method
a third simulation without gust has been performed and the vertical velocity of the
undisturbed flow and the initial gust velocity is superposed at the location of the gust
peak at a horizontal position of x = −0.315. This results in a theoretical gust velocity
of vy,theor. = 27.95 m/s, which indicates that the high order accurate interpolation
method does not overpredict the values of the flow data and remains stable for this
test case.
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Fig. 5 Left Detailed view on the grid overlap at the coupling interface and velocity profile extraction
line. Right Profile of vertical velocity at gust transport through coupling region and profile in
undisturbed flow at the same time step

5 Conclusion

In the presented work the applicability of an overset grid approach has been demon-
strated to couple flow solvers with discretization methods of different orders of
accuracy. The encapsulated implementation of data interpolation and communica-
tion in an external coupling module was suited to realize the coupling of TAU and the
Cartesian solver without effort apart from the extensions of the interpolation method.
The test cases show a noticeable error for linear interpolation from the coarse CTAU
grid to the fine TAU grid. Although the influence on integral coefficients might be
negligible, the interpolation error might influence non-linear behavior in test cases
with transonic flow. Therefore a higher order accurate interpolation should be pre-
ferred in the coupling of TAU and the Cartesian solver if the necessary size of the
grid overlap can be realized.

In future work the coupling process may be extended to incorporate the flow data
gradients computed by the flow solvers. This enables the use of the cubic Hermite
spline interpolation without losing the compactness of the interpolation stencil by
reconstructing the gradients in the coupling module, allowing for a smaller grid
overlap.
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Overlapping Grids in the DLR THETA Code

Roland Kessler and Johannes Löwe

Abstract There is an increasing interest in flow simulations in configurations where
parts are moving relatively to each other. A general approach to this problem is the
use of overlapping grids, often called Chimera-technique. An incompressible flow
solver based on a projection scheme with a fast multi-grid method for the pressure
correction equation requires an implicit coupling between the grids on all levels of the
multi-grid hierarchy in order to retain the good convergence properties. The efficient
implementation of the overlapping grid technique in the DLR THETA code and its
validation are presented in this chapter.

1 Introduction

With constantly growing compute resources the fidelity of numerical fluid simulations
is also increasing. Besides the demand for higher accuracy of the physical models
there is also demand for functional capabilities to simulate more complex prob-
lems. Being able to handle moving objects and boundaries is one such feature of
modern CFD codes. There are different approaches to moving geometry in flow
solvers based on boundary fitted grids. One possibility is to use globally conforming
adapted meshes. Boundary movement then leads to mesh deformation and distortion
of the mesh cells that must be addressed by updating the mesh topology or complete
remeshing [8]. Another approach is to decompose the computational domain into
several parts which can move independently. At the artificially introduced interior
interfaces a coupling mechanism must be used to match the solutions on the indi-
vidual subdomains. A method with overlapping subdomains and direct interpolation
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for the coupling is often termed overset-grid method or Chimera-technique in the
literature [10, 11].

The Chimera-technique addresses not only moving boundaries but can also be
used to replace parts of a given grid. This can be used to locally change the shape of
objects or add structural parts to objects and examine the impact onto the flow, which
has the advantage that the effect due to remeshing can be minimized. Furthermore
special grid types (e.g. structured hexahedral blocks) or grid parts that move with the
mean fluid velocity can be employed to increase the numerical accuracy and reduce
numerical dissipation and dispersion.

The Chimera-technique we use is based on the method described in [1], where
it is applied to a block-structured compressible Euler-flow solver. At the German
Aerospace Center (DLR) the technique was integrated into the block-structured and
unstructured CFD codes for compressible flows FLOWer and TAU [2, 5]. In the liter-
ature one can also find applications of the Chimera-technique to projection methods
for viscous incompressible flow on unstructured grids [9, 11]. Details of the efficient
implementation in combination with a multi-grid method are not presented in these
papers, where explicit iteration schemes like the additive Schwarz method are used.

2 The Numerical Method

We intend to solve the incompressible Navier-Stokes equations with variable density
in conservative form (here without external forces):

∂t (ρu) + ∇ · F(ρ, u) + ∇ p = 0 (1)

∂tρ + ∇ · (ρu) = 0 (2)

The velocity field u and pressure p are treated as unknown while the density ρ is
considered to be known and independent of the pressure. For constant density ρ or
more generally Dρ

Dt = 0 the continuity equation (2) simplifies to the incompressibility
condition

∇ · u = 0. (3)

The convective and diffusive fluxes F are discretized with a cell-centered Finite-
Volume method on the dual topology of hybrid unstructured grids. The primal grids
can contain mixed elements (tetrahedra, prisms, pyramids and hexahedra) and often
feature anisotropic structured layers near solid walls. A face based representation is
used to store the dual grid topology and a geometric agglomeration is performed on
the dual grid to construct successively coarser grids for a multi-grid hierarchy. First
and second order upwind and central schemes are available for the convective fluxes.

In the next step we apply a time discretization scheme to Eq. (1) and introduce
defect equations for the velocity and pressure at time tn+1 = tn + τn (besides
the implicit Euler scheme presented here, there are also second order BDF and
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Crank-Nicolson schemes available in the DLR THETA code):

ρn+1u∗ − ρnun

τn
− ∇ · Fn(ρn+1, u∗) + ∇ pn = 0, (4)

pn+1 = pn + δ pn+1, un+1 = u∗ − τn

ρn+1
∇δ pn+1. (5)

Here Fn is a linearization of F with known data from the last time-step n and u∗
is an intermediate velocity that does not fulfill the continuity equation (2). Inserting
the defect equations (5) into (2) and applying the divergence operator leads to the
pressure correction equation

∇ · ∇δ pn+1 = ∇ · 1

τn

[
ρn+1u∗ + ρn+1 − ρn

τn

]
. (6)

The linear equations (4) and (6) for the intermediate velocity u∗ and pressure defect
δ pn+1 can be solved with iterative methods. For the momentum equation (4) we use
the preconditioned BiCGStab method and for the elliptic pressure correction Eq. (6)
a geometric multi-grid method with Jacobi-smoothing and again BiCGStab as the
coarse grid solver is employed. These methods are implemented in a matrix-free way
based on the matrix-vector-product operator and are parallelized using MPI.

2.1 Basic Chimera-Components

We can decompose the Chimera-method into several independent parts. The grid
must be split into multiple blocks and a motion description hierarchy is created that
describes their motion relative to each other. We restrict the motion of individual grid
blocks to rigid transformations (translations and rotations). With this information the
interpolation point coordinates can be transformed from one local coordinate system
to another and all other motion-relevant data can be computed.

The next step is to select grid points at the non-physical interior boundaries that
should be interpolated during the computation. The selection criterion depends on
the spatial (and temporal) discretization scheme used. At least all points with incom-
plete stencil for the flux (and time derivative) computations must be interpolated.
This typically leads to one or more layers of interpolation points, also called fringe
points. The region of overlap must be large enough, such that elements from different
blocks containing fringe points do not overlap. This ensures that variables used for
interpolation are not itself interpolated.

The interpolation itself is split in three phases. Before the simulation starts a
binary search tree with axis-aligned bounding boxes of all elements from the primal
grid is constructed for each grid block. These trees are fixed during the simulation
because they use the block local coordinate systems that do not change. Then for
each physical time-step we compute the interpolation coefficients for all fringe points.
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This is done by searching for every fringe point in the binary search trees of the other
blocks for possible donor elements and performing a Newton-iteration to solve for
the barycentric coordinates of the fringe point within the candidate elements. If the
barycentric coordinates fall inside a candidate element, it is accepted as the donor and
the interpolation coefficients are stored for later use. On coarse grids from the multi-
grid hierarchy (where no primal grids are available) we interpolate the prolongation
of the coarse grid variable to the finest grid. The interpolation residuals can later
be evaluated efficiently many times per physical time-step. For the interpolation of
vector quantities like the velocity field the change of coordinate system from one
block to another must also be considered.

2.2 Integration of the Chimera-technique into the Flow Solver

Formulating the incompressible Navier-Stokes equations on a rigidly moving domain
introduces two additional terms into Eq. (1). One term corresponds to convective
transport and the other is a Coriolis force because we no longer operate in an iner-
tial coordinate system (if rotational movement is present). These terms must be
implemented into the existing flux-kernels according to the spatial discretization.
The convective term based on the grid velocity should be locally mass conserving,
otherwise large counteracting pressure fluctuation might accumulate.

Changing the systems of linear equations to include the Chimera-interpolation
residuals requires two steps. First, we must replace all incorrectly computed fluxes
(due to incomplete discretization stencils) in the matrix-vector-product operator with
the interpolation residuals, which we define as the difference between the variable
value at a fringe point and the interpolated value. Second, the right hand sides of the
equations must be adjusted. For the intermediate velocity u∗ the fringe point value
should equal the interpolated value, so we set the corresponding entries to zero.
For the pressure defect equation we construct right hand side values at the fringe
points such that the updated pressure pn+1 (and not the pressure correction δ pn+1)
satisfies the interpolation condition. The interpolation is then strongly included in the
systems of linear equations and is automatically resolved when solving the equations.
This approach does not introduce an additional iterative procedure to establish the
interpolation conditions as for example the additive Schwarz method does.

When applying a multi-grid method to the pressure correction equation, it is
important to account for the interpolation on all grid levels. Otherwise the progress
of the method on the coarser levels is wasted, because it is not coupled to the other
blocks. In this case the convergence reduces almost to that of the multi-grid smoother
that is used on the finest grid, where the interpolation is considered.

Another important property is global mass conservation. The mass conservation
is disturbed by non-conservative barycentric interpolation. There are attempts to
improve the conservation properties by mass-flux based interpolation [10], but we
observed that this is not neccessary. However, it is important to ensure that the right
hand side of the pressure equation is in the image of the laplace operator. If this is
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not already the case, we add a constant to the right hand side of (6) such that its
mean value is zero. The constant is a measure for the global mass imbalance caused
by non-conservative interpolation at the Chimera-boundaries. It can be reduced by
increasing the numerical resolution in the overlapping regions.

3 Numerical Results

3.1 Two Dimensional Flow Around a Cylinder

The first type of problem we will consider is the flow around a circular cylinder
with diameter D = 1, placed at the coordinate origin. The computational domain
is [−10, 20] × [−10, 10] with constant inflow at x = −10 and symmetry boundary
conditions at y = ±10. For the multi-block grid we use two blocks which overlap
in a circular ring with inner radius 2.0 and outer radius 2.45 around the cylinder.
The Reynolds-number Re = UD

ν is based on the cylinder diameter D and the con-
stant inflow velocity U . Due to the rotational symmetry of the cylinder the following
multi-block computations can be validated against single-block computations. For
comparison between the single- and multi-block solutions and results from the liter-
ature we use the drag and lift coefficients Cd,Cl and for periodic solutions in time
also the Strouhal-number St given by

Cd = 2Fx

ρU 2 D
, Cl = 2Fy

ρU 2 D
and St = fD

U
, (7)

where Fx and Fy are the horizontal and vertical components of the force acting on
the surface of the cylinder and f is the vortex shedding frequency.

The computational domains are discretized with triangular and quadrilateral
elements. The maximum edge length is 1.25 and quadrilaterals are only used in
4 layers around the cylinder with a surface mesh size of 0.025 and an initial layer
thickness of 0.01. Furthermore the maximum edge length in the wake region of the
cylinder is limited to 0.125. The overlap region is resolved with approximately 6
elements in radial direction. On these grids the Chimera-computation is about 30 %
more expensive compared to the single block computation.

Non-rotating Circular Cylinder. We start with the presentation of the results
for the non-rotating cylinder at Reynolds-numbers Re = 100 and Re = 200. The
geometry and initial conditions are perfectly symmetric about the x-axis. But at these
Reynolds numbers even the small truncation errors of finite precision arithmetics
trigger unsteady vortex shedding behind the cylinder and lead to the formation of a
von Kármán vortex street. This is a non-trivial test for the Chimera-implementation
because the detached vortices travel across the Chimera-interfaces. Computations
were done with a non-dimensional time-step size of τ = 1

256 (CFL ≈ 0.2) and
central schemes were used for all fluxes.
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Table 1 Drag and lift coefficients and Strouhal-number for a flow over a circular cylinder at
Re = 100 and Re = 200

ω = 0 Re = 100 Re = 200

Cd Cl St Cd Cl St

Present: single block 1.39 ± 0.01 ±0.36 0.170 1.37 ± 0.05 ±0.72 0.200
Present: multi block 1.39 ± 0.01 ±0.36 0.169 1.38 ± 0.05 ±0.73 0.198
Zhang et al. [11] 1.36 ± 0.01 ±0.34 0.168 1.34 ± 0.03 ±0.66 0.197
Liu et al. [4] 1.36 ± 0.01 ±0.34 0.164 – – –
Pan and Damodaran [9] – – – 1.37 ± 0.04 ±0.63 0.192

Fig. 1 Comparison of pressure isolines between single- and multi-block solutions for ω = 0,
Re = 200 when Cl is maximal (identical view and isoline spacing)

Average drag and lift coefficients together with the amplitude of their oscillation
and the Strouhal-number are printed in Table 1. The difference between the single-
and multi-block solutions is less than 1 %. The drag and especially the lift coefficient
are predicted to be larger than the reference values from the literature (by up to 10 %
for the lift coefficient at Re = 200).

Figure 1 shows a comparison of pressure isolines between the single- and multi-
block solutions for Re = 200 at a discrete time step when Cl is maximal. The
agreement between both solutions is very good, even downstream after the vortices
crossed the Chimera-interfaces. For the multi-block solution we can observe a nice
matching of the isolines in the overlap region (where two solutions were computed)
and a smooth transition over the Chimera-interfaces (indicated by two circles).

Rotating Circular Cylinder. For Reynolds-number Re = 200 we now consider
two cases with rotating cylinders at angular velocities ω = π and ω = 4. At low tip
velocity ratios q = Dω/2U the flow is periodic as in the non-rotating case. At higher
values of q (1.91 ≤ q ≤ 4.35) the solution is known to be steady [7]. The two cases
we consider fall into these two ranges (q = 1.57 and q = 2). In the second case the
convergence to steady state is very slow, as observed in other publications [7, 11].
We compare our results for drag and lift coefficients and the Strouhal-number with
values from the literature in Table 2.

The quality of the multi-block solutions show a stronger dependence on the time-
step size than in the previous cases. This is caused by larger temporal splitting errors
of the projection scheme. Even in the second case with ω = 4 that has a stationary
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Table 2 Drag and lift coefficients and Strouhal-number for a flow over a circular cylinder rotating
counterclockwise at Re = 200 with ω = π and ω = 4

Re = 200 ω = π ω = 4

Cd Cl St Cd Cl

Present: single block 0.79 ± 0.25 −4.09 ± 0.66 0.191 0.34 −5.34
Present: multi block 0.83 ± 0.30 −4.20 ± 0.88 0.182 0.37 −5.61
Zhang et al. [11] 0.77 −3.98 0.191 0.39 −5.26
Maruoka [6] 0.84 −4.11 0.191 – –
Mittal and Kumar [7] – – – 0.31 −5.29

Fig. 2 Streamlines of flow around a rotating elliptical cylinder with aspect ratio 2 at Re = 200
and ω = π/2 (left from Ref. [11], right present)

solution (in an inertial coordinate system) the computed solution is time-dependent
in the moving coordinate system of the rotating grid block containing the cylinder.

Rotating Elliptical Cylinder. The following example shares the basic properties
of the previous one, but the obstacle now is an rotating ellipse with major and minor
radius of 1 and 0.5 respectively. This test case exhibits no rotational symmetry on the
moving block which precludes a comparison with single block solutions. Figure 2
shows a comparison of streamlines for Re = 200 and ω = π/2 with results from
Ref. [11]. Drag and lift coefficients (not shown) are also in good agreement with
aforementioned results.

3.2 Rotating Fan with Stationary Guiding Vanes

After the academic test cases in the previous section we will now report on a more
industrial relevant case of a rotating 5-blade axial fan in a pipe with 300 mm diameter
with stationary guiding vanes behind the fan (see Fig. 3). The configuration shown
has a gap size of 1.5 mm between the blades and the pipe wall, a volume flux of 1,380
cfm and rotational speed of 3,000 rpm. Simulations were done on grids with 6 to 31
million grid points and on up to 144 processor cores. The parallel efficiency of the
code including all Chimera-functions was about 70 % for the largest core count and
the total CPU time for all Chimera-functions was less than 4 %.
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Fig. 3 Surface grids of a rotating fan in a pipe with stationary guiding vanes, streamlines and slices
with pressure contours

4 Summary

We presented the implementation of the Chimera-technique in the incompressible
DLR THETA code and highlighted some critical aspects of the implementation for
incompressible flow solvers based on projection schemes. Numerical experiments
were conducted to validate the method and demonstrate its applicability to industrial
sized problems.
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Detached Eddy Simulation Using
the Discontinuous Galerkin Method

Michael Wurst, Manuel Keßler and Ewald Krämer

Abstract In the present paper the Discontinuous Galerkin (DG) method is applied
for the discretisation of the Reynolds-Averaged Navier-Stokes (RANS) equations.
Turbulence modelling is done with the Detached eddy simulation (DES) model based
on the Spalart-Allmaras (SA) turbulence equation. In this method a turbulent length-
scale based on the cell width of the mesh is used for the filter width of the large eddy
simulation (LES) region. As DG employs higher-order polynomial basis functions
inside a cell an adaptation of the “cell width definition” is needed so that the turbulent
viscosity is not too high in the LES region of the simulation. Hence, the cell width
is adapted with the polynomial degree of the employed basis functions. Simulations
of a backward facing step as well as a circular cylinder show that the adaptation is
successful.

1 Introduction

There is a growing interest in higher-order methods used for CFD calculations at
the moment. These methods tend to be more accurate than the standard second-
order finite volume (FV) methods and it is expected that they can better predict
many phenomena, either with complex physics (e.g. stall of an airfoil) or where a
good vortex transport is needed (e.g. blade vortex interaction at helicopter rotors).
One of the most promising methods in the context of higher-order methods is the
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Discontinuous Galerkin method first introduced in [1] for hyperbolic equations. It
is a finite element approach with polynomial basis functions for the representation
of the solution inside the cell. Furthermore, it is basically a local method which can
be applied for different kinds of elements. The connection to the neighboring cells
is low and no reconstruction of the flow quantities across cells has to be applied to
achieve the high-order accuracy. The connection between cells is only given by the
defintion of unique fluxes (as the flow variables are not unique at element faces)
between them, which is usually done by Riemann solvers—as in FV codes—for
inviscid fluxes and by averaging the viscous fluxes as done in [2]. As a consequence,
DG methods scale very good on modern high-performance architectures [3]. First
DES results using the DG method were presented by Lübon et al. [4]. Based on
these results turbulence modelling was extended here by the Delayed DES (DDES)
method and the higher-order representation of the solution inside a cell is considered
in the calculation of the turbulent lengthscale.

2 The Discontinuous Galerkin Method for the RANS Equations

2.1 Governing Equations

In this section the Discontinuous Galerkin scheme for the discretisation of the RANS
equations as employed in our solver SUNWinT [5] is described. The RANS equations
using the Spalart-Allmaras (SA) turbulence [6] equation are given as

∂U

∂t
+ ∇ · Finv(U ) − ∇ · Fvis(U,∇U ) = S(U,∇U ). (1)

The vector U is the vector of the conservative variables, Finv = (F x
inv, F y

inv, Fz
inv)

and Fvis = (F x
vis, F y

vis, Fz
vis) are the vectors of the inviscid and viscous fluxes:

U =

⎡
⎜⎜⎣

ρ
ρui

ρE
ρν̃


⎟⎟, F j

inv =

⎡
⎜⎜⎣

ρu j

ρui u j + pδi j

u j (ρE + p)

ρν̃u j


⎟⎟, F j

vis =

⎡
⎜⎜⎣

0
τi j

τ j i ui + q j
1
σ (μt + ρν̃) ∂ν̃

∂x j


⎟⎟, (2)

where ρ is the fluid density, (u1, u2, u3) the velocity vector, ν̃ a viscosity like variable,
p the pressure and E the specific total energy. The pressure p and the specific energy
E are connected via the equation of state for an ideal gas

p = (γ − 1)(ρE − 1

2
(u2

1 + u2
2 + u2

3)), (3)
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where γ = cp
cv

= 1.4 is the ratio of specific heats. The viscous stress tensor τi j

and the heat flux q j include both contributions from the Reynolds averaging via a
turbulent eddy viscosity μt and a turbulent thermal conductivity λt :

τi j = (μ + μt )

⎛
∂ui

∂x j
+ ∂u j

∂xi
− 2

3

∂uk

∂xk
δi j

⎝
− 2

3
δi jρk, (4)

q j = −(λ + λt )
∂T

∂x j
. (5)

The turbulent eddy viscosity is determined from the SA-model as

μt = ρν̃ fv1 (6)

with a calibration function fv1. The source term S in Eq. (1) is only present in the
SA equation and serves as a term to model turbulent production and destruction in
the RANS equations:

S = 1

σ
ρcb2

∂ν̃

∂xi

∂ν̃

∂xi
+ cb1(1 − ft2)ρS̃ν̃

−
⎞

cw1 fw − cb1

κ2 ft2

⎠ 1

ρ

⎛
ρν̃

d

⎝2

+ ρ ft1ΔU 2. (7)

In the source term the distance to the wall d is a decisive part to model the production
and destruction.

2.2 Discontinuous Galerkin Formulation

Equation (1) constitutes the strong form of the RANS equations. A weak variational
formulation is derived by multiplying it with a test function V , integrating over the
computational domain Ω and integrating by parts:

⎧
Ω

V
∂U

∂t
dΩ −

⎧
Ω

∇V · Finv(U )dΩ +
⎧

∂Ω

V Finv(U ) · n dσ

+
⎧

Ω

∇V · Fvis(U,∇U )dΩ −
⎧

∂Ω

V Fvis(U,∇U ) · n dσ =
⎧

Ω

V S(U,∇U ).

(8)

The computational domain is subdivided in to non-overlapping elements and within
each element the solution Uh and the test function Vh is approximated by linear
combination of ndof basis function φk :



438 M. Wurst et al.

Uh =
ndof⎨
k=1

Uk(t)φk(x), Vh =
ndof⎨
k=1

Vkφk(x) (9)

We employ hierarchical and orthogonal basis functions. For the inviscid fluxes Finv ·n
in the surface integral we use an approximate HLL-Riemann solver [7] to define a
unique flux at the boundary between elements. The viscous fluxes depend not only on
the conservative variables but also on their gradients. They are computed by solving
an additional equation for the gradients [2]

Θ − ∇U = 0 (10)

with the same Discontinuous Galerkin method and then inserting the solution Θ in
the viscous fluxes.

3 Turbulence Modelling with the Detached Eddy Simulation
Model

The SA turblence model can be employed as Detached Eddy Simulation (DES) [8]
model by replacing the distance to the wall d by

lDES = min(d, CDESΔ). (11)

Here Δ is a measure of the grid spacing (longest cell edge) and CDES = 0.65 a
constant to calibrate the model in order to operate the model in RANS mode close
to the wall and in LES mode away from the wall. A disadvantage of the method
is cleary that the model depends on the applied mesh, e.g. it can happen that the
change from the RANS to the LES model is too early in the boundary layer. Hence,
the model is not able to resolve the necessary scales of an LES. At worst, this can
lead to a low turbulent viscosity and low Reynolds stresses in the boundary layer
and in succession to a grid-induced separation. A possible improvement is the use
of the DDES model [9], which also includes information about the flow field in the
calculation of the turbulent lengthscale:

lDDES = d − fd max(0, d − CDESΔ) (12)

with
fd = 1 − tanh([8rd ]3) (13)

and
rd = νt + ν√

ui, j ui, jκ2d2 . (14)
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Both DES models were developed for the simulation with second-order FV methods.
As the DG method is normally used as a higher-order method using polynomial basis
functions of order p > 1, this higher resolution inside a cell should be represented in
a SA based DES model. Thus, the adaptation of the cell width Δ with the polynomial
degree p seems a possible solution

Δ := cell width Δ

polynomial degree p
. (15)

The division by the polynomial degree p leads to a decrease of the effective cell
width Δ from a polynomial degree of 2 on. That means, if p =1 we still have the
original DES model which is adjusted for FV methods.

4 Results

4.1 Backward Facing Step

The simulation of a backward-facing step at Re = 28,000 is used for the comparison
of the DES and DDES model and as a test for the adaptation of the lengthscale with
the polynomial degree. The simulation is based on the experiment by Eaton and Vogel
[10], numerical reference data is available in Spalart et al. [9]. A key property for
the correct simulation of this kind of simulation is the definition of an inlet profile to
achieve a correct boundary layer thickness close to the step. For that reason an inlet
profile based on a power-law is imposed at the domain inlet. The spanwise width
of the domain is two step heights (including 20 cells) employing periodic boundary
conditions. The mesh for the simulation consist of only 1,41,000 hexahedral cells,
probably too small for a simulation with a FV method. As the simulation is carried out
with 4th-order accurate elements consisting of 20◦ of freedoms (DOFs) per element,
the simulation corresponds to a FV simulation with 3.82 Mio cells. However, by
adjusting the cell width with the polynomial degree, it could be made sure to not
achieve too high turbulent viscosity values in the LES area of the DES simulation.
In Fig. 1a and b the mean friction coefficient at the lower wall behind the step is
plotted in comparison to the experimental and numerical reference data. Temporal
averaging was done for a period of seven flow through periods of the domain behind
the step and after that the flow was also averaged in spanwise direction. It can be
clearly seen that the adaptation of the cell width is successful in this case. There is
some difference to the reference data, which may be due to different inlet conditions.
Spalart et al. give no details about their inlet velocity profile, but results have been
found to be sensitive to the given profile.

In Fig. 2a the λ2 vortex criterion is used for the identification of the vorticies
behind the step. Directly behind the step, the free shear layer begins to roll up to
form essentially two dimensional vortices. After about 1 step height these vortices
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Fig. 2 a λ2 = −0.01 colored with vorticity magnitude and b velocity profiles behind the step for
the DES calculation

burst and the flow becomes three-dimensional. In the experiment the flow reattaches
at 6.7 step heights behind the step. Here, the flow reattaches at 7.3 h in the DES case
and at 6.8 h in the DDES case. Velocity profiles presented in Fig. 2b also show a good
agreement with the experiments with only small deviations in the upper part of the
profiles.

4.2 Circular Cylinder

As a second test case for the valdiation of the DES model the simulation of a circular
cylinder at Re = 1.4 · 105 is performed. This kind of simulation was also done by
Travin et al. [11], experiments with different Reynolds numbers are also presented in
[12, 13]. The mesh for the cylinder is an O-grid with a total number of 1,32,000 cells.
The depth of the cylinder is two cylinder diameters (including 20 cells) with periodic
boundary conditions applied in spanwise direction. As before, the RANS, DES and
DDES simulations were performed with 4th-order accurate elements and adaptation
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Table 1 Drag coefficient Cd ,
lift coefficient rms Cl ’,
Strouhalnumber St and
separation angle Θ

Model Cd Cl ’ St Θ

RANS 0.53 0.09 0.25 103◦
DES 0.54 0.04 0.32 103◦
DDES 0.54 0.05 0.32 103◦
RANS Travin et al. 0.56 – – –
DES Travin et al. 0.59 0.06 0.31 99◦

Fig. 3 Mean pressure coeffi-
cient at the upper side of the
circular cylinder
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of the effective cell width was applied in all simulations. Temporal averaging was
performed for 70 convective times after start-up transients disappeared. Integral force
values, the Strouhal number and the separation angle are presented in Table 1. In
general, they agree well with the results of Travin et al.. The RANS results are
comparable to DES results in drag, however, they show a higher value in the lift
coefficient rms resulting in a lower shedding frequency. Almost no differences are
present in the DES and DDES. This is more or less what was expected. DDES was
designed to have little impact on the separated evolving shear layer in the wake of the
cylinder (compare [9]). Compared to the reference data, there are slight differences
in drag and lift coefficient. These are also present in the mean pressure coefficient
at the upper side of the cylinder shown in Fig. 3, especially on the backside of the
cylinder. A reason for that may be the different meshes used in both simulations.
While here a simple O-grid was used, the mesh in the reference is finer in the wake
of the cylinder.
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5 Conclusion

We used the DG method for the the discretisation of the RANS equations. For turbu-
lence modelling the DES and DDES approach based on the SA turbulence model is
applied. As the DG method employs a higher-order polynomial basis function inside
the cell, cell sizes are usually larger than in classical FV methods for a given accuracy.
Therefore the lengthscale in the DES method is adapted with the polynomial degree
of the basis function. Calculations of a backward facing step and a circular cylinder
show that this approach was able to model the physical behaviour correctly. However,
further studies will have to analyse the influence of the polynomial degree in conjunc-
tion with the element size inside the LES region in more detail. Afterwards a DES
simulation of a spanwise extruded airfoils with a small trailing edge device defined
in the LuFo3-Project FREQUENZ will be carried out and also analysed acoustically.
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Application of Point and Line Implicit
Preconditioning Techniques to Unsteady Flow
Simulations

Dian Li and Stefan Langer

Abstract To improve the efficiency for unsteady flow simulations a modification of
a family of preconditioners known for steady state simulations is investigated when
applied to unsteady flow simulations. The modification applied to specific—namely
point and line implicit preconditioners—is implemented into an existing CFD code.
For high Reynolds number turbulent flows the gain with respect to efficiency of
the preconditioned methods will be demonstrated when compared with the classical
solution methods, explicit Runge-Kutta with local time-stepping and matrix free
LU-SGS.

1 Introduction

Because of increasing computational power unsteady simulations for high Reynolds
number viscous flows reach a higher level of interest in Computational Fluid Dynam-
ics (CFD). Unfortunately, in many existing CFD codes the simulation of such prob-
lems is still a very time consuming exercise. This is often due to the fact that the
lack of reliability and efficiency which can often be observed already for the steady
state solution procedures plays the role as a multiplicator in unsteady simulations. If
for example for some high Reynolds number viscous flow an explicit Runge-Kutta
method accelerated by local time-stepping [1] already shows a significant deteri-
oration in the convergence rate it can not be assumed that this is an acceptable
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solution method for an associated unsteady flow problem. A heuristic explanation is
the following: To solve the arising inner nonlinear systems the original steady state
solver is used. Since due to the physical time step and the good initial guess the inner
nonlinear systems are directly iterated in the asymptotic region, often no significant
residual reduction can be observed and the update of the variables is questionable.

Within CFD codes it is often established to find some easy way to use the steady
state solver for an unsteady simulation. This is often achieved by multistep time
marching methods. These methods are well known and in CFD codes these methods
have been established under the so-called dual time stepping synonym [2]. Here the
unsteady residual is used in the steady state solver to find an approximate solution for
the inner linear systems. Hence, efficiency improvement with respect to the steady
state solver has direct impacts on the unsteady solver.

Within the literature many suggestions have been made over several years to
improve established explicit Runge-Kutta methods [3–6]. Recently it has been shown
that approximately all of the preconditioning techniques integrated into some explicit
Runge-Kutta may be put under one umbrella. They all can be viewed as diagonal
implicit Runge-Kutta methods where some approximate Jacobian is used as pre-
conditioner and the arising linear systems are approximately solved by different
algorithms [7].

To improve the existing unsteady CFD solver in the DLR TAU code in this article
we consider flow problems arising from boundary movement, such as pitching air-
foils. In the first part of this article we investigate the existing multistep time marching
process to understand which modifications are required to carry the preconditioners
presented in [7] over such that they are applicable to unsteady flow problems. Within
this article we restrict ourselves to those preconditioners which arise from approxi-
mate first order Jacobians along predetermined grid anisotropies, so-called line and
point implicit preconditioners. And then two numerical simulations will demonstrate
the gain with respect to efficiency when the preconditioning methods are compared
with classical solution procedures. Finally, some conclusions close the artical up.

2 Numerical Method

2.1 Governing Equations

To describe flow effects we consider for an open domain Ω ⊂ R
3 the Reynolds

averaged Navier-Stokes equations. In time dependent form for a moving or deforming
control volume Ω = Ω(t) with boundary ∂Ω these equations read

d

dt

⎡
Ω

W dΩ +
⎡

∂Ω

⎜
Fc − VgW − Fv

⎣
ds =

⎡
Ω

Q dΩ. (1)
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The conservative variables are given by W := (ρ, ρu1, ρu2, ρu3, ρE, ρν̃) and the

term modeling the motion is defined by Vg := ∑3
j=1 n j

∂x j
∂t . Then the total convective

flux is given by

Fc − VgW =

⎟
⎛

ρ(V − Vg)

ρu1(V − Vg) + n1 p
ρu2(V − Vg) + n2 p
ρu3(V − Vg) + n3 p
ρH(V − Vg) + Vg p

ρν̃(V − Vg)

⎝
⎞⎞⎞⎞⎞⎞⎠

.

For the definition of the viscous terms Fv as well as the additional equation and
source term Q arising from the Spalart-Allmaras turbulence model we refer to [8].

2.2 Discretization in Space

The work presented in this paper is integrated into the CFD solver TAU developed
at the Deutsches Zentrum für Luft- und Raumfahrt e.V. (see e.g. [9]). TAU is based
on a finite volume formulation where a median dual grid forms the control volumes
with the unknowns in the vertices of the primary grid. An agglomeration multigrid
algorithm is used to approximate a steady state solution of the governing equations.
A multistage preconditioned Runge-Kutta scheme may be used as a smoother. The
dual grid is created in a preprocessing step.

The discretization of the convective terms is done by a matrix dissipative scheme
described in [10]. The discretization of the viscous terms is straightforward. The
gradients are reconstructed using either a Green-Gauss Ansatz or a thin shear layer
formulation. For more details on these topics we refer to [8].

The spatial discretization carries the continuous Eq. (1) over into a semi-discrete
ordinary differential equation

d

dt
(M(t)W(t)) = −R(t, W(t)), M(t) := diag (Vol(Ωi )(t)) , (2)

which needs to be integrated in time.

2.3 Discretization in Time

At the outset there are in general two possibilities to integrate (2) in time:

(a) Multistep methods,
(b) one step methods such as Runge-Kutta methods.
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Taking into account that (2) is in general stiff for high Reynolds number viscous
flows explicit time marching methods are usually not an adequate choice. Due to
stability restrictions the allowable time step size is usually not acceptable. Therefore
we consider implicit time integration methods to iterate (2) in time.

With respect to one step methods so-called ESDIRK methods have been
established. When compared with multistep methods their advantage is that in some
general framework high-order time integration methods can be included. Moreover,
exploiting embedded methods an adaptive time step can be computed with negligible
computational effort. An application of such methods to flow problems can be found
in [11, 12].

However, the advantages of ESDIRK methods are paid by several necessary
operator evaluations. And, as presented in [11], the advantages of such methods
show up when going to high order, i.e. p ≥ 4. Having our focus on first of all
improving efficiency of classical second order schemes we restrict ourselves in this
article with respect to the BDF2 method. This method is widely used for its stability,
moderate accuracy and computational efficiency. Then a fully discrete form of (2) is
given by

3Mn+1Wn+1 − 4MnWn + Mn−1Wn−1

2Δt
= −R(Wn+1), (3)

where the superscript denotes the time level, Wn := W(tn), Mn := M(tn) and Δt
the physical time step. Equation (3) represents in general a large scale nonlinear
equation which needs to be solved approximately such that the outer time iteration
is not influenced by the approximation error. To solve (3) we rearrange the equation
and obtain

3

2Δt
Mn+1W∗ = −R(W∗) + Z, Z := 1

Δt

⎧
2MnWn − 1

2
Mn−1Wn−1

⎨
. (4)

The approximate solution W∗
app of (4) is then our new time level Wn+1 := W∗

app.
To apply some existent steady state solution procedure to find some approximate

solution of (4) we introduce some so-called pseudo time τ . Then we may apply our
existing steady solution procedure as inner iterative procedure to

dW∗

dτ
= R∗(W∗), R∗(W∗) := 3

2Δt
W∗ +

⎩
Mn+1

⎫−1 ⎜
R(W∗) − Z

⎣
. (5)

Obviously, the main complexity of an unsteady flow problem arises from the solution
process of the steady state solver applied to (5). The total complexity is then simply
given by

# (physical time steps) · (complexity of inner iterative solver) .

Hence, to improve the efficiency of an unsteady simulation our main goal is the
improvement of the steady state solution procedure, which plays the role of inner
iterative solver.
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2.4 Preconditioned Runge-Kutta Method

Recently, a hierarchy of preconditioning technqiues for Runge-Kutta methods has
been presented to find efficiently steady state solutions for high Reynolds number
viscous flows [7]. Applied to (5) these methods can be written as

W(0) := Wn = W(tn)

W(1) = W(0) − CFLimplα21ΔT P−1
1 R∗ ⎩

W(0)
⎫

.

.

. (6)

W(s) = W(0) − CFLimplαs+1,sΔT P−1
s R∗ ⎩

W(s−1)
⎫

W(tn+1) = Wn+1 = W(s),

where ΔT := diag(Δτi ) denotes the matrix of local pseudo time steps. The sequence
of preconditioners P j are given by some approximate derivative of the residual R∗.
Differentiation of (5) with respect to W∗ yields

∂R∗

∂W∗ = 3

2Δt
I + (Mn+1)−1 ∂R

∂W∗ . (7)

With respect to the analysis given in [7] we conclude that using (7) the preconditioner
required to solve the inner nonlinear equations (5) is given by

P j :=
⎧

1

CFL
(ΔT )−1Mn+1 +

⎧
3

2Δt
I + ∂R

∂W∗

⎨⎨
.

Hence, by a slight of modification of adding the term 3
2Δt I to the diagonal of the

preconditioners presented in [7] these techniques are applicable to unsteady flow
simulations described by (1).

Finally a suitable approximation of ∂R
∂W∗ is required. In this article we restrict

our investigations with respect to point implicit (see also [10]) and line implicit
methods [13]. For more detailed discussion concerning line identification etc. we
refer to [14].

3 Results

To evaluate the efficiency of the preconditioned Runge-Kutta method (6) we consider
first a 2-D pitching airfoil and second a 3-D pitching wing. As inner iteration to find
some approximate solution of (5) we compare

(a) Explicit Runge-Kutta method with local time stepping,
(b) Matrix-free LU-SGS presented in [15],
(c) Point implicit Preconditioned Runge-Kutta method (6), and
(d) Line implicit Preconditioned Runge-Kutta method (6).

In all our computations a 4W multigrid cycle is applied.
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Fig. 1 Computational grid
and lines for NACA64A010
simulation

Fig. 2 Convergence histories
for NACA64A010 simulation
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3.1 NACA64A010 Pitching Oscillation

We first consider a NACA64A010 airfoil. The free stream Mach number is 0.8, the
Reynolds number 6.2e6 and the angle of attack is 0◦ . The airfoil oscillates around
the quarter chord point with an amplitude of 2◦ and a frequency of 0.1628. The
computation comprises 5 periods and each period is divided into 50 intervals. The
computational grid and the lines for constructing the line implicit preconditioner
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Fig. 3 Computational peri-
odic lift coefficient of
NACA64A010
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Table 1 Comparisons of iteration numbers and wall clock time of NACA64A010 test case

Stopping #Iter. ratio Wall time ratio
criteria ERK LUSGS PIRK LIRK ERK LUSGS PIRK LIRK

Unsteady residual 1.e − 01 1 0.15 0.24 0.08 1 0.23 0.73 0.29
of density 1.e − 02 1 0.2 0.18 0.06 1 0.28 0.52 0.2

1.e − 03 1 0.28 0.2 0.16 1 0.35 0.54 0.16
1.e − 04 1 0.32 0.25 0.05 1 0.38 0.67 0.16

are plotted in Fig. 1. All lines are located in the boundary layer resolving the high
grid stretching. Figure 2 shows a comparison of the convergence histories of density
residual and lift coefficient as a function of multigrid cycles. Here every pseudo-
time marching is terminated after 500 inner iterations. Obviously, the line implicit
preconditioner outperforms all other compared methods. However, to compare the
efficiency of the different methods as a second criterion the inner iterations have been
stopped when some certain error level is reached. Here we considered the reduction
of density residual. Clearly, the improved convergence rate observed in Fig. 2 not
only maintains a good accuracy, see Figs. 3 and 4 but also yields a significant speed
up in computational time summarized in Table 1.
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Fig. 4 Computational peri-
odic moment coefficient of
NACA64A010
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Table 2 Comparisons of iteration numbers and wall clock time of LANN wing test case

Stopping #Iter. ratio Wall time ratio
criteria ERK LUSGS LIRK ERK LUSGS LIRK

Unsteady residual 1.e − 01 1 0.17 0.11 1 0.045 0.043
of density 1.e − 02 1 0.27 0.19 1 0.13 0.076

1.e − 03 1 0.30 0.18 1 0.29 0.072

3.2 LANN Wing Pitching Oscillation

The flow conditions for the LANN wing are as follows: The free stream Mach
number is 0.82 at a Reynolds number of of 7.31e6. The angle of attack is 0.6◦
while the wing flaps around the axis which is perpendicular to its root slice at the
62 % of chord with an amplitude of 0.25◦ and a frequency of 0.204. To achieve the
periodic state, 5 periods are simulated and 50 time steps per period is considered and
computational efforts are compared in Table 2. Figure 5 plots the surface grid and
lines for computation. The lines resolve the anisotropies in the boundary layer and
wake region. From the convergence history represented in Fig. 6, it is clear that the
line-implicit preconditioning technique improves the convergence rate significantly.
There is a good agreement in computational coefficients when compared with the
other solution methods, Figs. 7 and 8.
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Fig. 5 Computational grid
and lines for LANN wing
simulation

Fig. 6 Convergence histories
for LANN wing simulation
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Fig. 7 Computational peri-
odic lift coefficient of LANN
wing
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Fig. 8 Computational peri-
odic moment coefficient of
LANN wing

Angle of Attack

C
o

ef
fi

ci
en

t 
o

f 
M

o
m

en
t

Expl. RK
LUSGS
Line Implicit. Prec. RK



Application of Point and Line Implicit Preconditioning Techniques 453

4 Conclusion

We have presented the extension of point and line implicit preconditioning techniques
for a BDF2 scheme. It was shown that having an existing point and line implicit pre-
conditioning for a steady state solver at hand only slight modifications are required to
make the methods ready for unsteady problems. The method was applied to an oscil-
lating NACA64A010 airfoil and an oscillating LANN wing. In comparison with the
explicit Runge-Kutta scheme and the matrix free LU-SGS scheme the implicitly pre-
conditioned Runge-Kutta method was shown to achieve a gain in both convergence
rate and CPU time.
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Validation of a Time-Domain TAU-Flight
Dynamics Coupling Based on Store Release
Scenarios

Lars Reimer, Ralf Heinrich and Rosemarie Meuer

Abstract A six degrees of freedom flight dynamics module was coupled to DLR’s
CFD solver TAU. The algorithms implemented in the flight dynamics module for
solving the 6-DoF equations of motion are explained in detail. The coupling is vali-
dated using one analytic test case and two store release experiments. The effects on
the prediction accuracy of a strong coupling approach using an error-based coupling
convergence criterion are compared to classical weak coupling.

1 Introduction

For more accurate and improved prediction of airframe loads appearing during gust
encounter of aircraft and for the design of flight control systems enabling the allevi-
ation of the loads by selective control surface deflections, it is expedient to couple
CFD solvers based on Reynolds-averaged Navier-Stokes (RANS) equations to flight
dynamics solvers—called rigid-body dynamics (RBD) solvers henceforth. Based on
the aerodynamic loads computed by the CFD solver, the RBD solver can predict the
translatory and rotatory motion of the aicraft—at least upon assumption of a rigid
aircraft.

This chapter discribes the implemented coupled CFD-RBD solver. In Sect. 2,
the applied CFD solver is explained; the properties of the implemented RBD solver
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and the way in which both solvers are coupled are clarified in Sects. 3 and 4. Since
experimental data of aircraft gust encounters are scarce, alternatively, the behaviour
of the developed coupled solver is studied in Sect. 5 based on the predicted results
for a test case with an analytic solution and for two publicly available store release
experiments. Special attention is paid to the comparison between results from simu-
lations with weak and strong coupling. In addition, it is studied, how an error-based
termination criterion of the corrector steps in the strong coupling, which is added to
the version of the CFD-RBD solver presented in [1], affects the solvers’ efficiency
and accuracy.

2 CFD Solver TAU

DLR’s flow solver TAU [2] solves the RANS equations with second order accurate
finite volume discretization schemes on unstructured grids. For moving grids, TAU
is written in an arbitrary Eulerian-Lagrangian formulation. In the present work, the
central scheme with scalar dissipation according to Jameson is used to compute the
convective fluxes, with one exception. For the supersonic case presented in Sect. 5.3,
the AUSMDV upwind scheme is applied. For the turbulent test cases in the present
work, either Spalart-Allmaras’ one-equation model (Sect. 5.2) or Menter’s SST two-
equation model (Sect. 5.3) are used.

For unsteady simulations, the dual-time stepping method is applied. The time
integration of steady-state problems, including the solution of the pseudo-time prob-
lem contained in the dual-time stepping scheme, is done by using TAU’s implicit
LU-SGS scheme.

3 Rigid-Body Dynamics Solver

The motion of the rigid body is computed in the RBD solver by solving Newton’s
second law and the Euler equation:

dv
g
CG

dt
= Fg

total

mtotal
, with Fg

total = Fg
grav + AgbFb

aero + · · · (1)

dωb

dt
= Θ−1

CG,b

⎡
Mb

total − ωb ×
⎡
ΘCG,b ωb

⎜⎜
. (2)

In (1) and (2) vCG and ω = (p, q, r)T denote the translatory velocity vector of the
body’s centre of gravity and its angular velocity vector. mtotal and ΘCG are the mass
and inertia tensor relative to the centre of gravity. Ftotal and Mtotal represent the
added up forces and moments acting on the body including gravitational force Fgrav

and aerodynamic force Faero. The superscript g indicates that the coefficients of the
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respective vector are computed with respect to the geodesic frame.1 The superscript
b refers to the body-fixed frame. The following two equations are solved by the RBD
solver in addition to (1) and (2):

drg
CG

dt
= v

g
CG and

dq
dt

= 1

2
BT ωb with B =

⎣
⎟

−q1 −q2 −q3
q0 −q3 −q2
q3 q0 −q1

−q2 q1 q0


⎛⎛⎝. (3)

Equation (3) link the actual position rCG and attitude of the rigid-body to the body’s
translatory and angular velocity state. Following the method described in [3], the
body’s attitude is expressed in the present RBD solver in terms of quaternion para-
meters q = (q0, q1, q2, q3). In contrast to the Euler angles, which are widely used in
flight dynamics, quaternions avoid the so-called gimbal lock—a singularity at certain
rotation angles. The transformation matrix Agb, which is used in (1) and is needed
in general to transform vectors from the body-fixed frame to the geodesic frame of
reference, is also formulated in the RBD solver in terms of quaternion parameters:

Agb = 2

⎣
⎟ q2

0 + q2
1 − 1/2 q1q2 − q0q3 q1q3 + q0q2

q1q2 + q0q3 q2
0 + q2

2 − 1/2 q2q3 − q0q1

q1q3 − q0q2 q2q3 + q0q1 q2
0 + q2

3 − 1/2


⎝. (4)

Note that the known drift of the quaternions is to be avoided by normalizing them at
the end of every physical time step.

Equations (1)–(3) can be assembled and written in short as first order ordinary
differential equation system

dW
dt

− R (W, Wext) = 0, (5)

with the vector of unknowns W = ⎞
rg

CG, v
g
CG,ωb, q

⎠T
, the vector of external loads

Wext = ⎞
Fg

total, Mb
total

⎠T
and the residual vector R which subsumes the equations’

right hand side terms. Implicit temporal discretization of (5) by the second order time-
accurate trapezoidal scheme and subsequent application of the well-known dual-time
stepping approach yields the following equation which is to be solved in the so-called
pseudo-time τ for every physical time step of size Δt so that dWν/dτ → 0:

dWν

dτ
− R∗ ⎞

Wν, Wn
ext

⎠ = 0 with R∗ = Wν − Wn

Δt
− Rν + Rn

2
. (6)

For the time-integration of (6), the version of the RBD solver presented in [1] uses
a five-stage Runge-Kutta (RK) scheme. The RK-based approach was replaced in the
course of the work at hand by solving the equation R∗ = 0 using Newton’s method:

1 The geodesic frame is regarded as inertial frame in the present work.
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∂R∗

∂W
ΔW = −R∗ ⎞

Wν, Wn
ext

⎠
,

∂R∗

∂W
=

⎧
I

Δt
− 1

2

∂R
∂W

⎨
, (7)

Wν+1 = Wν + ΔW, ν = 1, . . . , Ninner,RBD. (8)

ν denotes the iteration counter for the pseudo-time steps and Ninner,RBD is a user-
defined maximum number of pseudo-time steps. The entries of the Jacobian ∂R∗/∂W
are computed as algebraic expressions that can be evaluated exactly. The RK scheme
needed about 10–200 iterations, depending on the test case, whereas the Newton
scheme needed only 1–5 iterations to converge down to machine accuracy. Hence,
the Newton scheme turned out to be faster than the RK scheme by a factor of 10–20,
even though the Jacobian was updated in every iteration. Although the RBD solver
consumes much less computing time than the CFD solver, the choice of the Newton
scheme can reduce the total computing time spent for the RBD part in very long runs
of coupled CFD-RBD simulations from several hours to a few minutes.

4 Coupling

The coupled CFD-RBD problem is solved in a partitioned manner. A so-called
“strong coupling” is implemented. Strong coupling means that the coupled equa-
tions are iteratively solved within every physical time step by repeatedly solving
the involved disciplines CFD and RBD separately, based on the exchanged coupling
quantities; these are CFD loads and RB motion state. Strong coupling consists of one
predictor step and a number of corrector steps. The corrector steps are terminated and
the code continues with the next physical time step once one of the following criteria
is fulfilled: (1) either a user-defined number of corrector steps kmax

corr is exceeded—
in the CFD-RBD solver presented in [1] this was the only available termination
criterion—or (2) the solution falls below a user-defined convergence threshold:

⎩⎫⎫⎬
⎭

||ΔWkcorr
ext ||

||Wkcorr−1
ext ||

)2

+
⎭

||ΔWkcorr ||
||Wkcorr−1||

)2

≤ εCFD/RBD, (9)

with W , Wext according to (5). The latter termination criterion is added to the current
CFD-RBD solver for more efficient and more accurate coupling. When kmax

corr is set
to zero, the strong coupling scheme turns into a weak coupling scheme.

Apart from the aforementioned aspects, the coupled computation is also influenced
by the number of maximum inner CFD iterations (Ninner,CFD) and RBD iterations
(Ninner,RBD) defined by the user, as well as by the convergence thresholds. The so-
called Cauchy convergence criterion was used in the CFD solver TAU. The criterion
claims that the relative variation of an observed quantity, e.g. the lift coefficient,
must fall below a defined threshold ε

Cauchy
rel,CFD for a defined number of inner iterations

(Neval,Cauchy
inner,CFD ). In the RBD solver the inner iterations are terminated once the norm

of the residual R∗ drops below the user-defined threshold εRBD which is set to 10−12

in all test cases discussed in the present chapter.
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Fig. 1 a Error between simulation and analytic solution; solid lines = strong coupling; dashed
lines = weak coupling; red-colored lines = error in z; blue-colored lines = error in w; b no. of
correction steps needed in the strong coupling scheme to obtain εCFD/RBD = 10−4; c error between
the simulation with strong coupling and the analytic solution for different convergence thresholds
εCFD/RBD

5 Results

5.1 Falling Sphere

A sphere falling in air, which is subjected to gravitational force Fgrav = mgez

and aerodynamic drag force Fd = −1/2 ρcdS||v||2ez, is simulated. (m=S = ρ= 1,
cd = 0.5). Since TAU is not needed for this test case, it is replaced by a dummy CFD
solver which evaluates the formula for the drag force in every coupling step based on
the instantaneous RB motion. The analytic solution for the test case, i.e. the position
z and velocity w in direction ez, is stated in [1] and plotted in Fig. 1a.

The motion of the sphere was computed by using the coupled solver in weak
and strong coupling mode with three different time step sizes. The errors between
numerically predicted results and the analytical solution are plotted in Fig. 1a. While
the strong coupling scheme (εCFD/RBD = 10−4) yields relatively low errors—below
2 % for the largest applied time step Δt = 0.4 s, for Δt = 0.1 s even below 0.14 %,
the weak coupling scheme produces maximum errors above 25 %. Even for the low-
est time step Δt = 0.1 s the maximum mismatch with the weak coupling scheme
is still above 5 %. As expected, Fig. 1b demonstrates that the number of correc-
tor steps in the strong coupling scheme increases with rising time step size. The
curves in Fig. 1b apply to the case with εCFD/RBD = 10−4. Exemplarily for Δt = 0.4 s,
Fig. 1c shows the influence of εCFD/RBD on the error. For εCFD/RBD ≤ 10−3 no sig-
nificant improvement in the error distribution can be observed. This means, that
the time step size must still be carefully chosen so that it fits to the given physi-
cal problem—even for simple test cases and even when applying strong coupling.
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Put simply, even strong coupling with many corrector steps resulting from very
low threshold values εCFD/RBD cannot improve the results if an inappropriately
large time step size is chosen. However, for identically large time step sizes, the
strong coupling scheme will at least produce less mismatch than the weak coupling
approach.

5.2 AFRL Store Release Experiments

The simulations of the store release experiments [4] conducted at AFRL2 are
described in the following. The test case with transonic conditions was chosen:
M = 0.95, Re = 4.1 · 106 , α = 0◦. The studied configuration consists of the carrier,
i.e. a generic delta wing with pylon for which an Euler CFD mesh was generated,
and a store with four fins. For the store an individual Navier-Stokes CFD mesh was
created. For simulating the motion of the store TAU’s overset grid technique [5]
was applied. Fully unsteady simulations using the strong coupling scheme were con-
ducted with two different time steps Δt = 0.005 and 0.01 s. In the CFD solver the fol-
lowing coupling-relevant parameters were used: Ninner,CFD = 100, ε

Cauchy
rel,CFD = 10−4,

Neval,Cauchy
inner,CFD = 30. For comparison a simulation using a quasi-steady coupling ap-

proach was also performed. In the approach the CFD operates in steady mode (here:
Ninner,CFD = 1, 000) while the RBD solver still runs in unsteady mode. In combina-
tion with the quasi-steady approach, weak coupling must be used. In Fig. 2 the results
of the simulations are plotted. Though Fig. 2a shows differences in the number of
corrector steps needed for both time steps (εCFD/RBD = 10−3), no differences can
be observed in Fig. 2b and c showing the time histories of predicted store positions
and Euler angles. Thus, the larger time step is sufficient. A good agreement can
be found between the results numerically predicted by the simulations with strong
coupling and the measurements. Differences appear only for the roll angle. The rea-
son for that is yet unclear. Though the store positions computed by the quasi-steady
simulation differ only slightly, the Euler angles and rotation rates, which cannot be
shown here due to space limitations, deviate considerably from the experimental
data and the other simulation results. Particularly, the roll angle and roll rate pre-
dicted by the quasi-steady approach show a very different behaviour. The popular
quasi-steady approach has thus proved to be inappropriate for simulating the present
test case.

2 Air Force Research Laboratory: www.wpafb.af.mil/AFRL.

www.wpafb.af.mil/AFRL
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Fig. 2 a No. of corrector steps needed with the strong coupling approach; b–d comparison between
experiment, fully unsteady coupling and quasi-steady coupling approach in terms of the store RB
motion state

5.3 ISL Multi-Function Projectile Release Experiments

At ISL3 the free flight of a multi-function projectile was investigated in shock tube
experiments [6]. The initial flight conditions of the projectile were M = 3.06, Θ = 4◦.
The inertia properties of the projectile are given in [6]. Preceding the coupled TAU-
RBD simulation, the 3D CFD mesh provided by Rheinmetall was adapted in five
stages during the steady TAU computation; cf. upper Fig. 3a. Acceptable agree-
ment between the results of the steady simulation and corresponding wind tun-
nel experiments was found; cf. the Schlieren photograph and the predicted Mach
number distribution in the lower Fig. 3a. Subsequent to the steady computation, a
coupled TAU-RBD simulation with strong coupling and the following setting was
conducted: εCFD/RBD = 10−3, Δt = 50 ms, Ninner,CFD = 200, ε

Cauchy
rel,CFD = 10−3, and

Neval,Cauchy
inner,CFD = 30. On average the strong coupling scheme performed two corrector

steps to converge down to the given εCFD/RBD. Figure 3b compares the time his-
tory of the pitch angle derived from video recordings of the projectile’s flight in
the shock tube with the prediction by the TAU-RBD solver. Excellent agreement
is found.

3 German-French Research Institute Saint-Louis: www.isl.eu.

www.isl.eu
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Fig. 3 a Top original and fivefold adapted CFD mesh; bottom; comparison between steady un-
coupled CFD simulation with the adapted mesh and the Schlieren photograph from wind tunnel
experiments; b comparison of measured pitch angle with the angle numerically predicted by the
CFD-RBD solver

6 Conclusions

The ingredients of the developed CFD-flight dynamics solver and its validation are
presented in this chapter. The following influences have been identified during the
application of the developed coupled solver:

• The strong coupling approach with corrector step convergence thresholds
εCFD/RBD between 10−3 and 10−4 appears to be the best compromise between
accuracy/stability and computational efficiency.

• The strong coupling approach in most cases requires much less computing time
because much larger maximum inner iteration numbers, i.e. Ninner,CFD > 1,000,
had to be chosen with the weak coupling approach. On the contrary, Ninner,CFD =
100–200 in combination with the limitation of the number of corrector steps by
εCFD/RBD turned out to be the best choice with the strong coupling scheme.

• The Cauchy convergence criterion should be used to terminate the CFD solver’s
inner iterations. The authors recommend the following settings: ε

Cauchy
rel,CFD = 10−4,

Neval,Cauchy
inner,CFD = 30.

• The popular quasi-steady coupling approach produced unsatisfactory results and
needed significantly more computing time—at least for the AFRL test case studied
in this chapter.
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Since we find very good agreement between the measurements and the simulations
of the store release experiments, the coupled CFD-flight dynamics solver can be
regarded as validated. The recommendations stated above will particularly be of use
in planned simulations of the gust encounter of aircraft.
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Implementation of Flow Through Porous
Media into a Compressible Flow Solver

Michael Mößner and Rolf Radespiel

Abstract A method for simulating turbulent compressible flow through porous
material is presented. The demonstration is based on spatial and time averaging
of the Navier-Stokes equations. The averaging procedure leads to additional terms
which have to be modelled. The integration of the resulting theory into the flow
solver DLR TAU is explained. The extended code is verified by analytical solutions
which are used as reference.

1 Introduction

Airplane noise during lift off and approach is is a huge problem for the environment.
This is why noise reduction gains high attention by researchers besides the other
well known area of increasing efficiency. One way to make airplanes quieter is
shown experimentally by Herr in [1]: A significant reduction of noise is achieved
by making the trailing edges of the wing porous. As a side effect, the added porous
regions can alter the flow around the wing (see Fig. 1). This chapter shows a way to
integrate porous media simulation capabilities into compressible flow solvers used
for aeronautical applications to enable them simulating the modified flow.
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Fig. 1 Upper airfoil with solid trailing edge, lower airfoil with porous trailing edge which is
permeable

2 Derivation of the Porous Transport Equations

At present, in most technical relevant simulations flow inside the single pores of
a porous material cannot be resolved. This problem can be overcome by spatial
averaging. Instead of simulating the flow through the pores it models the porous
effect homogeneously. A similar procedure is used for turbulence. The turbulence is
not resolved rather its effect is taken into account by averaging in time and modelling
the Reynolds stresses. The basic strategy for spatial averaging in incompressible flow
can be found in [2]. The procedure for obtaining nonporous turbulence equations is
described in [3] extensively. The two principles are used in the present chapter to
obtain the compressible RANS equations which are valid inside and outside porous
media. To keep the equations simple density weighted averaging is used. The final
equations result in

∂ρ

∂t
+ ∂ρṽk

∂xk
= 0
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− ∂ṽ jτ jk

∂xk
− ∂v◦◦

j τ jk

∂xk
− ∂kd,k

∂xk
= 0

by using the Einstein notation. All variables are spatially averaged which is not
labelled explicitly. The Favré average in time is marked with a tilde, the fluctuation
with two primes: ϕ = ϕ̃ + ϕ◦◦. In the equations, v is the velocity, p is the pressure,
τ is the tensor of viscous stresses, e is the internal energy, h is the enthalpy, kd is
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the thermal diffusion and μ is the dynamic viscosity. The porous variables are the
porosity φ, permeability κ and the Forchheimer coefficient cF .

The following simplifications which were used: The correlations between spatial
fluctuations are negligible [2] and the additional integrals which appear after spatial
averaging can be modelled by the Darcy- and Forchheimer term. A further simplifi-
cation of the energy equation is setting the thermal diffusion at the pore surfaces to
zero.

The correlations in the energy Eq. (1c) are not investigated any further here.
Basically, they can be modelled with a turbulent Prandtl number Prt and the eddy
viscosity μt . The main difficulty to be solved is finding an approximation for the

Forchheimer term ρ cF≈
κ

≈̃
vkvkvi and the derivation of the Reynolds stresses ˜v◦◦

i v◦◦
k .

Getachew, Minkovycz and Lage [4] use a Taylor expansion to approximate the
Forchheimer term. In here, a Taylor expansion is used in a similar way but resulting
from a slightly different approach (vi = x ṽi where x at the reference point is 0 and
the deviation from the reference point is 1) the final approximation contains more
terms:

ρ
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The remaining unknows are the Reynolds stresses which have to be modelled. The
modelling is done by introducing Reynolds stress transport equations. Following the
principle of Wilcox in [3] and taking into account the effects of porosity the resulting
Reynolds stress equations are

∂ρ˜v◦◦
i v◦◦

j

∂t
+ ∂ρṽk
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j
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= (3)

Pi j + αi j + Di j + εi j − v◦◦
j
∂ p

∂xi
− v◦◦

i
∂ p

∂x j
− DRS − FRS

where Pi j is the production term, αi j is the redistribution term, εi j is the dissipation
and Di j stands for diffusion. These equations also show the extension due to the
Darcy term

DRS = φ
μ

κ

[
v◦◦
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i v◦◦
j

]
(4)

and the extension caused by the Forchheimer term
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ṽl ṽl
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(ṽl ṽl)

3
˜v◦◦
j v

◦◦
mv◦◦

k

]
.

The influence of the Forchheimer term shown here is a Taylor expansion with 2nd
order accuracy.

3 Modelling of the Interface Region

The derivation of the Navier-Stokes-equations in porous materials underlies the
assumption of constant porosity φ. This condition does not hold at the interface
area between porous and nonporous flow. As a consequence, the interface region has
to be modelled. For flow directions normal to the interface plane an isentropic flow
change is used:

Mass conservation: ρ f · vn, f = φ · ρp · vn,p (6a)

Energy conservation:
γ

γ − 1

p f

ρ f
+ v2

f

2

γ

γ − 1

pp

ρp
+ v2

p

2
(6b)

Isentropic condition:
p f

ρ
γ
f

= pp

ρ
γ
p

(6c)

The index f labels the nonporous flow and p marks porous flow.vn is the flow velocity
perpendicular to the interface and γ is the isentropic exponent. The equations are
solved by the Newton method.

According to literature [2] the velocities vt tangential to the interface are related
as follows:

vt, f = vt,p · φ (7)

This relation should be proven for compressible flow but is adopted here in order to
compare the solution with analytical results available.

The widely acknowledged strategy to overcome the error of the interface models
is the use of a stress jump at the interface [2, 5]:

μ · ∂vt, f

∂n
− μ · ∂vt,p

∂n
= βφ

μ≈
κ

vt, f (8)
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with ∂
∂n being the derivative in interface normal direction and β as the jump coefficient

of order one. The jump condition can be seen as an additional source term at the
interface which corrects the Darcy term.

4 Integration into the DLR Flow Solver TAU

The DLR TAU Code [6] is an unstructured flow solver based on the finite volume
method. There are three implementation issues to provide the code with porous
computation capabilities. First of all, volume source terms (Darcy- and Forchheimer)
are added to the residuals of porous volume cells. This has the effect of additional
flow drag inside the porous region.

Computing the fluxes at the nonporous–porous interface is implemented as cen-
tral scheme. To determine the flux into the porous cell the states of the contacting
nonporous cell (v f , p f , …) are first transformed into dummy porous cell states (v f,i ,
pvi ,…) which are compatible with the porous states. The transformation is accom-
plished by Eqs. (6) and (7) (see also Fig. 2). The central scheme for computing the
mass flux ṁ into the porous cell is then

ṁporous = 1

2

(
ρp · vn,p + ρ f,i · vn, f,i

) · A · φ . (9)

The same scheme is applied to the momentum and energy equations over the
interface. The viscous forces also need a transformation of velocity gradients. They
are scaled by the relation

∂v f,i

∂x j
= v f

v f,i
· ∂v f

∂x j
. (10)

The flux into the nonporous interface cell is determined the same way as described
for the flux into the porous cells but with the porous flow conditions transformed to
nonporous conditions (Fig. 2 to the bottom right).

The third step of integrating porous material into TAU is correcting the residuals
of the interface cells to fulfill the jump condition (8). This is accomplished by adding
an additional force as source term to both interface cells. The additional force leads
to a kink in the velocity profile which is equal to a stress jump (see Fig. 3).

5 Verification Computations

As first verification experiment which can be compared easily with well known
solutions serves a channel flow where the first part is nonporous and the second
part is filled completely with porous material. It is clear that as long as the flow
is incompressible the velocity between the pores has to increase by the factor of
1
φ as the effective flow area decreases by the factor of φ. If the channel walls are
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Fig. 2 Flux computation at nonporous–porous interface. Transformation to porous/nonporous con-
ditions is based on Eqs. (6) and (7)

Fig. 3 Correction of boundary layer shape by additional source term to fulfil the jump condition

defined using slip wall boundary conditions pressure losses will only occur inside
the porous region. The theoretical pressure decrease can be compared with the theory
of Darcy. The results using the modified TAU-Code are demonstrated in Fig. 4. As
the porosity φ is 0.5, the velocity doubles from 2.6 to 5.6 m/s at the nonporous–
porous interface. There is also a small pressure jump at the interface which is hard
to see due to the low kinetic energy in the flow. However, the effect of the pressure
drop inside the porous region is visible very well. The theory of Darcy yields
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Fig. 4 Channel flow with the right part being filled with porous material (porosity φ = 0.5). The
diagrams show the pressure p and velocity v along the channel

θp = φ · μ

κ
· vp · lchannel = 0.5 · 1.74 · 10−5 kg s/m

1 · 10−8 1/m2 · 5.7 m/s · 1 m = 4959 N/m2.

(11)
The pressure drop on the CFD results is 4,947 N/m2 which is almost equal. The
small difference occurs as the CFD results are based on compressible equations.

An evaluation of a boundary layer flow can serve as a second verification case.
Breugem [2] showed an analytical way for computing a laminar boundary layer over
a porous region. His theory is based on the Blasius boundary layer with a porous wall
correction. The ordinary differential equations which describe the boundary layer are

f ◦◦◦
0 + f0 f ◦◦

0 = 0 (12a)

f 1◦◦◦ + f ◦◦
1 f0 + f ◦

0 f ◦
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and are solved by a shooting method. The dimensionless variables f0, f1 and η define
the wall distance y and flow velocity v according to
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A comparison of the analytical results with the TAU solutions is shown in Fig. 5.
The differences between the two curves are very small demonstrating the correct
TAU implementation.

Fig. 5 Comparison of porous boundary layers at a jump coefficient β = 0

6 Conclusion

A theory to compute compressible flow through porous material has been presented.
That includes the Reynolds stress equation in porous material which are needed for
turbulent flows. The basic principles for the derivation of the equations are spatial and
time averaging. This procedure avoids the need for resolving the porous structure and
the turbulent time scales. Instead unknown terms are emerging which are modelled
by the Darcy and Forchheimer term. These terms can also be found in the Reynolds
stress equations which are needed for turbulence modelling.

Besides the modelling of terms inside the porous material the interface region
between nonporous and porous flow has to be modelled in a suited way. This is nec-
essary as the porosity is not constant at the interface region. The modelling strategy
is the assumption of isentropic flow change over the interface area. The error which
occurs through the assumptions is compensated by a stress jump condition which
conforms with literature.

The theoretical derivations are followed by a description about the implementation
of the equations into a flow solver. Virtual states have to be computed at the interface
to determine the fluxes. The implementation is verified by channel and boundary
layer flows. Therefore, reference cases can be found in the literature which show the
implementation to be correct.

Further verifications will need DNS computations to prove the models used are
valid. Especially, the interface conditions tangential to the wall have to be checked.
Turbulent cases will also be verified in future.

The resulting extension of the TAU code will provide the ability to predict the
aerodynamic behaviour of shapes like airfoils and wings with porous regions.
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Evaluation of Hybrid RANS/LES Methods
for Computing Flow over a Prolate Spheroid

Sunil Lakshmipathy

Abstract The objective of the current study is towards comparative assessment of
the performance of hybrid RANS/LES turbulence models in predicting flow over a 6:1
prolate spheroid. Two hybrid RANS/LES turbulence models formulated in seamless
framework are assessed for their predictive capabilities in performing aerodynamic
analysis of the prolate spheroid geometry at relatively low angles of attack. The
turbulence models of interest in this study are the Partially-Averaged Navier Stokes
(PANS) of Girimaji and Scale-Adaptive Simulations (SAS) method of Menter. PANS
and SAS model computations of flow over the prolate spheroid geometry are per-
formed at incidence angles of 10◦ and 20◦ to match the experimental flow conditions
of Kreplin, and Chesnakas and Simpson, respectively. Distribution of the surface
quantities at various sections are reported. The agreement between the computations
and the experimental data improve for the higher incidence angle.

1 Introduction

Flow around a 6:1 prolate spheroid has been a representative geometry towards
performing numerical analysis of varied engineering applications such as underwater
hulls [1], missile bodies [2], and airship [3] geometries. Flow dynamics for this test
case are complicated and three-dimensional. The attached laminar boundary layer on
the windward side transitions to turbulence over the hull body and separates on the
lee side due to azimuthal variation of the adverse pressure gradient. The separated
flow rolls up to form coherent streamwise vortices on either side of the spheroid body.
At higher incidences, the primary vortices drive a secondary vortex system adjacent
to the wall that separate and re-attach at the top end of the spheroid. The complexity
of the flow in the leeward side increases due to multiple regions of flow separation
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and re-attachment as the angle of attack is increased. Therefore it is critical to have
a simulation methodology that is capable of predicting accurate results for a wide
range of incidence angles.

Flow around prolate spheroid has been subjected to both experimental and
numerical analysis for various flow conditions. Kreplin [4] reported experimental
data for three flow conditions, all pertaining to fairly high Reynolds numbers based
on the spheroid hull length. Studies were performed to examine the flow field and the
boundary layer development for both free transition and fixed transition cases. The
reported data included detailed surface pressure, skin friction coefficient measure-
ment, and velocity field measurement at several axial stations. Chesnakas and Simp-
son [5], and Wetzel et al. [6] sought to characterize the three-dimensional separation
on the lee side of the spheroid through experimental techniques. They noted that
eddy-viscosity based models would not be suitable to compute the spheroid flow as
there is very little correlation between the strain rate and the turbulent shear stress
for this flow. Numerical analysis using a variety of turbulence models have been
performed for the spheroid geometry. Tsai and Whitney [2] and Omari et al. [3] pre-
sented k−η based RANS results for the spheroid test case. Hedin et al. [7] and Fureby
et al. [8] performed both conventional large eddy simulations (LES) and monotone
integrated LES (MILES) to study the feasibility of using LES and its alternatives
for such flows of practical relevance. Alin et al. [1] performed computations on the
spheroid geometry using very large eddy simulations (VLES) approach. The aim of
the study was to validate their VLES approach for underwater hull configurations.
Omari et al. [3], in addition to RANS results also reported LES results for the spher-
oid test case in the context of showing the necessity of computing such flows using
scale-resolving methods. Spalart-Allmaras based detached eddy simulations (DES)
were performed by Constantinescu et al. [9] as well as Xiao et al. [10]. They both
concluded that the advantages of using DES were only apparent for higher incidence
angles as at lower angles the instabilities generated on the lee side of the spheroid
geometry are not too significant.

The current study is our on-going effort to develop robust simulation capabilities
in performing scale resolving simulations at reasonable computational costs. We
perform a comparative assessment of two seamless hybrid RANS/LES approaches,
namely partially-averaged Navier Stokes (PANS) method proposed by Girimaji [11]
and scale-adaptive simulations (SAS) method proposed by Menter and Egorov [12],
in simulating the turbulent flow over a prolate spheroid. These models aim to resolve
a fraction of the flow by reducing the modeled eddy viscosity to levels lower than that
of an equivalent unsteady RANS (URANS) computation. Closure for the unresolved
scales in both the turbulence models is achieved by solving the modified RANS
equations [11, 12]. In PANS, the reduction in modeled eddy viscosity is achieved by
modifying the dissipation rate transport equation to reduce its destruction through
appropriate modification of the destruction term coefficient. In SAS, the reduction
in modeled eddy viscosity is achieved by adding an additional production term to
the dissipation rate transport equation. The modifications in both these methods are
independent of any explicit appearance of grid scales and are very easy to implement
in existing RANS solvers
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2 PANS and SAS Model Formulations

Both PANS and SAS turbulence models are formulated with the capability to be used
with different background RANS models and in the current study, these models are
implemented into the DLR TAU code [13] with Menter SST turbulence model as the
base RANS model.

The detailed formulations of the PANS and SAS turbulence models used in the
current study are presented in references [12] and [14], respectively. The PANS model
implementation is simplified by keeping the resolution control parameter, fk constant
throughout the flow domain. A varying fk would necessitate solving an additional
transport equation for fk to minimize introducing commutation errors in the solution
process. One of the key factors in the implementation of the SAS turbulence model is
the calculation of the Von Kármán length scale which includes calculating the second
velocity gradients. To compute the second velocity gradients we use a three-point
stencil as suggested by Menter and Egorov [12]. The numerical settings which include
coefficients for the anisotropic artificial dissipation, and the Smagorinsky coefficient
(CS) of the SAS model used to compute the spheroid test case were obtained through
calibration studies performed on the decaying homogeneous isotropic (DHIT) test
case as recommended by Menter and Egorov [12].

3 Results

Computations of the flow over the prolate spheroid geometry are performed using
the DLR TAU code [13], an edge-based, hybrid, unstructured, compressible flow
solver that has been validated extensively for aeronautical applications. The numer-
ical settings to compute this flow include using Jameson-type central scheme with
anisotropic artificial dissipation for spatial discretization of the mean flow equations.
The turbulent convective fluxes are discretized using a second-order upwind scheme.
Source terms in the turbulence model equations are treated implicitly. Time-stepping
of the mean flow equations is performed using implicit LU-SGS scheme with dual
time-stepping. Multigrid smoother is employed to accelerate the solution of the inner
iterations. Two reference flow conditions have been considered in this study.

3.1 Test Case 1: Re∞ = 7.7 × 106, Ma = 0.16, AoA = 10◦

The flow conditions for this test case are based on the experimental studies performed
by Kreplin [4]. The computational domain consisted of an outer sphere of radius 20
times the major axis length with the spheroid geometry placed at the center of the
sphere. A hybrid unstructured mesh generated to discretize the computational domain
has about 4.3×106 points. The near-field mesh consists of hexahedral prismatic layers
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Fig. 1 Grid details on the
symmetry plane

growing in the wall normal direction from the spheroid surface. The grid in the far-
field consists of tetrahedral elements. Details of the mesh on the symmetry plane are
presented in Fig. 1. The height of the first grid cell in the wall normal direction is
sufficiently fine to resolve the laminar region of the boundary layer (y+ < 1). Far-
field boundary conditions are imposed on the outer sphere. The spheroid is treated
as a no-slip adiabatic wall. A laminar zone is prescribed for the first 20 % of the
spheroid hull.

Flow Pattern: Figure 2 shows the flow pattern on the leeward side of the spheroid as
predicted by the different models. At this low incidence angle, the flow is attached
over a large portion of the geometry and the primary vortex is fairly flat. PANS
computations produce a stronger counter-rotating vortex pair compared to SAS and
URANS predictions.

The primary vortex pair for the PANS computations detach from the spheroid
body at a shallower azimuthal angle compared to SAS and URANS predictions.
The primary vortex separation angle decreases further as fk value is reduced. Also,
the PANS model with fk = 0.4 predicts formation of smaller secondary vortices
in addition to the primary counter-rotating vorticity pair leading to a more chaotic
flow downstream of the spheroid hull. SAS model prediction for the flow pattern
shows a well defined primary vortex pair emanating from the leeward side of the
spheroid body. The computed URANS results also show a steady primary vortex
pair detaching from the leeward side of the hull and dissipating further downstream.
The high unsteadiness in the PANS results is caused due to lower modeled eddy
viscosity by PANS computations compared to SAS and URANS. SAS model reduces
the modeled eddy viscosity as intended to resolve more scales in the separated wake
region. PANS results show much lower eddy viscosity levels than the SAS model
predictions as the PANS filtering parameter is active in the boundary layer region as
well.

Skin Friction Coefficient: Azimuthal variation of the skin friction coefficient (C f )
at three different streamwise locations are plotted in Fig. 3. The difference between
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Fig. 2 Iso Q-criterion contours a URANS b SAS c PANS ( fk = 0.5) d PANS ( fk = 0.4)

Fig. 3 Azimuthal distribution of C f a x/L = 0.223 b x/L = 0.565 c x/L = 0.883

the URANS and SAS model predictions are minimal. At the later sections, both the
URANS and SAS model predictions capture the trend as observed by the experiments
in that they predict no secondary separation and re-attachment for this incidence
angle. Wetzel et al. [6] note that the azimuthal separation angle is in very good
correlation with the local minima of the C f . The URANS and SAS results predict
the C f local minima in general agreement with the experimental data. However,
the magnitude of C f at low azimuthal angles (α) is under-predicted compared to
experimental data. At the fore section (x/L = 0.223), the PANS results are over-
predicted compared to the experimental data at low azimuthal angles. However, on
the upper side of the spheroid, PANS with fk = 0.4 shows improved prediction. At
x/L = 0.883, the PANS results suffer from a phase shift. They show the primary
separation to occur at a much lower azimuthal angle compared to the experimental
data and the compared numerical results.
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Fig. 4 Cp distribution along streamwise cuts a α = 120◦ b α = 168◦ c α = 180◦

Fig. 5 Iso surface of Q-criterion a SAS b PANS

Coefficient of Pressure: Distribution of coefficient of pressure (C p) at different
streamwise cuts are presented in Fig. 4 and compared with the data of Kreplin [4].
Unlike the C f distribution, the computational data for URANS, PANS and SAS
show similarity in the C p distribution for a major portion of the hull length. On the
leeward side, the PANS model results show a deviation from the experimental data
as the primary vortex is too close to the hull and separation is delayed. URANS and
SAS capture the correct trend with the SAS model showing the best agreement with
the experimental data for the majority of the hull length for three angles plotted.

3.2 Test Case 2: Re∞ = 4.2 × 106, Ma = 0.135, AoA = 20◦

The second test considered in this study is at a higher angle of attack of 20◦. The flow
on the downstream leeward side is more complicated with the primary vortex strong
enough to drive a secondary vortex pair on either side as reported in the experimental
observation. The flow conditions for this test case were set-up to match the exper-
imental condition of Chesnakas and Simpson [5]. As in test case 1, a laminar zone
is prescribed for the first 20 % of the hull length in agreement with the experimental
set-up. URANS results have not been reported for this test case.

Flow Pattern: The emanating counter-rotating vortices from the spheroid hull are
visualized for the SAS and PANS models in Fig. 5. The SAS and PANS results
predict a secondary vortex system emerging from the spheroid leeward side. SAS
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Fig. 6 Cp distribution a y/L = 0 b x/L = 0.77

shows increased turning of the primary vortices and a subsequent break-down in the
wake region. The primary vortices, in the case of PANS results separate from the
spheroid hull at a much sideward angle compared to the SAS results.

Coefficient of Pressure (CP): Distribution of Cp on the symmetry plane is presented
in Fig. 6a. The experimental data in this figure is from κ = 10◦. Reference DES result
of Constantainescu [9] who reported this data for the κ = 20◦ is plotted alongside.
SAS results show good agreement with the DES results on the windward side for
the entire hull length whereas the PANS results plotted deviates from the SAS and
DES predictions close to the downstream trailing end of the spheroid. On the leeward
side, the SAS results predict higher suction pressure in comparison to reference DES
results for x/L > 0.7. PANS results show a different trend for the C p variation on the
leeward side compared the SAS and DES results. The C p distribution at x/L = 0.77
presented in Fig. 6b shows that the SAS model predictions are more accurate than
the DES results plotted. Though the C p trough at α = 150◦ is under-predicted, the
SAS results agree with the experimental data for the azimuthal angle at which the
dip occurs. At x/L = 0.77, PANS results do not capture the general trend for the
C p distribution and the suction pressure on the leeward side is over-predicted

Coefficient of Friction (Cf ): Figure 7 shows plots of azimuthal variation of the
skin friction distribution at two different x-planes. At x/L = 0.6 (Fig. 7a), the SAS
results show better agreement with the experimental data than the reference RANS
results of Tsai and Whitney [2] on the leeward side. The local minima is located
close to the experimental observed azimuthal angle and the SAS results present a
second dip in the C f values, at about α = 150◦. PANS results capture the general
trend by predicting two local minima. However, the levels of C f predicted is off
in comparisons to the SAS results and the reference data plotted. At x/L = 0.77
(Fig. 7b), the SAS predictions are in very good agreement with experimental data for
the entire azimuthal angle variation on the leeward side. The SAS model predicts the
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Fig. 7 C f distribution a x/L = 0.6 b x/L = 0.77

right levels for the local C f minima, at both the primary and secondary separation
locations. The PANS results fail to capture the correct trend and phase-shift for the
primary and secondary separation angles is exaggerated at this section.

4 Concluding Remarks

Flow over a prolate spheroid has been used as one of the test cases to bench-
mark the performance of PANS and SAS turbulence models in the DLR TAU code.
Both these methods are easy to implement into existing RANS codes and require
relatively less effort in performing scale resolving turbulent flow computations. The
capability of both the models to scale up/scale down the physical fidelity of the com-
putation depending on the available computational resources render these models
highly favorable for industrial application.

The prolate spheroid flow computations performed at AoA of 10◦ show minimal
improvement in the results when scale resolving turbulence models are used. Both
SAS and URANS produce similar plots for the surface quantities. SAS model predic-
tions show better agreement than URANS at the downstream region of the spheroid,
where separation is a dominant flow feature. PANS, on the other hand fails to predict
correct separation behavior. The eddy viscosity in the PANS boundary layer is altered
as the scale resolving parameter is active in the entire domain. Computations per-
formed at a higher AoA of 20◦ show the advantages of using scale-resolving models
in comparison to averaging methods. SAS model provide very good prediction of the
surface quantities, especially in regions of unsteadiness. The SAS model predictions
for the surface quantities are on par with the reference RANS results plotted.

The relatively poor performance of the PANS computations could be attributed
to the choice of performing the PANS computations with the fixed fk for the entire
domain. Although fixed fk PANS computations have been performed with high
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success in the past [15, 16], the test cases in these studies involved massive flow
separation where the separation was due to a geometric singularity and the separation
behavior in the wake was less influenced by the attached turbulent boundary layer
on the upstream side. The spheroid test case shows the criticality of predicting the
right asymptotic behavior of the turbulent quantities in the attached boundary layer
which the constant fk computations fail to predict. Recent studies [17] to implement
a low Reynolds number correction model for the PANS equations have shown to be
effective in improving the PANS model behavior in the boundary layer region. Future
work will include testing a low Reynolds number correction to the PANS model.

SAS model results for the spheroid test case show the readiness of this model
for future industrial application. The model formulation ensure that the SAS term is
only activated in regions of unsteadiness and thereby provide correct wall limiting
behavior for the turbulent quantities in the boundary layer.
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RANS-based Aerodynamic Drag and Pitching
Moment Predictions for the Common Research
Model

Olaf Brodersen and Simone Crippa

Abstract DLR TAU results of the fifth AIAA CFD Drag Prediction Workshop are
presented. A focus is set on the grid convergence behaviour of full hexahedral and
hybrid hexahedral-dominant grids. Calculated drag values are close to experimental
data at the design point but differ at off-design. A short interpretation of the results
and explanations for differences are given.

1 Introduction

The accurate prediction of aerodynamic forces and moments is of significant
importance for aircraft design. Reynolds-averaged Navier-Stokes (RANS) based
CFD has been developed over the last decades regarding robustness, efficiency, and
accuracy [1]. Incremental values can be calculated with an acceptable reliability at
transonic cruise design points for non-separated flows but full grid convergence was
not achievable in the past. At off-design challenges still exist to compute incremen-
tal and absolute data as well as flow physics with the accuracy required. Pitching
moments can be more difficult to predict accurately because small deviations in
pressure distributions can cause large discrepancies compared to experimental data.
Flow separations that start to develop at off-design conditions, e.g. in corner-flows
can have a strong impact on the predictions of aerodynamic coefficients too. Due
to these challenges a working group of the AIAA Applied Aerodynamics Techni-
cal Committee initiated in 2001 the CFD Drag Prediction Workshop (DPW) series
resulting in five workshops that are documented in more than 120 papers [2–4].
The latest workshop DPW-5 took place in June 2012 and also was focused on the
following objectives [5]:
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• Assess CFD methods as aerodynamic tools for the accurate prediction of forces
and moments on industry-relevant aircraft configurations,

• Set up an international forum of experts from industry, research and academia for
the verification and validation of RANS based CFD methods,

• Define areas for additional research needed,
• Build and maintain a public-domain database.

The DLR Institute of Aerodynamics and Flow Technology is supporting these
objectives as a committee member since the second workshop and as a participant in
all workshops [6]. In the first workshops the DLR F4 and F6 models have been used
whereas for the fourth workshop (DPW-4) the Common Research Model (CRM) was
designed and build by NASA, in collaboration with Boeing and the DPW committee
[7]. In DPW-4 DLR had its focus on the assessment of turbulence models (Spalart-
Allmaras, Menter kω-SST, SSG/LRR-ω) and two unstructured grid strategies. The
grids were based on the resolution of the boundary layer with prismatic or hexahedral
elements using CentaurTM and Solar [8, 9]. The corner flow in the wing-fuselage
junction became a topic of interest because of a very small separation (< 1 % chord)
that can become important at off-design because it may increase towards a strong
inboard separation that can trigger the lift break down [2, 6]. A correct prediction
is necessary when CFD should be applied more for a reliable aerodynamic data
production at borders of the flight envelope. Both grid methods have shown some
shortcomings for corner flows because of the O-type grid topology leading to non-
orthogonal grid lines and especially for Solar to large steps of element sizes between
near-wall and tetrahedral elements. Based on these outcomes DLR put its focus in
DPW-5 on the investigation of the grid convergence behaviour of the corner flow sep-
aration and the aerodynamic coefficients for the sequence of common grids provided
by the workshop as well as three additional grid types generated by DLR.

2 Common Research Model—CRM

In DPW-5 the NASA Common Research Model (CRM) aircraft configuration
without horizontal tail is used at cruise conditions (M∞ = 0.85, CL = 0.5, flight
alt. 11.3 km), see Fig. 1. The wing with an aspect ratio and sweep of Λ = 9.0,
ϕc/4 = 35.0◦, has a slightly stronger pressure recovery at the last 10–15 % local
chord on the upper surface of the outboard wing section than a standard transonic
wing. The objective is to reduce the strength of the boundary layer to provoke trailing
edge separation and to amplify effects of turbulence models [7]. A cryogenic wind
tunnel model was built by NASA and tested in two NASA wind tunnels [7, 10].
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Fig. 1 NASA Common
Research Model (CRM)

3 Cases

DPW-5 required two mandatory test cases at M∞ =0.85 and Re = 5·106. Additional
parameter, grid, and turbulence model variation studies were encouraged. Case 1 is
the “Common Grid Study” using a sequence of common and optional custom grids
at a constant lift of CL = 0.5 ± 0.0001. Case 2 is called “Buffet Study” in DPW
because approximately for α ≥ 4.5◦ unsteady effects begin to occur. Nevertheless
in DPW only fully converged steady calculations are requested. For the medium
(L3) common and custom grid a sequence of incidence angles has to be calculated
between α = 2.5◦ and α = 4.0◦.

4 Computational Grids

4.1 Common Grids

A six level common grids family of point-matched O-O topology multi-block grids
has been build by Boeing [11]. The sequence is based on an extra-fine grid (L5) with
40.9·106 hexahedral elements. To limit grid sizes a 2-to-3 cell grid generation strategy
was applied. The L6 grid has been generated by refining L5 by 1.5 in each parameter
direction. The coarser grids L4-L2 and L3-L1 have been defined by dividing the
grids by 8 appropriate for multigrid [11]. Table 1 presents the grid sizes for a half
model and the cases investigated.

4.2 DLR Custom Grids

Since DPW-3 DLR is investigating unstructured hybrid prismatic and hexahedral
elements dominated grids [6, 12]. The hexahedral based approach offers potentially
higher stretched elements and lower discretization errors compared to prismatic ele-
ments for high aspect ratio wings. Here it is one objective to further compare the grid
convergence behaviour of the common grids with a hexahedral grid family generated
with Solar. Because of difficulties of element sizes and shapes in corners with the
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Fig. 2 Common hexahedral
grid (top), Centaur with hexa-
hedral wake block (bottom)

Fig. 3 Solar hex-dominant
grid (top), Solar with hexa-
hedral overlapping block
(bottom)

Solar hex-dominated technique, additionally Solar plus an overlapping H-topology
hexahedral grid block have been generated too. Due to the fact that CentaurTM is a
very mature software, that prisms dominated grids are well established at the insti-
tute, and because it offers some hexahedral element features near the walls and partly
in the field another objective is to compare the results of all four grid types (com-
mon hexahedral, Solar, Solar plus overlapping hex-block, CentaurTM ) for Case 2.
Figures 2 and 3 show the grids. Figure 4 presents the grid surface resolution in the
wing fuselage junction at the trailing edge and normal to the surface. Custom grid
sizes are listed in Table 1 too.
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Fig. 4 Grid resolution in wing fuselage corner, common grid L6 (left), Solar (middle), and Solar
plus overlapping hex block (right)

Table 1 Cases investigated by DLR, nodes in million (half model)

Case Level Common Solar Solar+overlapping Centaur+hexa-wake
Turb Nodes Turb Nodes Turb Nodes Turb Nodes

1 2 SA, kωSST 2.2 SA 3.7 SA 4.5
3 SA, kωSST 5.2 SA 11.0 SA 13.7 SA, kωSST 37.4
4 SA, kωSST 17.4 SA 33.0 SA 42.2
5 SA, kωSST 41.2
6 SA, kωSST 138.8

2 3 SA, kωSST 5.2 SA 11.0 SA 13.7 SA, kωSST 37.4

5 Reynolds-Averaged Navier-Stokes Solver TAU

Since the mid 1990s the RANS solver TAU is under development at DLR and applied
by DLR, industry, and academia [13, 14]. TAU is an edge-based unstructured solver
using the dual grid technique and fully exploits the advantages of hybrid grids.
The numerical scheme is based on the Finite-Volume method and provides different
spatial discretization schemes. Here, a central scheme of second order accuracy using
the Jameson-type of artificial dissipation in scalar and matrix mode has been applied
[15]. Turbulence models of different fidelity are available. The one-equation Spalart-
Allmaras (SA) and the two-equations Menter kω-SST models have been applied here
[16, 17]. All TAU results presented are converged to the degree required by DPW.
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Fig. 5 Grid convergence behaviour. a Total drag CD , b Pitching moment CM

6 Results

6.1 Case 1

Figure 5 presents the behaviour of the drag and pitching moment coefficients for all
grids including both turbulence models. Total drag shows a nearly linear behav-
iour for the L2 – L6 common grids. The variation is less than one drag count
(1dc = 10−4) applying the SA turbulence model. The Solar and Solar with over-
lapping corner grid block solutions show a larger gradient of about 2–3 dc. But all
three SA solutions converge for infinite fine grids towards CD ≈ 249.5 dc which is
close to the experimental value of the NASA NTF test (CD =249 dc). Nevertheless
it has to be pointed out that the NASA Ames test resulted in CD = 241 dc [18].
The solutions on the Centaur grid show a slightly higher value for the SA model of
approx. 3 dc whereas with the kω-SST model the difference to the solutions on the
common grid is small (<1 dc).

For the Menter kω-SST turbulence model a slightly increasing drag for finer grids
is calculated for the common grids (≈1 dc) but a slightly decreasing drag on the
Centaur grids (≈3 dc) compared to the SA model. The differences are caused mainly
by small deviations of the pressure distributions and, to a smaller extend, by flow
features, e.g. a tiny side-of-body flow separation, see Fig. 6. Figure 7 presents how the
size of the tiny side-of-body separation is linked to the grid resolution and topology.
The Solar grid with overlapping corner block leads to a more upstream beginning
of separation whereas its size at the trailing edge is similar for the common L6 and
the Solar grid with overlapping block. The calculated small differences of the flow
features and of the wing pressure distributions affect the pitching moment more than
the total drag, see Fig. 5. Again, the results of the Solar grid with overlapping block
extrapolate to the same pitching moment as for the common grids. This stresses the
fact that a good grid convergence behaviour can be achieved with this grid type.
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Fig. 6 Case 1: surface pres-
sure distribution, near-wall
stream lines, side-of-body
flow separation

Fig. 7 Case 1: skin friction,
positive (red), negative (blue),
wing fuselage corner, SA
model. a Common grid, L2,
b Common grid, L6, c Solar
grid, L3, d Solar + hex.
overlap. block, L3

6.2 Case 2

Figures 8 and 9 present the lift, idealized drag, and pitching moments for all grid types
and turbulence models in comparison with the NASA test data. At the design point
the numerical results are close together but an offset to the experimental lift data and
especially to the pitching moments can be observed. For α≥3.0◦ a lift break-down
is calculated that starts early for fine grids or reduced numerical dissipation. Partly
this is caused by the growth of the side-of-body separation. Therefore the solution
on the Solar grid with corner block shows the beginning of the break-down more
pronounced than the pure Solar grid. The Menter kω-SST solutions do not show this
break-down at α ≈ 3.0◦ but later at about α ≈ 4.0◦. Nevertheless the experiments
do not show any break-down at these angles. The variation of coefficients for the
different grids increase at off-design (CL >0.62). It was noticed already in DPW-4
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that the trends can be computed but a significant offset exists for all participants [2].
Recent investigations by Rivers et al. have shown that this is mainly caused by the
tunnel support system and a discrepancy of the experimental and CFD geometries [4].

7 Summary

The DLR objectives and results in DPW-5 to further analyse different unstructured
hybrid hexahedral dominant grids regarding their grid convergence behaviour in
comparison to full hexahedral element grids have been presented. In addition the
focus has been set on the development of a small flow separation in the wing fuse-
lage junction and its dependence on grid resolution and topology. The results show
that the unstructured hybrid method in combination with an H-topology grid block
in a corner resolves flow features in more detail and can converge towards nearly
identical aerodynamic coefficients compared to a full hexahedral grid for infinite grid
resolutions. At off-design conditions larger variations of the results for the different
grids have been observed, basically caused by the different developments of flow
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features for increasing incidence angles, e.g. side-of-body, shock-induced, and trail-
ing edge separations. It can be concluded that further improvements of the behaviour
of the turbulence models regarding early lift break-down at off-design conditions are
needed.
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Aerodynamic Effects of Tip Tanks on a Swept
Wing Wind-Tunnel Model

Claus-Philipp Hühne, Peter Scholz and Rolf Radespiel

Abstract This chapter discusses the effects of different wing tip devices on the
aerodynamics of a swept wing. The choice of a wingtip device with a specific,
required volume suited for an experimentally investigation is first discussed, followed
by a detailed analysis of the wingtip flow. The flow analysis is based on numerical
simulations of the RANS equations. The effects of the interaction between the wingtip
and the wing on local flow separation and global aerodynamic wing loading are
assessed. The results show that the design of the tip region has significant effect on
the overall behavior—suited tip tanks can yield experimental configurations with
useful high-lift behavior.

1 Introduction

Wing tip devices are a commonly used part of the wing in the aeronautics industry.
They offer different advantages for the overall performance of an aircraft. The major
benefits are increased lift and reduction or diffusion of the wing tip vortex. It appears
that the effectiveness of the devices is mission and configuration dependent, thus this
is still an important design field for new aircraft.

The present work is no further optimization study, which aims at finding a novel
winglet geometry. Rather, the objective is to provide a suitable wing tip for high-
lift wind-tunnel testing. Further the present work does not aim primarily to reduce
influence on the inducted drag. Rather the geometric shape has to fulfill requirements
derived from the overall objective to perform systematic tests on a swept airfoil with
high-lift system with various means of flow control, including active flow control
system (AFC). Previous research findings [1, 2] for the same airfoil but without sweep
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revealed a characteristic leading edge stall. The motivation for the study presented
herein is based on the approach of the accompanying experiment (see [3]). The
interest is to use an existing (non-swept) airfoil model for testing of the high-lift
performance of a swept airfoil. This means the experimental setup should generate
“quasi-infinitely swept” conditions (so-called 2.5D setup) in the center section of
the airfoil model, which is the section with pressure taps. Preliminary investigations
showed that a swept wall-to-wall integration of such an airfoil is not necessarily
a good configuration for 2.5D testing, because the intersection of the airfoil with
the wind-tunnel wall will generate massive local separations, especially at the side
where the wing appears to be forward swept (seen from the wind-tunnel wall). The
integration of the model in terms of a constant-chord finite swept wing will generate
the known effects of finite wings (tip vortex and thus induced flow angles), however, if
the free wingtip is properly designed, local separations do not have a severe influence
on the overall airfoil stall behavior. Therefore the main objective is to design a wingtip
for a swept constant-chord wing that, on the one hand, gives representative 2.5D-flow
in the section of the pressure taps and, on the other hand, does not feature massive
local separations that might trigger premature stall. The second requirement for the
wingtip results from the necessary volume at the tip, which is required to install
measurement devices, such as acceleration sensors, and to enable the installation of
pressure feed tubes for certain tests of the AFC system. The latter requirement can
be fulfilled by a special wing tip device—a tip tank. The tip tank is commonly used
in certain types of military aircraft to increase the operating range. Here, it is used
to provide volume space for testing equipment.

2 Numerical Approach

The experimental and numerical investigation used as test case is the DLR-F15 two-
element, high-lift airfoil with a reference chord length of c = 600 mm. The wing
for the wind-tunnel experiment has a sweep angle of α = 30◦ and a half span of
S = 1800 mm. Previous studies show separation mechanism is strongly depend on
the flap setting [1, 4] and The flap setting corresponds to Scholz et al.[1]. This caused
a L/E stall at the main element, which was desired, see [3]. During the experimental
work the transition was tripped by a thin 2 mm ×50µm tape to prevent laminar flow
separation at the nose. Thus the simulations were run fully turbulent.

The DLR-TAU code [5] was used to perform the flow simulations. It solves the
three-dimensional, compressible Reynolds-averaged Navier-Stokes (RANS) equa-
tions. For the turbulence modelling the TAU code has various options available. This
work employs the one-equation Spalart Allmaras model (SA) [6]. This model was
chosen due to its relatively low computational costs with good performance. Fur-
thermore converged results can be reached in a short time. The spatial discretization
in TAU can be done using different types of grids like hybrid meshes consisting of
prism layers and tetrahedral mixed with hexahedral cells.



Aerodynamic Effects of Tip Tanks 497

Fig. 1 Investigated wing tip geometries

Table 1 Overview of the
different tip tank shapes

Tip Tank V1 Tip Tank V2
Shape generation Rotation about x Individuell
Length 1500 mm 1000 mm
Thickness at wing nose 200 mm 120 mm
Thickness at flap 270 mm 225 mm

Since the results are used to compare the 3 wing tip devices, it is crucial to generate
grids as similar as possible. It was ensured that a wall distance of y+ less than 3
is always achieved. The numerical setup used here involves the Chimera technique
[7] to treat the complex geometry. The whole computational grid consists of three
individual parts: wind-tunnel, wing and wing tip device. The approach has been
chosen to perform the variation of the wing tip devices without a modification of the
wind-tunnel and model grid. An automatic hole cut is used to insert the model grid at
the desired location. In a similar way the wing tip device is attached to the model. An
analysis of the interaction between the wind-tunnel wall and wing boundary layer was
not intended for the current study, so that the wind-tunnel grid was fully unstructured
and would be treated as Euler walls. A structured hexahedral grid resolves the region
of wing boundary layer for an exact resolution of the interaction between the wing
and the tip device. Furthermore the different wing tips were discretized in the same
manner except the Küchemann tip. Here the near wall grid is based on an unstructured
surface mesh. The number of grid points for the Chimera grid is approximately
12 · 106 for all configurations. The surface and boundary layer resolution depends
on the results of Mahmood et al. [8], whereby it can be assumed that the results are
independent from the grid.

The free-stream conditions are defined by a Reynolds number of Re = 2.5 · 106

and a corresponding Mach number of Ma = 0.18, which corresponds to wind-tunnel
testing.
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3 Wing Tip Geometry

The considered wing tip devices are shown in Fig. 1. The Küchemann tip serves as a
reference geometry to compare with both tip tanks. An overview of both tip tanks is
given in Table 1. The first version consists of a axi-symmetric symmetric body with
a local enlargement near the flap. The enlargement was defined such that a complete
intersection with the fully deployed Fowler flap is possible. As a result of that, the
enlargement is substantial. The second version of the tip tank is shorter and has a
smaller cross section compared to the first version. The shape exhibits a an axial
symmetry in the front half of the body. At the flap location it is locally constructed,
such that the deployed flap intersects with the wing tip device along its whole length.
Furthermore the tip is flattened at the inboard side. Thus the flap ends on a planar
surface similar to an end plate.

4 Results

In order to ensure comparability with the experimental investigations, the boundary
conditions of the numerical setup correspond to the experimental model. The flow
behavior is evaluated at three span-wise sections which are arranged perpendicular
to the leading edge. The center sections reference point is located at the span-wise
position η = 0.38 at the leading edge and the outer pressure tabs reference point
at row at η = 0.75 parallel to center section. The third section corresponds to the
junction between the original 2D-wing-model and tip. In the further the term η is
used for the position of the reference point at the leading edge

4.1 Tip Tank V1 Versus Tip Tank V2

This section discusses the difference between the two tip tank geometries. The results
of both 3D cases are obtained at an angle of attack at of α = 7◦ which is around
5◦ below the angle of wing stall. The comparison of both geometries guides the
selection of the more useful tip tank configuration. The decision is based on the
requirements of the experimental investigation. Primarily the interaction between
the wing and the wing tip device is an important factor, since both configurations
provide sufficient space for the measurement instruments and the pressure supply.
Fig. 2 illustrates the skin friction distribution at the section η = 0.75 and η = 0.85.
The first version reveals flow separation at η = 0.85. This separation is triggered
by the tip tank boundary layer which grows until the intersection point and strongly
affects boundary layer development over the wing. Figures 2 and 3 indicate that the
second version exhibits a better aerodynamic behavior. The separated flow region
(grey area) close to the intersection point is reduced by approximately 75 %, due to



Aerodynamic Effects of Tip Tanks 499

Fig. 2 Skin friction distribution for the tip tanks at two different span-wise positions, α = 7◦,
Ma = 0.18

Fig. 3 Upper surface of both tip tanks, grey areas denote negative skin-friction , α = 7◦

the new shape, which has a smaller device diameter and a shorter length form the
nose to the intersection point.

4.2 Aerodynamic Characteristics of the Tip Tank V2

This section provides the comparison of the tip tank V2 and the Küchemann tip.
Doing so, the flow behavior at the wing tip and the effects of the tip on the stall
characteristics are discussed. The center section, η = 0.38, displays a similar lift
slope for both shapes in the linear regime of cL over α, see Fig. 4, whereas the
Küchemann tip is approximately θcL = 0.15 lower. This corresponds to a shift in
the effective angle of attack of θα ≈ 2◦. The tip tank V2 stalls at α ≈ 13◦, 2◦
earlier then the reference tip. However, the maximum lift is for both configurations
nearly equal. This suggests an effect in induced angle of attack. Inspection of the
wing tip pressure section shows that the reference case separates over the whole
span abruptly at the same angle of attack, as expected. This behavior is also intended
for the tip tank V2. However, the distribution of the lift coefficient show that the
wing tip section starts to separate earlier than the center section, as seen in Fig. 5.
The lift of the reference tip increases along whole the span with increasing angle of
attack. In contrast, although in the center section of the tip tank model lift increases
continuously until cL , max , however, a local lift decrease can already be noted at the
wingtip for α ≈ 12◦.

This behavior can be attributed to two effects. First the lift produced near the wing
tip device is much higher at the tip tank, because the flap system is extended to the
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Fig. 4 Comparison of the lift coefficient between the Küchemann Tip and the tip tank V2 at center
and wingtip section

Fig. 5 Span-wise lift distribution of both wing tip devices for α = 7◦ up-to stall

tip tank. The result of this is high lift near the tip and thus a boundary layer that is
subject to stronger adverse pressure gradients. Secondly the boundary layer on the
wing is adversely affected by inflow of the tip tank boundary layer, which triggers
the separation as mentioned in Sect. 4.1.

The question is how the tip separation affects the flow at the center section.
A closer look to the lift distribution shows that the span-wise distribution is approx-
imately equal for a range from y/b = 0 until y/b = 0.6. Both configurations reach
their maximum lift of cL ≈ 2.5 at y/b = 0.3. With a further increase of the angle
of attack leading edge flow separation starts and the lift distribution looks similar
for both configurations. It seems that both configurations feature the intended lead-
ing edge stall at the center section. In order to confirm this findings, the pressure
and skin friction distributions of the center section are shown in Fig. 6. The pressure
distributions indicate a very similar flow behavior at cL ,max . The configuration incor-
porating the Küchemann tip shows a somewhat higher suction peak. However, the
pressure gradient after reaching the minimum cp is equal for both cases. Thus it can
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Fig. 6 Skin friction (left) and pressure (right) distribution at the center section of the Küchemann
tip and tip tank at cl,max

be assumed that both configurations stall with a leading edge separation at the center
section. The same conclusion can be drawn from the skin friction distribution which
is an indicator of flow separation. The shape of both curves are approximately equal
with a reasonably small off-set at the nose. It must be noted that for the analysis shown
in Fig. 6 one is limited to the respective AoAs that have been used in the simulations
(15◦ for the Küchemann Tip and 13◦ for the Tip Tank V2, both are resolved with
θ − α = 1◦)—thus the small offset does not mean that the aerodynamic behavior
is different, but it means that the Küchemann Tip at 15◦ is somewhat slightly closer
to stall than the Tip Tank V2 at 13◦. The key statement of Fig. 6 is that both variants
show a local minimum of cf near the leading edge in the region x/c = 0.1, . . . 0.2.
The differences in the amount of the skin friction can be attributed to a slightly dif-
ferent angle of attack relative to the maximum angle of attack. This is a indicator
that both are stalling with the same mechanism.

5 Conclusion

This chapter describes a numerical investigation of different wing tip devices used
in 3D high lift experiments. The objective was to provide a suitable wing tip which
fulfills requirements, derived from needs to perform the wind-tunnel tests. The
requirements could be met by a tip tank device. For the analysis two tip tanks and a
Küchemann tip were created. In comparing the two tip tanks, the aim was to identify
the interaction between the tip tank and wing boundary layer at the leading edge.
The first larger shape revealed flow separation at a span-wise position of η = 0.85
at α = 7◦. This separation was triggered by the tip tank inflow boundary layer. It
could be shown that it is possible to reduce this separation by 75 % with a device
which was smaller in diameter and less extended upstream of the leading edge. Thus,
the tendency of separation of the entire model due to a wingtip induced separation
can be reduced. The comparison between the smaller tip tank and the Küchemann
tip was performed for a detailed analysis of the separation at intersection and the
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influence of the wing tip inducted separation to the middle section. The lift slope
at the center section, η = 0.38, was similar for both configurations and reached an
maximum lift of cL ,max ≈ 1.95. However for the reference geometry the angle of
separation was shifted by α ≈ 2◦ to higher angles of attack. This shift in the effective
angle of attack suggests an effect of locally different induced angle of attack. Both
lift slope at η = 0.75 and span-wise lift distribution of the tip tank case showed a
local separation at α ≈ 12◦. Thus the wingtip section stalled one degree earlier then
the center section. For a range form y/b = 0 to y/b = 0.6 the span-wise distribution
was approximately equal for both configurations. Furthermore the pressure distribu-
tion as well as the skin friction at η = 0.38 suggests that both configurations had the
intended leading edge stall at the center section. It had been found that the tip tank
triggers the separation; however, this did not affect the stall behavior at the center
section.
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Simulation of Interaction of Aircraft and Gust
Using the TAU-Code

Ralf Heinrich

Abstract Two different methods for modeling of gusts have been implemented into
the CFD-code TAU. The first one is the so called disturbance velocity approach, a
simplified method which allows predicting the influence of a gust on the aircraft, but
not the influence of the aircraft aerodynamics on the shape of the gust. Alternatively,
an unsteady boundary condition has been implemented to feed in the gust into the
flow field. Thereby the mutual interaction of gust and aircraft is captured. Both
methods are compared in order to access the validity range of the simplified approach.
A result is that for gust wavelength larger than two reference chords the agreement
of the highly accurate method and simplified approach is good. For such a case
the simplified approach has been used to simulate the interaction of a generic fighter
aircraft with a lateral gust. Here, the reaction of the aircraft due to the additional loads
has been taken into account by coupling of aerodynamics and flight-mechanics.

1 Introduction

The prediction of unsteady loads caused by atmospheric effects like gusts is essential
for aircraft development. The knowledge of the additional loads arising is of impor-
tance for the design of the structure but also for the layout of the control surfaces and
the Flight-Control-System (FCS). To predict these additional air-loads two different
approaches for gust-modeling have been implemented in the CFD-code TAU [1].

One of these methods for modeling of gusts is the so called Disturbance Velocity
Approach (DVA), see for example [2]. This method is straight forward to imple-
ment in CFD-codes and allows the usage of standard meshes, which usually are
characterized by a reduced mesh resolution with growing distance from the aircraft.

R. Heinrich (B)

C2A2S2E DLR, DLR Institute of Aerodynamics and Flow Technology,
Lilienthalplatz 7, 38108 Braunschweig, Germany
e-mail: ralf.heinrich@dlr.de

A. Dillmann et al. (eds.), New Results in Numerical and Experimental Fluid Mechanics IX, 503
Notes on Numerical Fluid Mechanics and Multidisciplinary Design 124,
DOI: 10.1007/978-3-319-03158-3_51, © Springer International Publishing Switzerland 2014



504 R. Heinrich

The method captures the influence of the gust on the aircraft, but is not able to pre-
dict the feedback of the aerodynamics of the aircraft on the gust shape. Therefore,
especially for gusts of short wavelength, a prediction error can be expected. To get
a clearer view of the range of validity of the DVA an alternative method has been
implemented in TAU: The gust can be fed into the discretized flow field using an
unsteady boundary condition at the far-field boundaries. The advantage of the method
is that the mutual interaction of gust and aircraft is captured, since the gust is resolved
in the flow field. Therefore the abbreviation of this approach is RG in the follow-
ing standing for Resolved Gust. However, a high resolution in the whole domain
is required, to transport a gust from the inflow boundary to the aircraft without too
much numerical losses.

In the following the DVA is described at first and, afterwards, the strategy to
simulate the mutual interaction using the unsteady boundary condition. A comparison
of both approaches is presented in Sect. 2.3. To demonstrate the capability of the DVA
for industrial applications, the interaction of a generic fighter aircraft with a lateral
gust is presented in Chap. 3. Here, this simulation the reaction of the aircraft due to
the additional loads is captured by coupling of aerodynamics and flight-mechanics.

2 Gust Modeling in TAU

2.1 Disturbance Velocity Approach

To enable the simulation of an aircraft interacting with atmospheric effects, several
approaches are possible. One popular method is the DVA, which has been imple-
mented into the block structured DLR FLOWer code [3] for the simulation of the
influence of wake-vortices of a large leading aircraft model on the loads of a smaller
aircraft model following [2]. Good agreement to experimental data was found. Moti-
vated by the success of this method, the DVA has now also been implemented into
the hybrid TAU-code.

In this method the flux balance is slightly altered by superposition of an additional
disturbance velocity field vi induced by e.g. a gust. vi is prescribed as a function
of space and time, depending on the shape and position of the gust. The convection
across the cell interface of a control volume changes from v − vb to v − vb − vi .
with vb being the velocity of the boundary of a control volume. For example the
continuity equation then changes to

d

dt

∫
V

αdV +
∮
S

α(v − vb − vi )dV = 0 . (1)

Figure 1 shows a gust with wavelength θgust moving with a speed of uin f relative
to an airfoil. The shape of the gust is specified as a function of the coordinate x and
time t. In Fig. 1 left (t = 0), the gust is in front of the airfoil. The velocity vi induced

http://dx.doi.org/10.1007/978-3-319-03158-3_2
http://dx.doi.org/10.1007/978-3-319-03158-3_3
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Fig. 1 Gust traveling relative to an airfoil

Fig. 2 Left Gust shapes allowed in TAU. Right Aircraft encountering a sequence of three vertical
gusts (with restriction of the extension in spanwise direction) and a single lateral gust

by the gust at the interface of the control volume is 0. In the right part of Fig. 1
the gust is just beneath the airfoil (t = t1). The induced velocity is now equal to
the amplitude of the gust. The local effect of the gust is approximately the same, as
if the airfoil is moving with the negative gust vertical speed vgust (x, t) downward.
More about the motivation and verification of this method may be found in [4].

In TAU, gusts with a “1-cos” shape as described in the Federal Aviation Regulations
(FAR) part 25.341 can be defined or, alternatively, sharp edge gusts, see Fig. 2 left.
The amplitude of the gust wgust and the wavelength θgust are input parameters. Ver-
tical as well as lateral gusts can be specified. The user can select between isolated
gusts and sequences of gusts. The extension of the gusts in spanwise direction (ver-
tical gusts) and vertical direction (lateral gusts) can also be specified. Figure 2 right
shows as example a generic fighter aircraft encountering a sequence of three vertical
gusts restricted in spanwise direction and a single lateral gust.

2.2 Resolved Gust Approach

To enable the simulation of a mutual interaction of aircraft and gust, the resolution
of the gust in the flow field is required. This can be realized by feeding the gust
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Fig. 3 Overset grid setup for simulation of interaction of wing-HTP configuration with a gust of
wavelength 1 grid unit (plotted in inertial (geodesic) coordinate system)

into the flow field at the far field boundary. Therefore, in TAU, the non-reflecting far
field boundary condition based on the work of Whitfield [5] has to be adapted. For
this boundary condition a far field state including velocity components uin f , vin f ,
win f has to be specified at the outer side of the discretized domain. Usually these
values are constant at the whole far field boundary. For gust simulations the velocity
components of the far field state can now be specified as a function of space and time.

As already mentioned a disadvantage of the approach is the requirement of high
spatial resolution to transport the gust without too much numerical losses, since TAU
is only of 2nd order accuracy in space. To minimize the effort necessary to transport
a gust through the discretized flow domain from inflow boundary to the aircraft,
a technique making use of “gust-transport-meshes” has been developed. The idea
behind will be described for a 2D test case, which has been set up to compare the
DVA and the RG approach: The interaction of a symmetrical NACA0012 airfoil
with a Horizontal Tail Plane (HTP) with a vertical gust. The reason for selection of
this configuration is the expectation, that the aerodynamic of the wing will have an
influence on the shape of the gust, which afterwards interacts with the HTP. This
effect is not captured with the DVA, but with the RG (Resolved Gust) approach. So,
if the effect is of relevance, this test case will give an answer on the magnitude of
the prediction error regarding e.g. maximum loads acting on the configuration.

The grid used in this example is an overset mesh, as shown in Fig. 3. Component
meshes for wing and HTP are placed into a Cartesian background mesh. The distance
between inflow boundary and wing is 20 chord lengths. An additional grid (green)
with a high resolution in flow direction is used for the “transport” of the gust from
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Fig. 4 Left Zoom-in of computed z-velocity distribution normalized with uin f after gust has trav-
elled 20 grid units. 100 cells have been used for one gust wavelength). Right Corresponding velocity
profile for z = 0 for a resolution of 25 and 100 cells for one gust wavelength, compared to analytical
solution (unchanged “1-cos” shape)

the far field boundary to the wing-HTP configuration. For time t = 0s, the gust is just
in front of the computational domain. For time t > 0s, the gust is fed into the flow
field at the left and the lower far field boundary marked blue in Fig. 3. The position
of the gust transport grid is unchanged, until the gust is centered in the gust transport
mesh. Afterwards the grid is starting to move with the convection velocity uin f of
the flow.

To find an appropriate resolution of the gust transport mesh, a grid density study
has been made, using only the background grid and the gust transport grid. We
assume a short gust wavelength of only one grid unit, corresponding to the reference
chord length of the wing (cases with longer wavelength are less critical). As gust
amplitude 10 % of the convection speed is selected. Three different resolutions in
flow direction have been tested: 25, 50 and 100 cells to resolve one gust wavelength.
Figure 4 left shows the z-velocity (w) distribution of a zoom-in of the flow field,
after the gust has travelled already 20 chord lengths using a resolution of 100 cells
for one gust wavelength. This is the travelling distance of the gust between far field
and wing needed later on for comparison of DVA and RG approaches in Sect. 2.3.
The contour lines are still straight lines, as could be expected for an appropriate
resolution of the gust. A more detailed view of the resulting velocity profile for z =
0 is presented in Fig. 4 right (same z-position as of the wing-HTP configuration used
in the simulations for comparison of DVA and RG approach described below). The
solid red line is the analytical solution (gust shape unchanged after 20 chord lengths
travelled distance). The black line shows the result using 25 cells for gust resolution.
Compared to the analytical solution the amplitude of the gust is slightly reduced.
Deviations from the analytical solution are especially visible left of the gust. The

http://dx.doi.org/10.1007/978-3-319-03158-3_2
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Table 1 Maximum lift
prediction error of DVA and
RG approach

θ = θ/cre f errCL ,max [%]
Main f = 0.25 Main f = 0.75

1 1.96 10.69
2 1.17 2.72
4 0.14 0.21

blue line corresponds to the result using a resolution of 100 cells. The comparison
to the analytical solution is very good (the blue line is covered almost entirely by the
red line). Only minor deviations are visible at the base of the gust, see zoom-in in
Fig. 4, right. For the comparison of both approaches a resolution of 100 cells is used
to be on the safe side.

2.3 Comparison of Both Approaches

Computations have been made for three different gust wavelengths (1, 2 and 4 wing
chord-lengths). As in the study in the previous chapter the classical “1-cos” gust
shape has been selected. Two different on-flow Mach numbers are used, to allow
checking the influence of compressibility. For the Mach number of Main f = 0.25, we
expect nearly incompressible flow, whereas compressibility effects can be expected
for Main f = 0.75. The gust amplitude is 10 % of the on-flow velocity. The angle of
attack ∂ is 0◦. Since the airfoils of wing and HTP are symmetrical, the resulting lift
is purely created by gust loading.

As measure for the prediction error of the DVA relative to the RG approach, the
maximum lift found during the simulation is used:

errCL ,max =
∣∣CL ,max,RG − CL ,max,DVA

∣∣∣∣CL ,max,RG
∣∣ (2)

The resulting errors for both Mach numbers and the three wavelengths are dis-
cussed below and summarized in Table 1. Figure 5 shows the comparison of results
of the DVA (dashed lines) and the more accurate RG approach (solid line). The
lift history computed for all three wavelengths is plotted versus dimensionless time.
Time has been made dimensionless using the time tre f of a gust needed to travel a
distance of one reference chord length cre f with velocity uin f (tre f = cre f /uin f ).
The agreement of the simple approach with the accurate approach predicting the
mutual interaction is surprisingly good! Nearly no difference is visible for the wave-
length of 4 and 2 chord length for Ma = 0.25. The error of the DVA for prediction
of the maximum lift is only 0.14 % for θ = θ / cre f = 4 and 1.17 % for θ = 2. The
situation is similar for Main f = 0.75, but compared to nearly incompressible flow
the prediction error is higher (2.72 % for maximum lift for θ = 2). But all in all the
discrepancy between DVA and RG approach is acceptable.
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Fig. 5 Comparison of lift versus dimensionless time predicted by DVA and RG approach

A clearer difference is visible for the short wavelength of 1 chord length for
dimensionless time between 23 and 25 for both Mach numbers, corresponding to
the time when gust and HTP interact. The peaks are over-predicted by the DVA,
since this method does not capture the effect of the wing aerodynamic on the gust
shape. Additionally the maximum lift found with the DVA is under-predicted for
Main f = 0.75, see also zoom-in in Fig. 5 right. The error of 10.69 % is not acceptable.
For the incompressible regime the error in is still below 2 %, which is acceptable.

3 Applications

3.1 Simulation of Generic Fighter Aircraft Encountering
a Lateral Gust

To demonstrate the simulation of a gust encounter, as geometry the so-called SDM
configuration [6] has been selected, which is a generic fighter configuration similar
to an F16. We assume the aircraft is set to fly horizontally at sea level with a Mach
number of Main f = 0.5. We assume that the aircraft encounters a gust (“1-cos”
shape) with a wavelength θgust of 30 m, which corresponds to a non-dimensional
wavelength θ of nearly 10. In that case the DVA is a good choice for modeling the
gust. The gust amplitude is wgust = 30 m/s. To take into account the reaction of
the aircraft, TAU is coupled to a six degree of freedom flight-mechanics module.
For details of the coupling procedure and the flight-mechanics module, the reader is
referred to [4].

Figure 6 left shows the situation when the gust is just beside the aircraft. The grey
sinusoidally shaped geometry represents the position and shape of the gust relative to
the aircraft. The effect of the gust is an increase of side slip angle. Therefore a lateral
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Fig. 6 Lateral gust encounter of generic fighter aircraft. Right History of Euler angles & lateral
position of center of gravity

force Fy is created pushing the aircraft in negative yg direction (subscript “g” stands
for the geodesic inertial coordinate system). This is also a result of the simulation as
can be seen in the plot of the time history in Fig. 6 right. One portion of the lateral
force (Fy,V T P ) is acting on the vertical tail plane, creating a rolling and a yawing
moment Mx and Mz . Therefore we expect a damped yawing and rolling motion. As
the gust is coming from starboard position, we do not expect a large influence on the
angle of attack, the pitching moment and the pitching angle ω. The expectations are
confirmed by the computed time history of the Euler angles plotted in Fig. 6.

4 Summary and Conclusions

Two different methods for modeling of gusts have been implemented into the CFD-
code TAU:

1. A simplified method called disturbance velocity approach allowing the usage of
standard CFD meshes. The disadvantage is that the mutual interaction of gust and
aircraft is not captured;

2. A method resolving gusts in the flow field, allowing the simulation of a mutual
interaction of aircraft and gusts. They are fed into the flow field via an unsteady
boundary condition. The disadvantage is that a high mesh resolution is required
to resolve the gusts properly.

A comparison for a 2D wing-HTP configuration shows that the prediction quality
of the simplified approach is comparable to the highly accurate method for dimen-
sionless gust wavelengths θ = θ/cre f down to a value of 2. For shorter wave-
lengths, especially for compressible flow, the prediction error is not negligible. The
applicability of the disturbance velocity approach for industrial applications has been
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demonstrated for the simulation of the interaction of a generic fighter aircraft with a
lateral gust. For the future it is planned to undertake a comparison of both approaches
for 3D configurations with fuselage.
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Numerical Investigation of the Magnus Effect
of a Generic Projectile at Mach 3 up to 90◦
Angle of Attack

Daniel Klatt, Robert Hruschka and Friedrich Leopold

Abstract The subject of the present work is the investigation of the Magnus effect
in the supersonic flow regime by means of 3-D Reynolds-Averaged Navier-Stokes
simulations on a generic 6.37 diameter long tangential-ogive-cylinder type projectile
especially for high angles of attack. The Mach number is 2.98 and the Reynolds
number based on the model length is 1.09 × 107. The Magnus side force shows a
nonlinear increase with the angle of attack and thus with the cross-flow Mach number
before reaching a maximum value. After a slight decrease, a plateau at 10◦ to 30◦ is
developed, followed by a distinct decrease of the side force for even higher angles of
attack. Using numerical simulations reveals the relationship between side force and
angle of attack which leads to the limiting case of a rotating cylinder in cross-flow
at 90◦ angle of attack.

Nomenclature

Ac Body longitudinal cross-section area, m2

Cyp Magnus force coefficient, Fy/q∞
(
πD2/4

)
p

Cyp
∗ Magnus force coefficient after Eq. (1)

D Model diameter, m
Fy Magnus side force, N
p Spin rate, rad/s
p Dimensionless spin rate, pD/2U∞
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P∞ Free-stream static pressure, Pa
q∞ Dynamic pressure, 1/2ρ U∞2

ReD Reynolds number based on diameter
U∞ Free-stream velocity, m/s
α Angle of attack, deg
ρ∞ Free-stream density, kg/m3

1 Introduction

Spinning slender bodies such as projectiles experience side forces and moments when
exposed to cross-flow. The phenomenon is known as Magnus effect and depends on
multiple parameters. These are not only spin rate and angle of attack, but also Mach
and Reynolds number as well as the body shape and the surface properties. As any
change of these parameters influences the state of the boundary layer, also the Magnus
effect is affected. Experimental studies on free-flying [1, 2] and wind-tunnel-mounted
projectiles [3–6] provide an extensive database for the validation of computational
fluid dynamic (CFD) simulations [2, 7, 8] and theoretical models [4, 9] which, both
aim to predict the Magnus effect.

Each approach, however, has some particular assets but also shortcomings: while
wind tunnel experiments are limited in the range of accessible flow conditions,
free-range tests often suffer substantial experimental uncertainty as the forces were
extracted from the recorded trajectory of the projectiles and especially the side forces
are small compared to other forces. Furthermore, both wind tunnel experiments and
free-flight tests have their own limitations in the accessible ranges of angle of attack
and spin rate. The maximum magnitudes of angle of attack investigated experimen-
tally are around 20◦ [3, 6]. Using numerical simulations, angles up to 30◦ [8] have
been investigated.

The current study is motivated by the fact that, especially during control maneu-
vers, guided projectiles can experience flight attitudes combining both—high angles
of attack and supersonic flight Mach numbers.

Contrary to the linear dependency between incidence and Magnus effect a typical
projectile shows for small angles of attack, the intermediate range between 4◦ and
20◦ is characterized by nonlinear growth up to a maximum value of the side force
coefficient [3, 6].

The work presented in this paper is concentrated on numerical simulations on
a generic tangential-ogive-cylinder projectile at Mach number 2.98 over the entire
range of angles of attack up to 90◦ by means of steady-state as well as unsteady
Reynolds-Averaged Navier-Stokes (RANS) simulations. The dimensionless spin rate
(p = 0.107) of this investigation lies within the range where Magnus effects are
expected to increase linearly with the spin rate [3, 5]. While the side force coef-
ficients for the lower angles of attack are compared to experimental wind tunnel
measurements on generic projectile configurations, the range of the higher angles of
attack is compared to experiments, investigating the limiting case of a cylinder in
supersonic cross-flow [10] as well as to corresponding simulations.
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Fig. 1 Model geometry: tangential-ogive-cylinder projectile

(a) (b) (c)

Fig. 2 Topology of the meshes used for the different ranges of angles of attack

2 Investigation Approach

The geometry of the generic tangential-ogive-cylinder type projectile under inves-
tigation (D = 30 mm) with a total length of 6.37 diameters is shown in Fig. 1.
In order to evaluate three-dimensional tip and end effects for the highest angles of
attack investigated, additional simulations on a cylinder in cross-flow with the same
diameter are compared to the projectile simulations.

All simulations presented here were conducted at a Mach number of 2.98 with
a static pressure P∞ of 0.209 bar. A temperature T∞ of 106 K leads to a Reynolds
number ReD based on the model diameter of 1.71 × 106.

2.1 Numerical Grid Generation

The 3-D hexahedral grids for the numerical simulation were created using ANSYS
ICEM CFD V13. As the Magnus effect primarily occurs in the viscous boundary
layer, it is modeled with taking particular care for adequate grid resolution. There-
fore the dimensionless wall distance y+ was kept smaller than unity with a wall-
normal growth ratio of 1.2 for the projectile meshes. Three different mesh topologies
(Fig. 2a–c) were used to fit the requirements of supersonic flow calculations for the
lower, intermediate and higher range of angles of attack. A discretization of the
model with 130 nodes in length, 180 nodes in circumferential and 70 nodes in radial
direction results in meshes consisting of 2.090.880 elements.

For the 2-D simulations of the rotating cylinder in cross-flow, a fine mesh with 400
nodes in circumferential and 300 nodes in radial direction with a total size of 117.208
elements is used. The 3-D cylinder simulations were performed on the same mesh
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topology but with 240 nodes in circumferential and 200 nodes in radial direction.
In spanwise direction the cylinder extends 1.5 diameters and is discretized with 80
nodes, which leads to a total mesh size of 3.647.272 elements.

2.2 Numerical Flow Simulation

The numerical flow equations are solved with the commercial code ANSYS FLU-
ENT V13 using the double precision density-based solver in the implicit formula-
tion. A second order upwind scheme and the Advection Upstream Splitting Method
(AUSM) were used to calculate the convective and pressure fluxes. The k − ω
Shear Stress Transport (SST) two-equation eddy-viscosity model which combines
the robust and accurate formulation of the k − ω model in the near-wall region with
the independence from turbulent kinetic energy and dissipation rate of the k − ε
model in the far-field [11] was used to model the turbulence.

The boundaries of the exterior calculation domain were defined as pressure-far-field
and the model wall was specified as a no-slip, adiabatic, rotating wall boundary. The
model longitudinal axis was defined as axis of rotation with a rotational sense anti-
clockwise when viewing the model base from the rear.

Additionally to the steady simulations, selected angles of attack have been sim-
ulated using an unsteady RANS formulation with a time discretization of second
order.

3 Results and Discussion

Depending on the angle of attack, numerical simulation have been performed on the
meshes shown in Fig. 2. In order to check and to avoid mesh topology influences,
some angles of attack have been calculated with both meshes and have shown the
same aerodynamic coefficients.

3.1 Dependence of the Magnus Side Force on the Angle of Attack

The measured as well as the simulated Magnus side force coefficients for all possible
angles of attack are shown in Fig. 3. For small angles of attack up to approximately
3◦, the side force starts to grow linear with incidence before a maximum value is
reached by a monotonous but nonlinear increase. Between 12◦ and 26◦, the force
remains relatively constant. For even higher angles of attack, the side force suddenly
decreases to a value less than half of the maximum force and only shows a slight
increase towards the limiting case of 90◦ angle of attack.
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Fig. 3 Magnus side force coefficient versus angle of attack

Due to technical constrains, the experiment only covers angles of attack up to 15◦,
a range also relevant for many projectiles in flight. The simulations, which generally
agree with the measurements within their accessible range of angles of attack, allow
analyzing the structure of the flow field around the model. They indicate the existence
of lee side vortices, which are mostly invariant with time for angles of attack smaller
than 26◦. This is supported by transient simulations also shown in Fig. 3, which allow
to assess the level of unsteadiness in the flow.

3.2 Source of the Intense Decrease of the Side Force Coefficient

The contour plot in Fig. 4 visualizes the distribution of the Magnus side force coef-
ficient on the model surface for an angle of attack of 26◦ and indicates that the main
part of the side force is generated on the leeward side in a confined region along the
axis of the model.

The side force coefficient per length also shown in Fig. 4 for 26◦ to 34◦ angles of
attack, reveals the distribution of the Magnus force along the longitudinal axis of the
model. The integration along the model length leads to the total side force coefficient
as shown in Fig. 3.

]
Up to 26◦ angle of attack, the force increases mostly monotonously from tip to

base, as the corresponding curve in Fig. 4 shows representatively. Moreover, this
force distribution remains invariant with time.

For angels of attack higher than 26◦, the total Magnus force successively
decreases, as a consequence of lower local forces towards the model base. Addi-
tionally, the flow becomes increasingly unsteady, which also reflects in an unsteady
force distribution along the model axis, as is demonstrated by the difference between
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Fig. 4 Magnus side force coefficient distribution along the model longitudinal axis

the instantaneous side force distribution and the corresponding time-averaged one
for 34◦ angle of attack in Fig. 4.

Between 34◦ and 90◦ angle of attack, the force distribution becomes increasingly
flat, as expected from a supersonic cylinder in cross-flow, with some additional end
effects due to the limited aspect ratio of the current model.

Figure 5 shows the distribution of the side force coefficient depending on the
circumferential position. The windward stagnation point of the flow is at an position
of 180◦. An integration along the circumferential direction ϕk results in the total side
force coefficient (Fig. 3) acting on the model.

The main part of the side force results from the leeward side of the model between
60◦ and 75◦, the region, where cross-flow separation is expected. On the windward
side, however, only a small portion of the total side force is created, resulting mainly
from viscous forces.

Increasing the angle of attack shifts the cross-flow separation lines in leeward
direction. Furthermore, the additional shift of the separation lines in spin direction
due to the rotating model surface become less. Therefore, the differences in the
position of the cross-flow separation on the left and right side of the model decreases,
which leads to a smaller local magnitude of the Magnus side force coefficient.

3.3 Correlation for High Cross-Flow Mach Numbers

For a sufficiently long projectile, the side effects due to the nose and the base of
the model can be neglected, so that the distribution of the side force coefficient in
circumferential direction in the middle section of the cylindrical part of the spinning
projectile can be compared to corresponding data of rotating cylinders in cross-flow.

Platou [4] proposed to re-compute the side force coefficients of available projectile
data, taking into account the cross velocity and the body longitudinal cross-section
area according to Eq. (1) and plot it versus the cross-flow Mach number.
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Fig. 5 Total Magnus side force coefficient distribution depending on circumferential position

Fig. 6 Magnus side force parameter versus cross-flow Mach number

Cyp
∗ = Fy

1
2ρ∞ (U∞ sin α)2 Ac

pD
2U∞ sin α

(1)

Figure 6 shows the chart from Platou [4] completed with the data from Luchuk and
Sparks [3] as well as the data from the present numerical study and the corresponding
experimental investigation. The data of Luchuk and Sparks are compared to laminar
flow simulations.

Additionally to the side force data resulting from projectile investigations, lift
coefficients for rotating circular cylinders are shown [4, 10]. The experimental results
and the numerically determined coefficients from the present study well reproduce
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the trendline interpolated by Platou [4] for rotating cylinders in cross-flow. For the
cylinder in cross-flow, the Magnus force is insensitive to the simulation setup, i.e.
steady or transient and 2-D or 3-D.

4 Conclusion

In this paper, the Magnus effect for angles of attack up to 90◦ has been investigated by
means of numerical simulations for a generic projectile at Mach 3. After a nonlinear
increase, the side force reaches a maximum value between 10◦ and 26◦ angle of
attack. It has been shown that between 26◦ and 32◦ angles of attack the Magnus side
force strongly decreases. For angles higher than 32◦, the side force coefficient only
shows a slight increase towards the value of the limiting case of 90◦. The analysis of
the force distribution along the model axis indicated decreasing local forces towards
the base for increasing angles of attack. This results primarily from a shift of the cross-
flow separation lines in leeward direction and a decreasing influence of the rotating
model surface on the separation with higher incidence. The projectile Magnus data
for cross-flow Mach numbers higher than 1.5 correlate with the data from rotating
cylinders in cross-flow. This validates at least the order of magnitude and the global
trend of the side force coefficients above 34◦ angle of attack as no experimental data
for projectiles is available for this range of angle of attack.
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Large Scale Tomographic Particle Image
Velocimetry of Turbulent Rayleigh-Bénard
Convection

Daniel Schiepel, Johannes Bosbach and Claus Wagner

Abstract A non-invasive method to simultaneously measure the three-dimensional
velocity and temperature fields in thermal convection would be a very valuable
tool for studying the underlying thermal transport processes, which are important
in nature and in many technical applications. With our study we aim at bridging
this gap in the long run by combining Tomographic Particle Image Velocimetry
(Tomo-PIV) with liquid crystal thermometry. As a first step towards this goal, we
applied Tomo-PIV to Rayleigh-Bénard convection (RBC) of water in a cubic sample
to obtain the instantaneous three-dimensional velocity field at Ra = 1.0 · 1010 and
Pr= 6.9. A comparison of the measured large-scale circulation with results from
direct numerical simulations (DNS) and planar PIV measurements demonstrates the
reliability of the Tomo-PIV technique. This is a prerequisite for employing Ther-
mochromic Liquid Crystals (TLC) as tracer particles.

1 Introduction

Turbulent thermal convection occurs frequently in nature and is of utmost impor-
tance for many technical applications. Lately, these problems are often approached
using Computational Fluid Dynamics (CFD), which are based on semi-empirical
models to account for the effect of small-scale turbulence. To validate the predictive
capabilities of such CFD-computations, experimentally obtained time-resolved and
three-dimensional velocity and temperature data are needed.
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/

Fig. 1 The Tomo-PIV work flow

Turbulent flows are characterised by 3D structures occurring on large as well as
small scales, making it necessary to capture the complete velocity field with high
spatial resolution. With the introduction of Tomo-PIV, the non-invasive acquisition of
all three velocity components (3C) in the measurement volume (3D), became possible
[1]. In the beginning, this technique was restricted to small measurement volumes—a
limitation, which was overcome recently. In [2, 3] Tomo-PIV was adapted to large
scales and applied to study turbulent mixed convection in a rectangular container at
Pr = 0.7.

Besides the velocity fields, which are accessible by Tomo-PIV, the corresponding
temperature fields are of equal importance for studies of thermal convection since
temperature gradients are one driving force of such flows. Hence, the long term goal
of this work is the simultaneous acquisition of the instantaneous three dimensional
velocity and the temperature fields of the fluid. We plan to combine large-scale Tomo-
PIV with Particle Image Thermometry [4] (PIT), which allows to non-invasively
measure the temperature field by using TLCs as tracer particles [5]. For an extensive
review on TLCs the reader maybe referred to [6].

Characterstic for turbulent thermal convection is the occurrence of large, circu-
lating flow structures with a size comparable to the sample dimensions, which are
usually termed “large scale circulation” (LSC). They are known to interact with the
turbulent background and the thermal structures emitted from the thermal boundary
layers (“Plumes”), which results in complex dynamics comprising rotations, cessa-
tions, reversals and re-orientations as well as twisting and sloshing modes, see e.g.
[7–9]. Here we employed the LSC in a cubic RBC sample as a model system for
turbulent thermal convection in order to develop our measurement technique and to
apply Tomo-PIV with classical seeding particles in the first step.
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Fig. 2 Picture of the cubic
RBC-convection sample. a
and b indicate the heating and
cooling plate, respectively and
the sample height l

x

y

z

a

b

l

2 Tomographic Particle Image Velocimetry

Tomo-PIV methods, as the one applied here, follow a common procedure, see Fig. 1.
The measurement volume is observed under different observation angles by several
cameras, four in the given case. A calibration, using a standard calibration plate, is
applied to the measurement volume, providing the translation x ↔ X from the image
planes x to the measurement volume X. The fluid is seeded with tracer particles, which
are illuminated by a pulsed volume light source and imaged by the cameras.

After image-processing of the particle images, the initial particle distribution in
physical space X is reconstructed by a tomographic procedure based on the SMART-
implementation [10]. Once those intensity maps E(X) are known for two posi-
tions in time t and t + αt , the measurement volume is divided into sub-volumes,
called the interrogation volumes. The cross correlation of the intensities E(X, t) and
E(X, t + αt) within those volumes is calculated, resulting in a local maximum, its
position corresponding to the mean particle displacement αX(X, t). The exact posi-
tion of this maximum is determined using a Gaussian fit to obtain the position of the
correlation maximum. Finally, the velocity is computed by V(X, t) = αX/αt .

In addition to the common procedure, we apply a volume self-calibration based
on [11] following the initial calibration. This provides us a higher level of accuracy
for the particle detection in x and thereby for the full evaluation procedure.

3 Experimental Set-Up

A cubic RBC sample was developed, which has a side length of l = 500 mm and
uses water as working fluid, see Fig. 2. The heating- and cooling plates (a and b)
consist of anodised aluminium.
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Fig. 3 Sketch of the Tomo-PIV set-up. a to d mark the cameras with their respective viewing
lines. In the side view perspective, e and f mark the heating- and cooling plate. In the top view
perspective, g and h indicate the light source and the mirror

To characterise the flow, two characteristic numbers are required, which are the
Rayleigh number Ra and the Prandtl number Pr. They are given by Ra= gθ

∂ω
αT l3

and Pr = ∂/ω, with the gravitational acceleration g, the heat expansion coefficient θ,
the kinematic viscosity ∂, the thermal diffusivity ω, the temperature difference αT
between heating- and cooling plate and the characteristic length l. The experimental
set-up is designed to cover a range of Ra = 0.5 − 5.0 · 1010. Nearly isothermal
boundary conditions are provided by the heating- and cooling plates, which are
temperature controlled and aligned horizontally within 0.01◦. Glass with a thickness
of 10 mm is employed for the side walls, yielding optical accessibility to the flow. In
order to minimise the heat loss through the side walls, the surrounding air temperature
was kept at the mean sample temperature within ±0.5 K by an environmental control
system. 45 Pt1000 resistance temperature detectors (RTD) were used to monitor the
temperatures in the heating and cooling plates as well as in the surrounding during
the experiments. 16 of these sensors were installed in each of the top and bottom
plates with just 1 mm of aluminium between the fluid and the sensors.

The experiment was conducted at an average sample temperature of T = 21 ◦C,
which corresponds to Pr = 6.9 [12]. Setting αT to 6 K, a Rayleigh number of
Ra = 1.0 · 1010 was realised. For this parameter combination the emerging 3D-flow
fields were measured using Tomo-PIV.

A sketch of the experimental set-up is shown in Fig. 3. The measurement volume
is indicated in yellow and covers the entire sample in x − y-direction. In z-direction
it is reduced to 450 mm. The camera set-up is chosen in such a way that each camera
(a to d) has two viewing lines parallel to two of the boundaries. This approach reduces
the number of additional ghost particles, which are induced by mirror images of the
particles from the sidewalls. Heating- and cooling-plates are indicated with e and
f , respectively, in the side view perspective. The top view perspective illustrates the
position of the light source g with a mirror h placed on the opposite side to reflect
the light and thus increase the light intensity in the measurement volume.

As seeding particles for 3D velocity field measurements, TiO2-coated latex par-
ticles with a mean diameter d = 100 μm were inserted into the flow. The coating
increases the light scattering efficiency, while the latex core leads to a combined
density close to the one of water and therefore neutral buoyancy.



Large Scale Tomographic Particle Image Velocimetry 529

(a) (b)

(c)

Fig. 4 The light source of the experiment. a shows the disassembled LED-array with one row
without optics. b depicts the light intensity distribution in x − y direction. The intensity distribution
in one point along z is shown in (c)

Since we aim at measuring 3D temperature fields in the next step, a high intensity
of the scattered light is required in order to detect the colour information in addition
to the particle positions with high accuracy. In order to achieve this, the illumination
intensity and the size of the tracer particles should be maximised. While the first is
mainly bounded by technological restrictions, the latter is limited by the fact that
the particles should be obviously smaller than the smallest coherent structures in the
flow. For Ra = 1.0 · 1010 the estimated Kolmogorov length [13, 14] is πK ≈ 1 mm,
and therfore the TiO2 particles are small enough to follow the flow.

The TLCs, we plan to use, have a diameter of d = 200 μm, which is also well
below the Kolmogorov length. As a light source a specially built high power white-
light LED-array with a broad wavelength spectrum is used. The array consists of
15×15 LEDs of the type Osram Platinum Dragon LW W5SNA, see Fig. 4a. It can
be triggered by a specially developed power supply. Optics are placed in front of
the LEDs to reduce the divergence of the light and thus generate a more homoge-
neous intensity distribution within the measurement volume. To characterise the light
source, the light intensity was measured by directing the array to a faint black surface.
A camera was aligned to record the x −y plane and the black surface was additionally
traversed in z-direction to investigate the distribution of the light intensity in depth.
The obtained intensity distribution in the x − y-plane at z = 40 cm is presented in
Fig. 4b. It reveals that the intensity varies less than 10 % within the sample. In (c)
the light intensity distribution at the position (x, y) = (40 cm, 30 cm) is shown as a
function of z. The variation of the light intensity in z-direction amounts to less than
4 %. We conclude, that the LED-array provides a very homogeneous illumination of
our sample and is thus suitable for the conducted Tomo-PIV measurements.

The images of the illuminated TiO2 particles were recorded using four CCD
cameras (PCO Pixelfly) at a recording rate of 5 Hz. The light pulses from the LED
array have a duration of 800 μs, which is closely matched to the exposure time of the
cameras of 1 ms. Each camera is equipped with a 21 mm Nikon lens and tilted into
the volume according to the Scheimpflug condition. The aperture is set to fρ = 8,
giving us a calculated [15] depth of field of 0.4−0.5 m for the spectrum of the LEDs,
i.e. for wavelengths between 400 and 800 nm.
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(a) (b)

Fig. 5 Mean velocity field with colour coding according to the velocity magnitude. In a streamline
visualisation. In b a isosurfaces of the velocity magnitude

4 Measured 3D Large Scale Circulation

Prior to reconstruction of the intensity distribution the self-calibration procedure was
performed, which was found to converge already after 100 images. The most time
consuming step of the evaluation process, the reconstruction of the 3D intensity dis-
tribution, was carried out for 500 images. The cross correlation procedure, providing
αX, was applied using interrogation windows with a side length of (10 mm)3. We
operated the cameras in single shutter mode at a recording rate of f = 5 Hz. The
corresponding time difference is αt = 1/ f = 0.2 s used for the calculation the
instantaneous 3D-3C velocity fields V(αX, t). A time averaging was conducted to
eliminate turbulent fluctuations. As convergence criteria we defined three points (two
on opposite sites of the LSC and one in the bulk) and determined the remaining fluc-
tuations to be within ±1.2 mm/s. This approach reduces the turbulent fluctuations
but will not average over the low frequent fluctuations of the LSC, which can occur
[7]. The 500 evaluated velocity fields correspond to a measurement time of 100 s and
span a time for 2.5 turn-arounds of the LSC.

To see whether we can resolve the smallest structures of the flow, we use the
equation for πK [14] and apply a dimensional analysis

πK = (∂3/Δ)1/4 = (∂3 l/u3
max )

1/4 = 0.74 mm

with the kinetic energy dissipation rate per unit mass Δ and the obtained amplitude
of the mean velocity umax . The smallest coherent structures have a size of lcoh =
10 · πK [16] which corresponds to 7.4 mm in our case. This is a length, which is just
comparable to our interrogation window size of 10 mm. Consequently, we almost
resolve the flow down to its smallest structures in our measurement.

The obtained time averaged velocity field is presented in Fig. 5a using streamlines
colour-coded with the velocity magnitude. The LSC is oriented along the x − y-
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(a) (b)

Fig. 6 Mean velocity field. In a slices along two diagonals of the RB sample and one horizontal slice
at h/2 are shown. Colour coding is according to the velocity magnitude. The velocity is indicated
with 3C vectors. b RMS of the velocity magnitude

diagonal of the sample. To underline that the method also allows the reconstruction
of low velocity values in the corners, isosurfaces are used to visualise the velocity
magnitude in Fig. 5b. The yellow isosurfaces correspond to the LSC. The green
surfaces closer to the walls and even more the blue regions in the corners of the cube
visualise the fluid which is significantly slower.

In order to judge on the validity of our measurement and the quality of our appa-
ratus, Re was calculated and compared to other studies. Figure 6a shows the time
averaged velocity field using a vectorial representation. We deduced a maximal time
averaged velocity of 12 mm/s, yielding Re = umax l

∂
= 6275. In [17], a scaling law

for Re as a function of Ra was deduced from planar PIV measurements in a rectangu-
lar sample filled with water. Applying the reported scaling law Re = 0.0184 Ra0.55

to our Ra, we obtain Re = 5818 in good agreement with our velocity data. Extrapo-
lating the three dimensional DNS data of RBC in water in a cubic sample [18] from
Ra = 3 · 109 to Ra = 1.0 · 1010 yields Re = 6300. This value agrees within 1 %
with our result. Further, we were able to resolve two smaller, counter rotating flow
structures perpendicular to the LSC, very similar to the ones reported in [18] for a
lower Ra, see Fig. 6a.

In order to check the stability of our measurements, the root mean square
(RMS) of the velocity magnitude fluctuations |V|− < |V| > was computed as
RMS(|V|− < |V| >) = √

< |V|2 > − < |V| >2. The result is shown in Fig. 6b. It
can be seen that at the front of the measurement volume, i.e. large z, the RMS values
are smaller than 8 mm/s which is also true for the flow in the sample’s centre. The
fluctuations increase up to 10 mm/s in the sample’s corners and in the back. This is
most likely due to smaller viewing angles at low z and can be improved by increasing
the viewing angles of the cameras, which will be considered in further studies.
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5 Summary and Outlook

A pathway towards a new measurement technique for simultaneous detection of 3D
velocity and temperature fields, based on combination of Tomo-PIV and TLC-PIT,
was explored. As a model system for turbulent thermal convection, RBC in a cubic
sample was chosen. Therefore, an RBC apparatus with high optical accessibility and
a high power LED array allowing for pulsed and intense volume illumination were
developed and installed. Using this set-up, we conducted Tomo-PIV in turbulent RBC
and were able to measure the time-dependent 3D-3C velocity field in the complete
RB sample. For Ra = 1.0 · 1010 the observed large scale circulations as well as
the deduced Reynolds number agree well with 2D measurements and predictions by
DNS in a similar configuration.

The validity of the Tomo-PIV data encourages us to proceed to the next step and
apply TLCs as seeding particles instead of the TiO2 particles.
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Pressure Measurement on Rotating Propeller
Blades by Means of the Pressure-Sensitive
Paint Lifetime Method

C. Klein, U. Henne, W. E. Sachs, S. Hock, N. Falk, V. Ondrus, U. Beifuss
and S. Schaber

Abstract The pressure distribution on the surface of a high-speed rotating propeller
was measured using the Pressure-Sensitive Paint (PSP) lifetime method. This chapter
describes the developed PSP formulation, the experimental setup as well as the
image acquisition, processing procedure, and the data evaluation. The PSP lifetime
method delivers a continuous pressure distribution, which allows even small pressure
differences and aerodynamic phenomena such as vortices and flow separation to
be detected. These phenomena occur often on rotating blades [1]. Based on the
results from a feasibility study, a wind tunnel experiment was conducted in the low-
speed wind-tunnel BLSWT of AIRBUS in Bremen at propeller rotation speeds up
to 14,400 rpm.

1 Introduction

Surface pressure distributions can be determined by means of Pressure-Sensitive
Paint (PSP). A specific measurement technique using PSP is the lifetime method
which is based on the dependence of the lifetime of luminescence on the concentration
of oxygen, and is proportional to the pressure. The PSP lifetime method has already
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been used in various wind tunnel tests [2–4]. The pressure distribution on a rotating
propeller blade is of interest for the development of such systems. PSP is a contact-
free and image-based measurement technique with which pressure gradients on a
surface can be visualized. The PSP lifetime method is able to detect the expected
pressure differences despite the short exposure times needed to capture the rapid
decay of the fluorescence. This chapter describes in the first part a feasibility study
on a high-speed rotating propeller using the PSP lifetime method. The following
part describes the paint and binder as well as their relevant properties for PSP. The
third section deals with the experimental setup for the feasibility study. Finally, the
experiments in the low-speed wind tunnel BLSWT of AIRBUS Bremen at propeller
rotation speeds up to 14,400 rpm are presented.

2 PSP Lifetime Method for Propeller Testing

The working principle of Pressure-Sensitive Paint (PSP) is based on the oxygen
quenching mechanism of molecules which are embedded in the paint. These
so-called luminophores are excited by incident light of a certain wavelength to an
excited electronic state after which they relax back to the ground state (after some
internal re-arrangement) via emission of a photon (luminescence). Since the fluo-
rescence can be quenched by oxygen, the higher the concentration of oxygen in the
surrounding air, the lower is the intensity of emission of the dye. Furthermore, the
lifetime of the luminescence decreases with an increase of oxygen concentration
(viz. pressure). The Stern-Volmer-equation shows this relation:

1

τ
= A (T ) + B (T ) p

where τ is the lifetime of the luminescence, p is the ambient pressure and A and B
are specific coefficients of the paint as a function of the ambient temperature T [5].

Several PSP formulations, containing sensor dye and binder, have been evalu-
ated in calibration tests. The ideal PSP for the propeller measurements has to fulfill
the following characteristics at ambient conditions: high luminescent intensity, high
pressure sensitivity, low temperature sensitivity, and magnitude of lifetime ≤∼10µs.

It was found that PtTFPP-based PSP is suitable for the propeller testing. The more
relevant properties of this paint are listed in Table 1 and illustrated in the emission
spectra in Fig. 1. This PSP has a sufficiently high pressure sensitivity (−0.8 %/kPa),
a medium temperature sensitivity (−0.81 %/K), with a fluorescence lifetime in the
required range (7.9µs at 295.75 K and 100 kPa). The binder poly(4-tert-butylstyrene)
has sufficient oxygen permeability to deliver good pressure sensitivity.

With lifetime systems, pressure is determined from the decay time of lumines-
cence, which is based on time-resolved measurements of luminescence after the paint
has been excited by a light pulse. Typically, decay times are determined from the ratio
of intensities measured during at least two gates at different times after excitation [2].
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Table 1 PSP formulations and characteristics

PSP formulation

Sensor dye PtTFPP
Binder Poly(4-tert-butylstyrene)
PSP characteristics (297.75 K, 100 kPa)
Excitation wavelength 405 nm
Emission peak 650 nm
Pressure sensitivity −0.8 %/kPa
Temperature sensitivity −0.81 %/K
Lifetime 7.9 µs

Fig. 1 Pressure sensitivity of
PSP

An important advantage of this approach is that, under ideal conditions, this ratio
is independent of illumination intensity and luminophore concentration, and thus
it is not necessary to normalize the data by measurements acquired at a reference
condition.

The principal difficulty is simultaneously measuring the intensity time histories
at all points on the model at the timescales of luminescence lifetimes (<10µs).
In this work, the so called two gated intensity method [2] is used as a method to
measure luminescent lifetimes. In this method, the luminescent images are obtained
by integrating the luminescent decay curve at two different gates from which the
lifetime can be calculated by the intensity ratio for the images taken at these two
gates. It means that the lifetime method can measure pressure using only run images.
Many researchers have reported the influence of temperature and the non-uniformity
of PSP thickness on the pressure results obtained by PSP [6]. Therefore, the “double-
ratio” method of run- and reference images has been proposed to calculate absolute
pressure values with the lifetime method.



538 C. Klein et al.

Fig. 2 A picture of the PSP
testing

3 Pre-test for the Wind Tunnel Experiments

3.1 Propeller

The commercial wooden propeller EVO-RC 30–10 cm was used in this experiment.
It has a diameter of 0.33 m, a mean chord length of 0.03 m and a pitch of 0.1 m. The
propeller was driven by a current-controlled direct-current motor. The maximum
speed is 10,800 rpm. For this speed the maximum operating time is limited to 1 min
because of motor heating [7]. One blade of the propeller was coated with PSP.

3.2 Excitation Light and Camera System

A picture and schematic view of the PSP apparatus are shown in Figs. 2 and 3,
respectively. The excitation light for PSP was provided by two high-power LED
ULD 119 from Rapp Opto Electronic, with emission between 395 and 405 nm. The
luminescent emission of PSP was captured by a 14-bit CCD camera (PCO 4000).
A 650 ± 40 nm optical band-pass filter was mounted in front of the camera lens to
remove excitation and emission light. To increase the Signal-to-Noise Ratio (SNR)
of the obtained images, the camera was operated in ‘modulation mode’. In this
operational mode, the camera shutters were opened always at the same positions of
the rotating propeller (same phase angle) and the small measured intensities of a
single exposure were accumulated on the CCD chip. The camera exposure timing
and excitation LED were controlled by an external trigger unit, as shown in Fig. 4.
A photo detector generated a TTL signal when a propeller blade passed by it. This
signal was the input signal for the pulse generator Model 725 by BNC, which gener-
ated two new TTL signals for the camera and the light sources. One TTL signal for
the camera was generated for every second detector signal, because just one blade
was coated with PSP.
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Fig. 3 A schematic view of
the PSP testing

Fig. 4 Timing of camera
shutter and LED control

3.3 Acquisition and Processing Procedure of PSP Lifetime Images

To measure the lifetime of the PSP luminescence, images at two different times
after the excitation pulse have to be acquired. As shown in Fig. 5, this was achieved
by two different delay times for the excitation light trigger, while the delay of the
external camera signal was kept fixed. The delay time of the camera signal depends
on the rotational speed of the propeller, the delay times of the LED signals were 7
and 15µs shorter. The illumination time was 10µs. A single exposure time of the
camera was 5µs, 750 single exposures were accumulated on chip to obtain the one
image. The same sequence was used to acquire two reference images by using a pulse
generator to trigger the individual experiment, since the propeller was not rotating
and no signal from the photo detector was available. Furthermore, dark images for
the run and reference cases, but without excitation light, were obtained.

With a distance between the camera lens and the propeller was 0.7 m. The reso-
lution of the acquired images became 42 pixel per mm2. The maximum rotational
speed of the propeller during the measurements was 9,600 rpm so that with these
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Fig. 5 Sequences for image
acq. at gate 1 and 2

conditions the spatial resolution was better than 0.8 mm at all positions and at all
frequencies.

A median filter was applied to the reference and run images, again to increase
the SNR. The run images from gates 1 and 2 were divided to obtain an image of
the change of luminescent intensity in time. The same was done with the reference
images from gates 1 and 2. The gate images from run and reference were divided
again to obtain the result image. The last division removed effects on the lifetime
measurement due to paint non-homogeneity. Finally, four result images of distinct
measurements at the same conditions were again averaged to further increase the
SNR again.

3.4 Results and Discussions

Figure 6 shows the result where a nitrogen jet impinged on the stationary propeller
blade. The area where the nitrogen interacts with the PSP coated propeller has a low
concentration of oxygen. As expected, this area in the image ratio has a low value
and hence a dark color. The smaller dark area at the trailing edge of the blade is the
shadow of the nitrogen canula, the white rectangular object above. This experiment
verifies the developed method, because it shows the relation between the measured
result image values and the partial pressure of oxygen.

Measurements with a rotating propeller were carried out with the rotational speeds
6,000, 7,800, and 9,600 rpm [8]. For such high speeds of the propeller large thermal
heating of the propeller blades occurs. The luminescence lifetime also decreases with
a higher temperature because of thermal quenching, so that, to calculate the exact
pressures, the temperatures on the blade at reference and run conditions must be
known.

For an application of the PSP, as described in Sect. 2, on a propeller in a wind
tunnel the temperature sensitivity of the paint would be still too high. Due the stronger
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Fig. 6 Propeller blade with
nitrogen jet

Fig. 7 Gate ratios for PSP,
TSP and ratio of ratios for
temperature corrected signal

heating of the tip of the blades for high rotation frequencies a temperature difference
of several degrees had been observed in previous IR measurements [7], which would
make precise PSP measurements with this paint impossible. To compensate for the
temperature sensitivity of the PSP it is possible to use another blade with the same
luminophores but incorporated into an oxygen-impermeable polyurethane-based
polymer. This temperature-sensitive paint (TSP) has very much the same spectral
properties as the PSP coating and its luminescence can thus be acquired with the
same setup as the luminescence of the PSP. Even though the lifetime itself as well as
the temperature sensitivity of the TSP will differ significantly from that of the PSP,
one can find settings (delays and exposure times) for the lifetime setup with the TSP
where the temperature sensitivity of the gate ratios is almost the same as that for PSP
at ambient pressures. This is shown in Fig. 7, where the normalized gate ratios for
PSP (delay1 = −4µs, delay2 = 6µs) and TSP (delay1 = 6µs, delay2 = 18 µs)
are plotted as a function of temperature. For the ratio of TSP and PSP gate ratios
(double ratio) the temperature sensitivity can be reduced by a factor of 10 with, how-
ever, the drawback that the acquisition of additional two images at delays of 6 and
18µs between end of LED pulse and start of camera exposure is required. These
settings have been applied to the wind-tunnel test described in the next Sect. 4, where
the double ratio method has also been used for the data analysis.
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Fig. 8 Picture of the PSP/TSP
coated propeller model in the
test section of BLSWT

4 Wind Tunnel Experiments

Based on the results of the pre-test, a wind-tunnel experiment was conducted in the
low-speed wind tunnel BLSWT of AIRBUS in Bremen. The experimental setup and
wind tunnel setup are introduced here. The BLSWT is an Eiffel type wind tunnel
having a test section with a cross sectional area of 2 × 2 m2 . The wind speed is
adjustable up to 70 m/s. The model consists of eight blades of diameter 0.3092 m,
and it rotates clockwise when looking from the rear of the propeller. The pitch angle of
the propeller blades can be chosen and manually adjusted. The number of revolutions
per minute is adjustable between 3,000 and approximately 15,000 rpm. The propeller
is driven by a pneumatic motor. PSP measurements were carried out in the low speed
wind tunnel, with the propeller installed in the middle of the test section, as shown
in Fig. 8. One CCD camera was installed upstream of the propeller and below the
wind tunnel test-section wall. Another CCD camera was installed downstream of the
propeller and in the sidewall of the wind tunnel test-section wall. The cameras were
positioned behind glass windows where the high-power LED systems for excitation
of the PSP were also located, see Fig. 9.

5 Results of the Wind Tunnel Test

With the above mentioned double-ratio lifetime approach for PSP and TSP quan-
titative pressure distributions could be measured on the fast rotating propeller. As
an example for typical final results the pressure distribution on the suction side of
the blade for U∞ = 50 m/s and different rotational speeds of the propeller from
n = 3,000 up to n = 14,550 rpm are presented in Fig. 10. In this figure one can see
the growth of the low pressure area along the leading edge of the propeller blade
with increasing rotational speed. For very high rotational speeds a vortex has devel-
oped along the leading edge and the corresponding low pressure regions are clearly
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Camera & LED

Fig. 9 Picture of the propeller model in the test section of BLSWT. One camera and one LED were
mounted upstream the propeller

n = 3000 

u∞ =50 m/s

n = 14550 

- +P

Fig. 10 PSP results of the suction side of the propeller blade

visible in the PSP result. On the trailing edge of the blade the pressure increases
with increasing rotational speed and the high pressure area along the trailing edge
grows with increasing rotational speed. This behaviour is in good agreement with the
expected flow separation near the trailing edge on the blade [9]. From the analysis of
calibration characteristics of the paint one can conclude that with the installed PSP
system pressures within an accuracy of better than ±10 mbar could be measured.
Since pressures were measured on both the suction and pressure sides of the blade,
force and moments can thereby also be calculated by integrating the pressure data.
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6 Conclusion

Pressure measurements using the PSP lifetime method were applied to a high-
speed rotating propeller. PtTFPP-based PSP was used, which shows high pressure
sensitivity. Furthermore, the lifetime of the PSP is sufficiently short (∼8µs) so that
feasible exposure times of the cameras can be used. In a test under controlled con-
ditions, the ability of the experimental setup to measure pressure differences was
shown using a nitrogen jet. The images from a rotating propeller blade are sharp
even at very high rotational speeds. For the large temperature differences which exist
on the blade, the temperature sensitivity of the PSP used here is still too high, so that
a combined PSP and TSP lifetime measurement system was suggested and imple-
mented in the wind tunnel test. With this approach quantitative pressure values could
be measured on the suction and pressure side of a propeller.
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Optical In-Flight Wing Deformation
Measurements with the Image Pattern
Correlation Technique

Ralf Meyer, Tania Kirmse and Fritz Boden

Abstract This chapter addresses image based deformation measurements and the
development of specific optical deformation metrology for experimental flight test
installations. Apart from the technical background it is a contribution to the national
funded research projects FTEG-InnoLA and HINVA (LuFo IV). Based on a standard
setup the measurement equipment required to perform the Image Pattern Correlation
Technique (IPCT) was adapted to an application on an ultralight aircraft. In order
to design the test setup a digital camera mock-up (camera DMU) was used. The
analysis of selected flight test data proved the capability of the miniaturized IPCT
system. A second flight test setup was developed for the DLR research aircraft Airbus
A320 “ATRA” using the experience gained from the ultralight measurements. Here,
the design of the IPCT components also made use of the camera DMU. Both the
overall wing deformation and that of high lift devices have been measured in high-lift
configuration.

1 Introduction

Optical metrologies have become more and more important for experimental flight
test setups as they provide high-order position information instead of accelera-
tion values (2nd derivative of the position vector). Also they are non-intrusive and
easy to install compared to conventional approaches. Especially the “Image Pattern
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Correlation Technique” (IPCT) is able to deliver valuable sets of data, e.g. to investi-
gate the wing shape of an aircraft during flight. Its spatial results can be an important
input to validate numerical simulations or to improve models for wind tunnel testing.

All preparation and work on this topic was carried out at the German Aerospace
Center (DLR), Institute of Aerodynamics and Flow Technology in the Department
of Experimental Methods and in cooperation with several partners, e.g. the private
research institute FBZ attached to the University of Applied Sciences Merseburg,
Germany and Airbus Operations GmbH.

2 Principles of IPCT

The Image Pattern Correlation Technique (IPCT) is a non-intrusive, image based
measurement method. It is used to virtually reconstruct spatial surface areas with an
applied random dotted pattern which is recorded by at least one pair of cameras.

For post-processing the principles of stereo photogrammetry are combined with
the cross correlation algorithms of Particle Image Velocimetry (PIV) to find corre-
sponding areas in two concurrent pictures. Time-resolved evaluation of sequence
recordings gives information on three dimensional deflection and deformation of the
observed section via triangulation [1]. This deformation measurement technique has
already been used by DLR in several on-ground and in-flight scenarios [2–4].

For all IPCT applications the measurement equipment has to be adapted to meet
special requirements and restrictive boundaries. A new application for the CAD
software CATIA is used to optimise the optical parameters and to design the IPCT
pattern to be applied onto the measured surface. This digital camera mock-up (camera
DMU) is based on data of available cameras as well as their appropriate lenses and
was developed at DLR Goettingen [5]. The possibility to add components with optical
features into a 3D model of the test object significantly facilitates the IPCT adaption
and saves valuable time.

3 Wing Deformation Measurements with the Ultralight
Aircraft UW-9 “Sprint”

A high-wing ultralight aircraft was chosen as a test platform. It had a strutted and
stiffened double beam wing with a rib bearing structure and a skin of painted fabric.
The wing span was 9.7 m with a sweep angle of 8◦.

As can be seen in Fig. 1 the lower side of the starboard wing was measured with
IPCT. The camera DMU was used to determine three main parameters: to find an
optimal and feasible camera position, thereby to choose the lens and finally to design
the IPCT pattern.
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IPCT Pattern 
with Markers 

Cameras 

x 2.5

b

h

L

Fig. 1 Left CAD model of the UW-9 “Sprint” with implemented camera DMU (b stereoscopic
base width, h vertical distance between cameras and wing, L horizontal distance of cameras to wing
tip); right fully equipped UW-9 “Sprint” before first test flight

3.1 Experimental Setup and Test Matrix

In order to enhance the measuring accuracy and to optimize the spatial resolution the
IPCT pattern should appear as homogeneously as possible in the captured images.
Therefore the size, density and shape of the dots had to be modified with increasing
spanwise distance from the stereoscopic camera system.

The left part of Fig. 1 shows field of view of the cameras as well as the schematic
IPCT design dimensions. This includes the horizontal distance between the cameras
and the wing tip of approximately 3800 mm (L), the vertical distance between the
cameras and the bottom side of the wing of approximately 1000 mm (h) and the
stereoscopic base width of approximately 700 mm (b). The right part of Fig. 1 shows
the fully equipped test aircraft with two JAI/HS-A2 cameras mounted overhead onto
a stiff CFRP pipe, the IPCT pattern with markers applied to the bottom side of the
starboard wing and a miniaturized control PC in the luggage compartment (not in
the picture). In this application the test pilot triggered each measurement recording
sequence with a tethered remote start button.

The IPCT pattern was printed on an adhesive film which was then adhered to the
fabric wing cover piece by piece. An illustration in the right part of Fig. 1 shows
the camera mounting as well as the prepared measuring area. To further improve
the image quality a matted but transparent adhesive film was laminated over the
complete imprinted IPCT pattern prior to the application to reduce disturbing sunlight
reflexions. Additionally daylight filters minimized the influence of flare light [6].

The flight test was carried out to measure the bending and twist of the wing
framework. It was performed in summer 2011 and included different manoeuvres,
e.g. stabilized points and a phugoid mode. This is a long-duration manoeuver induced
by an elevator pulse out of a stabilized horizontal flight (damped vertical oscillation)
[7]. Takeoff and landing were also recorded. With a constant frame rate of 14.5 Hz
the measurement sequences had a recording length of 60 or 120 s, depending on their
complexity.
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Fig. 2 Time series of marker evaluation in vertical direction (z position) including elevator pulse
and flight altitude history; the red dotted vertical lines indicate two timestamps during stabilized
flight at approx. 8.3 s and the maximum of wing deformation at approx. 10.6 s

3.2 Data Evaluation

New IPCT post-processing software has been developed at DLR Goettingen to
analyse the real flight test recordings of the UW-9 “Sprint” measurements. Due
to flat viewing angles and long-time sequence recordings the DaVis software used
up until now was no longer suitable for these sets of experimental data.

To get a first impression of local deformations a few representative markers were
evaluated. Figure 2 shows the time series analysis of the vertical deflection of four
markers during a phugoid manoeuvre. The marker positions were: marker 5 at 58 %,
marker 6 at 71.5 %, marker 7 at 81.5 % and marker 8 at 99 % along the half span
of the rear wing beam. In this plot the oscillating wing movement caused by the
vertical load factor is clearly visible. Aside from effects due to the system inertia, it
is opposite in phase to the damped oscillation of the aircraft altitude.

Based on the marker evaluation an IPCT surface reconstruction was executed to
obtain spatial deformation values. At any position within these surfaces discrete three
dimensional data can be extracted. Further analysis was carried out for the point of
maximum deformation relative to the stabilized flight case (referring timestamps are
shown in Fig. 2 with red dotted lines).

As presented in Fig. 3 top right the phugoid manoeuvre caused a maximum defor-
mation of approximately 12.2 mm at the rear wing position. Also the position of the
characteristic bearing rib structure under the corrugated fabric wing cover is visible
in the periodicity of the plot. A twist angle of 1.1◦ between front and rear spar relative
to the stabilized flight case was measured as shown in Fig. 3 bottom right.

In considering the measurement accuracy, its error grows with the square of the
distance to the camera system, as predicted by fundamental optics. This measurement
uncertainty was determined to ±0.15 mm close to the cameras and ±0.99 mm at the
wing tip for this particular measurement. The main causes for these errors are: a high
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Fig. 3 Top left illustration of measuring area; bottom left IPCT surface result with extraction lines
for bending and torsion analysis; top right bending line referred to stabilized flight; bottom right
torsion line referred to stabilized flight

level of broadband mechanical camera vibration (induced by upstream flow and
engine revolution), unsteady illumination as well as algorithmic limitations caused
by image noise.

4 Wing Deformation Measurements with the Airbus
A320 MSN659 “ATRA”

In summer 2012 a further flight test campaign has been performed within the frame-
work of the LuFo IV/3 project HINVA [8] using the experience in IPCT deforma-
tion measurements gained with the ultralight aircraft UW-9 “Sprint”. The Advanced
Research Technology Aircraft “ATRA” of the German Aerospace Center DLR was
equipped with four stereo camera systems for IPCT.

4.1 Experimental Setup and Test Matrix

The upper side of the starboard wing was divided into three main sections and
equipped with IPCT pattern and markers. Figure 4 illustrates the layout of the IPCT
setup including four stereo camera pairs, of which three were operated simultane-
ously. All cameras were mounted with stiff supports onto the cabin floor seat rails.
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Fig. 4 Schematic layout of the IPCT setup for the HINVA flight test on the “ATRA”

With one stereo camera system (“ACAM”, AVT GX3300, 8 Mpx) a grid of markers
on the main wing and the inner side of the wing tip fence was observed. These high
resolution cameras measured the overall deformation of the wing box. In addition
another three pairs of cameras (“JCAM”, JAI/HS A2, 2 Mpx) were installed to record
the IPCT pattern on the flaps and on the in-board slat.

All components and parameters needed to build up the IPCT system were prepared
with the camera DMU (see also Sect. 2): camera positions and their field-of-view as
well as the choice of suitable objective lenses were determined. This was the first time
that the complete virtual design of the IPCT pattern and markers had been carried out
fully prior to the measurement. An example of a virtual and a real camera recording
is presented in Fig. 5. It demonstrates the performance of the camera DMU and its
close resemblance to the final marker dimensions and distribution during flight test.

With a frame rate of 10 Hz synchronized sequences were captured in landing
(“full”, deployed high lift devices) and in cruise configuration (“clean”). The mea-
surements were carried out during dynamic stall manoeuvres. In addition stabilized
points with a varied angle of attack up to about 18◦ (close to maximum lift) were
recorded.

4.2 Data Evaluation and First Results

All data sets of these deformation measurements were processed with the new further-
improved IPCT software (see also Sect. 3.2). In Fig. 6 the time series analysis of 41
evaluated markers illustrates the progress of the wing deformation across specific
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Fig. 5 Left virtual design of the markers and their distribution with camera DMU; right real camera
recording of the marker grid on the starboard wing during flight test
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Fig. 6 Evaluation of marker grid on the starboard wing during stabilized level flight, “g-break” of
stall manoeuver and recovery manoeuver after stall with maximum deformation

stages of one specific stall manoeuver with idle thrust. The high lift devices were in
landing configuration.

For stabilized flight and a mean load factor nz of 1 g the wing tip moved downwards
by about 320 mm (neg. z direction) during stall. At that point the vertical load factor nz

was below 0.5 g during the loss of lift (“g-break”). The maximum upward deformation
(pos. z direction) of about 200 mm was detected during the recovery manoeuver with
an nz of 1.43 g so that the measured total amplitude of the wing tip during this
particular stall manoeuver was approximately 520 mm.

The accuracy for this measurement close to the cameras and at the wing tip was
at the most about ±2.8 mm and ±4.1 mm, respectively. Flat viewing angles, large
distances between the cameras and the observed area as well as poorly calibrated
sections are the main influencing factors.
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Fig. 7 Left IPCT surface result of in-board slat in landing configuration; right IPCT surface result
of kink area between in-board and out-board flap in landing configuration

A first IPCT surface reconstruction of a measurement point under stabilized flight
conditions with 17◦ angle of attack was carried out. An example of the fully deployed
in-board slat and the junction of in-board and out-board flap is shown in Fig. 7 below.

Further IPCT time series analysis will concentrate on an examination of the posi-
tion and shape of the high lift devices as well as their behaviour during the recorded
manoeuvers.

5 Conclusion

Recent developments of the Image Pattern Correlation Technique improved its field
of application. The in-flight wing deformation has been measured successfully on a
small aircraft as well as on a turbo jet airliner.

In order to adapt the IPCT setup, the camera DMU was shown to be a time saving
tool with good performance. For the first time the IPCT pattern and marker design
was carried out completely virtually, thus demonstrating its usefulness and reliability.

The ultralight aircraft UW-9 “Sprint” has a stiff wing framework. Its largest defor-
mation of less than 20 mm bending and about 1◦ twist angle at the wing tip was
detected during a phugoid manoeuver. Despite influences of vibration and illumina-
tion the accuracy was better than ±1 mm in the observed area of about 2 ×1 m. This
miniaturized IPCT setup can easily be adapted to comparable applications on test
objects such as gliders or other small aircrafts.

Multi camera deformation measurements have also been carried out on the wing
of the Airbus A320 “ATRA”. The aim was to investigate the deformations of the
wing and its high lift devices during stall manoeuvres. First results showed wing tip
amplitudes of about 500 mm from the loss of lift up to recovery. A measurement
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accuracy of better than ±5 mm at the wing tip (corresponding to about 1 % of the
maximum measured deformation) is a good result for a half span width of about 17 m
and for the given flat viewing angles. Further IPCT time series analysis is planned to
gain more information about the aircraft behaviour during stall manoeuvers. Addi-
tionally these results can be used for validation with numerical simulations.
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Development of a Rotating Camera for In-flight
Measurements of Aircraft Propeller
Deformation by Means of IPCT

Fritz Boden and Boleslaw Stasicki

Abstract The efficiency of a propeller is directly affected by the shape of the
propeller blades, that are deformed due to the loads during flight operation. There-
fore the measurement of the real shape of the blades is of great interest. A pow-
erful optical measuring method called Image Pattern Correlation Technique (IPCT)
enables the flight test engineers to perform such measurements in a non-intrusive way.
It has already been applied to in-flight investigations of aircraft wing and propeller
deformations, but only for one fixed propeller phase angle. To extend the optical
access to 360◦ a new rotating 3-D image acquisition system placed in front of the
examined propeller has been designed. The measurement technique IPCT as well as
the development of the rotating camera system are described in this chapter.

1 Introduction

The performance of an aircraft propeller is highly dependent on shape changes arising
from in-flight deformation, the measurement of which is very demanding. Conven-
tional methods like strain gauges and accelerometers are difficult to apply because of
problems with their installation, their wiring, the data transmission, and the balanc-
ing of the propeller. Furthermore such sensors provide the data only at the location
where they have been installed.

As has been demonstrated in the European Specific Targeted Research Project
(STReP) AIM—Advanced In-flight Measurements Techniques [1, 2], modern optical
measurement techniques like the Image Pattern Correlation Technique (IPCT) are
able to deliver the in-flight shape of a deformed rotor or propeller blade in a non-
intrusive way.
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Within this project a stationary IPCT system measuring the deformation of the
selected propeller blade has been designed and implemented [3]. Due to the limited
optical access through a fuselage window only a small angle range of the blade
rotation could be investigated. Moreover a very short image integration time of only
5µs had to be applied in order to prevent pattern smearing in the images resulting
from the fast rotation.

To overcome these difficulties one objective of the EC-funded follow up project
AIM2 is to develop an image-based measurement system rotating with the propeller
and thus enabling blade deformation measurements over a complete revolution. In
this chapter, the measurement technique IPCT, the investigated object and the first
design of the new measurement system including first hardware tests are briefly
presented.

2 Principle of IPCT and Example Results

According to [4], the Image Pattern Correlation Technique (IPCT) is an optical,
non-intrusive measurement technique, based on photogrammetry in combination
with modern correlation algorithms developed for Particle Image Velocimetry (PIV)
[5]. The simplest IPCT setup consists of one monochrome camera observing an
object whose surface is covered with a random dot pattern. To measure 3D coor-
dinates directly, at least two cameras in stereoscopic arrangement are required. In
that arrangement the 3-D coordinates of patterned areas identified in both camera
images are directly calculated by means of central projection and triangulation. To
do so, both the intrinsic (e.g. focal length, distortion, principal point) and extrinsic
parameters (position and orientation) of both cameras have to be determined by a
calibration of the installed stereo camera system. Figure 1 depicts the main steps of
the image-based propeller deformation measurements.
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Fig. 1 Stereoscopic IPCT processing (calibration → measurement → result)
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Fig. 2 Example results of IPCT propeller measurements (a—measured surface for one flight
manoeuver, b—chordwise extracted line and local blade pitch angle for different flight manoeuvers)

Theoretically the accuracy of IPCT is of the order of 0.01 % of the observed area
(e.g. 0.1 mm on 1 m), depending on the observation angle and the used optics (see [6]).
Figure 2 shows some example results of the IPCT measurements performed within the
EC funded project AIM. The first in-flight IPCT propeller blade measurements were
conducted on a Piaggio P180 and with a stationary camera installation as described
in [2]. Figure 2a depicts one in-flight measured blade surface and demonstrates the
ability of the IPCT for highly accurate surface measurements in a non-intrusive way.
Figure 2b shows chordwise lines extracted at the same span of the propeller blade
surface but for different load cases. Out of these data, the real local pitch angle can
be determined with a high accuracy.

3 The Investigated Object

Within AIM2 it is planned to measure the deformation of a propeller blade for a
complete revolution in-flight and to demonstrate the possibilities of IPCT in an
industrial environment. Therefore measurements are planned on a small propeller
aircraft in tractor configuration-the Evektor VUT100 Cobra (see Fig. 3). The propeller
is a constant speed propeller with 3 blades having a rotation speed of 2,700 rpm and a
diameter of approximately 2 m. The first tests of the system are scheduled for the end
of 2012. The measurement system will be mounted on the propeller made by Avia
propeller. Both ground and flight tests will be performed on the Evektor VUT100
Cobra, which will be provided by its manufacturer, the Evektor company. These are
both Czech companies cooperating with DLR as members of the AIM2 consortium.
Prior to the tests at the aircraft laboratory experiments are performed using a genuine
Cobra propeller hub with one blade covered with a standard stochastic dot pattern as
shown in Fig. 4. However, for larger propeller diameters and/or notably flat camera
position the usage of progressive dot diameter or of a cauliflower pattern according
to the DLR patent DE 10 2007 056 777.6 [7] can increase a IPCT signal uniformity
along the blade.
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Fig. 3 Evektor VUT100
Cobra

Fig. 4 Propeller hub with one
blade

4 Fast Rotating 3-D Imaging System

As mentioned above the new optical measurement system fixed onto the front of the
rotating propeller hub has been designed to overcome the limitations of an installation
outside the rotating frame [8]. The great advantage of this solution is an unlimited
optical access to the full blade surface which allows a 360◦ scan to be performed.
Moreover, a 103 times longer integration time can be chosen, since—apart from the
deformation and pitch adjustment by the pilot—there is no displacement of the blade
relative to the camera, i.e. no motion smearing risk. This greatly increases the light
sensitivity of the cameras. The synchronized pulsed blade illumination might there-
fore be unnecessary. However, the design and manufacturing of this sophisticated,
hitherto untried measurement system is a very demanding effort.

The described system consists of a specially designed double (stereo) camera
based on two high-speed CMOS-sensors each of 1,280 × 1,024 pixel resolution,
a digital phase shifter, an image acquisition board, a fast miniature computer with
WLAN, a laser trigger device and a GPS receiver. All components are powered by a
rechargeable lithium iron phosphate (LiFePO4) battery of 13.2 V, 3.3 Ah.

The entire system shall be placed in front of the examined propeller within or
instead of its spinner and will rotate together. The camera field-of-view is adjusted
to observe the selected blade of the propeller. This blade is covered with the IPCT
pattern. In response to each trigger pulse, which comes once per propeller revolution,
an image pair will be captured simultaneously at the blade position determined by the
phase lag calculated by the phase shifter. This device can be set for a constant phase
shift (which does not depend on the rotation speed and its changes), in which case the
blade deformation will be stroboscopically measured always in the same propeller
position. Alternatively, after each image capture the phase shift can be increased or
decreased by a given step, thereby enabling a scan over a full blade revolution, or, if
desired, over a specified angle range.

The sequence of image pairs is acquired and transmitted over two Gig-E channels
to the miniature computer and then stored on the solid-state flash drive (SSD) in
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Fig. 5 Design of the imaging
system
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real time together with the present GPS data. Via WLAN the system can be con-
trolled from the cabin to check the current image quality. After the test, the recorded
sequences can be retrieved over WLAN, USB-connector or by removal of the SSD.
The concurrent replacement of the SSD and that of the batteries is fast and is recom-
mended when a further flight test is planned shortly after.

5 Mechanical and Optical Design Considerations

Mechanical and aerodynamic considerations dictate that the system has to be light,
compact, but robust and resistant against shocks, vibrations and centrifugal forces.
Therefore it is split into function blocks with smallest possible diagonal dimensions.
The batteries and three printed circuit boards (PCB) are placed onto stiff metal frames,
thereby reducing the risk of damage by stretching due to the centrifugal forces. These
frames are stacked one upon the other, forming a cylinder fixed to the propeller’s hub
by means of an adapter disk (Fig. 5). This allows for easy alignment of the system
when applied to measurements in other aircrafts or rotating facilities.

Rather than using two separate cameras, an optical system consisting of one double
camera has been designed. The system consists of two separate CMOS sensors with
light-weight microlenses having the base distance in between required for stereo-
scopic imaging. To endure the centrifugal forces, the cover of the camera system is
made in one rigid part having the center of gravity on the rotation axis. The object
plane (surface of the propeller blade) and the image plane (sensor) are not parallel.
Thus, only a small region of the blade would be in focus. To ensure a sufficient focal
depth, the lenses are slightly inclined to the sensors, according to the Scheimpflug
principle.
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Fig. 6 Holder for the rotation
test battery PCB

Fig. 7 Performing the
rotation test specimen

6 The Rotation and Vibration Tests

When in rotation on the real aircraft, the whole system is exposed to extreme
vibrations and high centrifugal force. According to the specifications provided by
Evektor and AVIA companies, the Cobra propeller rotates at 2,700 rpm and its vi-
bration spectrum perpendicular to the propeller axis ranges from 20 to 150 Hz and
reaches load factors up to 20 g, implying an extreme load for all system components.
Therefore the system components must be carefully tested before installing in the
aircraft for ground and flight tests. For this testing a special metal holder has been
designed (Fig. 6). The electronic boards and the LiFePO4 batteries were rotated for
1 h at 3,000 rpm with the help of a digitally controlled machine (Fig. 7). Then, using
a 90◦ holder (Fig. 8), they were vibrated by means of the programmable high-power
shaker shown in Fig. 9. The specified vibration component was the vertical one I.
All three components of the vibration were measured and recorded by means of
an attached acceleration sensor. The system electronics were vibrated in the range
from 20 up to 150 Hz/20 g at angles of 0◦, 45◦ and 90◦. Each frequency sweep of 1
octave per minute took 2 min 54 s. An example record for 0◦ is displayed in Fig. 10.
Afterwards the system has been examined in the laboratory. No mechanical damage
or electrical degradation of the component devices has been detected. After manu-
facturing of the final version of all components, the entire system will be tested again
as described above and then installed on the Cobra propeller.
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Fig. 10 Measured object acceleration for a frequency sweep from 20 to 150 Hz (shaker limits:
warning limit is the acceleration limit above which the shaker gives a warning signal, abort limit
means automatic abort of the test)
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7 Conclusions and Next Activities

The lessons learned in the AIM project led to a new rotating camera system for 360◦
propeller blade deformation measurements by means of IPCT, which is now being
developed within the project AIM2. At its present status, the single components of
this challenging installation have been chosen and a first prototype of the record-
ing system has been checked for its endurance and robustness against rotational
forces and vibrations. Furthermore, duration of operation over one full hour could be
successfully demonstrated. From the designed recording hardware, the next step is
to mount the system onto a real propeller and subsequently to build and test a first
prototype. Boundary conditions of this design are the weight of the system, the ability
to withstand the loads and a minimal influence to the propellers aerodynamics and
balancing. Furthermore, challenges arising from the maximal frame rate as well as
the design of the optics have to be dealt with. Also the handling of the overall system
and the flight approval have to be taken into account.
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Impact of Forced High Frequency Airfoil
Oscillations on the Shock Motion at Transonic
Buffet Flows

Antje Feldhusen, Axel Hartmann, Michael Klaas and Wolfgang Schröder

Abstract The mechanisms of buffet are investigated by analyzing the flow over a
DRA 2303 supercritical airfoil using time-resolved stereo particle-image velocimetry
(TR-SPIV) in the trailing edge region and pressure measurements on the surface of
the airfoil. The freestream Mach number is M◦ = 0.73 and the angle of attack is
α = 3.5≈ since under these conditions a distinct buffet flow occurs. To further study
the influence of airfoil oscillations on the buffet flow and the occurrence of the lock-
in of the buffet frequency into prescribed frequencies, the airfoil model undergoes
forced oscillations near the natural buffet frequency.

1 Introduction

The flow over a supercritical airfoil under transonic conditions is characterized by
the presence of a local supersonic region on the upper surface which is terminated
by a shock . Complex interactions between the shock wave and the boundary layer
occur that may lead to a separation of the flow downstream of the shock wave. At
certain flow conditions, the so-called buffet phenomenon, i.e., a self-sustained shock
wave oscillation, appears. The resulting pressure fluctuations cause unsteady loads
that act on the wing structure and the aeroelastic response of the structure, known as
buffeting, may lead to critical loads on the structure. Despite numerous buffet analy-
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ses the phenomenon is not fully understood, yet. It is, however, crucial to understand
this phenomenon in the context of lightweight design making further investigations
necessary. Considering the buffet mechanism Lee [1] hypothesizes that the shock
wave generates disturbances that travel downstream and interact with the trailing-
edge. Due to this interaction, disturbances are generated at the trailing edge that
travel upstream and force the shock to move into the upstream direction. The chang-
ing of the shock position modifies the separation. The separation area grows, and so
the waves travelling upstream are more scattered such that they have less influence
on the shock wave. As a result, the shock wave moves downstream to its former
position and this marks the beginning of a new oscillation cycle. That is, the whole
oscillation cycle is based on a feedback loop of upstream and downstream travelling
disturbances. According to Lee’s model [1] the buffet frequency is determined by
the velocities of the up- and downstream travelling disturbances

f =
⎡

c − x̄shock

ud
+ c − x̄shock

uu

⎜−1

. (1)

The distance between the shock wave and the trailing edge is c − x̄shock and the
convection velocities of the fluctuations into the downstream and upstream direction
are denoted by ud and uu . In recent experiments the flow over the supercritical
laminar-type DRA 2303 profile has been investigated with regard to the buffet effect
by means of pressure measurements and TR-PIV by Hartmann et al. [2, 3]. Using a
modified formulation of Lee’s equation

f =
⎣
c − x̄shock

ud
+

⎟
(c − x̄shock)2 + z2

shock

uu


⎛

−1

(2)

the varying sound pressure level of the trailing-edge noise has been identified to be
responsible for the shock movement at buffet flows. The variable zshock denotes the
extension of the shock. According to this approach, not the shock foot, but the upper
end of the shock wave is the point where the acoustic waves do act on and force
the whole shock to move into the upstream direction, since the shock is weaker and
therefore more sensitive to disturbances further off the airfoil surface. The appearance
of a lock-in of the buffet frequency when the airfoil undergoes forced oscillations,
recently observed by Raveh et al. [4] can’t yet be described by the feedback-loop
model.

The objective of this investigation is to further analyze the flow above the DRA
2303 airfoil model in the region of the trailing edge by pressure measurements
and TR-SPIV. The influence of prescribed airfoil oscillations is investigated to gain
further insight into the buffet phenomenon and the lock-in effect. In contrast to the
investigations conducted by Hartmann et al. [5], the forced oscillation amplitude is
smaller, i.e., it is on the order of the magnitude of the shock wave oscillation.
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2 Experimental Setup

The experiments are performed in the trisonic wind tunnel of the Institute of Aero-
dynamics of the RWTH Aachen University. The Reynolds number per meter ranges
from 1.2 · 107 < Re/m < 1.4 · 107. The wind tunnel is an intermittently working
vacuum storage tunnel incorporating a 0.4× 0.4 m test-section with adaptive upper
and lower walls to simulate unconfined flow conditions [6]. During the experiments
the humidity of the air inside the tunnel is kept below 4 % and the total temperature
is about 293 K such that the shock wave position remains uninfluenced by the envi-
ronment [7]. The chord length of the DRA 2303 airfoil model is c = 200 mm and the
relative thickness to chord ratio is 14 %. The laminar-turbulent transition is fixed at
5 % of the chord length. The rigid model is mounted to an elastic support consisting
of two leaf springs on both sides of the model which can be independently adjusted in
terms of stiffness and offset from the virtual axis of rotation located at 25 % chord in
order to simulate a realistic aeroelastic damping as it occurs in swept wings due to the
coupling of bending and torsion modes (see Fig. 1). The airfoil model is equipped
with 43 steady pressure taps on the upper surface and 42 on the lower surface to
acquire the mean pressure distribution along the chord length. Additionally, twenty
Kulite XCQ-080 and two Entran EP-I sub-miniature pressure transducers are used to
perform dynamic pressure measurements. The sensors are installed in a range from
x/c = 0.4 −1.0 on the upper surface and at x/c = 0.3, 0.5, and 0.7 on the lower
surface. Time-resolved stereo particle-image velocimetry (TR-SPIV) is performed
in the trailing edge region. DEHS droplets with a mean diameter of 0.6 μm are used
as seeding. The seeding generator is positioned inside the settling chamber in order
to achieve a homogeneous seeding distribution. The light for the illumination of the
particles is provided by a Quantronix Darwin Duo 40M double pulsed Nd:YLF laser
with a wavelength of 527 nm. The laser pulse separation time is 9 μs and the energy
per laser pulse is approx. 15 mJ. The particle images are recorded by two Photon
Fastcam SA–3 CMOS cameras which are mounted in Scheimpflug condition out-
side the tunnel on each side next to the window of the test section. Figure 1 shows a
schematic drawing of the experimental setup. All PIV measurements are performed
using a frame rate of 4800 Hz and a resolution of 768 × 512 pixels, leading to a
sampling rate of 2400 Hz. The evaluation of the recorded images is done by PIVview
3C, using a multi-grid interrogation method with a final sample size of 24 × 24
pixels. The vector spacing is 1.36 mm/vector.

3 Results

In this study, four different cases have been investigated. First, a reference case in
which the airfoil is held in a fixed position without any externally forced oscillations
has been measured. This case is referred to as case I. Furthermore, three excitation
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Fig. 1 TR-SPIV setup, plan view (top) and side view (bottom) and elastic model support [3]

frequencies have been chosen to generate heave/pitch model oscillation with the
help of an eccentric mass added to the airfoil model at x/c = 0.675 (see Fig. 1).
The reduced excitation frequencies ω∅ = 2π f c/u◦ based on the velocity of the
incoming flow u◦ are ω∅ = 0.63, referred to as case II, ω∅ = 0.7, referred to as
case III, and ω∅ = 0.715, referred to as case IV. The mean pitch amplitude is about
0.02≈.

3.1 Fixed Airfoil

First, the airfoil is held in a fixed position. It was shown by Hartmann et al. [2] that
for an angle of attack of 3.5≈ and a freestream Mach number of 0.73 buffet occurs
due to the natural feedback loop without any external excitation of the airfoil. The
oscillating nature of the flow can be seen in Fig. 2. From the power spectral density
of the pressure fluctuations it can be derived that the natural buffet frequency is
ω∅ = 2π f c/u◦ = 0.68 since an increased fluctuation level can be found at this
value.

In the following, phase-averaged results of the flow pattern are presented. Since
the flow is of an oscillating nature, the phase-averaging is done separately for the
two extreme states of the flow, i.e., on the one hand when the shock is in its most
upstream position and, on the other hand, when the shock is in its most downstream
position. The flow angle ß between the airfoil surface and the flow just outside the
separation serves as criterion to determine the shock wave position. The angle ß is
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Fig. 2 Power spectral density
of the pressure fluctuations at
x/c = 0.5, reference case

maximum just downstream of the shock in its most upstream position and minimum
when the shock is in its most downstream position [3]. Figure 3 shows the contours
of the two-point correlation of the velocity field for the reference case, representing
the phase-averaged vortex pattern

Rxa ,za = (u∈w∈)xa ,za .(u∈w∈)xl ,z J⎟
(u∈w∈)2

xl ,z J

. (3)

The correlation point is (xa/c, za/c) = (1.064, 0.1617). The correlations reveal
vortical structures. The mean distance between two vortices is determined to be
lv/c = 0.11. In preceding experiments Hartmann [3] determined the wave propa-
gation speeds within the flow above the airfoil during buffet. In these experiments
the downstream propagation speed of the fluctuations inside the flow was 19 m/s and
the upstream propagation speed was −80 m/s. Since the vortical structures shown
in Fig. 3 travel downstream at 19 m/s, sound waves at a frequency around 1000 Hz
representing the upstream part of the feedback loop are emitted when the vortices
pass over the trailing edge.
Figure 4 shows the correlation of the absolute velocity distribution. The time resolved
velocity fluctuations along a streamline at two locations xm/c and xn/c and separated
by the time delay τ are correlated with each other via

Rnm(x, τ ) = U∈
n(t).U

∈
m(t + τ)⎟

U∈ 2
n .U∈ 2

m

. (4)

The chosen streamline for the correlation is located just above the separation
region. The point xn/c is constant at 0.82 and the point xm/c varies over the whole
extension of the chosen streamline in the flow direction. The time delay τ ranges
from τ = −0.02 to τ = 0.02 s. Figure 4 evidences the correlation to change its sign
in the trailing edge region. Upstream of the trailing edge (x/c = 1), the correlation
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Fig. 3 Contours of the two-point correlation of the velocity fluctuation for xa/c = 1.064 and
za/c = 0.1617; (left) phase-averaged for ßmax; (right) phase-averaged for ßmin

Fig. 4 Correlation of the
absolute velocity fluctuation

is positive, whereas downstream of the trailing edge the correlation is negative. This
indicates a phase shift of π between the flow patterns upstream and downstream of
the trailing edge. The increased correlation values which can be found upstream of
the trailing edge evidence upstream wave propagation at a velocity of about −80
m/s. The line with the increased correlation level downstream of x/c = 0.9 shows an
even smaller slope such that a very fast propagation speed is present. This evidences
that the trailing edge is the source of the noise. The noise generated at the trail-
ing edge travels upstream with a propagation speed of −80 m/s, which corresponds
approximately to the difference between the freestream flow velocity and the speed
of sound. Downstream of the trailing edge, the speed of the downstream propagat-
ing noise waves interferes with the mean flow such that the resulting speed of these
waves is very fast. It is assumed that the propagation downstream of the trailing edge
is positive at the speed of sound which cannot be resolved by the present PIV data
due to the limited recording rate of 2400 Hz. Taking into account the propagation
speeds of the up- and downstream travelling disturbances and using Eq. (2), the buffet
frequency is 138.6 Hz.
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Fig. 5 Power spectral density
of the pressure fluctuations at
x/c = 0.5, case II

3.2 Forced Airfoil Oscillations

Figure 5 shows the power spectral density exemplarily for case II. Comparing Fig. 5
with Fig. 2, an increased fluctuation level around ω∅ = 0.68 is still indicated. Addi-
tionally, a peak can be found at ω∅ = 0.63. This evidences that the buffet frequency
locks into the prescribed frequency of the airfoil oscillation, but also that the natural
feedback loop still exists. Note that the ω∅ = 0.68 peak is more pronounced in the
fft-analysis [3].

In the following, the phase-averaged correlations of the velocity fields Rxa,za
following Eq. (3) are compared. The vortex pattern still can be found as shown in
Fig. 6 exemplarily for case II.

Comparing the cases shows the flow structures to stay alike and the dimensions
of the structures to change only slightly. Thus, the lock-in due to forced airfoil
oscillations has no influence on the flow characteristics related to the feedback loop,
i.e., buffet. Fig. 7 shows a comparison of the contours of the correlation of the absolute
velocity Rnm(τ ) following Eq. (4). The phase shift of π in the trailing edge region,
indicated by the change of the sign in the correlation plane, is less pronounced
for the case IV than for the other cases. However, the correlation is maximum for
case IV. The strong correlation marked by the black line upstream the trailing edge
exceeds the correlation found for the other cases by a factor of approximately 10.
Hence, the case IV can be regarded as a special case since the excitation frequency
is 140 Hz (ω∅ = 0.715), which is close to the resulting frequency of the feedback
loop with sound waves at f = 138.6 Hz (ω∅ = 0.708) as shown in the previous
section. Therefore, the waves might interfere with each other and could be mutually
amplified.
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Fig. 6 Contours of the two-point correlation of the velocity fluctuation for xa/c = 1.064 and
za/c = 0.1617; (left) phase-averaged for ßmax; (right) phase-averaged for ßmin, case II

Fig. 7 Comparison of the correlation of the absolute velocity; (left) ω∅ = 0.63, (middle) ω∅ = 0.7,
(right) ω∅ = 0.715

4 Conclusion

In this study, the influence of coupled heave and pitch motion with excitation fre-
quencies in the range of the natural buffet frequency on the transonic buffet flow over
a DRA 2303 supercritical airfoil model has been analyzed to get further insight into
the buffet phenomenon and the lock-in reported by Raveh et al. [6]. The freestream
Mach number was M◦ = 0.73, the angle of attack was α = 3.5≈, and the freestream
Reynolds number was Re◦ = 2.6 · 106, since under these conditions self-sustained
shock wave oscillations, i.e., buffet, occurs. First of all, a reference case was inves-
tigated, where the airfoil was held in a fixed position. Then, forced heave/pitch
oscillations were applied to the airfoil, exciting the airfoil at reduced frequencies of
ω∅ = 0.63, ω∅ = 0.7 and ω∅ = 0.715. The amplitude of the forced airfoil oscillation
was on the order of magnitude of the amplitude of the shock wave oscillation. To
analyze the flow field steady and unsteady pressure measurements and time-resolved
stereo particle-image velocimetry were performed. The natural buffet frequency was
138.6 Hz (ω∅ = 0.708) that is close to the measured buffet frequency of 129 Hz
(ω∅ = 0.68) in the reference case with the airfoil held in a fixed position. When the
airfoil was excited by distinct excitation frequencies which are close to the natural
buffet frequency, buffet also occurred and the buffet frequency locked into the exci-
tation frequency. The main flow characteristics and dimensions of the flow structures
related to the feedback loop were hardly influenced by the airfoil motion. This leads
to the conclusion that in the case of forced airfoil motions a shock oscillation rather
appears due to the major changes in the flow conditions, i.e., the change of the angle
of attack, and is therefore related to the frequency of the airfoil oscillation. The nat-
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ural feedback loop also still exists and it is not influenced by the oscillations. At an
excitation frequency of ω∅ = 0.715, an amplification of the oscillations within the
flow was observed, when the excitation frequency is close to the frequency of the nat-
ural feedback-loop calculated by the propagation speeds. The phase-averaged flow
fields show a distinct vortex structure. This results in a frequency of about 1000 Hz
that should be emitted when these vortices interact with the trailing edge. The noise
source is determined to be the trailing edge since the correlation of the velocity field
shows a change of in this region. Furthermore, the waves that propagate at a speed of
about 80 m/s can be found upstream of the trailing edge, whereas they are not found
downstream of the trailing edge.
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Total Pressure Measurements Behind an Axial
Ventilator Using a Kiel Probe Array

Till Heinemann, Claus Bakeberg, Hermann Lienhart and Stefan Becker

Abstract This work suggests a new arrangement for measuring the total pressure
inside ducts or pipes with non-standard flow field distributions. The device consists
of an array of 81 Kiel probes distributed over the duct’s cross section. It facilitates
the quick measurement of the integral total pressure e.g. behind an axial ventilator
without the need to scan the duct section with a traversing or integrating additional
substantial flow straightening devices. Wind tunnel tests have proven a tolerance
towards deviating on-flow conditions of more than ±35◦. The application of the Kiel
probe array is shown in a wind tunnel fan test rig.

1 Introduction

The experimental determination of characteristic fan curves is well defined and
standardized in ISO 5801. It describes the procedure of measuring flow rate and
fan pressure in standard fan test rigs. In many industrial or research applications
however, such a standard test rig is not available or infeasible to build due to the test
site’s spatial restrictions or operating environment, such as non-uniform inflow and

T. Heinemann (B) · C. Bakeberg · S. Becker
University Erlangen-Nuremberg, Institute of Process Machinery and Systems Engineering,
Cauerstraße 4, 91058 Erlangen, Germany
e-mail: hei@ipat.uni-erlangen.de

C. Bakeberg
e-mail: ba@ipat.uni-erlangen.de

S. Becker
e-mail: sb@ipat.uni-erlangen.de

H. Lienhart
University Erlangen-Nuremberg, Institute for Fluid Dynamics, Cauerstraße 4,
91058 Erlangen, Germany
e-mail: hermann.lienhart@lstm.uni-erlangen.de

A. Dillmann et al. (eds.), New Results in Numerical and Experimental Fluid Mechanics IX, 573
Notes on Numerical Fluid Mechanics and Multidisciplinary Design 124,
DOI: 10.1007/978-3-319-03158-3_58, © Springer International Publishing Switzerland 2014



574 T. Heinemann et al.

outflow conditions. In such cases, the application of a Kiel probe array is suggested
as a simple and fast substitute measurement solution to gauge fan pressure inside a
duct. As an example, its application is shown within the investigation of the influence
of natural wind conditions at the fan inlet.

ISO 5801 basically requires measuring the static pressure in a pipe or duct section
down-flow of an axial ventilator with wall pressure tapping. Multiple measurement
points in the same section are connected via a circular conduct and gauge the static
pressure attached. For this method, the flow is required to be free of rotation or
swirls, and the ISO standard demands substantial flow straighteners be implemented
in the duct section upstream of the wall pressure tapping. In many existing measuring
environments or restricted testing set-ups, there is not enough space available to do
this, or the additional pressure losses are not tolerable.

A different possibility comes down to scanning the pipe cross section with
multi-hole probes, which will determine total pressure and directivity of the local
flow field [1]. Besides sealing problems, this method requires the possibility to repro-
duce exact positions inside the duct, requiring either qualified and precise manual
introduction of the probe into the pipe, or a traverse. Pitot like probe heads [2] require
less space and cost less than multi-hole probes, but bear the additional disadvantage
that the directivity of the flow field around the probe must be known, since flow devi-
ating from the probe axis by too large an angle will lead to incorrect measurements
of the local total pressure [1, 3].

The Kiel probe array tries to overcome the major disadvantages of the aforemen-
tioned methods. The Kiel probe sensor head shape is generally known to tolerate
significant deviations in on-flow conditions [3] and is comparably easy to manufac-
ture. In a grid array, multiple Kiel type total pressure probes are realized distributed
across a pipe section. The Kiel probe array does not require scanning the pipe cross
section, i.e. there is no need for traversing or complicated sealing of the measurement
section, and all measurement positions can be captured simultaneously.

2 Target Application and Design

2.1 Target Application Experimental Setup

The Kiel probe array was manufactured to overcome certain difficulties in measuring
the fan pressure in a distinctly restricted fan test rig. To measure the influence of
different outdoor on-flow conditions on axial ventilators, a fan test rig was to be
realized inside a wind tunnel. Due to restrictions such as wind tunnel blockage,
increasing flow losses in the duct sections, limited available space, and the target to
realize different on-flow angles, standard ISO 5801 pressure measurement methods
were not applicable. The test set-up is partly shown in Fig. 1.

The concept of the Kiel probe array facilitates measuring the total pressure
close to the fan outlet, upstream of major and inexactly known losses due to duct
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Fig. 1 Fan test rig inside wind tunnel test rig. Tubes connected to Kiel probe array located D/2
downstream of test fan

bends etc. The integral fan pressure computes based on the mean Kiel probe pressure
p̄ at the n equally distributed positions, and the total flow rate V̇ measured at the test
rig outlet, over cross section area A = D × D,

p f an =
n∑

i=1

pi/n − α/2 · (
V̇ /A

)2 = p̄ − pdyn . (1)

2.2 Kiel Probe Array Design

A Kiel probe head basically consists of a Pitot probe wrapped by an additional
larger pipe. It is supposed to focus the air flow and guide it more frontally onto the
smaller Pitot pipe which is connected to the pressure measurement sensor. A sketch
of the probe head manufactured at the University of Erlangen is shown in Fig. 2. The
Figure also shows the entire Kiel probe array mounted in its application in the test
rig mentioned in Sect. 2.1. 9 × 9 probes are distributed equally across the quadratic
pipe cross section, mounted on a high precision laser cut steel frame.1 Combining

1 Duct edge length D = 300 mm



576 T. Heinemann et al.

Fig. 2 Kiel probe array mounted to pipe

the cross section of the grid bars, pipes and probe heads themselves, the entity of
the Kiel probe array blocks the cross section of the duct by less than 9 %. The small
pressure measurement pipes are connected to tubes (and finally to pressure sensors)
outside of the measurement section, which may be seen in detail on the left of Fig. 2,
and in total in Fig. 1.

3 Angle Sensitivity Assessment

Previous research on the angle sensitivity of different total pressure probe head shapes
suggests that the tolerated deviation angle θtol of a Kiel probe to the flow direction
is about ±35◦, with optimized designs up to ±45◦. 2

In order to validate this quality, the Kiel probe array was set up isolated in the
test section of the wind tunnel of the University of Erlangen,3 as shown in Fig. 3.
Figure 4 shows the sensitivity of the mean measured total pressure p̄(θ) towards the
on-flow conditions of the isolated Kiel probe array in the wind tunnel environment.
p̄(θ)/ p̄(0◦) is the relative mean pressure over all 81 Kiel probes plotted in circles
in Fig. 4. This data set suggests that the Kiel grid provides 99 % correct p̄ values for
angles |θ| ≤ θtol ≈ ±25◦. Still, this results is very likely to be too conservative an
estimate.

2 θtol is defined to be the maximum angle for which the measured total pressure value p(θ) deviates
by less than 1% from p(0◦), measured in the direct on-flow configuration.
3 The wind velocity uwind was 15 m/s during all angle sensitivity tests.
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Fig. 3 Experimental set-up for angle sensitivity test inside wind tunnel test section

To explain this point, two contour plots of the total pressure distribution over
the 9 × 9 probe positions are shown in Fig. 5. For the zero degree configuration,
Fig. 5a shows pi (0◦) deviating from the gauged maximum pressure pmax (0◦) =
max {pi (0◦)| i = 1 . . . 81}. Neglecting measurement errors, pmax (0◦) equals ptotal

= p + α/2 · u2
wind generated by the uniform tunnel velocity uwind .

Rotating the Kiel probe array by 30◦ resulted in the total pressure contour plot of
Fig. 5b. Most Kiel probes deviate by comparably little from pmax (30◦), but locally
distinct deviations occur. The authors explain this by locally differing on-flow con-
ditions, caused by the outer grid frame disturbing uniform wind tunnel flow. Conse-
quences are angles of attack θeffective different from the angle θ, here defined as the
array’s angle towards the wind tunnel nozzle. In Fig. 5(b), it is the right hand edge
that is rotated upstream, thus being the closest point to the wind tunnel nozzle. Areas
that are not affected by disturbed flow show much smaller deviation.4

Since the Kiel probe array has been designed to be deployed as part of a pipe
section, such frame caused effects cannot occur in its measurement application. That
is why another mean pressure data set is plotted in triangles Fig. 4. These data points
show the mean total pressure p̄∗(θ)/ p̄∗(0◦) values for an exemplary subset of 9 Kiel
probes that were less affected by distinguished frame disturbances,5

4 Pressure values were averaged over 30 s, and the same local effects could be found continuously
increasing over an increasing angle of attack. Both directions of rotation showed the same effect at
the respective upstream frame edge. Differences between the directions of rotation were caused by
small differences in probe design caused by manufacture, and inequalities of the two frame sides
5 In Fig. 5, the probes for p̄∗ are located where x positions 4–6 overlap with y positions 2–4.
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p̄∗(θ) =
9∑

j=1

p∗
j (θ), p∗

j (θ) = {
p j (θ) | x pos. ∂ {4, 5, 6} , y pos. ∂ {2, 3, 4}} .

(2)
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By reducing the disturbing effects on the test result in this way, we find it much more
realistic to distinguish a θtol ≈ ±35◦.

4 Application

4.1 Flow Field in Axial Ventilator Test Rig

Regarding the target application described in Sect. 2.1, the 3D velocity distribution of
the flow field was measured in the Kiel probe array section at the 81 probe positions,
D/2 downstream of the fan outlet. The Kiel probe array itself was demounted, and a
glass screen section was deployed in the pipe to perform Laser Doppler Anemometry
(LDA) measurements.

Figure 6a shows an exemplary measurement set of the axial ventilator blowing
air into the pipe.6 The mean meridian velocity through the pipe V̇ /D2, scaled by
the fan rotation speed ubladetip = ω · D f an/2, is πduct = 0.2188. Figure 6a contour
plots the measured effective angle θ between the velocity component cm in meridian
flow direction x , and swirl components in the y, z plane, cu . Arrows represent the
direction and magnitude of the swirl component cu .

tan (θ) = cu

cm
(3)

Comparing the effective angles between flow velocities and Kiel probe axis with
the exactness data in Fig. 4, most angles θ are within a tolerable range. Even though
larger angles do appear, these are generally caused by small meridian velocity com-
ponents cm , resulting in small absolute velocities. That implies the positive effect,
that those Kiel probes with the worst on-flow conditions do not distort the integral
result distinctively. Even though yielding the largest relative errors, these probes
gauge the smallest absolute pressures, such that larger relative deviations will still
result in small absolute errors in total pressure measurement values. The flow regions
with significant velocity values only show small angle deviations from 0◦.

4.2 Wind Influence on Fan Performance

For the specific target fan test set-up described in Sect. 2.1, the angle distribution was
considered to be satisfactory. To further decrease the deviation angles, small flow
straighteners or guide vanes deployed between fan outlet and Kiel probe array have
been tested to be very effective. Even though such measures require additional con-

6 The axial ventilator is influenced by 10 m/s air approaching its inlet at an angle of 45◦ to its
rotation axis.
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structive changes in the test rig and cause further flow losses, these consequences can
still be considered favourable compared to those invoked by alternative measurement
methods described in Sect. 1.

Figure 6b shows an example of the results from measurements with the Kiel
probe array in the target application. Different wind velocities are investigated in
their influence on an axial ventilator’s performance, approaching the fan inlet at 45◦.
The fan pressure Δ is plotted over the flow number π for wind velocities 0–10 m/s.
The results from Fig. 6 show that different wind conditions at the fan inlet influence
the flow field behind the axial ventilator distinctively, leading to major effects on the
characteristic fan curve.

5 Conclusions

Measuring the total pressure distribution inside a pipe with a Kiel probe array
is a valid alternative to standard methods, if those cannot be applied. Fast and
easily reproducible measurements are possible. Its tolerance towards deviations of
the approaching flow direction from the probe axis, was determined to be approxi-
mately 35◦. The successful application of the Kiel probe array has been shown in a
fan test rig for investigations on the influence of different on-stream conditions on
an axial ventilator.
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Experimental Study on Wave Drag Reduction
at Slender Bodies by a Self-aligning Aerospike

Oliver Wysocki, Erich Schülein and Christian Schnepf

Abstract This work describesexperimental results of a wave drag reducing device
tested in the Transonic Wind Tunnel in Göttingen both under static and dynamic
conditions. By means of a self-aligning aerospike, the total drag of a blunt-nosed
slender body has been reduced by up to 25–30 % for Mach numbers between M = 1.4
and M = 2.2. Here, self-aligning means that the spike can pitch freely around its
mounting axis and is positioned automatically in direction of the oncoming flow
by means of two small vanes. Wind tunnel experiments showed that the spike was
able to align with the flow direction even during a fast pitching maneuver (forced
sinusoidal movement at f ≤ 7.5 Hz and α = 0◦ . . . 20◦).

1 Introduction

Similar to commercial aircraft, reducing the total drag still plays an important role
when dealing with slender bodies as e.g. missiles. Therefore, it is still object of
divers studies. By decreasing the drag, an air vehicle can fly longer (increased mission
time), farther (increased range), faster (increased Mach number) or heavier (increased
payload). By that, the efficiency can be increased.

At supersonic speeds, drag reduction devices/methods aim to decrease the wave
drag of the body which can be done in different ways. One way is an optimization
of the nose geometry. A pointed nose with a small semi-apex angle is often believed
to be the best nose shape at supersonic speeds since producing an attached oblique
shock with a relatively low wave drag but also relatively high thermal loads. Studies
by several researchers (e.g. [1]) indicated that a pointed nose is not the optimum and
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Fig. 1 Model with spike, (a) General descriptions, (b) Flowfield descriptions. a Top view, b Side
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that a certain nose bluntness has it’s advantages regarding the combination of low
drag and low thermal loads.

Alternatively, a drag reduction can be achieved by e.g. using spikes [2], injecting
counterflow jets [3] or producing a plasma (“hot-spike”) by focusing laser light [4]
or creating an electric arc [5] in front of the body (cf. review paper [6]). All of these
methods create a recirculation region in front of the body by inducing a separation
at the spike or decreasing the total pressure by heating (“hot-spike”). Ideally, this
recirculation region causes an isotropic compression and a continuous pressure rise
(instead of an erratic pressure rise over a shock). By this gradual pressure rise, the
total (wave) drag of the body is reduced.

Referring to spikes, Ahmed et al. [7] showed numerically that an aerodisk
performs better than a pointed spike. Experimental studies by Schülein [8] proved
that permeable shock wave generators (=porous aerodisks) of different shapes can
further decrease wave drag compared to solid aerodisks by producing a thicker shear
layer.

All these shock-control devices (spikes, counterflow jets, hot-spike) usually ap-
plied on the main body’s axis work well at zero angle of attack but have drawbacks
at higher angles of incidence which occur in maneuvers. On inclined bodies with a
fixed aerospike the thermal loads at the nose can be higher than on the body without
the spike (cf. [9]). Due to that, Schülein proposed a self-aligning spike and performed
preliminary tests in a Ludwieg-tube facility at Mach numbers between two and five.
With the self-aligning spike, drag and thermal load could be decreased for higher
angles of attack in comparison to a fixed spike in front of a blunt body.

For the work presented here, the ideas of a self-aligning aerospike and a porous
aerodisk were combined (see Fig. 1). The spike was mounted to a generic slender
body model with a fineness ratio of L/D = 20. The experiments were conducted in the
Transonic Wind Tunnel in Göttingen (TWG) at Mach numbers between M = 1.4 and
M = 2.2 and under both static (no model motion) and dynamic (wind tunnel model
undergoing forced pitching motions) conditions. In this work, the performance of the
self-aligning spike is compared to this of the blunt nose without spike, for both static
and dynamic conditions, by means of balance measurement results and high-speed
schlieren images.
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2 Experimental Setup

The experiments were done with a test rig called “maneuver simulator” which is
especially made for the TWG and includes a hydraulic system to perform pitching
maneuvers e.g. sinusoidal motions with a frequency of f = 7.5 Hz at an amplitude
in the angle of attack (AoA) of θα = ±10◦. The test model was mounted on an
internal, cylindrical, one inch wind tunnel balance fixed to a cylindrical sting which
was attached to the maneuver simulator.

The model was a generic missile model with a diameter of D = 36 mm and a length
of L = 720 mm (about 1/3 of the typical original size) resulting in a fineness ratio
of L/D = 20. It was modularly built with different configurations possible. One of
them is the configuration with a self-aligning aerospike with a small porous aerodisk
(Fig. 1a). The porous aerodisk had a diameter of 0.14 D and was approximately 1 D
in front of the model’s nose. This distance was chosen with respect to the M = 2
results from Schülein [8]. Nonetheless, the optimum of both parameters is depending
on the Mach number and therefore, this combination is probably not the best which
is possible. But since these tests are only a proof-of-concept, the dynamic behavior
of the aerodisk is more important. In contrast to normal aerospikes, no rod was used
to hold the aerodisk. Instead, a sheet metal frame with a thickness of 0.5 mm and a
height of 1.5 mm connected the aerodisk with two small vanes. These vanes were
located behind the axis of rotation and forced the spike to align with the oncoming
flow. By the help of a screw driven break, the rotation resistance could be adjusted.

In the wind tunnel experiments, both static and dynamic tests were performed.
For the pitching maneuvers, the AoA was changed between α = 0◦ and α = 20◦
using eight different sine frequencies ( f = 0.05, 1, 2, 3, 4, 5, 6 and 7.5 Hz).

The internal balance was a six component, symmetrical balance with a maximum
axial force of Fx = 444 N and maximum side and normal forces of Fy,z = 3555 N.
The total forces measured by the balance (= Fbalance) are equal to the aerodynamic
forces only under static conditions (no motion). Under dynamic conditions, the bal-
ance loads are a sum of the aerodynamic (= Faero) and inertial (= Finertial ) loads
acting on the model (Fbalance = Faero + Finertial ). In order to get just the aerody-
namic loads from the balance data (to compare them with the static data), the model
was also equipped with an internally mounted two-axis accelerometer. This was
used to measure the inertial axial and normal accelerations resulting from the forced
model movement. With these accelerations, the inertial forces and moments can be
determined and consequently, the aerodynamic loads can be extracted for dynamic
test conditions. This method is referred to as “inertial force correction” within this
chapter.

Beside balance measurements, high-speed schlieren pictures have been taken. For
this, a monochromatic high-speed camera of the type Photron Ultima APX-RS has
been used. The maximum resolution of this camera is 1024 × 1024 pixels at frame
rates of up to 3,000 fps. For present tests, a frame rate of 500 fps at full resolution
has been used.
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3 Results

As stated before, the functionality and performance of the self-aligning aerospike
were tested for three different Mach numbers (M = 1.4, 1.8, 2.2) at a Reynolds
number based on the model diameter of ReD ≈ 3 · 105. Concluding from the results
presented here (Figs. 2, 3), the drag of the generic slender body can be reduced by
the help of the spike at all tested Mach numbers and under both static and dynamic
conditions.

Figure 2a shows the drag coefficient cd for the static, the quasistatic ( f = 0.05 Hz)
and the dynamic cases with the highest oscillation frequency ( f = 7.5 Hz) at a
Mach number of M = 2.2. The drag coefficient includes the base pressure corrected
axial force coefficient. Furthermore, the results for f = 7.5 Hz are inertial force
corrected (IFC) according to the method described in Sect. 2. This method proved
to be better than an approach using theoretical inertial forces which neglects the
natural oscillation of the model. Nonetheless, this method is also not perfect since
the data obtained with the accelerometers are noisy. Furthermore, not all influencing
parameters are covered by this method, e.g. the forces resulting from the spike’s
motion differing between the wind-off and wind-on measurements. Therefore, a
certain error still remains.

Using the IFC wind-off results, this remaining error of the dynamic results for
cd is estimated to be smaller than 23 %. For this estimation, the remaining residual
error from the wind-off measurements is compared with the static results. In order
to further increase the accuracy, the IFC wind-off results were subtracted from the
IFC data shown in Fig. 2a. Referring to Fig. 2b, this seems to be a good additional
correction method.

Figure 3 presents the reduction rates obtained by the use of the self-aligning
aerospike. On the left (cf. Fig. 3a), the static results of a complete “maneuver” with
increasing and decreasing angles of attack are plotted demonstrating the very good
reproducibility of the data. The maximum drag reduction at M = 1.4 (α = 0◦) is
θcw,max ≈ 24 %. This value increases with Mach number reachingθcw,max ≈ 30 %
at M = 2.2 (α = 0◦). With the increase of the AoA, the beneficial drag reduction
effect of the spike decreases in accordance with the increasing influence of the main
body at higher angles since the spike just influences the shock systems at the nose
(Fig. 3a).

On the right side (cf. Fig. 3b), the drag reduction ability of the self-aligning spike
is shown for the three Mach numbers and the highest frequency of f = 7.5 Hz.
The effect of the spike is comparable to the static cases for AoA above α ≈ 4◦
and below α ≈ 20◦. Close to the turning points, the quality of the corrected data is
questionable. The reason for this is probably the incorrectable influence of the spike
oscillations which occur due to the fact that the center of gravity (CG) of the spike
is located behind its pitch axis. In the wind-off measurements, these oscillations
were suppressed by fixing the spike in a vertical position. Since the highest angular
accelerations occur close to the turning points, the impact of the displacement of the
spike’s CG is the highest, here. Neglecting the results close to the turning points,
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Fig. 3 Drag reduction with spike at ReD ≈ 3 · 105 and different mach numbers. a Static results,
b Dynamic results ( f = 7.5 Hz, residual error corrected)

the maximum drag reduction rates are still in the range of θcd ≈ 28, . . . 34 %.
Referring to the reduction rates based on the inertial force corrected data (without
residual error correction), the maximum drag reduction rates are lower, being in the
range of θcd ≈ 22, . . . 27 %. Summarizing, both static and dynamic results prove
the spike’s ability to reduce the wave drag of a missile over a wide range of AoA.
Nonetheless, the efficiency decreases with an increase of the AoA.

Despite this loss of efficiency, the self-aligning spike still has advantages at higher
AoA. Heat flux measurements by Schülein [9] showed that at these angles, the thermal
loads on a hemispherical nose with a self-aligning spike are smaller than on the same
nose with a fixed spike.

Furthermore, differences between the static and dynamic results (Fig. 2) can
be seen. Here, parts of this deviation come from a small residual error still left
from the inertial force correction. The other portion can be explained by an
increased/decreased drag due to the model movement since different flow condi-
tions occur during the pitch-up and pitch-down part of the periodic motions resulting
in a hysteresis. Nonetheless, the residual errors from the inertial force correction
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Fig. 4 Schlieren pictures at M = 1.41, ReD ≈ 3 · 105, α ≈ 5◦. a Clean configuration, b Spiked
configuration

should be of approximately the same amount since the remaining errors at wind-
off measurements were almost the same for both configurations (clean1 and spiked
configuration). Beside the balance measurements, also high-speed schlieren images
were taken during the test. Figure 4 shows a comparison of the blunt-nosed body
without spike (Fig. 4a) and the body with self-aligning spike (Fig. 4b) at M = 1.4
and α ≈ 5◦ (ReD ≈ 3 · 105). The differences between both configurations with
respect to the bow shock (system) can be seen clearly. The baseline blunt nose pro-
duces a detached bow shock in front of the body. The spike produces a conical shock
and a recirculation zone which is clearly visible in the schlieren images (see Fig. 4b).
The latter is separated from the outer flow by a shear layer. Furthermore, a reattach-
ment shock occurs and combines with the conical shock of the spike far away from
the body. On the bottom side of the recirculation zone, an additional shock occurs
which is produced due to the further compression of the flow on the windward side
of the body in contrast to the expansion on the lee side. This expansion region is
shifted further back for the spiked configuration.

As mentioned before, the recirculation region is responsible for the wave drag
reduction effect. Because of the conical shape of the resulting shear layer, the blunt
nose with aerodisk behaves more like a conical nose with a blunted tip and has
consequently a lower wave drag. The boundary of the recirculation zone (shear
layer) represents the edge of the effective body (displacement body) determining the
wave drag (see Moeckel [10] and Chang [11]).

Schlieren images obtained also show a small misalignment of the aerospike for
increasing AoA and under both static and dynamic conditions. In both cases, this
misalignment results from the flow around the cylindrical body acting as an additional
aerodynamic force on the vane of the spike which leads to negative spike AoA of up
to 3◦ . . . 4◦.

1 clean = configuration without the spike
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(a) (b)

Fig. 5 Schlieren pictures showing the misalignment of the aerodisk at α ≈ 20.4◦ and M = 2.2.
a Static case, b fa = 7.5 Hz

During the sinusoidal pitching motions with frequencies of up to
f = 7.5 Hz, an additional factor caused a small misalignment of the spike. Due to
the model motion and the induced velocity components, the effective AoA is changed
compared to the static case. Moreover, there is also an influence of inertial forces
due to the fact that the CG was not located exactly on the axis of rotation of the
spike. Because of that, the spike’s misalignment increased in the dynamic tests to
6◦ . . . 7◦ (cf. Fig. 5). Furthermore, there was more variation of the misalignment over
the whole AoA range. Nonetheless, Fig. 2a shows that the spike is still working well
even at the maximum actuation frequency of f = 7.5 Hz.

4 Conclusions

The functionality and drag reduction capability of a self-aligning aerospike in com-
bination with a blunt-nosed slender body was experimentally examined. The results
show that the aerospike effectively reduces the drag coefficient by up to θcw ≈ 30%
achieved at the highest Mach number M = 2.2 (ReD ≈ 3 · 105) and zero an-
gle of attack. As expected, the results for the two lower Mach numbers (M = 1.4,
M = 1.8) show smaller drag reduction rates (see Fig. 3a). With the increase of the
angle of attack, the influence of the main body increases resulting in a decrease of
the drag reduction rates. Beside these static results, the graphs from the dynamic
measurements show almost the same behavior (Fig. 2) with small deviations proba-
bly resulting from residual inertial force correction errors which are expected to be
of approximately the same amount for both configurations.

High-speed schlieren images made clear that the self-alignment of the aerospike
works well with only small misalignment angles at high angles of attack. These
occurred in both static and dynamic tests and were caused by the secondary flow in-
duced around the cylindrical main body at incidence. Furthermore, the spike showed
a periodical oscillation additional to these static misalignment angles. This oscilla-
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tion is caused by inertial forces since the spike’s center of gravity was located behind
the spike’s axis of rotation.

Finally, the tests show that the self-aligning aerospike is performing well con-
cerning wave drag reduction at low supersonic Mach numbers with the potential to
perform even better at higher Mach numbers. But there is still potential for improve-
ment by varying and optimizing parameters as e.g. disk size or spike length. The
impact of a variation of the spike’s center of gravity may also be studied in order to
improve the dynamic behavior.
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Aeroacoustic and Aerodynamic Importance
of Unequal Rotor Rotation Speeds of a CROR

R. A. D. Akkermans, J. W. Delfs, C. O. Márquez, A. Stuermer, C. Richter,
C. Clemen, B. Caruelle and M. Omais

Abstract In this contribution, we answer the question of aeroacoustic and aero-
dynamic importance of the non-periodic nature of a Contra Rotating Open Rotor
(CROR) for those specific cases in which the front and the aft rotor rotate with
slightly different rotational speeds. A concept to handle the non-periodicity is con-
cisely presented based on a simultaneous least-square minimalisation approach. The
results show a minor influence of the non-periodicity on the aerodynamics of the
CROR. As opposed to this, a significant influence is observed for the aeroacoustics.
Based on an actual non-periodic CROR, differences between corrected and uncor-
rected signals exceeding 10 dB in amplitude are observed in the propeller plane for
frequencies below the 4th harmonic of the front rotor blade passing frequency (BPF).
For upstream microphone positions, even the 1st rear BPF is highly affected by the
correction procedure. Experimental validation confirms the non-periodic correction
method which has been applied to the numerics. Furthermore, it reveals that ignoring
the non-periodicity leads to a completely opposite conclusion regarding installation
effects for the considered configurations.

1 Introduction

In recent years, Contra Rotating Open Rotors (CROR) have received considerable
attention as this concept promises a considerable reduction of fuel consumption over
conventional ducted turbofan engines, mainly due to their ultra-high by-pass ratio [1].

R. A. D. Akkermans (B) · J. W. Delfs · C. O. Márquez · A. Stuermer
DLR Institute of Aerodynamics and Flow Technology, Braunschweig, Germany
e-mail: rinie.akkermans@dlr.de

C. Richter · C. Clemen
Rolls-Royce Deutschland Ltd. & Co. KG, Dahlewitz, Germany

B. Caruelle · M. Omais
AIRBUS Operation S.A.S., Toulouse, France

A. Dillmann et al. (eds.), New Results in Numerical and Experimental Fluid Mechanics IX, 593
Notes on Numerical Fluid Mechanics and Multidisciplinary Design 124,
DOI: 10.1007/978-3-319-03158-3_60, © Springer International Publishing Switzerland 2014



594 R. A. D. Akkermans et al.

However, the biggest challenges for the realisation of a commercially viable engine
relate to the issues of noise emissions due to the absence of a duct, and installation
effects of the rotors with the airframe (see, e.g. [2]).

A process chain for a coupled aerodynamic-aeroacoustic analysis has been
established at the German Aerospace Center (DLR). This process chain utilizes the
DLR TAU-Code for the unsteady Reynolds-Averaged Navier-Stokes (uRANS) Com-
putational Fluid Dynamics computations and the DLR Ffowcs Williams/Hawkings
(FWH) Code APSIM+ for the subsequent computation of the noise emissions (see,
e.g. [3]). Often the front and aft rotor of the CROR have the same rotation speed,
meaning that the problem is periodic within, or exactly at one rotor revolution
(depending on the number of blades of the front and rear rotor). The CROR exhibits
a dominant tonal noise emission corresponding to the rotor-alone tones and its inter-
action tones.

Within the framework of the German BMWi LuFo project “OPERO” together
with Rolls-Royce Deutschland and the Airbus funded TOP-CROR project, isolated
and semi-installed CROR propulsion systems are studied at high-speed and model-
scale conditions. The specific CROR that is investigated is the Rolls-Royce RIG145
open rotor configuration. The front and rear row rotational speeds are completely
independent creating a non-periodic behaviour in time after one rotation of the ref-
erence rotor. When the difference in rotational speeds is small, the case becomes
periodic only after many rotor revolutions. Since the uRANS CFD computations are
relatively expensive, only one or several revolutions of the rotors can be calculated.

In this contribution, we address the aeroacoustic and aerodynamic importance of
the non-periodic nature of a CROR for those specific cases in which the front and
the aft rotor rotate with slightly different rotational speeds. Firstly, an aerodynamic
analysis of the effects of unequal rotor rotation speeds as well as the installation
effects produced by the pylon is presented. Hereafter, the aeroacoustic importance of
a non-periodic CROR is studied on the basis of appropriate unsteady CFD simulations
in combination with a permeable FWH-solver for the extrapolation of the sound into
the far field. The concept to handle the non-periodicity is concisely presented based
on a simultaneous least-square minimalisation approach.

This chapter is organised as follows. In Sect. 2 the method to account for the
non-periodicity is illustrated. Hereafter, the considered CROR geometry is presented
as well as a short description of the prediction concept. In Sect. 4 results are presented
on the effect of installation and unequal rotor speeds on the aerodynamics. Section 5
presents the effect of the non-periodic correction method on the aeroacoustics is
presented. Finally, a summary is given in Sect. 6.

2 Simultaneously Least-Square Minimalisation

The concept to handle non-periodic signals uses the fact that the important CROR
frequencies are known beforehand, the information of which may explicitly be used
in a least-square minimalisation, i.e.
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S =
⎡ T

0
[s(t) −

N⎜
k=0

Ak cos(ηk t) + Bk sin(ηk t)]2dt
!= min . (1)

Here s(t) is the original signal and Ak and Bk are the Fourier coefficients, with which
the non-periodic signal s(t) is approximated in a least-square sense. Equation (1) can
be rewritten as

Clk

⎣
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)
=

⎟
2
T

∫ T
0 s(t) cos(ηl t)dt

2
T

∫ T
0 s(t) sin(ηl t)dt

⎛
, (2)

where Clk , here referred to as the “correction matrix”, equals

Clk =
⎝
⎞⎠

sin(ηk−ηl )T
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(ηk+ηl )T
1−cos(ηk+ηl )T
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(ηk−ηl )T

1−cos(ηk+ηl )T
(ηk+ηl )T − 1−cos(ηk−ηl )T

(ηk−ηl )T
sin(ηk−ηl )T
(ηk−ηl )T − sin(ηk+ηl )T

(ηk+ηl )T

⎧
⎨⎩ . (3)

For a detailed analysis, the interested reader is referred to Akkermans et al. [4]. For
time signal length T → ∞, Clk reduces to the identity matrix I and the standard
Fourier transform is recovered in (2). For small (finite) T , the r.h.s. of (2) amounts
to the discrete Fourier transform (DFT) for non-periodic frequencies. One can think
of the function of C−1

lk as to correct for the non-orthogonality of the used basis in
this DFT. Note that matrix Clk is not dependent on the spatial position, therefore
the inverse of matrix Clk is only computed once for all source points on the FHW-
surface. Once amplitude and phase are known through the DFT coefficients, the
signal is known “forever” without extrapolation.

3 Geometry and Prediction Concept

The non-periodic RIG145 CROR stems from the European project FP7-DREAM,
for which aeroacoustic and aerodynamic measurements were carried out on a model
scale (1:6) CROR rig. This RIG145 has 12 blades at the front rotor and 9 at the
back (latter blade diameter slightly cropped). Most importantly, the front and rear
rotor have slightly different rotational speeds leading to the non-periodicity. For this
RIG145, uRANS simulations were performed as part of the OPERO project (see
[5] for more details regarding the uRANS simulations), which are used as input for
the acoustic propagation. Two geometries are considered: an isolated and a semi-
installed one. In the latter configuration, a pylon is present which distorts the inflow
at the front rotor plane (i.e. pusher configuration, envisioned to be mounted at rear
fuselage).

A schematic of the prediction concept is depicted in Fig. 1 and consists of uRANS
simulations which are used as input for the FWH propagation (in frequency domain).
The correction procedure consists of a preprocessing step in the process chain, just
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Fig. 1 Schematic of prediction concept in frequency domain with quasi-periodic correction on
DFT (QP-DFT). Final output are real and imaginary part of complex pressure

before the FHW propagation. When dealing with periodic input data from CFD, one
applies a DFT to transform the signal to Fourier space (i.e. (2) with Clk = I). For
non-periodic CROR data the Quasi-Periodic DFT is used, meaning that correction
matrix Clk is computed with (3).

4 Aerodynamic Results

The aerodynamic forces developed by the rotor blades are influenced by the local
flow conditions during the rotation, mainly caused by local deviations of the flow
direction and velocity magnitude (i.e. the local incidence angle at the blade). For a
CROR in pusher configuration, perturbances on the blade forces are produced by
different effects such as angle of attack, blade-blade interactions during the blade
passings, down-wash flow or velocity deficit in the wake produced by the mounting
system, and possible interactions of the blades with the fuselage boundary layer (see,
e.g. [1]). For the isolated case, the blade force developments are mainly affected by
the blade-blade interactions. The front blades react to the upstream potential effect
induced by the aft blades; the aft blades react correspondingly to potential flow
effects from the front rotor, but also to the front blade wakes and the deviations of the
flow induced by the swirl flow in the front rotor wake. In addition, the installed case
demonstrates the impact of the pylon on the blade force development by an abrupt
change of the blade forces when the blade passes through the pylon wake.

The frequencies and amplitudes of the oscillations of the blade force development
are extracted from two representative rotations of the respective rotors and plotted
as the spectrum in Fig. 2a. Here, frequencies are plotted for the isolated and semi-
installed case. Due to the non-periodic behaviour of the blade force time histories,
they are multiplied with a Hanning window function to assure periodicity of the
signal. It has been checked that this does not lead to qualitatively different results
with respect to the aerodynamic analysis presented here. The front blade force devel-
opment of the isolated case shows the first frequency at n = 1 which corresponds
to the shaft rotational speed. This is produced by the non-uniform flow direction
at the rotor plane induced by the potential flow around the non-axisymmetric sting
[5]. The dominant frequencies are located at about two times the aft blade passing
frequencies (n = 18) and its higher harmonics because during only about half a rev-
olution a front blade sensor measures the interaction with all 9 aft rotor blades. The
aft blade load history shows the sting effect (n = 1) as well and the representative
frequencies at twice the front blade passing frequencies (n = 24, 48). The installed
case on the other hand shows the dominant frequency at the rotational speed (n = 1).
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Fig. 2 a Spectrum of the unsteady blade load αCT versus shaft order n. b Front rotor wake (axial
velocity) at start (black) and end (grey) of one rotor revolution

This corresponds to the sting effect added to the blade passing through the pylon
wake. The impingement of the pylon wake on the blades is observed for both rotors,
however, this effect is reduced on the aft blade force development. Comparing the
isolated to the installed case, the amplitudes of the oscillations resulting from blade-
blade interactions of the installed case are slightly higher than the isolated case. This
is caused by the aerodynamic interaction of the front blades with the aft blades during
their interaction with the pylon wake. When the front blades pass through the pylon
wake, the blade loading is increased producing with that a change in the blade wake
which impinges at the same time on the aft blades.

With unequal rotor rotation speeds, the interactions of the front blade wakes with
the aft blades are shifted to avoid that they always occur at the same circumferential
position within several rotations. This can be observed in Fig. 2b, where the wake
produced by the front blades is plotted on a plane between the two rotors for two
positions during one reference rotation of the aft rotor. The rotation begins at the
position where the reference blades of the respective rotors point upwards. The wake
at the initial rotor position is plotted in black, whereas grey isocontours show the
flow features at the end of the rotor rotation. The frequency and amplitude of the
aerodynamic load changes produced by the impingement of the blade wakes with
the aft blade remain constant. A shift of the location of the interactions during the
next rotation is observed [cf. black and grey isocontours in Fig. 2b], however, the
aerodynamic performance of the open rotor is not affected by the non-periodicity.

5 Aeroacoustic Results

The simultaneous least-square minimalisation method is first tested with artificial
signals representative of a non-periodic CROR. In Fig. 3a the original artificial signal
is depicted in black, the reconstructed signal without correction method in grey.
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Fig. 3 a Reconstruction of original artificial signal (black) and without correction method (grey). b
Same as a but now with non-periodic correction method applied (note that the reconstructed signal
overlaps the original signal)

Fig. 4 Spectrum of corrected (grey) and uncorrected (black) isolated RIG145 data in a propeller
plane at x/D ≈ 0 and b for upstream position at x/D ≈ −1.1 (both for 3.5 m from rotor axes). In
these figures, ‘F’, ‘A’, and ‘I’ indicate front rotor, aft rotor, and interaction tones, respectively. Inset
shows the OASPL in streamwise direction

Uncorrected means, here and in the remainder, that the non-periodicity has been
ignored and a DFT has been applied. One clearly sees differences between the original
and reconstructed signal in Fig. 3a. When the quasi-periodic reconstruction is used
with the correction matrix, the reconstructed signal coincides with the original signal
[see Fig. 3b]. This latter result illustrates that non-periodic signals can be accurately
reconstructed with the method described in Sect. 2. When defining an error α as
|p − precon|, it follows that α remains below 2.5×10−13. This value is comparable to
machine accuracy illustrating that indeed the signal is very accurately reconstructed.

In Fig. 4, spectra of the non-periodic RIG145 are depicted for two positions, i.e. (a)
in the propeller plane and (b) for an upstream position. Already for frequencies below
4th harmonic of BPFf, one observes differences up to approximately 10 dB between
the corrected and uncorrected signals. As opposed to the spectrum in the propeller
plane, a 12 dB correction is already observed for the amplitude of the first rear BPF for
the microphone located upstream of the CROR. For the other frequencies, a similar
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Fig. 5 Overall sound pressure level (OASPL) in streamwise direction (x/D) for 3.5 m from rotor
axes. Comparison between experiments and a uncorrected numerical and b corrected numerical
results. Solid lines represent isolated RIG145 data and dashed corresponds to the semi-installed
one. Black and grey colours indicate numerical and experimental results, respectively. The inset
displays a zoom-in around the peak, with meaning of colours and line types as in Fig. 5b, except the
dotted line which is the installed numerical computation without correction method applied [from
Fig. 5a]

behaviour is seen with slightly larger differences between corrected and uncorrected
amplitudes. The impact of the quasi-periodic reconstruction on the over all sound
pressure level (OASPL) is illustrated in the inset of Fig. 4b. For the OASPL, all
frequencies up to 5BPFf are considered. Around the rotor plane small differences
are seen between the OASPL of the corrected and uncorrected signal, as already
suggested in Fig. 4a. However, upstream and downstream differences exceeding 3 dB
in OASPL indicate a significant correction [cf. Figs. 4a and b].

In Fig. 5, the comparison between the numerical and experimental data is
presented. The experimental data is taken from tests performed in the ARA wind-
tunnel in Bedford (UK) within the frame of the EU DREAM project. Note that
the azimuthal angle of the polar OASPL in Fig. 5 is different than the one of the
inset of Fig. 4b. When considering the uncorrected numerical results [see Fig. 5a],
a good agreement is seen between experiments and numerics for the isolated case
(solid black and solid grey lines, respectively). As opposed to this, a large difference
is observed for the installed case (dashed lines). In Fig. 5b, the numerical result is
depicted where the non-periodic correction method has been applied. Hardly any
influence is seen for the isolated case (solid lines), however, for the installed case
now a good agreement is seen between numerics and experiment (dashed lines). The
experimental data therefore confirms the correctness of the here applied non-periodic
correction method [cf. dashed lines in Fig. 5b]. The inset of Fig. 5b shows the region
around the peak values in more detail, however, the dotted line is the numerical
result of the installed case without correction [dashed black line in Fig. 5a]. Clearly
seen is a significant correction of about 4 dB for the installed numerical simulation.
Furthermore, for the considered azimuthal angle, one ends up with a completely
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different conclusion when not correctly accounting for the non-periodicity, i.e. the
semi-installed case is louder (dotted black line) than the isolated one instead of quieter
(dashed black line) when properly taking the non-periodicity into account.

6 Conclusions

Nonequal rotation speeds of CROR rotors lead to non-periodic dataset. A way to
handle such non-periodic signals was presented and tested with artificial signals.
With artificial signals it is demonstrated that the correction method can accurately
reconstruct a quasi-periodic signal. The results on an actual non-periodic CROR
showed a minor influence of the non-periodicity on the aerodynamic performance
of the CROR. As opposed to the minor importance of the non-periodicity for the
aerodynamics, a significant influence is observed for the aeroacoustics. Based on the
isolated CROR case, differences between corrected and uncorrected signals exceed-
ing 10 dB in amplitude are observed in the propeller plane for frequencies below the
4th harmonic of the front rotor BPF. For upstream microphone positions, even the 1st
rear BPF is highly affected by the correction procedure. Comparison of the isolated
and installed CROR cases reveal that ignoring the non-periodicity leads to a com-
plete opposite conclusion for the influence of installation effects. The experimental
validation confirms the non-periodic correction method.
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Computational Aeroacoustics
of a Counter-Rotating Open Rotor
at Different Angles of Attack

Eirene Rebecca Busch, Manuel Keßler and Ewald Krämer

Abstract The noise emission of a 9 × 7 counter-rotating open rotor is examined at
different angles of attack. Numerical simulations with acoustic post-processing were
carried out with a finite volume code and a Ffowcs Williams and Hawkings tool. The
aerodynamic analysis showed a variation of the flow field depending on the angle of
attack, leading to additional forces and moments and also an altered noise emission.
For the single rotor tones a shift of the emission within the rotor plane is observed,
when the flow is attached to the blades. This leads to a higher emission towards the
ground and a lower emission towards the sky with positive angles of attack. The trend
of the polar emission is qualitatively the same. With flow separation at high angles of
attack the polar directivity shows a higher emission in diagonal and x-direction. The
noise emission shows a variation of the noise level and the location of the maxima
for the interaction tones depending on the blade-wake and blade-vortex interaction
which changes with the spanwise position of the vortex impact.

1 Introduction

Counter-rotating open rotors (CRORs) are a promising engine concept to meet the
ACARE Vision 2020 goals in relation to pollutant emission. With the very high by-
pass ratio and two rotors rotating in opposite direction, which lead to a reduction of
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swirl in the wake, they have a great potential for fuel saving. The combination of
high single rotor noise caused by transonic blade tip Mach numbers and interaction
noise leads to an elevated noise level compared to conventional jet engines. The
interaction noise is generated by the front rotor (FR) wake and blade tip vortices
impinging on the rear rotor (RR) as well as the interaction of their potential fields.
Another challenge of the CROR is the integration with current low-wing aircraft
designs, as the traditional under-wing installation is not possible. A tractor-CROR
type integration on a high-wing configuration causes very high inflow angles for the
rotors, while installation in a pusher configuration on the aft fuselage may provoke
additional rotor inflow perturbations due to the presence of a pylon. In this chapter
the noise emission of a 9 × 7 CROR at different angles of attack is evaluated with
an existing numerical process chain [1]. As only noise generated by the rotors is of
interest here, the nacelle is simplified by a circular cylinder.

2 Computational Modeling

Unsteady CFD simulations of a full annulus CROR setup were carried out for 8 rotor
revolutions with a resolution of 360 timesteps per revolution. Flow field data was
extracted over the last rotor revolution and afterwards used for the acoustic analysis.
The CROR operates at take-off conditions with both rotors at equal rotational speed
n. For all cases identical blade pitch angles were used. The total setup consisted of
roughly 49 million cells, which includes 1.5 million cells for each of the 16 blade
meshes and 25 million for the background grid. A Navier-Stokes boundary condition
was used for the blade surfaces while an Euler boundary condition was applied for the
nacelle in the background grid. The same grids were already used for a comparison
of take-off and cruise noise in [1].

2.1 Flow Solver

For aerodynamic modeling the CFD Code FLOWer developed by the German
Aerospace Center DLR was used [6]. It is a block-structured code that solves the 3D
compressible unsteady Reynolds averaged Navier-Stokes equations (RANS). Spatial
discretization is carried out with a second-order accurate cell-centered finite volume
scheme using central differencing. The time integration is done by the dual-time
stepping method developed by Jameson [3, 4]. For turbulence modeling Wilcox’
k-ω model is applied. A Chimera algorithm is implemented so a complex geometry
and moving structures can be modeled [7]. In this chapter moving blade grids were
introduced into a background grid at rest by cutting holes, that for each timestep
move with the same rotational speed as the rotor blades, with interpolating in the
overlapping areas. Grid movement is accomplished by transforming the RANS equa-
tions into a relative frame of reference, which is fixed to the moving body depending
on the prescribed grid movement.
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2.2 Acoustic Solver

The Institute of Aerodynamics and Gas Dynamics tool ACCO is used for acoustic
evaluation. It is a C++ code that determines the noise emission at a distant observer
with the Ffowcs Williams and Hawkings (FWH) analogy. The FWH equation is
defined by

∂
2
ρ◦

∂t2 − c2≈2
ρ◦ = ∂2

∂xi ∂x j

[
Ti j H ( fS)

] − ∂
∂xi

[(
p◦ni + ρui (un − vn)

)
δ ( fS)

]
+ ∂

∂t [(ρ0vn + ρ (un − vn)) δ ( fS)]

where ρ◦ denotes the density distribution, c the speed of sound, p◦ the pressure
fluctuation, ni the normal vector, un the normal component of the velocity, vn

the surface normal speed and δ( f ) the Dirac delta function on the integration
surface [2, 5]. The right hand side stands for the acoustic source terms and the left
hand side is the wave equation. The source terms are monopoles modeling thickness
noise, dipoles modeling loading noise and quadrupoles which model turbulent and
jet noise. In this chapter acoustic noise is calculated by using penetrable integration
surfaces which include a limited source region. The surfaces enclose the blades and
a defined volume of intense quadrupoles while assuming uniform flow outside this
region.

3 Results

The simulations included nine different angles of attack α defined as the angle around
the z-axis, see Fig. 1. For aerodynamic analysis integrated forces and moments of the
blades only as well as the flow field will be shown. The noise emission is evaluated
in azimuthal direction in the y-z-plane as well as in polar direction in the x-y-plane
at a radius of r/R = 3.5.

3.1 Aerodynamics

The angle of attack causes a vertical flow component which is positive with positive
α. This leads to a sinusoidal distribution of inflow over the rotor plane. For a positive
angle of attack the resulting inflow velocity on the blades of the front rotor will be
higher in negative z-direction and leads to an increased local angle of attack αlocal ,
which may even cause local separation. For the front rotor the income flow caused
by the rotational velocity vrot = −2πnr , which increases with the radius r , and the
vertical component of the freestream velocity vy,∅ = v∅ sin α sum up in negative
z-direction. This causes a higher local thrust, whereas in positive z-direction they
point in opposite directions leading to a lower local thrust. This provokes a yawing
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(a) (b)

Fig. 1 Observer positions, a x-y plane, b y-z plane

°

Δ

°

Δ

(a) (b)

Fig. 2 Increments over the axial flow case as a function of CROR angle of attack. a Force incre-
ments. b Moment increments

moment that increases with a higher absolute value of α, see Fig. 2. On the rear rotor
the velocity vectors will sum up reversed due to the opposite direction of rotation.
This effect causes a non-uniform pressure distribution along both front and rear rotor
planes leading to vertical and lateral forces, with a change of sign for the latter
between front and rear rotor due to the reversed direction of rotation, see Fig. 3d–i.
In the wake of the rotors the flow is nearly parallel to the x-axis independent of α,
see Fig. 3a–c. This redirection of flow causes a force in negative y-direction with
positive α and also a pitching moment. However, this pitching moment is much
smaller than the yawing moment. The vertical flow component additionally causes
a shift of the blade tip vortices. For positive α the blade tip vortices of the front rotor
are shifted in positive y-direction, see Fig. 3a–c. Furthermore the variation of the
blade loading entails blade tip vortices of different strength. As seen in Fig. 3d–i
the pressure distribution varies strongly over the front and rear rotor plane. Hence
the flow field is strongly instationary over a rotor revolution, which causes a high
fluctuation in the thrust and also a higher acoustic emission. The wake of the CROR
evens out relatively fast in x-direction with α = 0∈, whereas with |α| > 0∈ the
pressure distribution shows significant differences in radial as well as circumferential
direction, see Fig. 3j–l.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Fig. 3 Distribution of velocity component in x-direction u, non-dimensionalized with speed of
sound c∅, (a–c) and pressure p, non-dimensionalized with farfield pressure p∅ (d–l), for different
angles of attack. a α = −16∈, u/c∅ in x-y-plane. b α = 0∈, u/c∅ in x-y-plane, c α = +16∈, u/c∅
in x-y-plane, d α = −16∈, p/p∅ in FR plane (x/R = 0), e α = 0∈, p/p∅ in FR plane (x/R = 0),
f α = +16∈, p/p∅ in FR plane (x/R = 0), g α = −16∈, p/p∅ in RR plane (x/R = 0.5),
h α = 0∈, p/p∅ in RR plane (x/R = 0.5), i α = +16∈, p/p∅ in RR plane (x/R = 0.5), j
α = −16∈, p/p∅ in CROR wake (x/R = 1.0), k α = 0∈, p/p∅ in CROR wake (x/R = 1.0), l
α = +16∈, p/p∅ in CROR wake (x/R = 1.0)
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3.2 Acoustics

Single Rotor Noise. For an inflow without an angle of attack (α = 0∈) the azimuthal
directivity of single rotor noise is constant for all angles ψ, see Figs. 4a and 5a, as it is
to be expected. The single rotor emission is built up by displacement noise (monopole
noise) and loading noise such as thrust (dipole noise). While the monopole noise is
fairly constant, the dipole noise changes due to the non-uniform thrust production in
the rotor plane with α ↑= 0, cf. Fig. 3. This leads to a displacement of the azimuthal
directivity depending on both the sign of α and its absolute value, see Figs. 4a and 5b.
In addition to the constant loading noise emitted by each blade the sinusoidal loading
causes a variation of the dipole noise over the rotor plane. As this happens for all
blades it occurs with the blade passing frequency for the observer. This effect can be
seen for both front and rear rotor. For the rear rotor (see Fig. 5a) the circular emission
additionally shows a slight distortion which is caused by the non-uniform wake of the
front rotor. The comparison of the cases +4∈ and −4∈ reveals a symmetric behavior
depending on the direction of rotation, see Figs. 4a and 5a. Furthermore with higher
angles of attack (see Fig. 4a +16∈) a fluctuation of approximately 5 dB between
ψ = 65∈ and ψ = 180∈ can be seen in the azimuthal directivity of the front rotor,
indicating flow separation on some parts of the blades. This was also seen in the
pressure distributions on the blade surfaces. The seperation phenomena are stronger
on the front rotor than on the rear rotor where the fluctuations occur at ψ = 30∈ to
ψ = 120∈ with an amplitude of 2 dB, cf. Fig. 5a. The inflow is already redirected
by the front rotor causing a lower inflow angle on the rear rotor. The separation was
observed over several rotor revolutions and is periodic from one rotor revolution to
the next. It occurs only at high local angles of attack on each blade at the same φ
causing the oscillation of the sound pressure level over ψ, hence the acoustic effects
can be observed at blade passing frequency. In polar direction the single rotor noise
shows a displacement of the maximum at θ = 90∈ and θ = 270∈ to the pressure side,
that is again depending on the absolute value of α, see Figs. 4b and 5b. The emission
in diagonal direction and along the x-axis for +16∈ increases with higher absolute
α, which is a clear sign of increasing flow separation due to higher αlocal . Again a
symmetry can be observed for positive and negative angles of attack as the curves for
+4∈ and −4∈ show, see Figs. 4b and 5b. The effects observed in azimuthal as well
as polar direction for the +16∈-case can also be seen for −16∈ with a symmetrical
displacement.

Interaction Noise. The first interaction frequency shows a clear influence of α in
the azimuthal directivity, but a distinct tendency cannot be observed, see Fig. 6a. For
α = 0∈ the noise levels are fairly constant, while for |α| > 0∈ the interaction noise
apparently varies randomly with an amplitude of 20 dB. As this noise is generated
by the interaction of the blade tip vortices and blade wakes with the rear rotor blades,
it is depending on the spanwise position of the collision of vortex and blade and also
on the decay of the wake in x-direction. Generally, the further inward in the rotor
plane the vortex collides with the rear rotor blade, the higher the noise generated
and the higher the variation of sound pressure level over ψ. The combination of flow
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(a) (b)

Fig. 4 Front rotor blade passing frequency fB P F1 = 9n. a Azimuthal directivity. b Polar directivity

(a) (b)

Fig. 5 Rear rotor blade passing frequency fB P F2 = 7n. a Azimuthal directivity. b Polar directivity

(a) (b)

Fig. 6 First interaction frequency fB P F12 = (9 + 7)n. a Azimuthal directivity. b Polar directivity

redirection and displacement of the vortices in y-direction, as well as the variation of
blade loading over the rotor plane leading to different vortex strengths provoke this
apparent chaotic behavior. The polar emission (Fig. 6b) shows a smaller interaction
noise with α = 0∈ than with |α| > 0∈, yet this is not the case for all angles θ. The
interaction noise shows several peaks over the polar direction and the levels vary up
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to 30 dB for all α. For higher absolute α the sound pressure levels in polar direction
are overall higher but show roughly the same variation as for α = 0∈. However, they
may be displaced in θ. The same symmetry effects for positive and negative α can
be observed as for single rotor noise.

4 Conclusion

CFD simulations of a CROR at different angles of attack were performed with a
second order accurate finite volume scheme applying the Chimera method to integrate
rotating blade meshes into a background grid. The following acoustic evaluation was
carried out with a FWH code. Aerodynamic results showed a significant change of
the flow field with varying angles of attack. The redirection of the flow and the non-
uniform blade loading over a rotor revolution in azimuthal direction cause forces and
moments on the engine and also have an influence on the acoustic emission. While the
single rotor noise is mainly displaced in space for varying angles of attack and shows
signs of separation for very high α, the interaction noise increases due to the modified
blade vortex interaction and the variation in vortex strength as well as wake strength
in azimuthal direction. The results presented show a good qualitative agreement with
wind tunnel experiments carried out by Woodward [8]. Further work will include
CFD simulations with adapted blade shape and reduced diameter of the rear rotor.
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Assessment of Front Rotor Trailing Edge
Blowing for the Reduction of Open Rotor
Interaction Noise

A. Stuermer, R. A. D. Akkermans and J. W. Delfs

Abstract Contra-Rotating Open Rotor (CROR) propulsion systems show promise
as a highly economic and environmentally friendly powerplant for future transport
aircraft. One major challenge to overcome relates to the noise emissions of this type
of engine, which is driven in large part by the complex mutual interactions between
the two rotors of the CROR. In the present study, a coupled aerodynamic and aeroa-
coustic analysis using the DLR numerical methods TAU and APSIM+ is performed
to assess the potential of front rotor trailing edge blowing (TEB) to achieve a reduc-
tion of interaction tone noise emissions of CROR propulsion systems. A successful
alleviation of the front rotor’s blade wakes could be achieved, which led to a clear
reduction in local aft blade unsteady loadings for much of their spanwise extent.
However, the specific CROR configuration under study here still has significant
impingement of the front blade’s tip vortices on the aft rotor due to an insufficient
reduction of the aft rotor diameter with respect to that of the front rotor. In terms of
overall aerodynamic performance, no notable difference is found between the two
configurations under study. On the aeroacoustics side, interaction tones are most
affected showing the expected decrease in sound pressure level near the rotor planes.
Upstream of the rotors, increased levels are seen resulting from the aforementioned
tip-vortex impingement on the aft rotor blades.
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1 Introduction

Increasing environmental and economic pressures have renewed interest in Contra-
Rotating Open Rotor (CROR) propulsion systems as a powerplant for commercial
transport aircraft, as they promise a step change in efficiency due to their ultra-high
bypass ratio. The primary challenges for the realization of a commercially viable
CROR engine relate to the issues of noise emissions and installation effects with the
airframe. In the frame of the 7th Framework EU Joint Technology Initiative Smart
Fixed Wing Aircraft project (JTI SFWA) [1], DLR is investigating the general efficacy
of applying front rotor trailing edge blowing (TEB) for the reduction of interaction
tone noise emissions of CROR propulsion systems. Trailing edge blowing reduces
the wake momentum deficit behind the front rotor [5, 13] and therefore its wake inter-
action with the aft rotor. The investigation is conducted using a coupled CFD-CAA
process chain based on unsteady Reynolds-Averaged Navier-Stokes (uRANS) sim-
ulations with the DLR TAU-Code [8, 12] and a subsequent noise emission analysis
using the DLR Ffowcs Williams/Hawkings (FWH) Code APSIM+ [2].

2 Geometry and Test Case Definition

The investigation is performed for the Airbus-designed generic AI-PX7 CROR con-
figuration, an 11 × 9-bladed design featuring an aft rotor diameter reduction of 10 %
with respect to the front rotor. To study the principal efficacy of front-rotor TEB for
the reduction of interaction tone noise emissions, each blade of the AI-PX7 CROR’s
front rotor was modified to include a slot just upstream of the trailing edge on the
blade suction side for much of the blade span, as shown in Fig. 1. For both the base-
line CROR as well as the powerplant with front rotor TEB, uRANS simulations are
performed to assess the detailed impact of this novel active flow control approach on
the aerodynamic performance of the engine as well as to provide the input data for
the FWH analysis of the noise emissions. As interaction-tone noise plays a dominant
role in the overall CROR noise signature as relevant for flyover noise certification
purposes at take-off conditions [12], the investigations are focused on the isolated
CROR at typical low-speed M = 0.23, high-thrust conditions. Through a parametric
study of the blowing pressure ratios for each of the four spanwise slot segments, an
operating point was selected that minimizes the front rotor blade wake deficit in the
plane of the aft rotor.

3 Simulation Approach

A coupled simulation utilizing the DLR TAU-Code for the uRANS CFD computa-
tions and the DLR FWH-Code APSIM+ for the subsequent noise computation was
performed, a process chain that has already been successfully applied to a number
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Fig. 1 CROR front rotor blade slot geometry

of propeller investigations [11, 14]. The DLR TAU-Code is an unstructured finite-
volume vertex-based CFD solver. For the simulation described here, spatial dis-
cretization of the convective fluxes is done using a second order central differencing
scheme with scalar dissipation while the viscous fluxes are discretized with cen-
tral differences. Turbulence is modeled with the 1-equation Spalart-Allmaras model
[10]. The dual time approach is used in the DLR TAU-code to compute unsteady
flows with a temporal resolution set to equate to a rotor rotation of ΔΨ = 0.25◦
per physical time-step [7]. For the application of TEB in the simulation, use is made
of the TAU-Code’s engine boundary condition. It allows for the setting of the cold,
continuous jets in each slot through the specification of appropriate pressure and
temperature ratios at the slot outlets. In order to simulate the relative motion of the
rotors, use is made of the code’s Chimera capability as well as the implemented
motion libraries [9]. The meshes for the CROR configuration were generated using
both the CentaurSoft Centaur and the ANSYS ICEM CFD mesh generation soft-
ware and drew on grid resolution requirement experienced gained in past work on
propeller and CROR simulations [11, 12]. The farfield boundaries are located at a
distance of 20 times the front rotor diameter D from the engine axis and front rotor
center, eliminating any adverse impact of this boundary condition on the flow solu-
tion. In addition to ensuring an adequate resolution of boundary layers (including
the laminar sublayer) on all surfaces of the CROR, a particular focus of the mesh
generation was the requirement to adequately resolve the aeroacoustic pressures in
the rotor mesh blocks during the CFD simulation in order to use the nacelle Chimera
boundary as the input permeable surface for the APSIM+ analysis. Therefore the
mesh density of the front and aft rotor grids was dictated by the need to resolve all
relevant sound pressures through the 5th harmonic of the front rotor blade passing
frequency. Common aft rotor and nacelle meshes were used in the simulations and
only the front rotor mesh was adapted to the baseline configurations unmodified or
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the blowing cases slotted blade geometries. The complete 3-block Chimera meshes
for the uRANS computations consists of 55 ·106 nodes for the baseline configuration
and 62 · 106 points for the case with front rotor blowing. The simulations were run
using 360 processors of the DLR C2 A2S2 E-cluster, resulting in computation times
of around 2 weeks per case.

The Aeroacoustic Prediction System based on Integral Method, APSIM+, was
developed at the DLR Institute of Aerodynamics and Flow Technology for the pre-
diction of rotor or propeller noise radiated in the free farfield. As mentioned, in
the current applications the unsteady CFD data on the Chimera boundary surfaces
surrounding the propellers is used for an aeroacoustic analysis based on the per-
meable surface Ffowcs-Williams/Hawkings (FWH) approach [3, 4, 6]. This choice
was made out of practical considerations, since this boundary represents an already
existing closed surface which fully encloses the relevant noise sources of the geom-
etry, i.e. the rotors. The surface is a non-rotating cylindrical shape aligned with the
rotational axis of the rotors [2, 14]. It should be noted that the final 3D surface is not
closed at its two end caps because of the penetration of the nacelle. The noise contri-
bution of the nacelle, which lies outside of the permeable surface, is not considered
in the present APSIM+ computations. The calculations, performed in the frequency
domain, deliver pressure amplitude and phase information at any desired observer
location, which is further analyzed to derive acoustic spectrum data. For the overall
sound pressure level (OASPL), all frequencies up to 5 times the front rotor blade
passing frequency (5 · BPFF) are considered.

4 Aerodynamic Analysis

The challenge of CROR front rotor TEB application lies in the close coupling of
the rotors. Thus the mixing length, during which the injected air can serve to fill the
front blades wake deficit is limited, and the full alleviation of the adverse impact
of the wake on the aft rotor is non trivial. Figure 2 compares the front blade wakes
at an axial position of x/D = 0.08 downstream of the front rotor in terms of the
instantaneous dynamic pressure profiles at a radial positions of 80 % span of the front
blade. The injection of air near the trailing edge along the front blade span serves
to significantly reduce the wake deficit. In this initial assessment of this technology,
the primary aim was to demonstrate the potential of front rotor blowing for CROR
interaction tone noise emissions. Thus, a wake filling was targeted for the entire
aft blade span, resulting in a relatively large air massflow. This air requirement
is most likely prohibitive but could be reduced through a more aeroacoustically
optimized application, i.e. focusing mainly on the outer portions of the front blade.
The success of the reduction in front blade wake strength as shown in Fig. 2 can be
seen in the reduced local loading fluctuations at a corresponding spanwise position
of the aft blade, as plotted in Fig. 3. In comparison to the baseline case, the blowing
configuration shows a significant reduction of the local loading oscillation (plotted
as the non-dimensional coefficient of total blade loading).
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Fig. 2 Dynamic pressure profiles at x/D = 0.08 aft of the front rotor for a spanwise position of
r/D = 0.4

Fig. 3 Impact of TEB on the local aft blade loading development at 90 % aft blade span

Figure 4 shows a comparison of the integrated complete aft blade loading coeffi-
cient development during the relevant period of one half of the rotor rotation for the
baseline and the blowing case. In both cases, the aft blade experiences an unsteady
loading due to the interaction with the front rotor blades tip vortex and/or wakes. This
causes a 22-cycle oscillation of the blade loading during one full rotor rotation. Sur-
prisingly, an aft blade of the case featuring front rotor TEB shows a larger amplitude
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Fig. 4 Impact of TEB on total aft blade loading development

Fig. 5 Baseline configuration aft blade unsteady loading development

fluctuation than does the baseline case. This unexpected result can be traced to the
interaction of the front rotor’s tip vortices with the aft blades. As shown in the contour
plot of the aft blade unsteady loading versus azimuth for the baseline configuration
in Fig. 5, the aft rotor diameter reduction of 10 % versus the front rotor is insufficient
to avoid impingement of the front blades tip vortices at this high thrust conditions,
which show the dominance of this effect on the unsteady loading for roughly the
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Fig. 6 Comparison of the aft blade unsteady loading for an azimuthal position of Ψ = 90◦

outer 10 % of the aft blade span. Selecting an arbitrary azimuthal position of the aft
blade, for example Ψ = 90◦, it can be seen in the figure, that the largest increase
in aft blade tip blade loading due to front rotor tip vortex impingement coincides
with a strong reduction in local loading across mid portions of the aft blade due to
the interaction with the front blade wakes. This phase shift between tip vortex and
blade wake impingement is a result of the aft blades leading edge sweep. An analy-
sis of the unsteady component of the aft blade loading for the azimuthal position
of Ψ = 90◦ in more detail is plotted in Fig. 6. While the baseline case shows the
previously described change in sign of the unsteady loading between mid-span and
the blade tip regions, the reduction of the front blade wakes through the application
of TEB leads to the tip vortex impingement becoming almost the sole cause for the
aft blade unsteady loading fluctuations, which thus also dominate the complete aft
blade loading development as shown in Fig. 4. Therefore, while front rotor TEB
seems to be quite successful in reducing the aft blade unsteady loadings due to blade
wake impingement, this particular CROR configuration still suffers from a significant
impact of the front blade’s tip vortices on the aft rotor, which will be shown to also
penalize the aeroacoustic benefit of this active flow control technology. In terms of
overall performance, no notable difference is found between the two configurations.
Front rotor thrust shows a small increase of 1.3 %, while aft rotor thrust decreases
by 0.7 % for the blowing case in comparison with the baseline configuration, with a
similar impact seen in the rotor power coefficients.
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5 Aeroacoustic Analysis

Figure 7 shows noise directivities as computed by APSIM+ for a microphone array
on the ground which is aligned with the rotor axis at a constant distance of 46m. The
OASPL of the baseline (black) and TEB (gray) configurations are depicted in Fig. 7a,
with the inset displaying the A-weighted OASPLs. The OASPL shows a negligible
decrease in OASPL for the TEB case around the front rotor plane (x/D = 0), with
alternating regions of decrease and increase levels downstream (flow is from left to
right). However, in the upstream direction, increased levels of up to 5 dB are seen.
When considering the A-weighted OASPL [see inset of Fig. 7a], a small reduction of
1 dBA in maximum OASPL value is achieved for the TEB blowing case. In up- and
downstream directions, qualitatively similar behavior to the unweighted OASPL is
seen. The decomposition of the OASPL into its front rotor-alone tones and interaction
tones is depicted in Fig. 7b. The front rotor tones, comprising the rotor fundamental
tone and its’ higher harmonics through 5 · BPFF, radiate mainly in the rotor plane,
with a negligible decrease of the rotor alone tones when TEB is active (the black
and gray solid lines almost completely overlap). This behavior illustrates that TEB
is not an additional sound source (i.e. a rotating mass source) for the considered
configurations. Aft rotor tones show qualitatively the same behavior as the front
rotor tones (not shown). From the dashed lines it becomes clear that the interaction
tones, including all interaction associated tones up to a frequency of 5 · BPFF, are
responsible for the increased radiation in the upstream direction when TEB is active.
A small decrease of these interaction tones (max. 4 dB) is observed around the rotor
plane. It has been checked that the sound radiation in azimuthal direction is uniform
(as expected for this 11 × 9-bladed isolated CROR at α = 0), therefore the analysis
presented here is confined to a ground-plane microphone array parallel to the engine
axis.

When considering the spectrum at the upstream position x/D = −0.77 [see
Fig. 8a], one clearly sees that the interaction tones are responsible for the increased
OASPL in flight direction when TEB is active. More specificly, the first interaction
tone (1,1) is the main cause for this. A possible explanation is that although the front
rotor blade wakes are reduced, the tip vortices of the front rotor still impinge on
the aft rotor, dominating the interaction noise. The spectrum in the front rotor plane
at x/D = 0 is presented in Fig. 8b. Negligible TEB influence on the front and aft
rotor-alone tones are observed, while the first (1,1) and third (2,1) interaction tones
are reduced. Here it also becomes clear that the previously observed A-weighted
OASPL decrease in the rotor plane mainly stems from the downweighting of the first
two frequencies in favor of the first interaction tone [cf. Figs. 8b and inset of 7a].
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Fig. 7 a Overall sound pressure level (OASPL) in streamwise direction (x/D) for baseline (black)
and blowing (gray) case, with inset displaying A-weighted OASPL. b Front rotor tones (solid lines)
and interaction tones (dashed lines). Coloring as in left figure

Fig. 8 Comparison between baseline (black) and blowing (gray) configuration spectra for a
upstream direction x/D = −0.77 and b front rotor plane x/D = 0. ‘F’, ‘A’, and ‘I’ indicate
front rotor, aft rotor, and interaction tones, respectively. Line coloring as in Fig. 7

6 Conclusion and Outlook

In the frame of the 7th Framework EU Joint Technology Initiative Smart Fixed Wing
Aircraft project, the principal aerodynamic and aeroacoustic benefit of employing
blowing at the trailing edge of the front rotor of a CROR propulsion system was
studied at low-speed take-off conditions. The challenging aspect of the application
of this technology to this type of engine is the close coupling of the rotors, leading
to a short mixing length for the achievement of full front blade wake alleviation. A
successful reduction of the front rotor’s blade wake deficit could be achieved, leading
to a clear reduction in local aft blade unsteady loadings for much of the span. However,
the specific CROR configuration under study here still has significant impingement
of the front blades tip vortices on the aft rotor due to an insufficient reduction of
the aft rotor diameter with respect to that of the front rotor. Thus, while many of
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the interaction tones could be shown to be reduced notably by the reduction in front
blade wake deficit, the first interaction tone in particular was seen to radiate much
more strongly in the direction of flight. This is thought to be caused primarily by the
dominance of the front rotor tip vortex induced unsteady loading of the aft blades.
Future research would aim to avoid the interaction of the front rotor tip vortex with
the aft blades to more clearly isolate the benefit of front blade wake reductions on
interaction tone noise emissions. A study of optimizing the strength and extent of
the blowing on the front rotor trailing edge to reduce the air massflow requirements
of this active flow control technology is also a promising avenue of research.
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Examination of the Influence of Flow Speed on
the Coherence Lengths in Turbulent Boundary
Layers at High Subsonic Mach Numbers

Stefan Haxter, Klaus Ehrenfried and Stefan Kröber

Abstract Wind tunnel measurements of wall pressure fluctuation were conducted
at high subsonic Mach number. The data was analyzed in order to calculate the
spatial decay of coherence of turbulent structures in the turbulent boundary layer
as a function of the Strouhal number. The decay parameter determined from the
measurements was compared with the predictions from the coherence length model
of Efimtsov. The Mach number was varied in order to investigate the influence of a
change in flow speed on the decay parameter for various Strouhal numbers.

1 Introduction

In the past, several models for the prediction of the spatial decay of coherence in the
turbulent boundary layer have been set up to describe empirically the excitation of
a surface—like an aircraft fuselage—by the flow [1, 2]. These models can be used
to predict the excitation and noise radiation into the cabin from fuselage panels [3].
A model for the input is, for instance, the Efimtsov model [2]. It describes the loss
of coherence over distance as exponential functions in flow and cross-flow direction.
The decay factors are also predicted by the model. By transforming the model into
the wavenumber domain, it can be used for the prediction of modal excitation of
plate-structures. The Efimtsov model was derived from sub- and supersonic flight
test data. It is therefore considered to be applicable for the prediction of aircraft hull
excitation. Although considered applicable, the Efimtsov model documentation gives
no information about the flight conditions at which the measurements were taken,
nor about the positioning of transducers on the aircraft. Therefore, the influence of
each of these parameters on the decay of coherence in the turbulent boundary layer,
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Table 1 Overview of the measurement conditions

Case Mach number u∞ [m/s] Reynolds number Rex Boundary layer thickness δ [mm]

1 0.5 166 1.07 · 107 ≈ 25
2 0.65 215 1.39 · 107 ≈ 25
3 0.8 265 1.71 · 107 ≈ 25

shall be investigated separately, starting with the variation of Mach number in this
paper. Data from high subsonic wind tunnel measurements are used for investigation.

2 Measurement Setup

Data was acquired in the Transonic Wind tunnel Göttingen (TWG) at high subsonic
Mach numbers with a total pressure of p0 = 50 kPa. The setup consisted of a long
rigid plate with a run length of approximately 2 m in front of a pressure transducer
array at the end of the plate. The wind tunnel was equipped with flexible walls that
could be adjusted to adapt the pressure gradient in the test section . The pressure
transducer array consisted of 48 Kulite sensors that were pinhole mounted over
an area of 0.6 × 0.6 m. A quasi-randomized transducer distribution was chosen and
resulted in an optimized pattern with maximal spacing number. The effect of a pinhole
mounting had already been considered in reference [4] where the measurement was
described in detail. Up to a frequency of f = 10 kHz, there was no difference in the
auto spectra of a pinhole-mounted sensor compared with a flush-mounted sensor.
Data was acquired at a sampling frequency of fs = 120 kHz. Three flow speeds,
as shown in Table 1, were chosen for the evaluation. The pressure gradient in the
measurements was approximately zero for the two lower speeds. At the highest
speed, the adaptive wall was not able to compensate for the flow acceleration in the
test section, leading ot a difference in the pressure coefficient at the beginning to
the end of the measurement area of αcp ≈ 0.035. Table 1 shows also the Reynolds
number, which is dependent on flow speed and run length. The boundary layer had a
thickness of approximately 25 mm. The local friction coefficient was estimated by [5]

c f = 0.0576 · Re−0.2
x . (1)

This estimation was applied here even though the Reynolds numbers lay slightly
outside the range used in deriving Eq. 1.

3 Data Processing

The time-domain data from each sensor pair was transformed into the frequency
domain by using a Fast Fourier transform routine with 214 sample points. The
resulting spectra had a frequency resolution of 7.3 Hz and were combined and then
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averaged to provide the mean cross spectrum of the pairing. In order to obtain the
cross correlation coefficient of the sensor pairs, the absolute values of the cross spec-
tra were normalized with the auto spectra of the involved transducer signals (Eq. 2).

θnm ( f ) = |Rnm ( f )|√
Rnn ( f ) · Rmm ( f )

(2)

Here, θ is the cross-correlation coefficient, n and m are transducer indices, and R
is the cross spectral density at the frequency f . A double index nn or mm indicates the
auto power spectral density at transducer n, or m respectively. The cross correlation
coefficient is the degree of linear dependence of two transducer signals, shown here
in the frequency domain.

Each transducer pairing has a unique spacing between the transducer positions.
The spacings are defined as follows:

ξnm = xn − xm (3)

ηnm = yn − ym (4)

where x is the transducer position in flow direction (designated “longitudinal”), and
y the position in cross-flow direction (“lateral”). It is obvious that a combination of
a transducer with itself (i.e. nn or mm) results in a spacing of zero for all the auto
spectra and therefore a cross-correlation coefficient value of 1 at zero spacing.

The resulting cross correlation coefficient is shown for a single frequency of
f = 1,001 Hz over the spacing domain in Fig. 1. An exponential fit can be applied to
the experimental data points in order to determine the spatial decay of the coherence
in the flow. This had already been done separately by Palumbo for the decay in the
in-flow (ξ) and cross-flow directions (η) using flight test data [6]. As suggested by
Corcos [1], an exponential trial function was used for the fit (Eq. 5). The exponential
fit yields a decay coefficient which can be used to describe the decay of coherence.
With the array used in this investigation, two-dimensional cross-correlation data are
available. In this way, the direction at which the coherent structures are convected the
furthest can be determined and taken as the predominant flow direction. For this, a
singular value decomposition using all transducer spacings with a cross-correlation
coefficient value above a threshold of exp (−1) was applied. For frequencies above
2,500 Hz, this threshold was lowered to exp (−2) to avoid an error resulting from the
limited spatial array resolution. The two-dimensional distribution of cross-correlation
data can be used together with the flow direction to apply a two-dimensional fit to
the cross-correlation data points (Eq. 6).

θ ( f ) = exp

⎡
− ξ

lx ( f )

⎜
(5)

θ ( f ) = exp

⎡
− ξ

lx ( f )

⎜
· exp

⎡
− η

ly ( f )

⎜
(6)
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Fig. 1 Measured cross-correlation coefficient with two-dimensional fit

A fit error (or residuum) results from subtracting the fitted curve from the data
points at the data point locations. For evaluation of the goodness of the fit in only
the longitudinal direction, the error on the whole two-dimensional spacing area was
weighted with the fitted cross-correlation coefficient in cross-flow direction. This
way, the error from spacings lying very close to the line of the in-flow direction were
weighted more than spacings lying far away from it.

The fits can be applied to the cross-correlation coefficient at all frequencies pro-
vided by the Fourier Transform, resulting in a longitudinal coherence length for
each frequency. These resulting experimental data points can be approximated by
Efimtsov’s model function (Eq. 7) versus the Strouhal number formed with the flow
velocity u∞ and the boundary layer thickness.

lx
⎣
Su∞

) = δ ·
⎟
⎛

⎡
Su∞ · a1

0.82

⎜2

+ a2
2⎝

Su∞·Re0.1

0.1924

⎞2 + (a2/a3)
2

⎠
⎧⎨

− 1
2

(7)

The convective velocity, uc is taken as constant over frequency with a value of
uc = 0.82u∞ [4]. The variables a1, a2, and a3 are the parameters determining the
decay of the coherence and the limitation of the boundary layer thickness. Efimtsov
found values of a1 = 0.1; a2 = 72.8; a3 = 1.54 for these parameters. For a fre-
quency of f = 0 Hz Eq. 7 returns a coherence length value which is shorter than the
boundary layer thickness. This might seem odd at a first view, since one would think
that a coherence length of at least the boundary layer thickness would be present.
However, according to the Efimtsov-model at low frequencies, the limitation due to
boundary layer thickness seems to supress the appearance of coherent structrures
that would produce a coherent signal over a reasonable distance.
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Fig. 2 Coherence lengths from one-dimensional fit

4 Results

First, the one-dimensional fit was applied to the cross-correlation-coefficient data
for the three flow speeds. Secondly, the two-dimensional fit was applied to the same
data for comparison and proof of applicability of this method. Thirdly, the fit error
used to investigate the decay characteristic at low Strouhal numbers was determined.
The coherence length is plotted versus the Strouhal number using the free-stream
flow speed as the characteristic velocity, Su∞ . This resulted in the best collapse of
the curves at high strouhal number.

4.1 One-Dimensional Fit

Coherence lengths determined with the one-dimensional fit are shown in Fig. 2 for
the three flow speeds.

Looking at the figure, the course of the coherence length can be divided into
three regions from high to low Strouhal number: the high-Strouhal number decay,
the kink that describes the limitation of coherence length due to boundary layer
thickness, and the disperse region below the kink. For the decay at high-Strouhal
numbers, a reasonable match exists between the curves at different speeds. The
curve for M = 0.5 is bumpy and shows a disturbance at S ≈ 1.5 which can be
attributed to a tonal noise present in the wind tunnel at that speed. At the position
of the kink, it is difficult to distinguish between the single measurements since the
data points from evaluation start to disperse a little. A maximum coherence length
of 0.15 m is extracted from the data for all three speeds. The kink position seems
to first increase with speed from M = 0.5 to M = 0.65 and then decrease again
considerably from M = 0.65 to M = 0.8 . In the disperse region below the kink,
the determined coherence length rises considerably with lower Strouhal number and
disperses further. Nevertheless, the three speeds are clearly distinguishable in this



624 S. Haxter et al.

0 0.5 1 1.5 2
0

0.1

0.2

0.3

0.4
M = 0.80
M = 0.65
M = 0.50

Fig. 3 Error from the one-dimensional fitting in x-direction

area. The highest coherence length at low Strouhal number is obtained for M = 0.5.
In this region, the coherence length drops with speed.

A look at the fit error in Fig. 3 shows that the deviations are largest at low-Strouhal
numbers. For the highest speed, this deviation occurs at a Strouhal number below the
kink position and shows that the one-dimensional exponential fit does not correctly
describe the decay of coherence in this region. The same applies for the fit deviation
for M = 0.65. Since the kink position is located at a higher Strouhal number, this
region of high error extends up to this higher Strouhal number, but does not extend
beyond the kink position. At the lowest speed measured, the region with an increased
fit deviation extends well into the area of the kink position. This is either a hint for a
change in the characteristics of the coherent structures in the boundary layer, or that
the one-dimensional fit does not resolve the decay properly. Again, the disturbance
at Su∞ ≈ 1.5 is visible.

4.2 Two-Dimensional Fit

The coherence lengths determined by using the two-dimensional fit are depicted in
Fig. 4. Using this 2D-fit function for evaluation results in a smooth course of coher-
ence length versus the Strouhal number. The curves coincide very well at S > 0.75,
which can be attributed to the consideration of flow direction in the 2D treatment,
which leads to the small deviations (as shown by Haxter and Spehr [7]). The tonal
disturbance present in the wind tunnel is again visible at S ≈ 1.5. The evaluation
shows that the kink caused by the coherent structure size limitation due to boundary
layer thickness changes its position and height with different speeds. This applies
to all the speeds considered: The two lower speeds at which there was no pressure
gradient present in the measurement area, and for the highest speed, at which the
pressure gradient in the measurement area was non-zero. The higher the speed, the
lower the Strouhal number at which the maximum of the kink is reached. The max-
imum value reaches 0.16 m at the highest speed and drops to 0.14 m at the lowest
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Fig. 4 Coherence lengths from two-dimensional fit
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Fig. 5 Error from the two-dimensional fitting; separated x-direction

speed. At Strouhal numbers below the kink position, the coherence length rises again,
but appears very disperse. The Strouhal number below which the coherence length
starts to disperse is dependent on the kink position and therefore dependent on the
speed. The coherence lengths at different speeds are still clearly distinguishable in
this low-Strouhal number region.

The coherence lengths predicted by the Efimtsov model for this experiment are
also shown in Fig. 4. The predicted values are well below the measured points for the
coherence length, which can be accounted for by the limitation of coherent structure
size by the boundary layer thickness, which is too pronounced in the model for
this case. The different flow cased do not show a considerable difference in model
behavior. The governing parameter showing a difference between the measurements
is the Reynolds Number, which is taken to the power of 0.1. This leaves very little
difference in the prediction. The predicted curves therefore seem to coincide.

The fit error of the two-dimensional evaluation is depicted in Fig. 5. Again, there
is an increase in the error level visible in the low-Strouhal number region, the exact
position of the region being dependent on the flow speed. For each speed, the increase
of error level occurs just below the Strouhal number, at which the maximum of the
kink is positioned. This includes the lowest speed u∞ = 166 ms−1, for which the
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one-dimensional fit resulted in an increased error level well above the kink position.
Again, one can conclude that the decay of coherence of structures in the turbulent
boundary layer is disturbed in the region where the size of such structures is limited
due to the boundary layer thickness.

5 Conclusion

Wind tunnel measurements at different high-subsonic Mach numbers were evalu-
ated in order to investigate the influence of speed on the decay of coherence of
turbulent structures in a turbulent boundary layer. For this, one-dimensional and
two-dimensional fits were applied to the cross-correlation coefficients of transducer
pairings at different transducer spacings. The two-dimensional fit took the flow direc-
tion into account, which resulted in a better determination of the coherence length.
The position of the maximum of the kink in the plot of the coherence length versus
Strouhal number was found to change its position towards a lower Strouhal number
with increasing flow speed. Also, a higher maximum level for the kink value was
found with increasing speed. This was not predicted by the Efimtsov model which
was shown to describe quite poorly the decay of coherence in the present wind tunnel
experiment. The reason for this is thought to be the small value for the boundary layer
thickness, which is a limiting factor for the coherence length in the model. Another
coherence decay model derived from low Mach number measurements (Corcos)
shows a similar behavior at high frequencies. However, the boundary layer limita-
tion had not been considered in this model, so no comparison can be made at this
point. From the increased error level of the fit at low Strouhal number just below the
kink position, it is concluded that the decay of coherence of turbulent structures—if
present at this Strouhal number—deviates from single exponential behavior. The two-
dimensional fit was shown to be a good method to extract coherence lengths and take
the flow direction into account. As a next step, the evaluation can be applied to other
measurement conditions and flight test data to further examine the characteristics of
coherence decay in turbulent boundary layers.
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Sound Generation by Low Mach Number Flow
Through Pipes with Diaphragm Orifices

Frank Obermeier, Mikhail Konstantinov, Andrei Shishkin and Claus Wagner

Abstract Aerodynamic noise generated by low Mach number flow through a pipe
with two differently sized diaphragm orifices is investigated both theoretically as
well as numerically. Such a flow may be considered as a simple model of an aircraft
climate control system. The theory is based on an acoustic analogy introduced by
Möhring and Obermeier in the seventies. They identified by means of the so-called
Green’s vector function acoustic sources in unsteady flows as the unsteady motion of
vorticity “vortices are the voice of flows”. In addition, the unsteady flow through the
pipe, the aerodynamic sources, and the spectra of sound are evaluated numerically.
Here effects of different numerical algorithms (PISO—PIMPLE) and of different
numerical boundary conditions at the outlet of the pipe (advective, convective—
wave transmissive) are identified and discussed.

1 Introduction

Aerodynamic sound generation in the interior of pipes with complex obstacles like
the interior of jet engines or pipes of aircraft climate control systems is still an only
partly solved problem. Therefore, to improve the understanding of the mechanisms
of sound generation in the interior of pipes and to test possibilities of its numerical
simulation it seems to be helpful to study more elementary problems first. The present
investigation has been motivated by former work of two of the authors, Konstantinov
and Wagner [1].
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Fig. 1 Geometry of the pipe with diaphragm orifices, the inlet velocity is 10 ms−1

The purpose of the present work is twofold. First, we want to present a theoreti-
cal formulation of the mechanisms of sound generation by low Mach number flow
through an axisymmetric pipe with differently sized diaphragm orifices, Fig. 1. The
diaphragms cause flow separation which implies sound generation.

Second, we want to determine the time dependent pipe flow numerically in order
to use the results to identify the locations of sound sources in the interior of the pipe.
In addition, the sound signals and their corresponding spectra are presented.

2 Theory

The total flow within the pipe can be separated into an inner domain, where vorticity
dominates and which is described approximately by an incompressible approach, and
into an outer domain, where the sound dominates and which is described approxi-
mately by a homogeneous wave equation, provided the flow Mach number is small
and typical flow lengths are small compared with the wave lengths of the generated
sound, Obermeier [2]. In addition, it is assumed that there is no feed-back between the
generated sound and the flow separation at the diaphragms. Based on the acoustical
analogy suggested by Powell [3] in 1964 one gets for the inner domain

α

(
p

ρ0
+ |u|2

2

)
= ◦ · (

u × (◦ × u)
) + O(M2) and ◦ · u = O(M2) (1)

and for the outer domain

(
∂

∂t
+ U0

∂

∂x1

)2

p − a2
0

∂2 p

∂x2
1

= O(M2) (2)

with p pressure, ρ density, T temperature, u velocity, M = U0
a0

a typical Mach
number, and a0 speed of sound.

Now, these two equations have to be solved. Free integration constants and free
functions obtained for each of the two flow domains must be determined by a match-
ing procedure. Without going into the algebraic details, which can be found elsewhere
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(e.g. Obermeier [4]), we want to emphasize that one only needs to evaluate the far
field approximation of the inner solution of the pipe flow to get the outer sound field.

When a feed-back between the sound field and the vortical flow does exist the
calculations of the inner flow have to account additionally for compressibility effects.
Nevertheless, the matching procedure will not be affected.

Inner flow field. Equation (1) can formally be integrated by means of a Green’s
function G. When this function is especially tailored to the geometry of the pipe, i.

e. the Green’s function fulfills the boundary condition
(

∂G
∂n

)
wall

= 0, one obtains

only a volume integral

p

ρ0
+ |u|2

2
= −

∫
◦yG

(
x, y

)
· (

u × (◦ × u)
)

dV . (3)

An explicit solution for this special Green’s function in the case of a wave function
has been given by Howe [4], the corresponding solution for the Laplace equation is

lim
x1≈∅ G

(
x, y

)
= 1

2πR2
0

φ
(

y
)

(4)

which does not depend on the observation point x . φ describes the potential of a
fictitious, non-viscous flow through the pipe. In cylindrical coordinates this potential

depends only on the radial coordinate r =
√

y2
2 + y2

3 and the longitudinal coordinate
y1, but not on the azimuthal coordinate ϕ.

In a next step the ordinary Green’s function G is replaced by a so-called Green’s
vector function G (Möhring [5], Obermeier [2, 6]) to be determined by the condition

◦ × G = ◦G. (5)

For observation points outside the source region this condition is fulfilled by

G = {
G y1 , Gr , Gϕ

} = 1

2πR2
0

{
0, 0,−1

r
ψ(y1, r)

}
, (6)

where ψ is the axisymmetric stream function corresponding to the potential φ. Intro-
ducing this result into Eq. (3) and accounting for the Helmholtz equation

∂

∂t
◦ × u = ◦ × (

u × (◦ × u
))

one finally obtains by partial integration

lim
x1≈∅

(
p

ρ0
+ |u|2

2

)
= 1

2πR2
0

∫
∂

∂t

(◦ × u
)
ϕ
ψ (y1, r) dy1 dr dϕ. (7)
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As the stream function ψ does not depend on the azimuthal angle ϕ, the ϕ-integration
can formally be performed, which yields

lim
x1≈∅

(
p

ρ0
+ |u|2

2

)
= 1

R2
0

∫
∂

∂t

(◦ × u
)
ϕ
ψ (y1, r) dy1 dr. (8)

This result implies that the far field of the total pressure in the inner flow region is
fixed by the time dependent part of the azimuthal component of the vorticity averaged
over ϕ, weighted with the stream function ψ over the radius r, and integrated along

the y1-axis when
(◦ × u

)
ϕ

∈= 0. As it is shown later on, this vorticity is produced
predominately by the separation of vortex sheets and their subsequent disintegration
into eddies behind the diaphragm orifices.

Outer flow field. Without going into any details the actual sound field up- and
downstream in the pipe is obtained from the total pressure, Eq. (8), which depends
on the time only, by replacing the ordinary time t by the retarded time t ↑ = t −
(1 − M) x1

a0
. It means that plane sound waves propagate up- (x1 < 0) and downstream

(x1 > 0) the pipe.

3 Numerical Flow Simulations

The numerical simulation of aerodynamic sound generation usually faces two main
problems: (i) Flow quantities are much larger than sound quantities generated by the
flow. This difficulty is avoided by our approach. Here, the flow quantities, like veloc-
ity and vorticity, are evaluated first, then the sound field is determined by means
of the method of matched asymptotic expansions in a second step. (ii) By using
Computational Fluid Dynamics (CFD), e.g. by DES or LES, the flow field can be
evaluated approximately only for realistic Reynolds numbers. Therefore, numer-
ical errors could be larger than the sound quantities of interest. But again, due
to our approach we hope to get round the problem. Nevertheless, the flow veloc-
ities u(y1, r,ϕ; t) obtained numerically are slightly inaccurate. Therefore, the actual
source term ∂

∂t ◦ × u could be even more inaccurate due to its twofold numerical
differentiation with respect to time and space. This expectation has been confirmed
when simulations were performed with two different algorithms to realize velocity-
pressure coupling (PISO and PIMPLE). The sound fields and the corresponding
spectra differ at least quantitatively even though the velocity fields seem to agree
quite well.

In the following, the stream function ψ is determined for the given pipe geometry
first. In a next step the velocity field is predicted with the code “OpenFOAM” in
Cartesian coordinates. From these data the azimuthal component of the unsteady
vorticity distribution and its time derivative are determined in cylindrical coordinates.
Finally, these results are introduced into the integral, Eq. (7), which yields the time
dependence of the total pressure and, hence, the corresponding spectra.
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3.1 Incompressible Approach for the Inner Flow Domain

In a first attempt the total pressure, Eq. (7), has been evaluated by an incompressible
approach in accordance with the method of matched asymptotic expansions. For
the numerical simulations with the code OpenFOAM, a velocity of U0 = 10 ms−1

and an intensity of turbulence of 0.01 is assumed; the number of grid cells was
of the order of 6 millions. The numerical simulations confirm that the two main
source regions of aero-dynamic sound generation are located slightly downstream
of the two diaphragms. Here the vorticity sheets separate from the diaphragms,
disintegrate randomly into vortex rings, and finally decay into eddies. The signal,
Eq. (7), to be matched to the sound field shows a continuous spectrum without a
tonality. Contrary, results obtained in computations by Konstantinov and Wagner
[1] with the commercial code STAR-CCM+, which includes the Ffowcs Williams-
Hawkings-equation, show spectra with peaks. This outcome strongly indicates that
compressibility and, hence, the feed-back mechanisms between the disintegration of
vortex sheets and the generated sound field are not completely negligible.

3.2 Compressible Approach for the Inner Flow Domain

Sound waves generated downstream to the diaphragms and travelling upstream and
downstream in the pipe are partly reflected at the exit and/or at the other diaphragm.
Hence, for right frequencies these waves may turn into standing waves which on
their parts could trigger the disintegration of the vortex sheets into vortex rings and
into eddies. These mechanisms should be responsible for a tonality of the spectra. In
the following numerical simulations were performed by the PISO and the PIMPLE
algorithm, respectively, and in doing so both were combined either with advective
or with admissive pressure conditions at the outlet of the pipe.

PISO with wave transmissive vis-à-vis-a advective pressure conditions at the
outlet. In a first step results obtained by the PISO algorithm with the two different
pressure conditions at the outlet of the pipe are compared. The advective condition
implies that the pressure fluctuations at the exit are convected with the local velocity,
while the wave transmissive condition implies that the pressure fluctuations propagate
with the speed of sound out of the pipe. Obviously, both conditions do not really
describe the physics correctly. The results obtained for the velocity fields (not be
shown here) and the results for the azimuthal components of the vorticity averaged
over the angle ϕ, Fig. 2, look in both cases similar. Here and in the following the
amplitudes are normalized.

Contrary, the corresponding spectra are different, Fig. 3. They both show peaks but
at different frequencies. In the case of the transmissive condition the main peak at
550 Hz agrees with the one obtained in [1]. It correlates well with a standing wave
between the two diaphragms. In the case of the advective condition the main peak
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Fig. 2 ∂
∂t

(◦ × u
)
ϕ

-distribution obtained by the PISO algorithm for wave transmissive (above) and
advective (below) outlet conditions

Fig. 3 Spectra obtained by the PISO algorithm for wave transmissive (blue) and for advective
(pink) outlet conditions

occurs at 450 Hz, a correlation with any of the characteristic lengths within the pipe
is not discernible.

PISO vis-à-vis PIMPLE with the wave transmissive condition at the outlet.
Also in these simulations the velocity fields (not be shown here) look very much the
same. However, there are very obvious differences between the azimuthal compo-
nents of the averaged vortices. In the case of the PIMPLE algorithm the characteristic
length scales of the turbulence are much smaller than the ones obtained with the PISO
algorithm, Fig. 4. Furthermore, very weak disturbances are visible slightly upstream
of the first diaphragm, a convincing explanation does not seem to be known, probably
the differences are the result of intrinsic characteristics of the PIMPLE algorithm.
Surprisingly, the corresponding spectra agree very well, Fig. 5.

Pipe with an added enlargement. Currently nobody really knows the “correct”
formulation of the boundary conditions at the outlet. Therefore, to identify ambigui-
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Fig. 4 ∂
∂t

(◦ × u
)
ϕ

-distribution obtained by the PISO algorithm (above) and the PIMPLE algorithm
(below) for wave transmissive outlet conditions

Fig. 5 Spectra resulting in the PISO algorithm (blue) and the PIMPLE algorithm (pink)

ties in numerical simulations due to alternative boundary conditions at the outlet of a
flow region, it is common praxis to extend the initial flow region. In the present flow
an enlarged section with a diameter of 300 mm and a length of 500 mm is mounted to
the original pipe, Fig. 6. Boundary conditions imposed at the outlet of the enlarged
pipe section are supposed to have only a minor influence on the flow details inside
the initial pipe. Simulations were performed for wave transmissive, convective, and
constant pressure conditions at the outlet.

Two spectra of the total pressure are shown in Fig. 7, where the additional sound
generation behind the unsteady transition between the initial pipe and the enlarged
section has not been accounted for. Important to realize, the main peak at 440 Hz,
which has also been found in the case of the wave transmissive condition, agrees
well with the tonality obtained for the initial pipe in the case the advective pressure
condition at the outlet of the pipe. Unfortunately, there are also differences between
the spectra shown here and those obtained for other outlet conditions. For instance,
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Fig. 6 Velocity amplitude in the cross section of a pipe with a mounted enlargement

Fig. 7 Spectra for convective (blue) and constant (pink) pressure conditions

the second peak at 180 Hz, Fig. 7, does not occur in the case of the wave transmissive
condition at the outlet of the enlarged section.

Finally, we were only partly successful to assign the acoustic wave lengths, which
correspond to the frequencies of the peaks of the spectra obtained for the different
numerical simulations, to characteristic length scales of the pipe.

4 Conclusions

The work presented demonstrates clearly that sources of sound generation are located
slightly behind the diaphragm orifices; the generated sound is completely determined
by the azimuthal component of the unsteady vorticity distribution of the flow.

Numerical simulations indicate that feedback mechanisms between the vortex sep-
aration and the generated sound waves are not negligible and that compressibility
effects in the source region have to be accounted for. The problem why different
numerical approaches and different boundary conditions at the outlet of the pipe
result into partly different data for the vorticity and for the spectra of the total pressure
remains largely unresolved. The time dependent data for the total pressure determine
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the sound field radiated from the outlet (and from the inlet) of the pipe, details have
not been discussed in the chapter. Experimental data by other authors, e.g. Spehr et
al. [7], are not really applicable to open questions pointed out in the present chapter.
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A Separated Flow Model for Semi-Empirical
Prediction of Trailing Edge Noise

Chan Yong Schuele and Karl-Stéphane Rossignol

Abstract An accurate description of the mean flow, the rms values, and spectral
distributions of the separated boundary layer fluctuating velocities plays an impor-
tant role in predicting trailing edge far field noise. A possible method for describing
the mean and rms quantities based on a modification of Coles’ law of the wake
and Prandtl’s mixing length theory is presented. The model is validated against
related experiments from literature and new measurements conducted at DLR Braun-
schweig. Additionally, a comparison between the von Kármán spectrum for isotropic
turbulence and the measured spectra inside the separated boundary layer is given.
The results strongly suggest that the spectra as well as the mean and rms values of
the separated flow can be modeled with the proposed approaches.

1 Introduction

The prediction of aerodynamically generated sound e.g. on wind turbine rotor blades
is essential to the economical feasibility of new wind turbine designs which are lim-
ited by stringent communal immission regulations. Several noise prediction schemes
exist to predict the sound generated on the suction and pressure side of an airfoil trail-
ing edge with an attached turbulent boundary layer [1, 2]. Nonetheless, no scheme
exists currently that describe the aeroacoustic effect of mildly separated turbulent
boundary layers on sharp trailing edges based on a physical description of the trail-
ing edge flow field. Hence the framework for a semi-empirical model based on the
structure of the separated flow zone for incompressible low Mach and high Reynolds
numbers is briefly introduced. The focus of this work will then be the modeling of
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the separated flow field in terms of mean and rms-quantities as well as the turbu-
lence velocity spectra. These quantities are essential for the correct prediction of the
separated flow noise.

1.1 Far Field Noise Prediction Scheme

The trailing edge enhancement of sound can be described e.g. by the plane wave
scattering described by Chase/Chandiramani [3] for a non-compact chord length
half-plane and depends on the wavenumber frequency spectrum of the fluctuating
surface pressure field at the trailing edge. Surface pressure wavenumber spectra can
be calculated through the following solution of the Navier - Stokes and continuity
equation [4] with1 k >> k0 and k > δ−1 and further simplifications such as the
assumption of plane waves and a linearization in u◦

i :

P(k,ω) = ρ2k2
1/k2 . . .

. . .
∫∫

dy2dy◦
2e−(y2+y◦

2)k∂2U (y2)∂2U (y◦
2)u

◦
2rms(y2)u◦

2rms(y◦
2)Φ22(k, y2, y◦

2,ω)

(1)
with2 Φ22(k, y2, y◦

2,ω) = ũ◦
2(k, y2,ω)ũ◦

2(k, y◦
2,ω)/u◦

2rms(y2)
2. In case of attached

turbulent flow, the wave number frequency spectrum can be modeled e.g. through
separation of variables3:

Φ22(k, y2, y◦
2,ω) = R22(y2, y◦

2)Φ22(k, y,ω)

= l2δ(y2 − y◦
2)Φ22(k, y2)Φm(ω − Uc(y2)k1)

(2)

with R22 as spatial correlation of u◦
2, l2 as vertical correlation length scale, Φ22 as

the wavenumber spectrum of u◦
2, and Φm as moving spectrum modeling the decay

of correlation with downstream convection.
A very similar approach is sought for the trailing edge separated flow. Correlations

between surface pressure fluctuations in the region of the trailing edge separated flow
and the velocity fluctuations above indicate that the dominant sources are spatially
coinciding with the maximum mean shear stress, therefore permitting the conclusion
that the recirculation zone with its back flow might be negligible as source region and
the dominant source term is again of convective nature [5]. Henceforth the linearized
mean-shear turbulence interaction term from Eq. 1 shall suffice for the far field sound
prediction scheme.

1 k norm of the wavenumber, k0 = ω/c with c speed of sound, and ω circular frequency, δ boundary
layer thickness
2 k = (k1, k2, k3) wave numbers in i-direction, U mean flow in 1-direction;˜denotes a Fourier
transformed quantity, y2, y◦

2 wall normal coordinate
3 Uc convection velocity



A Separated Flow Model for Semi-Empirical Prediction of Trailing Edge Noise 641

1.2 Scope of the Work

All terms except for the moving axis spectrum in Eq. 2 will be assessed in terms
of modeling with semi-empirical descriptions. At first, a modified form of Coles’
law of the wake is introduced and validated against several data sets from multiple
authors. From this the mean flow and gradients of the boundary layer profiles can be
described. rms values are then calculated from Prandtl’s mixing length theory. Again,
the validity of assumed dependencies is tested for data from this and other authors.
Finally, the wavenumber spectrum of the vertical fluctuating velocities is compared to
the isotropic von Kármán turbulence spectrum. This also allows the validation of the
chosen model for the correlation length scales of the vertical velocity fluctuations.
This is one of the key quantities of the modeling scheme, since it also scales the
moving axis spectrum which is not further investigated within the scope of this
work.

2 Modification of Coles’ Law of the Wake

Coles’ law of the wake is a description of the outer (wake) portion of an equilibrium
turbulent boundary layer. It is added through a wake function f to the description of
the inner and overlap layers and allows a complete description of the entire boundary
layer based on outer variables (Eq. 3) [6]

u+ ≈ 1

κ
ln(y+) + B + 2Π̂

κ
f
( y2

δ

)
(3)

with η̂ = y2
δ , u+ mean velocity normalized with friction velocity, κ von Kármán

constant, Π̂ Coles’ wake parameter, B a constant, and

f (η̂) ≈ sin2
(π

2
η̂
)

≈ 3η̂2 − 2η̂3 (4)

The separated boundary layer is now assumed to behave rather like the wake part
of the boundary layer since the viscous effect of the wall has been removed when
separating from the surface. Therefore, a new wall normal coordinate η is introduced
with

η = y − y0

δ − y0
(5)

This corresponds to η̂ based on an equivalent boundary layer thickness equal to the
distance between the upper limit of the recirculation zone y0 where U (y0) = 0 and
the boundary layer height δ where U (δ) = 0.99U ≈ Uedge. Since d f (η̂=0)

dη = 0, the
appropriate velocity gradient at η = 0 needs to be imposed on the wake function
f (η). For this purpose, a function g(η) composed of four linearly independent terms
is created with
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g(η) = a0 + a1η + a2η
2 + a3cos

(π

2
η
)

(6)

This function fulfills the following four boundary conditions

g(η = 0) = 0 dg(η = 0)/dη = U ◦
0(δ − y0)/Uedge

g(η = 1) = 0 dg(η = 1)/dη = 0
(7)

with
a0 = −a3 a2 = − U ◦

0
Uedge

(δ − y0) + a3

a1 = U ◦
0

Uedge
(δ − y0) a3 = − 2U ◦

0(δ−y0)

Uedge(π−4)

(8)

The modified Coles’ law of the wake is then finalized by adding a parameter Π that
corresponds to Coles’ wake parameter Π̂ :

U (η)/Uedge = Π f (η) + g(η) + h(η,Π) (9)

Again, h(η,Π) is necessary to guarantee the desired boundary conditions after
adding the wake parameter Π and results in

h(η,Π) = 1 − Π

2
(tanh(αη − β) + 1) (10)

The hyperbolic tangens function was chosen based on the boundary conditions given
in Eq. 7 since these have to be also valid for the composed modified law of the wake.
Additionally, this function qualitatively fits the data to be approximated best. The
hyperbolic function does not exactly fulfill the boundary conditions in a mathematical
sense but fulfills it within the necessary accuracy. Best agreement was found when
the constants α and β were set to α ≈ 12.5 and β ≈ 9.5.

3 Experiments and Validations

Measurements were conducted in the Acoustic Wind Tunnel Braunschweig (AWB).
The AWB is an open jet closed circuit wind tunnel with a rectangular nozzle cross
section of 800×1200 mm. Two airfoil models with 800 mm span and 300 mm chord
were tested between 40 and 60 m/s and several angles of attack which provided
trailing edge separation. Both sides of the airfoils were tripped with zigzag turbulator
strips close to the leading edge. Flow field measurements were performed with a
7-hole probe and cross hot wires. Chord normal velocity profiles were taken at 101 %
chord for several spanwise positions.
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3.1 Validation of the Modified Coles’ Law of the Wake and Rms
Modeling

In order to validate the suggested modification of Coles’ law of the wake, several mea-
surements from other authors as stated in Fig. 1 were fitted with Uedge, η, dU0/dη,
and Π and then plotted against (the original) Coles’ law of the wake in terms of
U f it = (U/Uedge − g(η) − h(η,Π))/Π = f (η). The quoted data was taken either
with (flying) hot wires or LDVs and corresponds to separated flow on airfoil models
[7, 8], a flap model [9], and an adverse pressure gradient plate model [10] at multi-
ple streamwise locations in the separated flow within the separated flow region. For
the present study, 7-hole probe as well as hot wire data are shown. Both, hot wire
and 7-hole probe data were fitted against exactly the same scaling parameters when
corresponding to the same location and flow conditions at the airfoil model.

Although the data from all authors were taken on different geometries and at
different free stream velocities, the proposed modification of Coles’ law of the wake
leads to a good collapse of the analyzed data. One exception is the present hot wire
data. Some significant deviation can be seen for small η. This height in the separated
boundary layer corresponds to a region with turbulence intensities > 30 % and leads
to unreliable data. Therefore, any hot wire data for η < 0.35 are not further discussed.

The corresponding chord normal mean flow gradients are presented on the right
hand side of Fig. 1. There is some scatter around the modeled dU f it/dη which is
somewhat expected for the calculation of a gradient based on discrete data points
from experiments.

In order to obtain rms values from the mean flow quantities, Prandtl’s mixing
length theory is used.

Prandtl’s mixing length can be defined as lmix (y2) = ∅−uv/∂2U (y2) [6].
Therefore the x-hot wire data is used to calculated the normalized mixing length
l = lmix/(δ − y0) as shown in Fig.2. Alongside are two data sets from Fig. 1.

The data seem to follow (with some scatter) a straight line with l ≈ −0.04η+0.075
for 0 < η < 0.8.

Finally, the rms values can be extracted from Prandtl’s mixing length theory,
if the ratio between −uv/v2

rms = ν ≈ const. is known. With knowledge of ν,
vrms(y2) ≈ lmix (y2)∂2U (y2)/

∅
ν. For this purpose, Fig.3 shows ν on the left-hand

side and the ratio urms/vrms on the right-hand side. Interestingly, the previously
pretty well matching Prandtl mixing lengths do not show agreement when relating
the uv-correlation to the rms quantities. However, the overall character stays the
same, namely the somewhat constant ratio ν for 0.3 < η < 0.75. The discrepancy
in the absolute value of ν to the reference data sets might be caused by the different
ratios between urms and vrms . These indicate a slightly larger degree of anisotropy for
0.3 < η < 0.75 (rhs of Fig. 3) that converges to ≈ 1.15 and reaches therefore almost
isotropic conditions at the edge of the separated boundary layer. The discrepancy
could also have been caused by the w-component of the velocity fluctuations that
were indirectly added to the u and v velocity components due to the cross wire
arrangement.
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Fig. 1 Fitting of various data sets to U f it = (U/Uedge − g(η) − h(η,Π))/Π = f (η)

Fig. 2 Normalized Prandtl
mixing length

3.2 Spectral Shape Modeling and Length Scales

The spectra of u◦
2 or v from the author’s hot wire data is presented for 3 different

angles of attack at η ≈ 0.4 in Fig. 4. The original spectrum is a point frequency
spectrum which was then transformed into a wavenumber spectrum by using Taylor’s
hypothesis: k1 = ω/Uc(y2). k1 has units of [ rad

m ] with Uc(y2) = U (y2). Although
not shown, the spectral shapes do not vary significantly for η < 1. All four spectra
are multiplied by powers of 10 for better readablity of the diagram.

In order to model the spectral shape of the vertical velocity fluctuations, the von
Kármán turbulence spectrum for isotropic turbulence was chosen [11]. Its low wave
number form is

Φ22 = 4

3

Λ2

π
(1 + (k1/ke)

2)−5/6+μ/2 (11)
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Fig. 3 −uv/urms and urms/vrms

Fig. 4 Turbulence power
spectral densities for several
angles of attack. Comparison
with the isotropic von Kármán
spectral model. Absolute
spectral values shifted by
constant values for better
visibility

with

ke = ∅
πΓ (

5

6
− μ

2
)/(Λ2Γ (

1

3
− μ

2
)) (12)

which corresponds to a normalization factor relating k1 to the maximum wave number
of the energy carrying eddies. In order to take the anisotropic behavior (see Fig. 3)
into account, a factor γ = 5/3 was multiplied with the modeled Φ22. This factor
guarantees for the present anisotropy that

∫
Φ22(k1)dk1 ≈ 1. More details on the

effect of anisotropy can be found in [12]. Parchen [13] suggested Λ2 to be Λ2 =
lmix/κ with κ=0.41 (van Kármán constant) since the mixing length is representative
of the size of the turbulent eddies in the boundary layer. The resulting modeled
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spectra for the infinite Reynolds number limit (μ = 0) are shown as red lines in
Fig. 4. The spectral decay k−5/3

1 matches very well the acquired hot wire data. This
also includes the beginning of the decay which was correctly predicted by Parchen’s
definition for Λ2. As expected, the high wave number part with a larger rate of decay
is not correctly modeled. A corrected model would include the product of the low
and high frequency spectrum. This is not further pursued here.

4 Conclusion

Measurements of the mean flow velocities, rms quantities and spectra were presented
for model airfoils with trailing edge separated flow. A modification of Coles’ law
of the wake was proposed for the description of the separated boundary layer and
resulted in a good collapse of all considered data. Based on a comparison with
data from literature, the modified Coles’ law of the wake as well as the Prandtl
mixing length seem to be of almost universal character, considering the differences
in e.g. Reynolds number, surface curvature, and pressure gradient of the reference
cases. The main difference in modeling the rms quantities was introduced through
the anisotropy of the specific model case. It varied from urms/vrms ≈ 1.7 to 2
and resulted in −uv/v2

rms ≈ 0.5 to 1.1. The shapes of turbulence spectra were
well predicted by using the low wave number van Kármán spectrum and defining
the vertical correlation length scale as Λ2 ≈ lmix/κ. Henceforth a semi-empirical
description of the key parameters for the Blake-TNO trailing edge noise prediction
scheme was identified and validated for trailing edge separated flows.
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Computational Analysis of a Three-dimensional
Flapping Wing

Nadine Buchmann, Rolf Radespiel and Ralf Heinrich

Abstract Unsteady Reynolds-averaged Navier-Stokes simulations are presented
in which two-dimensional airfoil motion parameters have been extended to three-
dimensional wing motion. The motion parameters have been redefined including
induced angles of attack which have been identified using a panel method based
on Prandtl’s wing theory. The numerical simulation approach includes a mesh
deformation tool to perform the wing’s movement. The resulting thrust and propulsive
efficiency on wing sections are compared to equivalent two-dimensional simulations.

1 Introduction

Two-dimensional analysis of moving airfoils has created significant knowledge about
the generation of thrust at high propulsive efficiency by airfoil motion. Previous works
have established an appropriate definition of propulsive efficiency and favorable
motion parameters for unsteady moving airfoils [1–3].

A comprehensive overview of works on flapping flight analysis gives Platzer
[4]. He referred to works of Isogai and Tuncer [5, 6] whose studies on pitch-
plunge-oscillating NACA 0012 airfoils revealed a favourable operating range for
high propulsive efficiency. Furthermore the complex unsteady wake is evident in
experimental results.

This work investigates design aspects of three-dimensional flapping wings. The
wing geometry in planform and airfoil sections has been inspired by measurements
on live hawks [7]. The vital questioning of the present work is totransfer results of
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two-dimensional airfoil motion to a three-dimensional wing. The three-dimensional
effects have to be identified and compensated in the motion description. Therefore
Prandtl’s airfoil theory has been adapted in an appropriate way.

2 Numerical Methods

The analysis of flapping wings shown in this work was carried out using the DLR-
TAU Code [8], solving the RANS equations on hybrid unstructured grids with second
order accuracy in space and time. The implemented numerical scheme is based on
a Finite Volume method and the present computations apply a central discretization
with fourth order dissipation. A dual time stepping approach, preconditioning for low
Mach number range and multigrid operations are used to accelerate the computation.

A second-order accurate implicit Backward Euler dual time stepping scheme is
used for time-accurate computations. The Menter two-layer k−η -model [9] is chosen
for the turbulence modeling.

For simulating a three-dimensional flapping wing, the TAU mesh deformation tool
using Radial Basis Functions (RBF) is applied [10]. These functions are topology
independent functions, whose values only depend on the distance from their origin.
RBF are well suited for interpolation of scattered data like in our TAU simulation
case with hybrid meshes.

Despite anticipated laminar regions the simulations have been performed with
fully turbulent flow in order to establish the newly developed methodology for a
moving wing.

3 Kinematics

The kinematics of a flapping wing is based on the parameters of a two-dimensional
airfoil motion where a section y1 of the wing represents the airfoil. The two-
dimensional motion of an airfoil at y1 is defined as a combined plunging z (t) and
a α = κ/2 phase shifted pitching motion λ (t) around the quarter chord for one
flapping period T :

λy1 (t) = λm + λ1 cos (2κt/T + α) = λm − λ1 sin (2κt/T ) (1)

zy1 (t) = z1 cos (2κt/T ) (2)

Figure 1 shows a three-dimensional motion of the wing spanwise sections, which
fulfills the two-dimensional motion parameters.

Both of these motions cause changes of the effective angle of attack λe during a
flapping period. The change of λe caused by plunging motion γ (t) is described by

γ (t) = γ1 sin (2κt/T ) = 2k
z1

c
sin (2κt/T ) . (3)
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Fig. 1 Wing deformation: side (left) and front view (right) of the left wing part at top dead center,
mid-downstroke and bottom dead center with design point ε = y1

s = 0.8

With k = κ f c
U∞ as reduced frequency where f = 1/T . The effective angle of

attack during a flapping period is then

λe = λm + Δλe sin (2κt/T ) (4)

with Δλe = γ1 − λ1. (5)

The pitch/plunge motion may be extended by superimposed gliding motion:

xy1 (t) = Δx · z1 cos (2κt/T ) (6)

A slight forward gliding motion during downstroke had been found to affect
favourably both thrust cT and propulsive efficiency εP [11].

A superimposition of plunging, pitching and gliding motion generates thrust over
a flapping period.

cT = −cd + cd,stat (λm) (7)

εP = (1/T U∞)
∫ T

0 cT U∞dt

(1/T U∞)
∫ T

0 (cd ẋ1 + cl ż1 + cmλ̇c) dt
= c∗

κ,out

cκ,in
(8)

A suited calculation of the resulting propulsive efficiency of an active motion requires
the steady drag of the airfoil at mean angle of attack to be taken into account, as the
steady drag has to be overcome for every point in time of a flapping period to ensure
propulsion. This steady-state correction is used to decouple thrust and drag and to
allow a comparison between flapping-wing and propeller-driven propulsion. Note
that our definition of thrust coefficient with subtracted steady drag differ from the
one of Isogai, Platzer and Tuncer [4–6].
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4 Vortex Model

The calculation and interpretation of the vortex system which occurs on a flapping
wing has been discussed extensively by Neef [2]. Lifting vortices are located on the
wing perpendicular to the oncoming flow. In consequence the circulation increases
from the non-deformed wing root along the wingspan until it sharply decreases to
zero at the wing tip. Note that lifting vortices leave the wing at the trailing edge as free
vortices. Starting and stopping vortices appear in regions of large vertical deflections
whereas longitudinal vortices appear particularly at maximum wing torsion.

Longitudinal vortices of a finite wing induce a downwash causing the induced
angle of attack, which reduces the effective angle of attack. To determine this induced
angle of attack a method based on Prandtl’s wing theory is used here. The identified
induced angles are taken into account when defining the wing’s motion parameters.

Potential flow wing analysis methods can be divided into unsteady and steady
methods. Unsteady methods include changing flow conditions into the calculation
of aerodynamic forces and wake. However, unsteady methods are often based on the
assumption of small perturbations and infinitely thin, plane wings [12].

Steady methods assume constant flow over a wing. Particularly panel methods al-
low including camber and thickness of airfoils into the calculation of lift and induced
angle of attack distributions [13, 14]. A panel method is used in this work. In xflr5
[15], a panel method coupled with integral boundary layer methods is implemented.
A distribution of doublets and sources on each quadrilateral panel is calculated from
a Dirichlet formulation of the kinematic flow condition. In our applications the shape
of the longitudinal vortices downstream of the trailing edge is held fixed by assuming
straight lines in the direction of the oncoming flow.

The induced angle of attack is calculated iteratively by determining the coefficients
of a Fourier series which represents the distribution of the lift coefficient along the
wingspan.

5 Airfoil and Wing Geometry

The hawk airfoil F0808 forms the basis of a birdlike shaped double tapered wing
with aspect ratio Λ = 6.89 [16] that is used for three-dimensional simulations in this
work, Fig. 2.

The drag polar of the F0808 is shown along with another bird airfoil, SG04 [1], in
Fig. 3. These were computed with the open source software XFOIL. The eN -method
is used for transition prediction with the critical N-factor of 10.

Compared to the SG04, the F0808 shows increased lift and significantly larger
drag coefficients. This is due to high camber and thickness of 8 % compared to only
4 % camber and thickness of the SG04. The maximum thickness of F0808 is located
rather close to the leading edge. According to the large nose radius there is a large
range of angles of attack for which the hawk airfoil does perform well, particularly at
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Fig. 2 Airfoil F0808 (top)
and birdlike double tapered
wing (bottom)
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high angles of attack, see also the polar in Fig. 3. High velocity on the suction surface
and large thickening of the boundary layer towards the trailing edge due to adverse
pressure gradients lead to a higher drag coefficient. Pitching and plunging motions of
this airfoil were performed by using suited kinematics for high propulsive efficiency
from Refs. [3, 11]. These kinematics constitute the 2D design point as given in
Chap. 7. This airfoil performance in thrust and propulsive efficiency constitutes the
reference for the wing performance in three-dimensional flapping motion.

6 Three-Dimensional Flapping Wing

A finite wing geometry causes an induced angle of attack, which requires a redefini-
tion of the effective angle of attack for three-dimensional wings along the wingspan

λe (ε, t) = λm + (γ1 (ε) − λ1 (ε)) sin (2κt/T ) − λi (ε, t) . (9)

Pitching and plunging amplitudes depend on the spanwise position ε as for the
motion increases in proportion to the wingspan. The design point pitching amplitude
holds then

http://dx.doi.org/10.1007/978-3-319-03158-3_7
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Fig. 4 Spanwise distribution
of the angles of attack caused
by pitch and plunge motion
λ1 (ε) and γ1 (ε) and the
induced angle of attack λi (ε)

at mid-downstroke

λ (ε1, t) = λm − λ1 (ε1) sin (2κt/T ) − λi (ε1) sin (2κt/T ) . (10)

The deformation of the three-dimensional wing in time t is defined as a wingspan
dependant function. The torsion angle along the wingspan ε for one instant in flapping
period t/T is defined as

λ (ε, t) = (
λm2D + λi (ε = 0)

) − λ1 (ε) sin (2κt/T ) − λi (ε) sin (2κt/T ) . (11)

Figure 4 shows the distribution of the angles of attack caused by pitch and plunge
motion λ1 (ε) , γ1 (ε) and the induced angle of attack λi calculated using xflr5 along
the wingspan for a typical downstroke.

The increasing amount of the plunge and pitch parameters γ1, λ1 along the
wingspan according to equation [11] can be carried out with the mesh deforma-
tion tool. The distribution of the induced angle of attack has been approximated by
a linear distribution passing through the design point ε = 0.8.

7 Results

The determined induced angles of attack using xflr5 have been considered in the cal-
culation of the mean angle of attack λm and the resulting pitching amplitude λ1 + λi .
In this manner five cases with the design point at 80 % of wingspan, ε = 0.8 were
calculated using the DLR TAU Code. Effective angles of attack amplitude Δλe = 6◦,
τ = 0.8 and superimposed gliding motions Δx = −0.25,−0.125, 0, 0.125, 0.25
were analysed, results on thrust and propulsive efficiency of these computations are
shown in Fig. 6. The F0808 airfoil shows a favorable operating range at angle of
attack, λ = 7◦, as can be seen in the polar shown in Fig. 3. Therefore simulations
have been conducted with a mean angle of attack λm = 7◦.

Figure 5 shows lift and drag coefficients over one flapping period. The coefficients
at wing sections of ε = 0.8, 0.9 are compared to the ones of two-dimensional
airfoil simulations calculated with equivalent parameters to demonstrate the effect
of the newly defined motion, Eq. (11). The three-dimensional motion increases in
proportion to the wingspan, so that at the design point ε = 0.8 the parameters
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Fig. 5 Comparison of lift and drag coefficients of the three-dimensional simulation in spanwise
positions ε = 0.8, 0.9 according to airfoil simulations of the case Δλe = 6◦, k = 0.2

λ1 = 24◦, z1 = 1.44 · cε , with cε airfoil chord at ε = 0.8, k = 0.2, U∞ = 14.5 m/s
are satisfied.

Figure 5 shows a good agreement of the two-dimensional airfoil coefficients and
the results of the 3D wing simulation in the design point at ε = 0.8 as compared
to the larger deviation in the aerodynamic coefficients at ε = 0.9, close to the wing
tip. There are two main reasons for this. On the one hand the induced angle of attack
distribution has an increasing gradient near to the wing tip, whereas the motion
parameters that take into account the induced angles of attack have been defined as a
linearly increasing function. Therefore the induced angle of attack is not completely
compensated in the wing tip region by the 3D motion parameters.

On the other hand the determination of the induced angle of attack is done with a
steady method. This kind of method presumes free, non-lifting vortices to be constant
from the trailing edge, neglecting the unsteady wake. Moreover the wake roll up is
not taken into account. Note that the xflr5 method uses Prandtl’s wing theory to
compute the induced angle of attack which is a rough approximation close to the
wing tip. Hence we conclude that physical flow conditions are only approximately
modelled close to the wing tip.

8 Propulsive Efficiency of the Flapping Wing

The propulsive efficiency of the five simulated cases was also calculated. The calcu-
lation was carried out for the design point ε = 0.8 and for the entire wing. Figure 6
shows a good agreement between the values of thrust and propulsive efficiency of
the wing design section and equivalent two-dimensional airfoil results.

The propulsive efficiency of the entire wing differs only slightly from that of
the wing section, since the motion was carried out with the same ratio of pitch
and plunge amplitude, τ = 0.8, along the wingspan. It has been observed that
a superimposed slight forward gliding motion during downstroke improved both
thrust and propulsive efficiency (see Fig. 6). This increase in thrust for large forward
gliding motion, Δx < 0.125, but affects propulsive efficiency adversely, like earlier
two-dimensional analysis already discovered [1].

We are surprised that the propulsive efficiency of the 3D wing is only slightly
below the 2D result. This indicates that the free longitudinal wake vortices due to
flapping motion are rather weak in the time mean and they result in a loss in εP of
around 4 % only.
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Fig. 6 Propulsive Efficiency at spanwise section ε = 0.8 (left) and of the entire wing (right)

9 Conclusion

Well analysed two-dimensional airfoil kinematics was extended to three-dimensio-
nal flapping wings. The induced angles of attack on finite wings were identified
with a steady vortex system method and taken into to account by defining the wing
torsional flapping motion. The results in thrust and propulsive efficiency of the wing’s
design section ε = 0.8 of a specific case with high propulsive efficiency show good
agreement compared with equivalent two-dimensional values. Note that the total
thrust generated by flapping is still relatively low. This is due to the constraint that
the motion increases in proportion to the wingspan. Near to the wing root, where
little motion is performed, only little thrust is generated. Further simulations should
be carried out with an increased flapping motion in order to generate higher values
of thrust.
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Combined Flow and Shape Measurements
of the Flapping Flight of Freely Flying Barn
Owls

Thomas Doster, Thomas Wolf and Robert Konrath

Abstract The underlying physics of the flight of birds is still not fully understood, in
part due to the very complex wing movement and a lack of appropriate measurement
techniques. Modern measurement technologies for fluid flows are often not suited
for experiments with living animals, since these techniques may potentially harm
the animal (e.g. lasers). The objective of this project was to modify the established
technology Particle Image Velocimetry (PIV) to measure the flow around trained
barn owls with the least possible hazard to the health of the animals. Furthermore, the
shape of the wings was measured simultaneously using Projected Pattern Correlation
Technique (PROPAC) to correlate the flow with the shape and movement of the
wings. Results of the measurements of gliding and flapping flight are presented in
this chapter.

1 Introduction

The study of gliding and particularly flapping flight of birds has a long tradition, but
has been disregarded by aviation research for almost a century. With the increasing
importance of Micro Air Vehicles (MAV), flapping flight came back into focus as a
possibly quieter and more efficient alternative to other existing propulsion systems.
However, the flow physics of the flapping flight of animals is still not completely
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understood. This is due to the complexity of the wing motion together with the
three-dimensionality and the unsteadiness of the flow. However, the evolution over
millions of years of birds leads to an enhanced flapping flight approach, so that
detailed measurements of their biomechanics and the fluid flow around their bodies
and wings could help in gaining more knowledge that can be used to develop flapping
flight mechanisms for MAVs.

Measurement technology for fluid flows has developed rapidly over the last two
decades, leading to a better understanding of transient phenomena in fluid flows.
Unfortunately, most of these technologies are not suited for experiments with living
animals, since they can potentially harm the animal (e.g. use of lasers). Hence, most of
the PIV measurements on birds were focused on the wake behind the bird (Spedding
[1, 2], Hedenström [3], Rosen [4]). Flow effects around the wings of birds especially
for the flapping flight mode have rarely been explored, even though they potentially
play an important role in generating lift and thrust. Measurements on bats [5] and
humming birds [6] show that both create leading edge vortices to increase the lift.
On larger birds such measurements have not yet been conducted.

Therefore the objective of this project was to develop a measurement setup which
is capable of measuring the flow field around owls. For this purpose, the measurement
technique PIV needs to be adapted so that it does not harm the animals. In order to
correlate the flow field information with the movement and shape of the bird wing, the
measurement technique PROPAC was also applied. This technique is used to measure
a wing shape in high resolution and in a non-intrusive manner, as described in [7, 8].
Both measurement techniques were applied simultaneously. Therefore the resulting
wing shapes can be correlated with the flow field obtained by PIV. The position of
the light sheet on the wing as well as the kinematics of the bird movement can also
be calculated by combining the methods.

2 Experimental Methods

In contrast to conventional wind tunnel experiments, another approach was applied.
The birds were trained to fly a defined flight path. For the measurements the experi-
mental setup was placed around the flight path, so that the birds themselves were able
to choose their flight speed and mode (flapping, gliding). Advantages of this setup
are the capability of observing manoeuvres, the steady non turbulent air flow and the
possibility to measure the wake for a long time. The main disadvantage compared to
wind tunnel tests is that the bird only stays within the measurements zone for a short
time, which leads also to a short measurement time.

The whole measuring equipment was attached to an aluminium frame (see Fig. 1,
right). The flight passage through the frame was about 1.8 × 1.8 m. The frame was
placed in the middle of a more than 30 m long and about 5 m wide hall, where the
experimental flights were carried out. At the one end of the hall the bird sat on a
perch and started its flight through the measurement zone when the trainer on the
other side of the hall called it by whistling.
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Fig. 1 Left Barn Owl; Right Sketch of the setting 1-4 PIV Cameras, (a, b) Led-Illuminator; (c, d)
PROPAC Cameras

Two Barn Owls (tyto alba), one male and one female (see Fig. 1, left side) of
RWTH Aachen University were used for the experiments. These owls are specially
trained birds which had already been used for other flight experiments (see [7, 8]).
Therefore the birds were well adapted to these kinds of setups and it was possible to
perform the measurements without the need for extensive bird training.

Barn Owls are crepuscular predators, so they are agile and accustomed to low
light conditions, which is very helpful due to the sensitivity of the measurement
technique to ambient light. With a wing span of around 90 cm and an average chord
length of 15 cm, Barn Owls have relatively large wings compared to their weight of
460–530 g. The flight speed in the experiments varied between 4.5 and 7 m/s. The
resulting Reynolds number is Re ∼ 60,000 and the reduced frequency k ∼ 0,275
(calculated with an average flapping frequency f ∼ 3.5 Hz). For comparison, typical
parameters of other species are given by Herzog [9] or Hubbel [10].

2.1 Stereo PIV

PIV is a well-developed technique, which has been refined and improved over the
last two decades and already adapted to measurements of many fluid problems and
phenomena. For the experiments a Stereo PIV approach was applied. This allows
the calculation of three dimensional velocity vectors within the measurement area.
A detailed description of the principles, variations and common elements of PIV and
Stereo PIV can be found in Adrian [11] and Raffel [12].

The challenge in this project is to make the technology suitable for experiments on
freely flying birds without harming the animals. The use of high energy lasers poses
the highest hazard to the animal, so that either the light intensity has to be reduced
considerably or an alternative non-hazardous light source has to be used. In the
present experiments Xenon flashlamps were applied as light source. The advantage
of this light source is the harmlessness. Main disadvantages are the non-coherent
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radiation characteristic, the low light source intensity (when compared with that of a
laser) and the light pulse length. The radiation characteristic of the light source, i.e.
emitting non-monochromatic light with low spatial coherence, caused a minimum
light sheet thickness of 10 mm for the used setup. The pulse length of the applied
flash lamps was 30µs.

As tracer particles, Microsphere� expanded plastic spheres were used. These
particles (Expancel DET 80 d25) have a density of 25 kg/m3 and a diameter of
60−90µm. They are solid particles and have no deleterious effects for the birds; for
example, they do not adhere to their feathers. The particles restricted the maximum
resolvable flow frequency to ∼2,000 Hz, but they also have good reflection behav-
iour. Therefore, together with the applied high-sensitivity cameras (PCO Dimax)
a sufficient signal to noise ratio was achieved.

The positioning of the cameras needs to be well thought out. To obtain optimal
results of the fluid flow close to the surface of the wing and body, the cameras need to
view parallel to the surface, so that the illuminated feathers are not visible and do not
disturb the results. But there is also always the risk that parts of wing block the field
of view and no results can be obtained. Also the position and shape of the bird flying
through the frame varies greatly. Therefore four cameras were positioned on the side
of the frame to view with different angles on the light sheet (1–4 in Fig. 1). The
images of any two of these cameras could be combined to get stereoscopic results.
The results of all camera pairs were merged to one result. The merged measuring
field had a size of 450 × 500 mm and the images had a resolution of 7 Pixel/mm.

After the owl crossed the light barrier placed in front of the measurement volume,
100 double images with a frequency of 100 Hz were recorded. The time between
the double images was δt = 1.25 ms. To identify the particle movement, a multipass
cross-correlation algorithm from the program PIVView was applied. The adopted
interrogation window size was in most cases 48 pixels with an overlap of 16 pixels,
leading to a distance between two calculated vectors of 16 Pixel, or ∼2.3 mm.

2.2 PROPAC

The determination of shape and position of the bird was carried out with the same
system as already used for bird wing shape measurements by Wolf et al [8]. The basic
principle of the measurement technique is the combination of photogrammetry with
cross-correlation algorithms, as used in PIV [11, 12]. By use of the cross-correlation
algorithms, corresponding patterns can be identified in the stereo images. After iden-
tification of the corresponding image sections, a stereographic reconstruction is used
for the calculation of the exact three-dimensional position of the sections. For a
unique identification a random distributed dot pattern is projected onto the surface
of interest.

Therefore the applied setup consists of image acquisition and projection parts.
For image acquisition a two camera setup, consisting of two Phantom v12.1 high-
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Fig. 2 Measured wing shape at two different time steps together with the PIV light sheet

speed cameras (c, d in Fig. 1), was used. Both cameras were positioned above the
measurement volume, thus providing an observation of the upper wing surface.

For the optical projection of the dot pattern a specially developed projection device
using LED light sources was used. The main feature of this device is the homogenous
projection of patterns with high contrast and good depth-of-field. Furthermore, the
light source is can be pulsed. with which it was possible to prevent that the PROPAC
measurements interfere with the flow measurements; i.e. the light pattern is triggered
just after the exposure times of the PIV cameras The exposure of the PROPAC
cameras is triggered such that they capture the projected dot pattern and a bright line
produced by the light sheet on the wing, so that the position of the PIV plane can be
determined on the wing. An example of the resulting wing shape is shown in Fig. 2.

3 Results

In five days of experiments it was possible to record more than 200 flights. Not all
of those flights were suitable for analysis, because the owls did not always fly at the
optimal position.

Below, the results of some recorded flights are shown and discussed. The collected
PIV data is displayed together with the upper wing shape at certain time steps. The
position of the light sheet with respect to the wing is also given.

3.1 Gliding Flight

The first case shows gliding flight of a barn owl with a flight speed of 6.3 m/s. The
three-dimensional PROPAC result for two time steps and the PIV light sheet are
shown in Fig. 2. It can be seen that the wing shape does not change significantly for
the displayed time steps, which is a characteristic of gliding flight.
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Fig. 3 PIV-results of a gliding flight at two time steps (every 5th vector shown)

The position of the light sheet and therefore the flow measurement was at 53 %
of the wingspan. The result of the fluid flow measurement of the flight is shown in
Fig. 3. The vectors in the images represent the velocity of the air in the measurement
plane, while the colour represents the out-of-plane velocity normalized to the flight
speed. The first image shows the results of flow measurements at 90 ms after entering
the measurement volume, where the wing of the owl can also be seen. Around the
wing there are indications of a circulation and behind it a strong downwash is visible.

The colours in the image show that the out-of-plane velocity increases over
the wing continuously, starting from the leading edge, where it is close to zero,
to the trailing edge, where it reaches almost 10 % of the flight speed in direction of
the body. In the second time step, 130 ms after entering the volume, a thin shear layer
has developed between the upper part of the flow with a positive out-of-plane ve-
locity and the lower part with a negative out-of-plane velocity. The in plane velocity
field still shows the downwash. While the vectors mainly point downwards, the main
direction in the shear layer is in the flight direction, indicating the wake depression
caused by the boundary layer of the wing [13].

3.2 Flapping Flight

An example of the shape measurements of a flapping flight is given in Fig. 4. Each
of the three images of this figure shows one perspective of the position and shape of
the wing at three different time steps. The owl was recorded during an upstroke and
a flight speed of 7.1 m/s was calculated. The position of the light sheet was between
the middle of the wing and the wing tip.

A result of the fluid flow measurement of this flight is shown in Fig. 5 on the
left. The shear layer which divides the upper and lower parts of the flow (positive
and negative out-of-plane velocities, respectively) can clearly be seen and gives an
indication of the path of the wing in the measurement plane. The flow field shows
a velocity from the wing tip in a direction towards the body in the area over the
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Fig. 4 Results of the geometry measurements during an upstroke at tree time steps

Fig. 5 The colourmap in the image on the left shows the out-of-plane velocity, the colourmap in
the image on the right show the vorticity (every 5th vector shown)

shear layer, and vice versa below, similar to the gliding flight results. In Fig. 5 on the
right the colour represents the vorticity in y direction. It can be seen that during the
upstroke negative vortices develop in the y direction. At the end of the upstroke this
changes and positive vortices emerge as shown in Fig. 5 on the right. This indicates
that the lift is alternating during the upstroke, leading to the development of start and
stop vortices and to a compensation for the change in vorticity around the wing that
is according to the wake vortex models of [1] and [14] for flapping flight.

Another flapping flight case where the bird was recorded during down stroke is
shown in Fig. 6. The speed of the owl was only 4.8 m/s during this flight.

The obtained velocity fields for the time steps t2 and t4 are shown in Fig. 7. The
coordinate system is now fixed to the wing, which means we add the vector of the
current wing movement to the measured flow field. The blank area in the wake
of the wing without velocity results is caused by a lack of particles. This area is
enlarged when the bird beats its wings downward (t = t2) and becomes smaller as
the bird reaches the end of its down stroke (t = t4). One reason for that might be the
occurrence of a flow separation.
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Fig. 6 PROPAC results during a down stroke at four time steps, Δt = 20ms

Fig. 7 Velocity results for two time steps, t2 and t4 (every 5th vector shown)

4 Conclusion and Outlook

The measurement technique PIV was successfully modified for the application to
free-flying birds. By the use of flashlamps for the generation of a light sheet, it
was possible to build a non-harmful PIV setup which is able to capture the velocity
field over the wing of the bird. A suitable seeding technique using solid particles
which do not adhere to the bird was also applied. It was proven during the tests that,
providing sufficient training time has been given, the influence of the seeding and
the setup on the flight behaviour can be neglected. For the current tests, velocity
fields for 50 flights were obtained. Within these flights, it was possible to collect
data from 2 birds at several positions on the wing and wing beat phases. Together
with the PIV measurements a non-intrusive surface measurement system was applied
simultaneously, this enabling the correlation of the flow field information with the
wing shape and kinematics of the bird flight.

The obtained results show some interesting flow effects particularly for the
flapping flight, which occur above the wing and in the wake where a complex vor-
tex system develops and that should be investigated in more detail. For this the
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seeding generation should be optimized getting higher spatial resolutions. Also to-
mographic PIV approaches can be applied to gather more information about the
three-dimensional, unsteady flow fields.
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Numerical Investigation of the Aerodynamic
Forces Induced by the Flow around Free
Flying Fruit Fly

Andrei Shishkin and Claus Wagner

Abstract Direct Numerical Simulation (DNS) of free-flight maneuvers of a fruit
fly (Drosophila melanogaster) is performed using the open source CFD code Open-
FOAM . The fruit fly’s geometry and the kinematics are generated according to
experimental studies by P. Schützner and F.-O. Lehmann in which the time series of
spatial coordinates of the markers on the Drosophila’s body, head and wings were
recorded. Based on the calculated velocity and pressure fields, we evaluated the vor-
ticity and the forces acting on the wings. The analysis of the results obtained in the
simulations confirms some experimentally observed lift enhancing mechanisms such
as the leading edge vortex and rotational circulation. The wing-wake inetraction is
also discussed.

1 Introduction

In the past a number of the rigorous theoretical and experimental investigations were
devoted to the mechanisms of force production in insect flight. The revealing lift
enhancing mechanisms such as leading edge vortex (LEV) lift, rotational circulation
and wake capture [1, 2] uncover the physical principles of insect flight. Though, the
most of these researches dealt with robotic wing experiments and hovering flight
conditions, while comparatively few studies relate to the field of numerical simula-
tion of free flight maneuvers. This situation is due to the exceptional complexity of
insect free flight kinematics for measurements as well as for numerical simulation.
Considering the physical side of the problem of a freely flying animal, the aerody-
namic forces are caused by the production of vorticity and the shedding of vortical
structures in each stroke cycle. Moreover, a number of additional factors such as
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Fig. 1 Fruit fly model (a) and surface mesh of the computational domain (b)

wake components from a previous stroke, an impact of body motion, and external
disturbances in surrounding air need to be accounted for in investigations of force
generation mechanisms. All this indicates the challenge for numerical simulations
of insect free-flight maneuvers as well as for the further analysis and interpreta-
tion of results. Detailed reviews of the current state of numerical and experimental
investigations in this area can be found in [2] and [3].

For the presented study, we conducted Direct Numerical Simulations (DNS) of the
flow around freely flying fruit fly (Drosophila melanogaster) using the kinematics
measured by Schützner and Lehmann in their experiments [4]. The geometry model
of the fruit fly (Fig. 1a) consisting of three solid body parts was also constructed
from the experimental data. The method and the code used in the simulations were
developed on the basis of the Arbitrary Lagrangian Eulerian (ALE) approach and
the finite volume method [5] implemented in the open source toolkit OpenFOAM
[6]. More precisely, our contribution to the method was the development of some
advanced boundary conditions for the mesh motion solver based on the real flight
kinematics. We evaluated the aerodynamic forces acting on the fruit fly using velocity
and pressure fields calculated in DNS as well as the vorticity and some other important
characteristics. Some early results of the simulations are reported in [4]. In this
work, we present an advanced analysis of the aerodynamic forces induced by the
flow around the fruit fly. The experimental hypothesis of lift enhancing mechanisms
found their confirmation in DNS. In the first instance, it applies to LEV and rotational
circulation mechanisms. Additionally, the results of the DNS indicate indirectly a
contribution of the wing-wake interaction to the resulting forces. The qualitative
characteristics of each of the listed phenomena need to be investigated in more detail
in the future.
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2 Computational Setup

For the simulations we applied the finite volume method in the computational do-
mains with the moving boundaries [5, 6]. The governing equations are the incom-
pressible Navier-Stokes equations which in dimensionless form read:

∂u
∂t

+ (u · ∇)u = 1

Re
∇2u − ∇ p, ∇ · u = 0, (1)

where u and p are the velocity and pressure fields, respectively, and Re is the
Reynolds number which in our simulations equals Re ≈ 150. For each time step
Eq. (1) are solved but in a changed computational domain. The main idea of the
method is to use a topologically equivalent mesh for each time step. More precisely,
for each time step the mesh is obtained from the previous one by continuous de-
formation which is determined from the solution of the Laplace equation with the
boundary conditions predefined by the data of the kinematics.

The computational domain (Fig. 1b) is bounded by the sphere of diameter 30mm
with the center moving according to the measured motion of the center of gravity
of the Drosophila. The fruit fly model (Fig. 1a) of the size ≈ 2.5 mm is located in
the center of the computational domain. It consists of three independently moving
parts—the body and the two wings. Together this results in 18 degrees of freedom
in the most complicated case. Note, that the used method has the natural restriction:
there exists no continuous domain deformation changing the domain’s connectivity.
Hence, it is impossible to simulate clapping wings or the wings touching the body.
As a consequence, only a half stroke can be simulated using the model containing
the body, while the simplified bodiless two-wings model allows for simulations over
two full strokes of the given kinematics. Due to this, the results and the discussion
concern only the two-wings model.

The measured kinematics by Schützner and Lehmann (chapters 1–3 in [4]) were
presented in the form of time series of the coordinates of the markers on the body
and the wings of the fruit fly. For simplicity, the data were orthogonally transformed
such that the z-axis remains directed opposite to the gravity force, while the center of
gravity of the fruit fly is initially placed at the origin of the coordinate system. Thus,
during the simulated flight, the center of gravity moves forward-and-down along the
xz-plane with small fluctuations in y-direction as illustrated in Fig. 2a. The other
parameters presented in Fig. 2 are the azimuth, i.e. the angle between the projection
of wing base-tip vector on the (horizontal) xy-plane and the positive x-direction, the
elevation (reflecting the angle between the base-tip vector and the xy-plane) and the
angle of attack, which is the angle between the wing plane and xy-plane.

The kinematics can be described shortly as follows. The insect wing motion con-
sists of the regularly repeated cycles of up- and downstrokes. Each half stroke is
divided into translational and rotational phases. The latter take place at the begin-
ning and the end of a half stroke and contain the wing reversal. Since the force
producing mechanisms depend strongly on the phase of the wing cycles, it is impor-
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Fig. 2 Kinematics used in the numerical simulations. a The trace of the center of gravity of a fruit
fly in xz-plane. b Azimuth, c elevation and d angles of attack of the two wings

tant to divide the given data into the following phases: the time segment 0 to 1 ms
corresponds to the downstroke, 1–3 ms—to the upstroke, 3–5.5 ms—to the down-
stroke and 5.5–7.5 ms—to the upstroke again. Further, in Sect. 3 we consider also
alternating translational and rotational phases in the discussion of forces.

3 Generation of Aerodynamics Forces

In this section we focus on the mechanisms which are responsible for the generation
of the aerodynamic forces during Drosophila’s free flight. The aerodynamic forces F
acting on the wings can be split into the pressure and viscous components as follows:

F = −ρ

∫∫
S

pndS
︸ ︷︷ ︸

pressure component

+
∫∫

S
μ[∇u + (∇u)T] · ndS,

︸ ︷︷ ︸
viscous component

(2)
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Fig. 3 Aerodynamic forces acting on the fruit fly’s wings. a lift and b thrust forces

where S denotes the wing’s surface with normal n, and ρ and μ are the density and
the dynamic viscosity of air, respectively. The pressure force component is directed
orthogonal to the wings plane, while the viscous component acts tangentially. Further,
each force component is decomposed by projection on the vertical (z), forward (x)
and side (y) directions to determine the lift, thrust and lateral forces, respectively.
The force components obtained in the DNS are depicted in Fig. 3.

It was found theoretically and experimentally (see [2, 3] and the literature cited
there) that, depending on the phase of the wing cycle, significant forces are generated
by the leading edge vorticies (LEV) during translational phase and the rotational cir-
culation and wake capture (wing-wake interaction) during the rotation phase. These
mechanisms are the subject of our discussion.

The leading edge vorticies remain attached to the wing during the whole transla-
tional phase of a half stroke. The LEV forces are generated due to the lower pressure
region above the wing created by LEV (Fig. 4). In order to visualize the vorticies
needed to highlight the LEV obtained in DNS, the Q-criterion of Hunt et al. [7] is
used. The quantity Q is defined by the following equation:

Q = 1

2

(
|�|2 − |S|2

)
, (3)
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Fig. 4 Left: typical vortical structure of the flow around a flapping wing during translational phase.
The Q-isosurfaces (Q = 107) obtained in DNS of a freely flying Drosophila at t = 4 ms are
depicted. Here A denotes the Leading Edge Vortex (LEV), B—tip vortex, C and D point to trailing
edge vorticies, and the latter are shedding visibly. Right: LEV lift enhancing mechanism. The
leading edge vortex creates a region of a lower pressure above the wing. The pressure difference
on the both sides of the wing produces the force (red arrow). The wing moving direction is shown
with the black arrow

where S = 1
2 [∇u + (∇u)T ] is the rate-of-strain tensor and � = 1

2 [∇u − (∇u)T ] is
the vorticity tensor. The criterion states that in a vortical flow region the norm of the
vorticity tensor � is greater than the norm of the rate-of-strain tensor S, so Q > 0,
and highly vortical flows are characterized by larger Q values.

The visualization of the DNS results, confirming the LEV lift enhancing mecha-
nism, is shown in Fig. 5. The presented results obtained in the translational phase of
down- (from t = 4 ms to t = 5 ms) and upstroke (from t = 6.2 ms to t = 7.2 ms)
reveal that the LEV remain attached to the wings while trailing edge and tip vortices
are shed.

Considering the rotational phase, the generated forces are studied experimentally
and theoretically in [1]. The numerical confirmation of the force generating mech-
anisms is more complicated and requires a series of numerical simulations under
varying conditions aiming to separate the contributions of the different force mecha-
nisms. Nevertheless, the results obtained in our simulation allow to provide indirect
confirmation of the contributions of both, rotational circulation and wake capture, to
aerodynamic forces. The wing kinematics and evaluated forces acting on the wing
are depicted in Fig. 6. The varying velocity fields around the right wing during the
wing reversal are shown in Fig. 7. In the considered period the wing kinematics are
determined mostly by the angle of attack (AoA) and azimuth. The angle of attack in-
creases up to 90◦ at t = 5.5 ms during supination which results in the shedding of the
LEV (not shown here) and the local maximum of total force. Then the supination is
continued up to t = 6.04 ms, when it is changed by pronation. In spite of the change
in wing rotation, the lift increases smoothly reaching the maximum at t = 6.2 ms
and the total pressure force remains extremely high from t = 6.2 to t = 6.5 ms with
the peak at t = 6.3 ms. Simultaneously at t = 5.5 ms, as follows from the azimuth
plot, the wing begins the inverse translational motion interacting with the flow in the
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Fig. 5 Q-isosurfaces coloured with vorticity magnitude. a: the results obtained in the translational
phase of the downstroke. b: the results obtained in the translational phase of the ustroke. LEV
remain attached to the wings during the translational phase

Fig. 6 Kinematics (left) and evaluated aerodynamic forces (right) during rotational phase of the
right wing

near-wake region of the preceding half stroke. This suggests that the force genera-
tion in the reversal period is hard to explain sufficiently by only rotational circulation
mechanism, but it is reasonable to consider the force production as a result of more
complicated mechanism which includes possibly also wing-wake interaction.
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Fig. 7 Calculated velocity field around the right wing during the rotational phase of the flapping
cycle

4 Conclusions

Our three-dimensional numerical simulations of the flow around the wings of freely
flying fruit flies demonstrate highly dynamic and complex vortical flow structures in
insects. A detailed analysis of pressure and viscous forces suggests that the leading
edge vortex, rotational circulation and possibly wake capture contribute to aero-
dynamic force production. The action of the latter is not yet enough studied in
non-hovering insect flight. A comprehensive and comparative numerical analysis on
the contribution of different force enhancing mechanisms is still under investigation
including an analysis on the impact of wing elasticity on forces and moments.
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