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Preface

This AISC volume contains the papers presented at the 48" Annual Convention of

Computer Society of India (CSI 2013) with theme ‘ICT and Critical Infrastructure’
held during 13th —15th December 2013 at Hotel Novotel Varun Beach, Visakhapatnam
and hosted by Computer Society of India, Vishakhapatnam Chapter in association with
Vishakhapatnam Steel Plant, the flagship company of RINL, India.

Computer society of India (CSI) was established in 1965 with a view to increase
information and technological awareness among Indian society, and to make forum
to exchange and share the IT- related issues. The headquarters of the CSI is situated
in Mumbai with a full-fledged office setup and is coordinating the individual chapter
activities. It has 70 chapters and 418 students’ branches operating in different cities of
India. The total strength of CSI is above 90000 members.

CSI Vishakhapatnam Chapter deems it a big pride to host this prestigious 48" Anu-
ual Convention after successfully organizing various events like INDIA-2012, eCOG-
2011, 28th National Student convention, and AP State Student Convention in the past.

CSI 2013 is targeted to bring researchers and practitioners from academia and in-
dustry to report, deliberate and review the latest progresses in the cutting-edge research
pertaining to emerging technologies.

Research submissions in various advanced technology areas were received and after
arigorous peer-review process with the help of program committee members and exter-
nal reviewer, 173 ( Vol-I: 88, Vol-II: 85) papers were accepted with an acceptance ratio
of 0.43.

The conference featured many distinguished personalities like Dr. V.K.
Saraswat, Former Director General, DRDO, Prof. Rajeev Sangal, Director, IIT-BHU,
Mr. Ajit Balakrishnan, Founder & CEO Rediff.com, Prof. L.M. Patnaik, Former Vice
Chancellor, IISc, Bangalore, Prof. Kesav Nori, IIIT-H & IIT-H, Mr. Rajesh Uppal, Ex-
ecutive Director & CIO, Maruti Suzuki-India, Prof. D. Krishna Sundar, IISc, Bangalore,
Dr. Dejan Milojicic, Senior Researcher and Director of the. Open Cirrus Cloud Comput-
ing, HP Labs, USA & President Elect 2013, IEEE Computer Society, Dr. San Muruge-
san, Director, BRITE Professional Services, Sydney, Australia, Dr. Gautam Shroff, VP
and Chief Scientist, Tata Consultancy Services, Mr. P. Krishna Sastry, TCS, Ms. Angela
R. Burgess Executive Director, IEEE Computer Society, USA, Mr. Sriram Raghavan,



VI Preface

Security & Digital Forensics Consultant, Secure Cyber Space, and Dr. P. Bhanu Prasad,
Vision Specialist, Matrix Vision GmbH, Germany among many others.

Four special sessions were offered respectively by Dr. Vipin Tyagi, Jaypee University
of Engg. & Tech., Prof. J.K. Mandal, University of Kalyani, Dr. Dharam Singh, CTAE,
Udaipur, Dr. Suma V., Dean, Research, Dayananda Sagar Institutions, Bengaluru. Sep-
arate Invited talks were organized in industrial and academia tracks in both days. The
conference also hosted few tutorials and workshops for the benefit of participants.

We are indebted to Andhra University, JINTU-Kakinada and Visakhapatnam Steel
plant for their immense support to make this convention possible in such a grand scale.
CSI 2013 is proud to be hosted by Visakhapatnam Steel Plant (VSP), which is a Govt.
of India Undertaking under the corporate entity of Rashtriya Ispat Nigam Ltd. It is the
first shore-based integrated steel plant in India. The plant with a capacity of 3 mtpa was
established in the early nineties and is a market leader in long steel products. The Plant
is almost doubling its capacity to a level of 6.3 mtpa of liquid steel at a cost of around
2500 million USD. RINL-VSP is the first integrated steel plant in India to be accredited
with all four international standards, viz. ISO 9001, ISO 14001, ISO 50001 and OHSAS
18001. It is also the first Steel Plant to be certified with CMMI level-3 certificate and
BS EN 16001 standard.

Our special thanks to Fellows, President, Vice President, Secretary, Treasurer, Re-
gional VPs and Chairmen of Different Divisions, Heads of SIG Groups, National Stu-
dent Coordinator, Regional and State Student Coordinators, OBs of different Chapters
and Administration staff of CSI-India. Thanks to all CSI Student Branch coordinators,
Administration & Management of Engineering Colleges under Visakhapatnam chap-
ter for their continuous support to our chapter activities. Sincere thanks to CSI-Vizag
members and other Chapter Members across India those who have supported CSI-Vizag
activities directly or indirectly.

We take this opportunity to thank authors of all submitted papers for their hard work,
adherence to the deadlines and patience with the review process. We express our thanks
to all reviewers from India and abroad who have taken enormous pain to review the
papers on time.

Our sincere thanks to all the chairs who have guided and supported us from the begin-
ning. Our sincere thanks to senior life members, life members, associate life members
and student members of CSI-India for their cooperation and support for all activities.

Our sincere thanks to all Sponsors, press, print & electronic media for their excellent
coverage of this convention.

December 2013 Dr. Suresh Chandra Satapathy
Dr. P.S. Avadhani

Dr. Siba K. Udgata

Dr. Sadasivuni Lakshminarayana
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Abstract. Modern hospitals are trying to create a database of patients’
diagnostic history that also contains multiple images taken during different
clinical tests on a patient. This has lead to a demand for easy retrieval of images
matching a query condition, so that this database can be used as a clinical
decision support system. This paper presents a technique for retrieval of malaria
positive images, matching a specific query condition, from a clinical image
database. The candidate image is segmented in RGB colour space, and a
pseudo-colour is imparted to the non-region of interest pixels. The technique
additionally retains the full features of the chromosomes, and hence the
modified image can be used for further studies on the chromosomes. The
algorithm utilizes 4-connected labeled region map property of images to
analyze and modify the image, i.e., delete unwanted artifacts, etc. This property
is also used to count the number of RBCs.

Keywords: Malaria, Segmentation, RGB space, cell counting, labeled regions.

1 Introduction

Modern hospitals are attempting to create a database of patients’ diagnostic history.
More and more patient records in this database contain data in form of images. This
has lead to a demand for an application for easy retrieval of images and associated
diagnostic details so that it can be used as a clinical decision support system.

While it is easy to do a query on structured information available in a database,
image data being random and statistical in nature, query on them is not trivial. In the
past many content based image retrieval systems have been proposed using different
visual features. Shape is one key feature proposed in literature [1,4,6,9,14] . However,
the shape of real objects varies in images depending on the pose, illumination, etc.
Hence such techniques have limited applications. Recently a few alternative methods
have been proposed that use texture, colour, etc. [2,3,8,10,11,13,15]. However these
methods suffer from poor segmentation quality. None of these methods can however
be directly applied to biomedical images. Such images are characterized by the
occurrence of multiple objects in the same image, and are usually stained with
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objective specific stains. Hence such images need segmentation techniques that search
for specific signatures of the object being searched.

In this paper we attempt to create an algorithm for identifying the presence of
malaria, the type of smear (thick or thin) whose image is being studied, and the degree
of disease. The method segments the chromosomes of the parasites from the rest of
the image, and, at the same time retains its complete colour (rgb) details. A pseudo-
coloring technique is used to impart a specific colour to the pixels that do not
represent the chromosomes. The method utilizes 4-connected labeled region
properties of digital images to count the RBCs within the image so that the degree of
the disease can be estimated.

Clinical databases usually have the following types of images: (1)x-ray, (2)ultra-
sonographs and echo-cardiographs, (3)ECG (4)CT and MRI (5)pathological and
histo-pathological and (6) nuclear medicine (bone density/vessel maps, etc.). The
application is expected to successfully identify malaria positive images from a
database containing these diverse types of images.

2 Signature of Malaria

The presence of the colored chromatin dots is a sufficient signature to indicate the
presence of parasite in the digital images of stained blood smears. Both thin and thick
smears carry this signature. The manual clinical test process involves visual
discrimination between the colours of chromatin dots and the RBCs under a
microscope. These chromatin dots are usually located within the RBCs but in
advanced disease they can exit and RBC. Besides, a diseased RBC can have more
than one chromatin dots, but they are considered as single infection. Thus we can say
that the presence of chromatin dots is a sufficient signature to indicate the presence of
malaria parasite in the digital image of stained blood smears.
Extracts from malaria positive images are shown in figure 1.

L -

) - -

Fig. 1. Extracts from malaria-positive images

3 Algorithm for Recognition of Malaria

To meet the objective of the segmentation, our approach would be: 1)work in rgb
colour space, 2) pixels other than those representing chromosomes should be assigned
a specific colour, and then, 3)the presence of the chromosomes should be tested in the
modified image.
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In the first step, some knowledge about images found in a clinical database is used
to eliminate certain category of images from consideration. Since malaria positive
images are RGB images, hence gray images (single layered or 3-layered) are
eliminated from consideration.

The colour that is to be assigned to the non-Region of Interest (non-Rol) pixels
must satisfy the following conditions: 1)have a colour distinct from that rendered by
the stain to the chromatin dots, and 2)have an intensity that is less than the intensity of
the RBCs. The color is defined in the HSI space(H and I can be defined separately)
and then the equivalent r, g and b values calculated. A hue of green was chosen to be
rendered to the non-Rol pixels, since it has maximum contrast with the hue of the
stained chromatin dots. A hue value of 227° was selected that is located within
the range of green hues (210° — 269°) in the hue-scale of HSI space. To arrive at the
intensity value, the candidate RGB image was converted to a gray scale image, and
then the average intensity of the pixels representing the RBCs was measured. An
intensity value that was 50% of the average intensity existing within the RBCs was
selected. The saturation value (S) was taken at 0.2. These HSI values (H=2270,S=0.2
and I=as calculated) were converted to the corresponding r, g, and b values for RGB
space. This calculated r, g and b values were the pseudo-colour that was assigned to
the non-Rol pixels.

Identification and pseudo-coloring of non-Rol pixels is a two step process. In the
first step we make use of the fact that in the gray scale version of the image (fig. 2a),
the background has an intensity distinct from that of the pixels representing RBCs.
Hence this image is thresholded at an intensity value given by Otsu’s formula. This
results in a binary image that has the background pixels identified as 1(white). This
binary image is used as a template image to identify the location of the background
pixels in the original RGB image, and these pixels are assigned the new defined
pseudo-colour (fig. 4). The modified image still has the RBCs and the chromosomes
retained in their original colour.

Additionally, the count of the background pixels in the binary image is used to
decide whether the smear was thick or thin. Only images of thin smears are analysed.

Fig. 2. (a) Gray scale image of 1(a) and (b) its histogram

A histogram of the gray scale version of the modified image shows three distinct
regions (fig. 5): 1) the intensity assigned to the background pixels, this is also the
lowest intensity, 2) an intermediate intensity possessed by a low number of pixels,
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and 3) a higher intensity possessed by pixels representing the RBCs. Otsu’s formula
returns an intensity value that is between regions 2 and 3 indicated above. However,
for this to be successful, the volume of background pixels should be high. The gray
scale image is thresholded at this threshold value to create another binary mask
image. This new template image is used to identify the foreground pixels and they are
also assigned the pseudo-colour defined.

Fig. 3. (a),(b) Binary mask images of fig 1(a), before and after removing artifacts from
background

Note that the first binary mask image (fig. 3a) clearly shows artifacts in the
background region. These are black regions on a white background. To remove the
artifacts, a digital negative of the binary image is converted into a 4-connected region
labeled image. The population of each labeled region is an indication of area occupied
by each region. Any region with an area less than 0.3% of the total image size was
erased and the corresponding pixels in the binary mask image were marked as
background pixels.

Fig. 4. Image of 1(a) with background pixels pseudo-colored
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Fig. 5. Zoomed histogram of modified image Fig. 6. Chromatin dots identified for 1(a) —
binary image used for easy demonstration

4 Algorithm for Counting of RBCs

The degree of disease is estimated for thin smears only. The degree of the disease is
given by the formula

[No. of affected RBCs / Total number of RBCs in view | x 100

Hence we need to count the number of RBCs and affected RBCs in the field of
view. For this we have used the final binary mask prepared previously. The mask
image is converted into a 4-connected, labeled region map array. The centroids, and
major and minor axis of all disjoint regions are measured. The number of disjoint
regions is essentially the number of cells in the field of view. However the count
needs to be corrected to account for two factors: 1) partially visible cells located at the
boundary of the image and 2) overlapped cells.

The ratio of the major axis to minor axis is used to decide whether the cells are free
standing or are overlapped. Free standing cells have a ratio ~1. The minor axis of cells
with ratio =~ 1 is taken as the diameter of a RBC. If the major or the minor axis of any
region is less than the radius of a free standing cell, then the cell is partially visible.
For cells having ratio > 1, if their major or minor axis is > diameter of the cell, then
cells are partially overlapped.

Fig. 7. Binary template with holes removed
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Partially visible cells are identified as those cells having their centroids at a
distance less than the radius of the cell from the boundary of the image. These cells
are removed from the count. Overlapped cells are identified by their ratio. All regions
having ratio greater than a threshold were considered for resolving. The major axis
was divided by the diameter of the cells to find out how many cells were overlapped.
A similar study was done on minor axis. However, for cases where the ratio was
higher than the threshold, but the minor axis was less than 80% of the diameter of an
RBC, the resolution was not done. These additional numbers of cells were added to
arrive at the total number of cells.

5 Experimental Results

The training set of images was sourced from [5]. The prototype was developed using
MATLAB.

The program fetches one image at a time and rejects images that do not match the
filtering condition. A candidate image is analysed and if found to be malaria- positive,
the information obtained ( thick or thin smear, degree of infection) is written to the
database.

The image in figure 1(a) exhibited an average intensity of 227 within the RBCs.
Hence the I value was taken as 110 for calculation of R,G and B values. The HSI
values of H:2270, S=0.2 and 1=110 translates to R=85, G=99 and B=146 in RGB
space. However, since MATLAB was used for the initial study, it calculates intensity
using the formula 0.299R+0.587G+0.114B and not 1/3[R+G+B]. Thus, the resultant
histogram shows the intensity value as 100 for the pseudo-colored pixels, and not 110
as expected.

The following table gives details of the calculations to arrive at the number of
RBCs.

Table 1. Calculation of number of RBCs

Reg. Centroid 1 Centroid 2 Axes 1 Axes 2 Ratio RBC
1 5.52 86.80 33.55 12.72 2.64 0
2 12.52 163.29 56.16 29.15 1.93 0
3 33.47 71.96 49.27 39.95 1.23 1
4 47.82 255.71 109.94  48.03 2.29 3
5 68.11 203.18 51.59 40.69 1.27 1
6 69.65 29.17 57.14 45.83 1.25 1
7 129.56 259.08 97.33 58.52 1.66 3
8 150.40 190.05 65.77 41.59 1.58 2
9 184.17 239.85 55.53 47.23 1.18 1
10 208.85 40.92 99.00 46.17 2.14 2
11 200.47 159.80 68.37 50.14 1.36 1



Content Based Retrieval of Malaria Positive Images 7

Table 1. (continued)

12 208.61 293.39 37.92 17.88 212 0
13 232.52 77.74 59.72 41.15 1.45 1
14 258.23 143.24 93.01 44.27 2.10 2
15 248.86 284.61 43.97 31.52 1.39 0
16 281.67 208.17 58.92 43.33 1.36 0
17 290.78 93.40 49.14 24.01 2.05 0
18 293.19 34.54 50.15 18.51 271 0
19 294.86 256.08 37.23 14.50 2.57 0

Diameter of free standing cell = 40.

Following regions are partially visible and are not counted: 1,2,12,15,16,17,18,19.
Partially overlapped cells that needed to be resolved are : 2,5,12.

Number of regions = 19

Partially visible cells to be removed = 8

Overlapped cells to be added =7

Total cells=19 -8 + 7 =18.

An analysis of the results obtained shows: (1) Malaria positive images available in
the database in gray scale are not retrieved. These images are however not normal for
clinical databases. (2) Images of malaria positive slides taken under very high
magnification could not be processed. This is because a distinct background could not
be identified in such images. These images too are not normal for a clinical database.
(3) Images of thick smears were retrieved irrespective of the degree of the disease.
This is because the algorithm does not do counting of cells in images of thick smears.

6 Conclusion

Using the algorithm described, we were able to successfully demonstrate that it is
possible to build a system to identify malaria positive images in a clinical database,
especially for images of thin smears. Thus we are able to convert an image database
to a ‘fetch-able’ information repository. However, to develop a fully functional
decision support system, separate query services need to be written for different
categories of images : X-rays, MRI, ECG, etc. A key advantage of the algorithm is
that is automatically adapts to the different stains used in different laboratories.
However the algorithm does not yet identify the type of parasite. This will be included
in a future development.
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Abstract. In Distributed Real-Time Systems the execution of computational
tasks must be completed within time else catastrophe may ensue. This
constraint can be achieved by optimal task allocation in DRTS. In the process
of task allocation, an appropriate and efficient load sharing strategies can
improve the performance of distributed system. In this paper an efficient, two
level clustering approach has been proposed. The initial level of clustering will
be done on the basis of execution cost and inter task communication cost and
second at the stage of task allocation. In the allocation of tasks a more scalable
active approach is being followed which iteratively refines the performance of
DRTS. The proposed model has been simulated in MATLAB 7.11.0. Two
examples have been demonstrated to illustrate the model and algorithm for
performance improvement in distributed system.

Keywords: Distributed Real-Time System, Task Allocation, Load Sharing,
Clustering, Execution Cost.

1 Introduction

The availability of inexpensive high performance processors and memory chips has
made it attractive to use Distributed Computing Systems for real time applications [1].
Distributed Real-Time Systems are characterized by their requirement that the
execution of their computational tasks must be not only logically correct but also
completed within time [2]. The task allocation in DRTS finds extensive applications
in the faculties where large amount of the data is to be processed in relatively short
periods of time, or real time computations are required [3]. Fields of research
applications are: Meteorology, Cryptography, Image Analysis, Signal Processing,
Solar and Radar Surveillance, simulation of VLSI circuits, Industrial Process
Monitoring. All these applications require not only very fast computing speeds but
different strategies involving DRTS, because in such application the quality of the
output is directly proportional to the amount of the real time computations.
Appropriate and efficient load sharing strategies can improve the performance of
distributed system. Under load sharing scheme, the workload is to be distributed
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among the nodes available to receive the workload in the system. In this paper static
load sharing policy has been considered. In this policy system state information is not
required to make load distribution decisions [4]. Once the load sharing decisions has
been made, all the tasks should be placed to the appropriate node in the system. Task
allocation over the distributed system must be performed in such a manner that the
total system cost is minimized. Task allocation in distributed real time systems is an
open research area. In task allocation time and space dimension and information
requirement for decision making, makes it very complex and difficult. Task allocation
can be viewed as a strategic factor which if not managed properly will affect the
performance of the system [5]. Task allocation is a NP-complete problem [6][7][8].
Various models for task allocation have been proposed in literature
[6][71[9][10][11][12][13][14][8]. Effective clustering technique for tasks of
distributed application reduces the allocation search space [8]. In [12][14][6]
clustering has been done only once at initial level.

Here in this model, clustering is done at two level, first at initial level on the basis of
execution cost and inter task communication cost and second at the stage of task
allocation. In the allocation of tasks a more scalable active approach is being followed
which iteratively refines the performance of DRTS. The heterogeneity of the system has
been considered at the time of allocation. Organization of the paper is as follows. In the
next section problem formulation has been done. In the third section the problem has
been stated. Fourth section describes the model and its components in detail. In the fifth
section, the technique has been described and sixth section provides the algorithm for
clustering and allocation of tasks. In next section the model has been simulated using
MATLAB7.11.0. Here two examples have been taken to illustrate the proposed model.
Results of the simulated experiments are collectively presented in the section 8.

2 Problem Formulation

DRTS is a useful platform for huge and complex real-time parallel application. The
execution of a parallel application can be seen as the execution of multiple tasks
(parallel application divided into number of tasks) over different processors in the
system concurrently. The performance of parallel applications on DRTS basically
depends on the arrangement of the tasks on various processors available in the system
[15]. Methodical resource management is required to properly allocate tasks to
achieve the constrained performance. Task allocation should be made in such a way
that it can minimize the inter task communication and processor’s capabilities must
suit to the execution requirements of the task. Proposed model offer an optimal
solution by assigning a set of “m” tasks of the parallel application to a set of “n”
processors (where, m > n) in a DRTS with the goal to enhance the performance of
DRTS. The objective of this problem is to enhance the performance of the distributed
system by making optimal utilization of its processors and suitable allocation of tasks.

2.1 Notations

T : the set of tasks of a parallel program to be executed.
P : the set of processors in distributed system.
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n : the number of processors.

m: the number of tasks formed by parallel application .

k: the number of clusters.

t; - i" task of the given parallel application.

Py: I" processor in P.

ec ; : incurred execution cost (EC), if i" task is executed on " processor.

ccy: incurred inter task communication cost between task #; and 1 , if they are executed
on separate processors.

X: an allocation matrix of order m*n, where the entry x; = I, if i™ task is allocated to
I" processor and 0; otherwise.

CI : cluster information vector.

ECM (, ) : execution cost matrix.

ITCCM (, ) : inter task communication cost matrix.

2.2  Definitions

2.2.1 Execution Cost (EC)

The execution cost ec; of a task #;, running on a processor P, is the amount of the total
cost needed for the execution of #; on that processor during process execution. If a
task is not executable on a particular processor, the corresponding execution cost is
taken to be infinite ().

2.2.2 Communication Cost (CC)

The communication cost (cc;) incurred due to the inter task communication is the
amount of total cost needed for exchanging data between #; and 7 residing at separate
processor during the execution process. If two tasks executed on the same processor
then cc; = 0.

2.3  Assumptions

To allocate the tasks of a parallel program to processors in DRTS, following
assumptions has been made:

2.3.1. The processors involved in the distributed system are heterogeneous and do not
have any particular interconnection structure.

2.3.2. The parallel program is assumed to be the collection of m- tasks that are free in
general, which are to be executed on a set of n- processors having different processor
attributes.

2.3.3. Once the tasks are allocated to the processors they reside on those processors
until the execution of the program has completed. At whatever time a cluster of tasks
is assigned to the processor, the inter task communication cost (ITCC) between those
tasks will be zero.

2.3.4. Data points for k-mean clustering will be collection of vectors which represents
the execution cost of the task ¢,, on each processor.
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2.3.5. Number of tasks to be allocated is more than the number of processors (m>>n)
as in real life situation.

3 Problem Statement

For the evaluation of the proposed model, the problem has been chosen where a set P
={p1, P2 D3 oeeeer pn} of ‘n’ processors and a set T = {tl, 1, 13 ....... t,,) of ‘m’ tasks.
The processing time of each task to each and every processor is known and it is
mentioned in the Execution Cost Matrix of order m x n. The inter task communication
cost is also known and is mentioned ECM (,)in Inter Task Communication Cost
Matrix ITCCM (,) of order m x m.

There are m number of tasks which are to be allocated on n processors (where
m>n). Herem tasks will be clustered into k clusters which equal to n in the case. Here
we have m data points in the form of task vectors to be clustered in & clusters. Cluster
information will be stored in CI (,) vector of m x 1.

According to the cluster information the ECM (,) will be recalculated. Now at the
second level ECM (,) will be clustered again it required and the final assignment will
be made. With the final task assignment ECM (,) and ITCCM (,) will be calculated
and the total system cost will be calculated.

4 Proposed Model

In this section, a model for two level clustering and task allocation has been proposed,
which is used to get an optimal system cost for system’s performance enhancement.
This objective can be achieved by efficient clustering and allocating tasks in suitable
manner.

In order to cluster and allocate the tasks of parallel application to processors in
DRTS, we should know the information about tasks attributes like execution cost,
inter task communication cost. While obtaining such information is beyond the scope
of this paper therefore, a deterministic model that the required information is available
before the execution of the program is assumed.

For preparing the clusters of tasks k-mean clustering has been used. In k-mean
algorithm & centroids should be defined, one for each cluster. Defined centroids
should be positioned in a calculating way because of different location causes
different result. Pick each point from the given data set and associate it to the nearest
centroid. At this level early grouping is done. Now re-calculate k new centroids as
centers of the clusters resulting from the previous step. With k£ new centroids binding
will be done with the same data set and k new centroids. It should be iterated till the
centroids do not move any more.

Clusters obtained by k-mean clustering again an iterative method will be enforced
on it. In the process of minimizing system cost further iterative clustering may
decrease the number of clusters and mean while the assignment will be made
according to the lowest execution cost of task on the processor.
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4.1 Execution Cost (EC)
The task allocation given as: X: T—P, X (i) =1 (D

The execution cost ec; represents the execution of task # on processor P; and it is
used to control the corresponding processor allocation. Therefore, under task allocation
X, the execution of all the tasks assigned to /" processor can be computed as:

ECX) = Zn: i ecy X @

i=1 1=1
1ifithtaskisassignedtoltfprocessor

where, x; = { 0,0therwise

4.2  Task Clustering

Evaluation of cluster compactness as the total distance of each point (task vector of n
dimension) of a cluster from the cluster mean which is given by [15] [16], Zy;

m
DX = Y zalleXilP ®
=1

x:dCr i

. . e 1 .
Where the cluster mean is defined as X, = ;kzx,ICkXi and my = Y72, Zy; is the

total number of points allocated to cluster k. The parameter Z; is an indicator variable
indicating the suitability of the /" data point X; to be a part of the k" cluster.

The total goodness of the clustering will then be based on the sum of the cluster
compactness measures for each of the k clusters. Using the indicator variables Z;; ,

we can define the overall cluster goodness as g = Y/, Zﬁzl Zyi ||X,--Yk||2 4).
Here Yk should be found in such a manner that the value of &, can be minimized.

5 Technique

Model proposed in this paper consists of multiple components. A set P = {p;, ps, P3,
....... pn} of ‘n’ processors and a set T = {1, tp, t3, .......t,,} of ‘m’ tasks. Execution time
of each task to each and every processor is known and it is mentioned in the
Execution Cost Matrix ECM (,) of order m x n. The communication cost of task is
also known and is mentioned in Inter Task Communication Cost Matrix ITCCM (,) of
order m x m.

Minimization of total system cost will boost the performance. For this purpose
tasks is to be grouped according to the similarity in their attributes. Since m tasks are
to be processed over n processors (m>n), so n clusters should be formed. This
condition gives the number of clusters to be formed which is represented by & and it is
equal to n in the case. For this level k-means clustering is being used to form k
clusters. Here m vectors of tasks are to be placed onto k clusters. For grouping the m
vectors, k initial points is calculated for each cluster. These initial points are called
centroids. Each task vector is to be assigned that has the closest centroid. This
assignment is to be performed for all tasks in ECM (,)[15].Repeat the work of
assignment and recalculation of centroid’s positions until the centroids no longer
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move[17]. This produces a separation of the task vectors into clusters from which the
metric to be minimized will be calculated using eq (3).

Modify the ECM(,) according the k clusters by adding the processing time of those
tasks that occurs in the same cluster. Modify the ITCCM(,) by putting the
communication zero amongst those tasks that are in same cluster.

In the process of assigning k clusters to n processors, next level of clustering will
be done on the basis of ec; (execution cost) constraint. If there is any change in the
clusters the ECM (,) and ITCCM (,) should be recalculated accordingly. Once the final
assignments are in hand optimal cost of assignment is to be computed using eq. (2).
The objective function to calculate total system cost is as follows:

Total Cost =EC + CC @)

6 Algorithm

The algorithm consists of following steps:

Step-0: Read the number of processors in n
Step-1: Read the number of tasks in m
Step-2: Read number of clusters in k(in this case it equal to number of processors)
Step-3: Read the Execution Cost Matrix ECM (,) of order m x n
Step-4: Read the Inter Task Communication Cost Matrix ITCCM (,) of order m x m
Step-5: Apply k-mean clustering algorithm on ECM (,)
Step-6: Cluster information is stored in vector C/
Step-7: Modify the ECM (,) by adding the processing time of tasks in each cluster
Step-8: Modify the ITCCM (,) by putting communication zero amongst those tasks
which are in the same cluster
Step-9: Divide Modified ECM (,) in n column matrix (which includes the execution
cost of each task on processor P))
Step-10: Sort each column matrix
Step-11: For each column matrix i=1 to n
For j=1tom
If #; is not assigned
Assign t; on P; processor

Else
If cost on pre assignment > cost of current assignment
Assign t; on P; processor
Else
Skip current assignment
End if
End if
End for
End for

Step-12: Calculate the total execution cost using equation 6

Step-13: Calculate Inter Task Communication Cost

Step-14: Optimal Cost = Execution Cost + Inter Task Communication Cost
Step-15: End
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7 Implementation

Two examples are considered to illustrate the performance of proposed method for
better allocation, as well as to test the proposed model on these examples.

Example 1. The efficacy of the proposed algorithm has been illustrated by solving the
same running example as in [13]. The results obtained for this example, with the
proposed algorithm, [13], [11] and [9] have been given below in Table 1.

Table 1. Comparative results with proposed algorithm, [13], [11] and [9]

System Cost
Proposed algorithm 195
Bora et al. algorithm [13] 270
Lo’s et al. algorithm [11] 275
Kopidakis et al. algorithm[9] 285

In comparison with [13], [11] and [9] the proposed model has minimized the total
system cost by 27.78%, 29.09% and 31.58% respectively.

Example 2. Distributed system considered in this example, consisting of three
processors P = {P;, P,, P;}, a parallel application with four executable tasks T = {1,
t, t;3 ty), ECM and ITCCM as in [14]. The results obtained with the proposed
algorithm, [14] and [10]for this example has been given below in Table: 2.

Table 2. Comparative results with proposed algorithm, [14] and [10]

Proposed Algorithm Yadav et.al. algorithm [14]  Kumar et. al. algorithm [10]
Tasks Processors System’s Tasks Processors System’s Tasks Processors System’s
Cost Cost Cost
t2’ t4 Pl tZ Pl tZ 1
t, P, 18 Nil P, 24 t,t, P, 27
t, P, t, L, P, t, P,

In comparison with [14] and [10] the proposed model has minimized the total system
cost by 25% and 33.33% respectively.

8 Conclusion

The critical phase in distributed system is to minimize the system cost. In this paper
the proposed model has considered the task allocation under static load sharing
scheme. Here the /ITCC has been reduced by multilevel clustering and the system cost
has been minimized by efficient and straightforward algorithm for optimal task
allocation. The proposed model has been implemented the example presented in [13]
[11] [9] [14] and [10] to illustrate the performance intensification and the proposed
model has reduced total system cost by 27.78%, 29.09%, 31.58%, 25% and
33.33%respectively. So by using this model the optimal solution can be achieved at
all the times.
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Abstract. Stock market prediction models are one the most challenging fields
in computer science. The existing models are predicting stock market prices
either by using statistical data or by analyzing the sentiments on the internet.
Our proposed model combines both of these methods to develop a hybrid
machine learning Stock Market Predictor based on Neural Networks, with
intent of improving the accuracy.

Keywords: Machine Learning, Neural networks, Sentiment analysis.

1 Introduction

People generally want to invest their money in stock markets and expect high returns
in short period of time. All of these investors have one common goal, which is to
maximize their profits .They need to know the right time to buy or sell their
investment. Only with a deep understanding of the working principles of the stock
markets can one make the right decisions.

The investors try to predict whether the stock price will go high or low by various
methods, so that they can sell or buy the stock.

For time series prediction, traditional statistical models are widely used in
economics. These statistical models are capable of modeling linear relationships
between factors that influence the market and the value of the market. In economics,
there are two basic types of time series forecasting simple regression and multivariate
regression. Historical pricing models involve analysis of historical prices of a
particular stock to identify patterns in the past and are extended to predict the future
prices. Market sentiment is monitored with a variety of technical and statistical
methods such as the number of advancing versus declining stocks and new highs
versus new lows comparison. A major share of overall movement of an individual
stock has been attributed to the market sentiment. Various prediction techniques used
for stock prediction do far are traditional time series prediction, Neural networks,
State Vector Machines.

Earlier people use to take advices from experts and, they use to go through
newspapers to monitor the stocks they invested in. But recently they use internet for
these activities. As of June 2012 India has the world's third-largest Internet user-base

S.C. Satapathy et al. (eds.), ICT and Critical Infrastructure: Proceedings of the 48th Annual 17
Convention of CSI - Volume II, Advances in Intelligent Systems and Computing 249,
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with over 137 million. The major Indian stock markets introduced Internet trading
(online-trading) in February 2002.

In the last decade, investors are also known to measure market sentiment through
the use of news analytics, which include sentiment analysis on textual stories about
companies and sectors. For instance, in October 2008, there was an online attack on
the ICICI bank, which made the stock value of that to come down from 634.45 to
493.30 within 7 days of span. It clearly shows that the rumors which were spreading
through the online media make an impact on the stock price. This clearly shows that
the news about a particular financial firm on various on line media also plays an
important role in stock price prediction.

With the exponential growth of online trading in India, large amount of information
is available on the net about stock related data. There are two Kindsof data available,
numerical data in the form of historical statistics and textual data in the form of news
feeds provided by online media. Most of the earlier work on stock prediction was
based on the numeric data like historical stock prices .They used to analyze the
technical predictors to expect the rise or fall of stock. Now the online media is also
playing an important role in the stock market.

The investors are looking in to various news items and expert advices etc. to predict
the price of the stock they invest in. There is an emotion attached to this which is
called a sentiment .An expert may say that there are some chances of a particular
stock price goes up. Then the sentiment is positive. Sentiment can be defined as a
thought, view or attitude. Evaluation of large volume of text is tedious and time
consuming. Sentiment analysis aims to automatically identify the feeling, emotion or
intent behind the given text using various text mining techniques. These sentiment
analysis tools have the ability to evaluate large quantities of text without manual
intervention. These tools were used for analysis of sentiment about a product or
company; most recently tools to measure sentiments have been successfully applied to
stock market domain.

In the literature, it has been shown that Neural Networks offer the ability to predict
market directions more accurately than other existing techniques. The ability of NNs
to discover non-linear relationships between the training input/output pairs makes
them ideal for modeling nonlinear dynamic systems such as stock markets.

Support Vector Machine (SVM) based on the statistical learning theory, was
developed by Vapnik and his colleagues in the late 1970s. It has become a hot topic of
intensive study due to its successful application in classification and regression tasks,
especially in time series prediction and financial related applications.

This research is aimed at improving the efficiency of stock market prediction
models by combining historical pricing models with sentimental analysis by
developing a hybrid neural network to which historical prices and sentimental values
are fed as inputs.

The paper is organized as follows. Section 2 discusses related work of our study.
Section 3 presents proposed system architecture. Section 4 describes about data
collection. Section 5 describes experiments used. Section 5 includes results, section 6
concludes the paper.
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2 Literature Review

Several authors have attempted to analyze the stock market. They used quantitative
and qualitative information on the net for predicting the movement of the stock.

In [1], the authors proposed a system for quantifying text sentiment based on
Neural Networks predictor. By using the methodology from empirical finance, they
proved statistically significant relation between text sentiment of published news and
future daily returns.

In [2], the author work used only volume of posted internet stock news to train
neural network and predict changes in stock prices.

In [3], the authors employed natural language processing techniques and hand
crafted dictionary to predict stock returns. They used feed forward neural network
with five neurons in the input layer, 27 in the hidden layer, and one output neuron.
Since only 500 news items was used for the analysis, no statistical significance of the
results could be found.

In [4], the authors proposed a system learns the correlation between the sentiments
and the stock values. The learned model can then be used to make future predictions
about stock values. They showed that their method is able to predict the sentiment
with high precision and also showed that the stock performance and its recent web
sentiments are also closely correlated.

In [5],the author developed a system called E-Analyst which collects two types of
data, the financial time series and time stamp news stories .It generates trend from
time series and align them with relevant news stories and build language models for
trend type. In their work they treated the news articles as bag of words.

3 Proposed System Architecture

| |
1 Text News
Content N Processing » Sentiment
from Module Analysis
website Module
Neural
——>| Network for
Historical Prediction
Database ﬂ
Predicted Stock
value

Fig. 1. System Model
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Steps involved in financial sentiment extraction:

3.1 Extraction of Data

There are two kinds of data to be extracted historical data about a firm and news
articles regarding that company. Gathering data from internet is solely based on the
(SOR) Subject of Reference (e.g. ICICI bank).Some web mining techniques (ex.
crawler) are used to gather all web pages. Extracting historical stock values is easy,
but extracting news articles is tricky, since different websites have different
structures. Various sources of financial related data are:

1. 20 to 30 mainstream digital newspapers or online news channels.
2. Authorized sources: financial newsletter

3. Expert commentary: moneycontrol, traderG

4. Social media: Face book, Twitter

5. Alerts &feeds: Bloomberg, Google alerts.

3.2  Text Preprocessing

It is mostly heuristic based and case specific. By this we mean is to identify the
unwanted portions in the extracted contents with respect to different kinds of web
documents (e.g. News article, Blogs, Review, Micro Blogs etc.) Simple cleanup codes
are written to remove such unwanted portions with high accuracy.

3.3 Extract the Sentiment

There are mainly two methods for extraction of sentiments: Lexicon methods,
machine learning methods.

Lexicon Methods The basic paradigm of the lexical approach is :

1. Pre-process each post or news item.
2. Initialize the total polarity score: s= 0.
3. Tokenize each post. For each token, check if it is present in a dictionary.
(a) If token is present in dictionary,
i. If token is positive, then s =s + w.
ii. If token is negative, then s= s- w.
4. Look at total polarity score s,
(a) If s > threshold, then classify the post as positive.
(b) If s < threshold, then classify the post as negative.

Machine Learning. It is a subfield of Artificial Intelligence dealing with algorithms
that allow computers to learn. This means that an algorithm is given a set of data and
subsequently infers information about the properties of the data; that information
allows it to make predictions about other data that it might come across in the future.
Machine learning usually distinguishes between three learning methods: supervised,
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weakly supervised and unsupervised learning. Supervised machine learning
techniques implicate the use of a labelled training corpus to learn a certain
classification function and involve learning a function from examples of its inputs and
outputs. The output of this function is either a continuous value or can predict a
category or label of the input object.Most of the researchers have used five supervised
learning classifiers: Naive Bayes, Maximum Entropy, Decision Trees, TiMBL and
Support Vector Machine.

3.4 Predict Future Stock Price

Neural Networks. There are many tools available for classification. Neural networks
are one amongst those. An Artificial Neural Network is an information processing
paradigm. It is inspired by the way biological nervous systems process information.
Novel structure of the information processing system is the key element. It is
composed of a large number of highly interconnected neurons working together to
solve specific problems. These systems learn by example.

Sourcel  source 2
Input layer
Flow of data

Hidden layers

Output layer

Outputl  output 2

Fig. 2. A typical feed forward neural network

An ANN is configured for a specific application, such as pattern recognition or data
classification, through a learning process. Learning in biological systems involves
adjustments to the synaptic connections that exist between the neurons. This is true of
ANNSs as well. As computers become more powerful, Neural Networks are gradually
taking over from simpler Machine Learning methods

Individual nodes in a neural network emulate biological neurons by taking input
data and performing simple operations on the data, selectively passing the results on
to other neurons. The output of each node is called its "activation". Weight values are
associated with each vector and node in the network, and these values constrain how
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input data are related to output data. Weight values associated with individual nodes
are also known as biases. Weight values are determined by the iterative flow of
training data through the network. Weight values are established during a training
phase in which the network learns how to identify particular classes by their typical
input data characteristics. Once trained, the neural network can be applied toward the
classification of new data. Classifications are performed by trained networks through
1) the activation of network input nodes by relevant data sources [these data sources
must directly match those used in the training of the network], 2) the forward flow of
this data through the network, and 3) the ultimate activation of the output nodes.

There are three types of artificial neural networks: 1.Single layer feed forward
neural network 2.Multi neural feed forward neural network 3.Recurrent network. A
neural network in which the input layer of source nodes projects into an output layer
of neurons but not vice-versa is known as single feed-forward or acyclic network.
This type of network consists of one or more hidden layers, whose computation nodes
are called hidden neurons or hidden units. The function of hidden neurons is to
interact between the external input and network output in some useful manner and to
extract higher order statistics. The source nodes in input layer of network supply the
input signal to neurons in the second layer (Ist hidden layer). The output signals of
2nd layer are used as inputs to the third layer and so on. The set of output signals of
the neurons in the output layer of network constitutes the overall response of network
to the activation pattern supplied by source nodes in the input first layer. A feed
forward neural network having one or more hidden layers with at least one feedback
loop is known as recurrent network.

Once a network has been structured for a particular application, it is ready for
training. At the beginning, the initial weights are chosen randomly and then the
training or learning begins. There are two approaches to training; supervised and
unsupervised. In supervised training, both the inputs and the outputs are provided.
The network then processes the inputs and compares its resulting outputs against the
desired outputs. Errors are then propagated back through the system, causing the
system to adjust the weights, which control the network. This process occurs over and
over as the weights are continually tweaked. The set of data, which enables the
training, is called the "training set." During the training of a network, the same set of
data is processed many times, as the connection weights are ever refined. The other
type is the unsupervised training (learning). In this type, the network is provided with
inputs but not with desired outputs. The system itself must then decide what features
it will use to group the input data.

Multi-layer Networks and Back Propagation. The back propagation algorithm is
the most commonly used training method for feed forward networks. Consider a
multi-layer perception with ‘k’ hidden layers. Together with the layer of input units
and the layer of output units this gives k+2 layers of unit’s altogether, which are
numbered by 0... k+1. Let the number of input units be K, output units be L and of
units in hidden layer m be N ™ The weight of j"™ unit in layer m and the i™ unit in
layer m+1 is denoted by w;;". The activation of the i"™ unit in layer m is x," (for m = 0
this is an input value, for m = k+1 an output value). The training data for a feed
forward network training task consist of T input-output (vector-valued) data pairs
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u(n )= (%" (n),..., x’(n )", d (n)= (d“*(n ),...,d“* (n))t. Q)

Where ‘n’ denotes training instance. The activation of non-input units is computed
according to

A @) =fC ) why () @

j=1,.Nm

Presented with training input u(t), the previous update equation is used to compute
activations of units in subsequent hidden layers, until a network response y(n)= (x,**'
(n),..., X kel (n)) 'is obtained in the output layer. The objective of training is to find a
set of network weights such that the summed squared error

E= Z l[d(n) —y(m)|* = :Z E(n) 3)

n=1,..r

is minimized. This is done by incrementally changing the weights along the direction
of the error gradient with respect to weights

O 9E (n)
o W 4)
awl?}l i=1,.r aWiT]r.l

using a (small) learning rate v:

E
m _ .,,m _
ij = Wij awr (5)

New w

This is the formula used in batch learning mode, where new weights are computed
after presenting all training samples. One such pass through all samples is called an
epoch. Before the first epoch, weights are initialized, typically to small random
numbers. A variant is incremental learning, where weights are changed after
presentation of individual training samples.

4 Data Collection

We merge two sources of data: a corpus of news articles, a dataset of historical data.
The first source is extraction of news articles from moneycontrol [7] website; it
contains important news for individual stocks. Moneycontrol is India's leading
financial information source. It manages our finance with their online Investment
Portfolio, Live Stock Price, Stock Trading news etc. Many of the investors in India go
through this website for manipulating their stocks. The corpus is taken for INFOSYS
for one year from Jan 2012 to Jan 2013. A web scraper in R language is written to get
all the news articles and calculate the sentiments.Historical DataWe have extracted
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historical values from http://ichart.finance.yahoo.com for the year of 2012 for the
stock of Infosys in NIFTY.

5 Experiments

Lexicon method has been used for extracting the sentiment from the news articles
[13].For extraction of news articles from money control, we coded a scraper in R to
get the news articles for the year 2012 of INFY. The news articles have been cleaned
andscaled from -1 score to +1 score and -1 being the most negative article.

The score is calculated according to the following formula:

Y.(positivematches) + ), (negativematches) (6)
Y.(positivematches) + Y, (negativematches)

SCORE =

The proposed system uses multi-Layer perceptron. It is a feed forward neural
network withl input layer, 2 hidden layers and 1 output layer. Feed forward means
that data flows in one direction from input to output layer (forward). This network is
trained with the back propagation learning algorithm. We have chosen MLP because
it is widely used for pattern classification, recognition, prediction and approximation.
Back propagation has been used as the learning rule.

The main steps using the learning algorithm as follows:

Step 1: Take some sample input data (training set) and, compute the
corresponding output.
Step 2: Compute the error between the output(s) and the actual target(s)
Step 3: The connection weights and membership functions are adjusted
Step 4: At a fixed number of epochs, delete useless rule and membership
function nodes, and add in new ones;
Step 5: IF Error > Tolerance THEN go to Step 1 ELSE stop.

Stock values of stock for 4 consecutive days were taken as inputs .The fifth input
will be the previous day’s news article score. These values are fed into neural
networks .We have used a java framework, Neuroph [8] is used to train and predict
the values. The model is tested with different number of nodes in the hidden layers
.The model predicts the rise or fall in the stock price based on which the investor will
take a decision to buy or sell on a day to day basis that is for intraday trading. The
model is predicting for the day i using the previous four days values for the company
and the fifth input is the Sentiment value of i-1 day. If there is no news article for the
previous day, the sentiment value is O.

The proposed system has 5 input neurons (three for previous 4 consecutive days’
stock prices and 1 for sentiment), 1 neuron in output layer. Different number of
neurons is taken in the hidden layers and the system is tested. The number of neurons
(nodes) in both the hidden layers and its training dataset and test data set accuracy is
shown in table 1. All the neurons had Tanh transfer function. The system uses
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supervised training set with maximum 1000iterations, learning rate 0.7 and Max error
as 0.001.Training stops after some iteration with total net error under 0.001.After
training the system is tested with test data. The system’s accuracy is calculated as
follows:

Training set accuracy=no. of news articles correctly predicted/Total no. of articles
Test set accuracy=no. of news articles correctly predicted/Total no. of articles.

6 Results

Based on the analysis of various neural network structures developed by changing the
number of hidden layers and input layer nodes, the following results as shown in table
I were obtained.

Table 1. The accuracy of the predicted values

No of nodes in the No of nodes in the Training set Test set
1" Hidden layer 2" Hidden layer accuracy accuracy
20 10 80.12% 79%
5 4 80.12% 71%
10 10 78% 74.756%

The correlation between the actual stock values and predicted stock values are
shown in the graph below in figure.

- >

Fig. 3. Plotting of Stock values

7 Conclusion and Future Work

The main contribution of this paper is to suggest a new method for automatically
predicting the stock price. We have shown that stock prices predicted from historical
prices and sentiments are significantly correlated with actual stock prices of a
particular company. Future work would be extending these results by using Deep
Multilayer Neural Networks with more than two hidden layers for determining text
sentiment. One can go even further and use information of more companies. And also
use complex algorithms like SVM, Naive Bayes theorem to classify the sentiments.
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Abstract. The majority clustering skill must presume some cluster relationship
relating to the data set. Similarity among the items is usually defined sometimes
clearly or even absolutely. With this paper, we introduced some sort of novel
numerous reference centered similarity measure and two related clustering
approaches. The significant difference between a traditional dissimilarity/
similarity measure and our’s is to compared the performance of the former
method using single viewpoint, which may be the source, the number of
mention sources. Using several reference points, more useful assessment of
similarity could possibly be achieved. Two qualification functions with regard
to document clustering are proposed determined by this novel measure. We
examine them with well-known clustering algorithm cosine similarity and
exposed the development. Performance Analysis is conducted and compared.

Keywords: Document Clustering, Similarity Measure, Cosine Similarity, Multi
View Point Similarity Measure.

1 Introduction

Clustering is among the most useful and essential topics within data mining. The aim
of clustering is always to find implicit structures within data, and organize all of them
into important subgroups intended for further study and analysis. according to some
recent study, more compared to half a hundred years after it had been introduced; the
uncomplicated algorithm k-means still remains among the top 10 information mining
algorithms these days. It could be the most commonly used partitioned clustering
algorithm used. Another recent scientific conversation states of which k-means could
be the favourite algorithm that practitioners from the related fields go for. Needless
to cover, k-means has many basic cons, such because sensitiveness to be able to
initialization and to cluster sizing, and it's performance is usually worse compared to
other state-of-theart algorithms in many domains. Despite that, it's simplicity
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understand capability and scalability will be the reasons to its tremendous recognition.
An algorithm with enough performance and usability practically in most of
application scenarios may very well be preferable to a single with much better
performance sometimes but minimal usage on account of high complexness. While
supplying reasonable outcomes, k-means is easily to combine with other techniques in
more substantial systems. A common approach to the clustering problem is usually to
treat it just as one optimization procedure. A best partition is available by optimizing
a unique function connected with similarity (or distance) amongst data. That's why
effectiveness involving clustering algorithms under this approach depends around the
appropriateness of the similarity measure to the data at hand. For illustration, the
initial k-means features sum-of-squared-error aim function in which uses Euclidean
distance. In an exceptionally sparse as well as high dimensional area like text
documents, spherical k implies, which utilizes cosine similarity rather than Euclidean
distance since the measure, is deemed for being more suited.

2 Previous Work

Document clustering has long been studied as a post retrieval document visualization
technique to provide an intuitive navigation and browsing mechanism by organizing
documents into groups, where each group represents a different topic. In general, the
clustering techniques are based on four concepts: data representation model, similarity
measure, clustering model, and clustering algorithm. Most of the current documents
clustering methods are based on the Vector Space Document (VSD) model. The
common framework of this data model starts with a representation of any document
as a feature vector of the words that appear in the documents of a data set. A distinct
word appearing in the documents is usually considered to be an atomic feature term in
the VSD model, because words are the basic units in most natural languages
(including English) to represent semantic concepts. In particular, the term weights
(usually tf-idf, term-frequencies and inverse document-frequencies) of the words are
also contained in each feature vector. The similarity between two documents is
computed with one of the several similarity measures based on the two corresponding
feature vectors, e.g., cosine measure, Jaccard measure, and euclidean distance. To
achieve a more accurate document clustering, a more informative feature term phrase
has been considered in recent research work and literature. A phrase of a document is
an ordered sequence of one or more words.. Reference proposed a phrase based
document index model namely Document Index Graph (DIG), which allows for the
incremental construction of a phrase-based index for a document set. The quality of
clustering achieved based on this model significantly surpassed the traditional VSD
modelbased approaches in the experiments of clustering Web documents. [2]
Particularly, the Suffix Tree Document (STD) model and Suffix Tree Clustering
(STC) algorithm were proposed by Zamir et al. and Zamir and Etzioni. The STC
algorithm was used in their Meta searching engine to real time cluster the document
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snippets returned from other search engines. The STC algorithm got poor results in
clustering the documents in their experimental data sets of RCV1 corpus. [2]

Text document clustering has been traditionally investigated as a means of
improving the performance of search engines by preclustering the entire corpus, and a
postretrieval document browsing technique as well.. K-Nearest Neighbor (K-NN)
algorithm is well known for classification. It has also been used for document
clustering. In the traditional document models such as the VSD model, words or
characters are considered to be the basic terms in statistical feature analysis and
extraction. To achieve a more accurate document clustering, developing more
informative features has become more and more important in information retrieval
literature.

The k-Means Algorithm

The k-means algorithm is a simple iterative method to partition a given dataset into a
user specified number of clusters, k. This algorithm has been discovered by several
researchers across different disciplines, most notably Lloyd (1957, 1982), Forgey
(1965), Friedman and Rubin (1967), and McQueen (1967). A detailed history of k
means alongwith descriptions of several variations are given. Gray and Neuhoff
provide a nice historical background for k-means placed in the larger context of hill
climbing algorithms. The algorithm operates on a set of d-dimensional vectors, D =
{xili=1 ..., N}, where xi € _d denotes the ith data point. The algorithm is
initialized by picking k points in _d as the initial k cluster representatives or
centroids||. Techniques for selecting these initial seeds include sampling at random
from the dataset, setting them as the solution of clustering a small subset of the data or
perturbing the global mean of the data k times. Then the algorithm iterates between
two steps till convergence: [1]

Step 1: Data Assignment. Each data point is assigned to its closest centroid, with ties
broken arbitrarily. This results in a partitioning of the data.

Step 2: Relocation of “means”. Each cluster representative is relocated to the center
(mean) of all data points assigned to it. If the data points come with a probability
measure (weights), then the relocation is to the expectations (weighted mean) of the
data partitions. The algorithm converges when the assignments (and hence the cj
values) no longer change. The algorithm execution is visually depicted. Note that
each iteration needs N x k comparisons, which determines the time complexity of one
iteration. The number of iterations required for convergence varies and may depend
on N, but as a first cut, this algorithm can be considered linear in the dataset size. One
issue to resolve is how to quantify —closest|| in the assignment step.

The greedy-descent nature of k-means on a non-convex cost also implies that the
convergence is only to a local optimum, and indeed the algorithm is typically quite
sensitive to the initial centroid locations. Figure below illustrates how a poorer result
is obtained for the same dataset as in Fig. below for a different choice of the three
initial centroids. [1]
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3 Proposed System

3.1 Similarity Measure

The particular cosine similarity might be expressed inside form applying Sim(di, dj)
in which vector which represents the origin point are employed. According to the
present formula, your measure requires reference stage. The similarity between a
couple of documents di in addition to dj is decided w. r. t. the angle between two
items when looking from the origin. To build a new thought of similarity, it's possible
to use a lot more than just 1 point involving reference. We may have a additional
accurate assessment of exactly how close or perhaps distant a couple of points are, if
we look at them from numerous reference items are suggested respectively because of
the difference vectors (di — dh) in addition to (dj — dh). The similarity of a couple of
documents di in addition to dj simply because they are inside same cluster pertains to
the common of similarities measured relatively from the references of other papers
outside which cluster.

3.2  Multi-Reference Point Similarity

We call this module this Multi-Reference stage based Likeness, or MRCS. Out of this
point onwards, we all will denote the suggested similarity calculate between 2
document vectors di in addition to dj simply by MRCS (di, dj). The MRCS form is
dependent upon particular formulation on the individual similarities from the sum. If
the relative likeness is identified by dot-product on the difference vectors, we now
have: The likeness between 2 points di in addition to dj interior cluster Sr, reference
from a point dh external this chaos, is equal to the product on the cosine on the angle
between di in addition to dj shopping from dh and also the Euclidean distances from
dh to these two points. This definition will be based upon the assumption that dh just
isn't in the same cluster together with di in addition to dj. Small the distances di—dh in
addition to dj —dh tend to be, the higher the chance that dh is in fact in the same
cluster together with di in addition to dj, and also the similarity according to dh
should also be little to echo this potential. Therefore, via these distances, we also
supplies a measure of inter chaos dissimilarity, since points di in addition to dj fit in
with cluster Sr, whereas dh belongs to an alternative cluster. The overall similarity
between di in addition to dj depends on taking average over all the research points not
belonging to cluster Sr. It's possible to argue that while a large number of reference
points are useful, there may be a variety of them giving mistaken information just as it
can happen with the origin point. Nonetheless, given a sizable enough amount of
reference points and their particular variety, it is usually reasonable to help assume
that most them will be useful. For this reason, the result of mistaken reference points
is constrained and reduced through the averaging move. It sometimes appears that this
kind of offers more informative assessment of similarity than the single foundation
point.
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Procedure. BUILD MRCSMatrix (A)

forr «1:cdo
DS\Sr = ZdiESr di

ngs, < I1S\S, I
end for
for i< 1:ndo
r < class of di
forj<1:ndo
if dj € Sr then
a;; < dt,‘d,' - dt,' —dtj +1
end if
end for
end for
returnA = { ajj }yxn
end procedure

3.3 Validity Computation

The particular validity computation was created as pursuing. For every sort of
likeness measure, a likeness matrix A is established. For CS, this is simple, as aij = dti
dj. The process for developing MRCS matrix is Firstly, the particular outer blend w. r.
t. each class is established. Then, for every single row ai of an, i = 1,..., n, if the set of
documents di and dj, t = 1,..., n will be in the same class, aij is calculated. Normally,
dj is assumed to stay di’s type, and aij is calculated. After matrix A is shaped, the
procedure is employed to receive its validity report. For each and every document di
matching to line ai of an, we pick out qr files closest for you to di. The worth of qr is
chosen reasonably as percentage of the length of the type r that contains di, exactly
where percentage € (0, 1]. And then, validity t. r. testosterone levels. di is calculated
with the fraction of those qr documents getting the same type label with di, The
closing validity depends on averaging over all the rows of an. It is clear that validity
report is bounded within just O and 1. The more expensive validity report a likeness
measure offers, the a lot better it must be for the particular clustering activity.

3.4  Clustering Criteria’s

Having defined our similarity evaluate, we now formulate our clustering qualifying
measure functions. The first function, called IR, would be the cluster size-weighted
amount of average pair wise parallels of documents from the same cluster. We would
want to transform this objective functionality into several suitable form in ways that it
might facilitate this optimization procedure for being performed in a simple, fast
When comparing F with all the min-max lower, both functions secure the two
terms an intra-cluster similarity measure and also inter-cluster similarity measure. On
the other hand, while the intention of min-max cut is to minimize this inverse relation
between the two of these terms, our aim the following is to maximize their weighted
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difference. This difference term is resolute for every single cluster. They're weighted
by the inverse from the cluster’s dimensions, before summed up overall the groups.
One issue is that this formulation is supposed to be very sensitive in order to cluster
dimensions. It shows up that IR’ s performance dependency on the value connected
with a is not very important. The qualifying measure function yields relatively
excellent clustering effects for a & (0, 1). Inside formulation connected with IR, a
cluster quality is actually measured by the average pair wise similarity between
papers within which cluster. On the other hand, such an approach can result in
sensitiveness towards size and also tightness from the clusters. Using CS, for
example, pair wise similarity of documents in a sparse cluster is generally smaller as
compared to those in a dense cluster. To reduce this, a different approach is to
consider similarity between every single document vector and its particular cluster’s
centroid alternatively.

4 Results

The concept of this paper is implemented and different results are shown below, The
proposed paper is implemented in Java technology on a Pentium-IV PC with 20 GB
hard-disk and 256 MB RAM. The propose paper’s concepts shows efficient results
and has been efficiently tested on different Reuters Datasets. The Fig 1, Fig 2, Fig 3,
Fig 4 and Fig 5 shows the evaluation of the results.

ER=Ta}
1A
120
100

=20
(=le]
a0
: -
o : : - : .
T 2 = < 5

Fig. 1. Comparison of 200 documents in clusters
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The above graph represents the number of documents clustered, we have taken 200
documents from reuters dataset and clustered them in 5 clusters. we can observe the
documents in clusters changes with respect to cosine similarity and multi reference
similarity.
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The above graph represents the number of documents clustered, we have taken 500
documents from reuters dataset and clustered them in 5 cvlusters. we can observe the
documents in clusters changes with respect to cosine similarity and multi reference
similarity.
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Fig. 3. Validity graph for 25 documents

In the above graph we compare the validity score for various percentages ranging
from 0.1 to 1.0 in steps of 0.1. The above graph is plotted for 200 documents. we
observe that the validity score is null till 0.2 percentage, but it increases to 0.16 and
remains constant.

Fig. 4. Validity graph for 50 documents

In the above graph we compare the validity score for various percentages ranging
from 0.1 to 1.0 in steps of 0.1. The above graph is plotted for 500 documents. we
observe that the validity score is 0.1 till 0.4 percentage, but increases as the
percentage increases.
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Fig. 5. Comparison of Validity graph
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In the above graph we show the comparison of validity scores for 200 and 500
documents respectively for various percentages.

5 Conclusions

Within this paper, we propose a Multi-Reference stage based Similarity measuring
procedure, named MRCS. Theoretical research and empirical cases show which
MRCS is actually potentially far better for text message documents than the popular
cosine likeness. Based about MRCS, a couple criterion characteristics, IR and IV, and
their respective clustering algorithms, MRCS-IR and MRCS-IV, happen to be
introduced. Compared along with other state-of-the-art clustering techniques that use
unique variations of similarity gauge, on a large number of document datasets and
under different evaluation metrics, the proposed algorithms show them to could
produce significantly enhanced clustering effectiveness.

The key contribution of the paper is the fundamental concept of similarity measure
from several reference factors. The comparison graph demonstrates the effectiveness
of the MRCS.
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Abstract. In various applications such as discovering infinite loops in computer
programs, periodic scheduling, communication systems etc. there are always
requirement for cycle detection. Graph theories and algorithms are very helpful
for this type of problems. In this paper, we proposed our new
SUS_CycleDetection algorithm for detecting cycle in any directed graph, with
the help of linked list. This algorithm has the ability to count total number of
cycles in the graph along with displaying the set of vertices responsible for the
formation of each cycle. A comparison is also made between the proposed
algorithm and an existing algorithm in terms of their modes of execution.
Informer, space is allocated during runtime and nodes are stored using linked
list which is more efficient in terms of memory utilization while in the latter,
space is allocated before execution and nodes are stored using queue.

Keywords: Directed graph, Cycle, Linked list, Graph theory, Data structure.

1 Introduction

The analysis of cycles in network has different application in the design and
development in communication systems such as the investigation of topological
features and consideration of reliability and fault tolerance. There are various
problems related to the analysis of cycles in network among which the most important
one is the detection of cycles in graph. A Graph is a data structure comprises of
vertices and edges. In Fig.1. 1, 2, 3 to 6 are the vertices and the lines joining any two
vertices are the edges. And cycle is a repeating part during graph traversal in a
sequence. In computer science, cycle detection is the algorithmic problem of finding a
cycle in a sequence of iterated function values [1]. Suppose in a function F(x), if x
repeats the same sequence of values once again, then there exist a cycle. In Fig.1. F(x)
=[x:xis 1,2,3,4,5, 6, y... in sequence, where y is 2, 3, 4, 5, and 6 in sequence and
is repeated], here cycle exists because x repeats the value 2, 3, 4, 5, 6 repeatedly.

To overcome this problem, we introduced an algorithm SUS_CycleDetection
algorithm which will not only detect the cycles but also will provide total no. of
cycles and the set of vertices that are responsible for cycle formation. Although there
are various cycle detection algorithm, we are comparing the proposed algorithm with
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Hongbo Liu’scycle detection algorithm in order to analyse the benefits of proposed
over existing. The existing algorithm is more complex than proposed because it is
going through higher number of comparisons. The existing algorithm is dependent on
queue data structure so memory utilization is not as efficient as proposed algorithm
because this algorithm uses Linked list Data structure where nodes are formed during
runtime. A linked list is a data structure used to implement several abstract data types
such as Stack, Queue, D-Queue, associative arrays etc. In the singly linked list, there
are nodes linked with other nodes and each node contains two fields. First field
resembles the information or data and other contains the address of next node, known
as link field. Firstly, the proposed algorithm will take memory for entering the
vertices in linked lists (during a walk) and when the traversal is completed (i.e. cycle
detects or null node appears), the particular list will be deleted and memory becomes
free. As far as complexity is concerned both are using same amount of time to
execute. But proposed algorithm is more simple and effective than existing algorithm.

Fig. 1. Example of a cycle with 1, 2, 3, 4, 5, 6 as Vertices of the Graph

2 Existing Algorithm

2.1  Hongbo Liu’sCycle Detection Algorithm

Step 1. Put all the vertices vi,v;....v,in a queue.

Step 2. Initialize the value of register with O

Step 3. Fetch an open path P from the queue Q, whose length is k.

Initialize the value of register with k.

Step 4. Check if there is any edge connecting the tail (Let v, be the tail node) of the

chosen open path to its head (Let vy, be the head node).
If the edge is not found GOTO Step6.

Step 5.If the above condition is true, a cycle is detected, and then output the cycle.
OUTPUT (P+e) where, e is the edge connecting the tail of the open path to its
head.

When the register is 0 in such case, it means the cycle is a self-loop.

Step 6. Get an adjacent edge e of the tail whose end does not occur in the open path
and the order of its end is greater than the order of the head.

This edge and the k length open path construct a new k + 1 length open path.
Put (P+e) into the queue Q.
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After having generated all the k + 1 length open paths from the k length open
path, if this open path is the last k
length open path of the queue, set register to k + 1.
Step 7. IF all adjacent nodes of the vertex v; is not handled
THEN Repeat Step 6.
ELSE
Check if the queue is empty
IF Queue is empty
THEN END
Else Repeat from Step 1.

2.2 Comparisons between Our New SUS_CycleDetection Algorithm and
Existing Algorithm

In this existing algorithm, data structure queue is used to store the nodes of the graph
due to which traversal become less efficient as compared to proposed algorithm in
which linked list is used to perform the same task, thus making more efficient
traversal and better memory utilization. A large amount of comparisons are made in
the existing algorithm which makes it more complex.The amount of computation
seems complex in existing algorithm, because there are so many combinations of
edges, most of which could not construct a cycle. In existing method, duplicate cycles
may be generated from different vertices of the same cycle. To avoid duplicate cycles
integer designators (1, 2, 3,.....N) and some constraints are added in existing but in
proposed there are no chances to form any duplicate cycle as it does not allow to
traverse through same path.As far as complexity is concerned both are approximately
using same amount of time to execute.

3 Proposed Idea

3.1 Proposed SUS_CycleDetection Algorithm

SUS_CycleDetection
(INFO, LINK, START1, START2, LIST1, LIST2, PTR1, PTR2, PTR3, ITEM,
Counter, FREE(x), TEMP)

INFO. It stores the information field of the node in the linked list.

LINK. It is the address field of the node that contains the address of the next node in
the linked list.

LIST1. It is the linked list, which will store the base address of all the linked lists
formed during runtime.

LIST2. It is a linked list, which stores the first node of digraph.

START1I. It is the pointer that points to the first node of linked LIST1.

START?2. It is the pointer, which points to the first node of linked LIST2.

Counter. It is a global variable to count the number of cycle.

SAVE, PTR, PTR2, PTR3 and PTR4, TEMP. These are the pointer variables.
ITEM. It contains the info character.

FREE(x).The function will remove the node x.
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Step 1. Insert the first node in linked list LIST2.(Let the first node be A.)

| STARTZ2 I

Fig. 2. Insertion of first node in LIST2

Step 2. Put the base address of the LIST2 in LIST1.

Fig. 3. Insertion of the address of first node of LIST2 in the info field of LIST1

Step 3. Now, if there are n directed paths from A, then total number of new linked list
will be n-1 and they all will be duplicate of LIST2.

Fig. 4. Example of n directed path from A

Step 4.Now put each next node of the graph directed from the last node into separate
linked lists.

= * |NULL |
S S
|:|j—’| = INULL I

[~ T +——[= e ]

Fig. 5. Insert 1 in LIST2 and others in the copies in LIST2
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Step 5. Put the base address of each newly created list into the LIST1 in a consecutive
manner.

// Tteration of outer loop
Step 6. Repeat Step (7) to (10) while (START1! =NULL)

/*Compare the element at last node of LIST2 with all its previous nodes starting from
starting node.*/
Step 7. [Initialize the value of pointer PTR and SAVE with the value of pointer
START?2.]

PTR<-START2

SAVE<-START2

Step 8. [Repeat Steps (a) to (b) until (PTR! =NULL)]
a) PTR<-LINK [PTR]
b) TEMP<-INFO [PTR]

Step 9. [Initialize PTR2 with START?2.]
PTR2<-START2

/*Compare the last element with all the elements of LIST2.*/
Step 10. [Repeat the following steps (a) to (b) and 11 to 13until (PTR2! =NULL)]
SAVE=PTR2
IF (TEMP=INFO [SAVE])
THEN
i. Counter<- Counter+1

/*If the counter is incremented then drop the wholeLIST2 list if cycle exist in
addition, the node with the base address of the dropped list is removed from List] and
START1 points the next node to the deleted node in Listl*/
ii. [Display the detected cycle by repeating the following step until

PTR3! =NULL]

ITEM=INFO [START2]

DISPLAY [ITEM]

PTR3=LINK [START2]

[In addition freeing the displayed nodes]

FREE (START?2)

START2=PTR3

iii. [Remove the node containing the base address of LIST2 list in which
cycle occurs or null node appears]

PTR4=LINK [START1]
FREE (START1)
START1=PTR4

ELSE
PTR2=LINK [PTR2]

ENDIF
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Step 11. [Enter the next node directed by the last node in LIST2 using Step (3) to (10)
until NULL node encountered.
IF (NULL is encountered then GOTO STEP 11-(ii))]

/* the final value of counter will result in total number of cycles in the test graph.*/
Step 12. DISPLAY [Counter]

Step 13.END SUS_CycleDetection.

3.2 Example
Let’s take a directed graph with n (V) =6

Fig. 6. A directed graph with A, B, C, D, E and F as its vertices
Let us take two-linked list LIST1, LIST2 withSTART1, START?2 as their pointers

to their base address respectively.
Step 1. Insert the first node in linked list LIST2 (let it be node A).

I STARTZ2 I
H‘l N I ML I

B200

Fig. 7. Linked list LIST2with vertex A in its first info field

In addition, put the base address of this linked list LIST2 in LIST1 in its info field.

STARTL
B200 I MLUILL I

Fig. 8. START!]1 points to the base address of LIST1 with base address of LIST2 in its info field

Step 2. Since, there are two directed paths from A i.e. B and F so, total number of new
linked lists will be one (2-1=1).And the new lists will be duplicate of present
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LIST2. Now put each next node of the graph directed from the last node (B
&F) into separate linked lists and put the base address of each newly created
linked lists into the LIST1 in a consecutive manner.

START1
A | B201 B | MNULL

A F201 F | MULL h 4

Fa00 F201 B20D - F200 MULL

Fig. 9. Insert B in LIST2 and F in the newly Fig. 10. Insertion of base address of the newly
created copies of LIST2 created lists in LIST1

Step 3. Repeat step (4) to (9) until START1! = NULL

Step 4.//Take PTR as a temporary variable.
PTR=INFO [START1] (Here, PTR = B200)

Step 5. Now as PTR points to the LIST2, compare the element at last node of LIST2
with all its previous nodes from starting.

Step 6. Since cycle is not detected, insertion of node directed by B in LIST2 will take
place. Since B directs only one node (C) so there is no need to discover new
lists, if there will be two path say towards x &towards y then new nodes will
be formed with A linked with B and B links with x and second list will be A
linked with B and B links with y.

I
l A 3| B c MULL
B200 B201 B202

Fig. 11. Insertion of C node in the LIST2

Step 7. Again check for the appearance of cycle, here cycle doesn’t appear so further
traversal. Node C only directs to node D, so put node D next to C in LIST2.

(Al F—{e] F—{c] F—{o] ]

B200 B201 B202 B203

Fig. 12. Insertion of node D in LIST2

Step 8. Again check for the appearance of cycle, here cycle doesn’t appear so further
traversal. Node D only directs to node A, so put node A next to C in LIST2.
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A 4

A

B

B200

B201

C

B202 B203 B204

Fig. 13. Insertion of node A in LIST2

Step 9. Again check for the appearance of cycle, here cycle is detected hence counter
incremented and the list displayed and then deleted. In addition, if NULL
node appears then there is no cycle, in this case counter does not incremented
but list deleted.

Step 10. Now, PTR should points to next node of LIST1.

PTR =LINK [PTR]

Step 11. Display the counter to get total number of cycles in the graph.

Hence, there are 2 cycles in the graph (Fig.6.).Therefore, using this algorithm we
are able to find the set of nodes that forms the cycle and number of cycles in any

digraph.

3.3  Complexity Analysis

Fig. 14. An example to calculate the worst

case of algorithm

Fig. 15. Example to calculate the best case of
algorithm

Let n be the number of vertices in the directed complete graph.

3.3. a. Worst Case (T,,)

3.3. a. i. Proposed SUS_CycleDetection Algorithm

=> T}, (n) =Pointers assigning+ New lists+ Cycle detection
=> T,y (n) =0 (n-1) +O ((n-1) ™) +O (n-1)

=> Ty (n) =0 (n")

3.3. a.ii. Existing Hongbo Liu’sCycle Detection

=> T,, (n) =Nodes Order Assigning + Comparison of nodes+ Insertion of detected

path in queue.



A Comparative Analysis of New Approach with an Existing Algorithm 45

=> Ty, (n) =0 (n) +O ((n-1) ™) +O (n-1)
=>T,, (n) =0 (n")

3.3. b. Best Case (Ty)
3.3. b. i. Proposed SUS_CycleDetection Algorithm

=> T, (n) = Pointers assigning+ Cycle detection
=>T, (n) =0 (1) +O (n-1)
=>Typ () =0 (n)

3.3. b. ii. Existing Hongbo Liu’sCycle Detection Algorithm

=> Ty, (n) =Order Assigning + Comparison of nodes+ Insertion of detected path in
queue.

=> Ty, (n) =0(n)+{O(n-1) + O(n-2)+------- + 3 +2+1}+0(n-1) = O3 (n))+O(n-1)
=> Ty, (n) =0 [{n (n-1)/2} + n-1]

=> Ty, (n) =0 (n°)

4 Recommendations

The proposed SUS_CycleDetection algorithm by authors is not only an easier
technique to detect cycle in any digraph but also very helpful in finding number of
cycles in the graph. Moreover, since once the cycle is detected in a graph then it is
displayed and deleted, that reduces the space complexity. In addition, it does not have
the same walk to detect cycle, which lowers the time complexity. Therefore, this
algorithm is efficient and can be used in several applications such as detecting
infinite loops in various computer programs, analysis of electrical networks, periodic
scheduling and in many more places where there is a need to detect cycle.

5 Limitations

In this paper, the cycle detection is done with the help of linked list. However, this
method is easier to implement, in worst case its complexity reaches to O (n"), which is
much higher and because of the formation of new lists in run time it needs large space
to act upon. Although, this algorithm removes those linked lists in which traversal is
completed, computers with large space will be required to execute the proposed
algorithm.

6 Conclusion

After all comparisons with the already existing algorithms, we can conclude that our
algorithm is not much efficient as detecting cycle in any digraph, takes much space
to execute and its complexity is much higher in case of worst case but it has its own
advantages. It can detect each and every cycle and will also display the nodes
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responsible for its formation. It can be applied in any type of Directed graphs. The
main benefit of this algorithm is that it is making all the nodes free after the
comparisons. So it requires only temporary memory during execution and saves
memory space. The generality of this algorithm is good as procedure of this algorithm
is simple and its realization is efficient. The procedure of this algorithm is much
easier to implement and execute for digraph and directed multigraph. This algorithm
can be implemented directly thus avoiding some errors and wrong results in
programming. Some amendments to this algorithm such as reduction in time
complexity might be implemented in future to provide better result and further related
work can be done to make it more efficient. This algorithm is expected to be of great
interest in theory and practice alike.

7 Novelties in This Paper

In this paper, we have not only presented the new way to detect the cycle in any
simple or strongly connected digraph but also presented the new way to count number
of cycles in the graph. We used here an efficient data structure named linked list to
form new nodes in run-time and used in storing the base address of the newly form
linked list in run-time. This algorithm also reduces the time complexity by covering
the individual walk in the graph only once, i.e. does not spend time in detecting same
cycle repeatedly. We have also compared the proposed SUS_CycleDetection
algorithm with Hongbo Liu’s cycle detection algorithm in order to analyse the
benefits of proposed over existing. Proposed algorithm is better than existing in terms
of memory utilization, less number of comparisons, no extra constraints or integer
designators, no duplicate cycles hence less cycle generation time, also the algorithm
is efficient in its generality and simplicity.
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Abstract. This paper addresses the problem of generating the super resolution
(SR) image from a single low resolution input image. Image patches can be
represented as a sparse linear combination of elements from an over-complete
dictionary. The low resolution image is viewed as down sampled version of a
high resolution image. We look for a sparse representation for each patch of the
low resolution image, and then use the coefficients of this representation to
generate high resolution. Theoretically the sparse representation can be
correctly recovered from the down sampled signals. The low and high
resolution image patches are mutually training two dictionaries. We can look
for the similarity between low and high resolution image patch pair of sparse
representations with respect to their own dictionaries. Hence the high resolution
image patch is applied to sparse representation of a low resolution image patch.
This approach is more compact representation of the patch pairs compared to
previous approaches. The earlier approaches simply sample a large amount of
image patch pairs. The effectiveness of sparsity prior is demonstrated for
general image super resolution. In this case, our algorithm generates high
resolution images that are competitive or even superior in quality to images
produced by other similar SR methods. This algorithm is practically developed
and tested and it is generating high resolution image patches. The results are
compared and analyzed with other similar methods.

Keywords: SR, sparse representation, dictionary, noise, sparsity.

1 Introduction

Super- Resolution is the process of combining multiple low resolution images to form
a higher resolution one. Image representation using sparse approximation and learned
over complete dictionaries has been given some attention in recent years. Several
theoretical works have been obtained and probable applications are given like face
compression [9], general image compression [10] and image denoising. Traditional
approaches to generating a super resolution (SR) image require multiple low-
resolution images of the same scene, typically aligned with sub-pixel exactness. The
SR task is cast as the inverse problem [1] of recovering the original high-resolution
picture by fusing the low-resolution pictures, based on prior knowledge about the
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generation model from the high-resolution image to the low-resolution images. The
individual low resolution images have sub-pixel displacements relative to each other;
it is possible to take out high frequency details of the observation well beyond the
Nyquist [2] limit of the individual Source images. The concepts of sparsity and over
completeness, together or separately, in representation of signals were proved to be
highly effective. Applications that can benefit from them include compression,
regularization in inverse problems, feature extraction, and more. Sparse signal
representation has proven to be an extremely powerful device for acquiring,
representing, and compressing high-dimensional signals. The fundamental
reconstruction limitation for SR is that the recovered image, after applying the same
generation model, should reproduce the observed low-resolution images. However,
SR image reconstruction is generally a severely ill-posed problem because of the
insufficient number of low-resolution images, ill-conditioned registration and
unknown blurring operators and the solution from the reconstruction constraint is not
unique.

The basic reconstruction constraint is that applying the image formation model to
the improved image should produce the same low-resolution images. The
reconstruction problem is severely underdetermined, and the solution is not unique
because much information is lost in the high-to-low generation process. But to further
normalize the problem various methods have been proposed. This paper mainly
focuses on the problem of improving the super-resolution version of a given low-
resolution image. Even though this method can be extended to handle multiple input
images, we mostly deal with a single input image only. Like the above mentioned
learning-based methods, we will rely on patches from example images. This method
does not need any knowledge on the high-resolution patches, instead working directly
with the low-resolution training patches. Super resolution is the process of combining
a sequence of low-resolution (LR) noisy blurred images to produce a higher
resolution image or sequence. An underlying assumption during this paper is that
natural signals are represented well using a sparse linear composition of atoms from
redundant dictionaries. We refer to this hypothesis as the "Sparse land" model, and
provide an initial study of its geometrical behavior. More specially, we provide
bounds on the estimated ratio of signals that can be represented by this dictionary
with fixed sparsity constraints.

This algorithm requires a much smaller database. The online recovery [1] of the
sparse representation uses the low resolution dictionary only; the high-resolution
dictionary is used only to calculate the closing high-resolution image. The computed
sparse representation adaptively selects the most important patches in the dictionary
to best represent each patch of the given low-resolution image. This leads to superior
performance, both qualitatively and quantitatively, compared to methods that use an
unchanging number of nearest neighbors, generating sharper edges and clearer
textures.

This paper focuses on the problem of recovering the SR version of a given low-
resolution image. Similar to the aforesaid learning-based methods, we will rely on
patches from the input image. However, instead of working directly with the image
patch pairs sampled from high- and low-resolution images, we learn a compact
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symbol for these patch pairs to confine the co occurrence prior, significantly
improving the speed of the algorithm. Our approach is guided by recent results in
sparse signal representation, which suggest that the linear associations among high-
resolution signals can be truly recovered from their low-dimensional projections.
Although the SR problem is very ill-posed [3], resulting into non-recovery of such
signals, the image patch sparse representation demonstrates both effectiveness and
robustness in regularizing the inverse problem.

Notations: High- and low-resolution images are represented with X and Y whereas
high- and low-resolution image patches with x and y respectively. The bold uppercase
D is used to denote the dictionary for sparse coding and we use Dy, and D, to denote
the dictionaries for high- and low-resolution image patches, respectively. Bold
lowercase letters denote vectors. Plain uppercase letters denote regular matrices, i.e; S
is used as a down sampling operation in matrix form. Plain lowercase letters are used
as scalars.

In the super-resolution context, X is a high-resolution image (patch), while y is its
low-resolution version (or features extracted from it). If the dictionary D is over
complete, the equation p = Da is underdetermined for the unknown coefficients o.
The equation q = LDa is even more radically underdetermined. However, under
gentle situation, the sparsest solution a to this equation is unique. Furthermore, if D
satisfies an appropriate near-isometric situation, then for a wide variety of matrices L,
any sufficiently sparse linear representation of a high-resolution image x in terms of
the D can be recovered (almost) perfectly from the low-resolution image. Even for
such a complicated texture, sparse symbol recovers a visually attractive upgrading of
the original signal. Recently sparse representation has been useful to many other
related inverse problems in image processing, such as compression, denoising, and
restoration, often improving on the state-of-the-art. The K-SVD algorithm can be used
to learn an over complete dictionary from natural image patches and successfully
apply it to the image denoising problem. In our setting, we do not directly compute
the sparse representation of the high-resolution patch. Instead, we will work with two
coupled dictionaries, Dy, for high-resolution patches, and D, = LDy, for low-resolution
patches. The sparse representation of a low-resolution patch in terms of D, will be
directly used to recover the corresponding high-resolution patch from Dh. We obtain
a locally consistent [3] solution by allowing patches to overlap and demanding that
the reconstructed high-resolution patches agree on the overlapped areas. Finally, we
apply global optimization to eliminate the reconstruction errors [1] in the recovered
high-resolution image from local sparse representation, suppressing noise and
ensuring consistency with the low-resolution input. The leftovers of this paper are
organized as follows. The Section 2 gives details of our formulation and solution to
the image super-resolution problem based on sparse representation. In Section 3, we
discuss how to prepare a dictionary from sample images and what features to use.
Various experimental results in Section 4 demonstrate the efficacy of sparsity as a
prior for image super-resolution.
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2 Image SR Using Sparsity

Here the Image SR Using Sparsity is the proposed scheme to convert the low
resolution image to high resolution image. There are three steps to implement the
constituent:

e  Super-resolution using Sparsity
e Home Model using sparse Representation
e  Universal optimization analysis

2.1  Super-Resolution Using Sparsity

The super resolution single image is having a problem that is, to recover a high
resolution image P on the same screen from low resolution image Q. The basic
constraint is that recovered image P should be consistent with the input Q. To solve
the above problem two constraints are introduced in this paper. 1. Modernization
constraint, in which the recovered constraint P should be consistent with input Q with
respect to the image observation model. 2. Sparse representation prior, which assumes
that the high resolution patches can be sparsely represented in appropriate chosen
over complete dictionary. Sparse representations can be recovered from the low
resolution observations.

Modernization Constraint. From the low resolution observation model the input Q
is a down sampled blurred version of high resolution image P.

Q = DHP 1

Here, H represents a blurring filter, and D the down sampling operator. Super-
resolution remains particularly ill-posed, since for a given low-resolution input Q,
infinitely many high resolution images P satisfy the above modernization constraint.
We regularize the problem via the following previous on small patches p of P:

Sparse Representation Prior. In this constraint the patches are represented as a
sparse linear combination in a dictionary. The patches of high resolution image P are
represented in the dictionary named Dy The patches of low resolution image Q are
represented in the dictionary D,

p=Dya for some a€R" with llall,< K 2)

The sparse representation o will be recovered from patches q of the input is Q, with
respect to the low resolution dictionary D consistent with Dy,

Using the sparse prior, we find the sparse representation for each local patch, with
regard to spatial compatibility between neighbors. Next, using the result from this
local sparse representation, we further regularize and refine the entire image using the
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reconstruction constraint. In this approach, a local model from the sparse prior is used
to recover lost high-frequency for local details. The global model from the
reconstruction constraint is then applied to remove possible artifacts from the first
step and make the image more dependable and natural.

2.2  Home Model Using Sparse Representation

From the previous patch methods, we are trying to get high resolution patch for each
low resolution patch of the input. For this home model we have two dictionaries D,
and Dy, Dy is a linear combination of high resolution patches, and D, is a linear
combination of low resolution patches. We deduct the mean pixel value for each
patch; therefore dictionary represents image textures rather than absolute intensities.

For each low resolution patch q we find the sparse representation in D; The
corresponding high resolution patches D, will be combined according to these
coefficients to get the high resolution out patch p.

minllallo s.t. IF D, o-Fqll*,<=t; (3)

where F is a feature extraction operator. The main role of F in (3) is to provide a
perceptually meaningful constraint on how closely the coefficients o must
approximate q.

minllell; s.t. IIF D, o-Fqll*,<=t; 4)

Solving (4) separately for each patch does not guarantee the compatibility between
adjacent patches. We enforce compatibility between adjacent patches using a one-pass
algorithm parallel to that of [6]. The patches are processed in raster-scan order in the
image, from left to right and top to bottom. We change so that the super resolution
reconstruction Dya of patch y is constrained to closely agree with the previously
computed adjacent high-resolution patches.

2.3 SR Algorithm

The Super Resolution algorithm is given below:

1. Name of Algorithm: Super Resolution via Sparse Representation

2. Input: training dictionaries Dy and D), a low-resolution image Q.

3. Process: we have two dictionaries Dy, and D;, which are trained to have the same
sparse representations for each high-resolution and low-resolution image patch
pair. In the recovery process for each input low-resolution patch g, we find a
sparse representation with respect D to the corresponding high resolution patch
bases Dy, which will be combined according to these coefficients to generate the
output high-resolution patch p.

4. Output: SR image P*
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2.4  Universal Optimization Analysis

The general Sparse Representation frame work of the SR algorithm discussed above
can be viewed as a special case for inverse problems in image processing. Similar
techniques have been applied in image compression, denoising [7], and restoration
[8]. These applications provide context for understanding our paper and also gives
suggestions to further improve the performance.

Using the resources available, one could in principle solve for coefficients
associated with all patches simultaneously with a given sufficient computational
resources. The high resolution image P is treated as a variable. Rather than demanding
that P be perfectly reproduced by the sparse coefficients «, we can reprimand the
difference between P and high resolution image given by these coefficients, allowing
solutions that are not perfectly sparse but satisfy the reconstruction constraints. This
results in to a large optimization prOoblem.

3 Dictionary Preparations

Gaining knowledge of an over-complete dictionary accomplished of optimally
indicating broad classes of image patches is a difficult problem. In place of trying to
learn such a dictionary or using a generic set of basis vectors, we create dictionaries
by simply randomly sampling raw patches from training images of similar statistical
nature. We will demonstrate that so simply prepared dictionaries are already capable
of generating high-quality reconstructions, when used together with the sparse
representation prior. Sparse coding is the problem of discovery sparse representations
of the signals with regard to an over complete dictionary D.

The dictionary is naturally learned from a set of training examples P=
{P1,p2.p3..pi}- Generally, it is hard to learn a compact dictionary which guarantees that
sparse representation can be obtained from 1; minimization. Fortunately, many sparse
coding algorithms proposed previously are sufficient for practical applications.

Given the sampled instruction image patch pairs P={P",Q'}, where
P"={p,,p2,ps....pa} are the set of sampled high-resolution image patches and Q'
={q1,92,93- - -..qa are the corresponding low-resolution image patches (or features), our
goal is to learn dictionaries for high-resolution and low-resolution image patches, so
that the sparse representation of the high-resolution patch is the same as the sparse
representation of the parallel low-resolution patch.

4 Experimental Results

The SR algorithm which is discussed previously is implemented in dot net. We first
demonstrate the SR results obtained by applying the SR method via sparse
representation on generic images. We then move on to discuss various in influential
factors for the proposed SR algorithm including dictionary size and input images with
noise and the global re-construction constraints.
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In our experiments with dot net, we magnify the input low resolution image by a
factor of 3 for generic images, which is common place in the literature of single frame
SR. In SR generic image, for the low resolution images we usually taken 3x3 low
resolution patches, with over lap of one pixel between adjacent patches,
corresponding to 9x9 patches with over lap of 3 pixels for high resolution patches. In
dot net this is achieved with bit map class. The bit map class stores an image in pixel
format and it is having clone method, it takes two parameters one is the shape area
which we want convert low resolution to high resolution, and the second parameter is
pixel format. This clone method takes the a value of the bit map image and uses for
loop, repeats for all 3x3 patches in the given shape area by finding the mean value.

We applied our method to generic images such as flowers, human faces and
architectures. The two dictionaries for high resolution and low resolution image
patches are trained using patch pairs randomly sampled from natural images collected
from the internet. We pre process these images by cropping out textured regions and
discard the smooth cards. We always fix the image size 273x227 pixels and the
dictionary size is 1024 in all our experiments. The Fig.1 shows a low resolution image
and its corresponding high resolution image. The Fig.2 shows original images and the
super resolution image. The Fig.3 shows another low resolution image and its high
resolution Image. The Fig.4 shows original images and super resolution Image.

Fde 51 View Coloc image lnset Imageprocesing
Low Resolution

Fig. 3. Crop Images Fig. 4. Super Resolution Image
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Conclusion

This paper presents a new approach for single image super-resolution based on sparse
representations in terms of coupled dictionaries jointly trained from high- and low
resolution image patch pairs. The compatibilities among adjacent patches are
enforced. Experimental results demonstrate the effectiveness of the sparsity as a prior
for patch-based super-resolution for images. However, one of the most important
questions for future investigation is to determine the optimal dictionary size for
natural image patches in terms of SR tasks.
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Abstract. Data and Information or Knowledge has a significant role on human
activities. Data mining means extracting or discovering knowledge from large
volume of data. Now-a-days, data mining process is applying in educational
field also; it is called as educational data mining. Educational Data Mining used
many techniques such as Decision Trees, Neural Networks, Naive Bayes,
K- Nearest neighbor, and many others. By using these techniques, the
discovered knowledge can be used for prediction and analysis purposes of
student patterns. Existing techniques like tree classification and some clustering
techniques are suffering with decision-making problems. To solve this problem,
in this paper, an interactive approach is used to prune and filter discovered
rules. In proposed system, an integrate user knowledge is used in the post
processing task. A set of rules or measures are given as input to proposed
system in order to evaluate the student performance. Furthermore, an interactive
framework is designed to assist the user throughout the analyzing task. By
applying proposed approach to discover the likelihood of student’s deviations /
requiring special attention is organized and efficient providing more insight by
using Strength Assessment Report. After analyzing the student performance,
strength assessment reports are generated which lists the career skills or
competencies that are strong/good in.

Keywords: Educational Mining, Association Rules, Post Processing, Strength
Assessment Report(SAR), Competency Skills, Student Performance.

1 Introduction

Data mining is a type of sorting technique, which is actually used to extract hidden
patterns from large databases. The major objectives for data mining are fast retrieval
of data or information, Knowledge Discovery from the databases, to detect hidden
patterns and those patterns which are previously unknown.
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Now a days, the topic of explanation and prediction of academic performance is
widely researched. The main objective of higher education institutes is to provide
quality education to its students and to improve the quality of managerial decisions.
Data Mining Techniques is the promising methodology to extract valuable
information in this objective. The data collected from different applications require
proper method of extracting knowledge from large repositories for better decision
making. Knowledge discovery in databases (KDD) [1], often called data mining, aims
at the discovery of useful information from large collections of data. In this
perspective, Data Mining can analyze relevant information results and produce
different perspectives to understand more about the students’ activities to customize
the course for student learning [2].

In existing system, for optimally analyzing the student performance, the
classification task is used on student database to predict the students division on the
basis of previous database. As there are many approaches that are used for data
classification, the decision tree method is used here. Information is like Attendance,
Class test, Seminar and Assignment marks were collected from the student’s previous
database, to predict the performance at the end of the semester.

In this paper, an interactive approach is used to prune and filter discovered rules. In
proposed system, an integrate user knowledge is used in the post processing task. A
set of rules or measures are given as input to proposed system in order to evaluate the
student performance. Furthermore, an interactive framework is designed to assist
the user throughout the analyzing task. Proposed approach is used to discover the
likelihood of student’s performance, behavior and requiring special attention is
organized. The discovered knowledge is more efficiently provided by using Strength
Assessment Report. According to gained knowledge, analysis is performed; after
analyzing each and every attribute of student, performance of the student is generated
using strength assessment reports. The generated report lists the career skills or
competencies that are strong/good in. According to the reports of dataset, Association
rules are mined which are used for enhancing the student performance.

In this paper, Section-2 describes various data mining techniques. Related work is
specified in section-3, Section-4 describes the background work of proposed system,
proposed data mining process is specified in section-5 and finally performance, result
and discussions are discussed in section-6 & 7.

2 Data Mining Techniques

2.1 Decision Tree

Decision tree is a predictive model that, as its name implies, can be viewed as a tree.
Specifically each branch of the tree is a classification question and the leaves of the
tree are a partition of the dataset with their classification. A decision tree is a classifier
expressed as a recursive partition of the instance space. The decision tree consists of
nodes that form a rooted tree, meaning it is a directed tree with a node called “root”
that has no incoming edges. All other nodes have exactly one incoming edge. A node
with outgoing edges is called an internal or test node. All other nodes are called
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leaves (also known as terminal or decision nodes). In a decision tree, each internal
node splits the instance space into two or more sub-spaces according to a certain
discrete function of the input attributes values.

Interesting things about decision trees are:

e It divides up the data on each branch point without losing any of the data (the
number of total records in a given parent node is equal to the sum of the records
contained in its two children).

e The number of churners and non-churners is conserved as you move up or down
the tree.

e It is easy to understand how the model is being built.

2.2 kNN: k-Nearest Neighbor Classification

A more sophisticated approach, k-nearest neighbor (kNN) classification, finds a group
of k objects in the training set that is closest to the test object, and bases the
assignment of a label on the predominance of a particular class in this neighborhood.
There are three key elements of this approach: a set of labeled objects, e.g., a set of
stored records, a distance or similarity metric to compute distance between objects,
and the value of k, the number of nearest neighbors. To classify an unlabeled object,
the distance of this object to the labeled objects is computed, its k-nearest neighbors
are identified, and the class labels of these nearest neighbors are then used to
determine the class label of the object.

2.3  Naive Bayes

Naive Bayes method is important for several reasons. It is very easy to construct, not
needing any complicated iterative parameter estimation schemes. This means it may
be readily applied to huge data sets. It is easy to interpret, so users unskilled in
classifier technology can understand why it is making the classification it makes. And
finally, it often does surprisingly well: it may not be the best possible classifier in any
particular application, but it can usually be relied on to be robust and to do quite well.
Here, the initial set of objects are used with known class memberships (the training
set) to construct a score such that larger scores are associated with class 1 objects
(say) and smaller scores with class 0 objects. Classification is then achieved by
comparing this score with a threshold, 7.

24 CART

The CART decision tree is a binary recursive partitioning procedure capable of
processing continuous and nominal attributes as both targets and predictors. Data are
handled in their raw form; no binning is required or recommended. Trees are grown to
a maximal size without the use of a stopping rule and then pruned back to the root via
cost-complexity pruning. The next split to be pruned is the one contributing least to
the overall performance of the tree on training data. The procedure produces trees that
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are invariant under any order preserving transformation of the predictor attributes.
The CART mechanism is intended to produce not one, but a sequence of nested
pruned trees, all of which are candidate optimal trees.

3 Related Work

Modeling student performance at various levels and comparing different data mining
algorithms are discussed in many recently published research papers. Kovacicin [3]
uses data mining techniques (feature selection and classification trees) to explore the
socio-demographic variables (age, gender, education, and disability) and study
environment that may influence persistence or dropout of students, identifying the
most important factors for student success and developing a profile of the typical
successful and unsuccessful students. Vandamme et al. [4] use decision trees, neural
networks and linear discriminant analysis for the early identification of three
categories of students: low, medium and high-risk students.

Kotsiantis et al. [5] apply five classification algorithms (Decision Tree,
Perceptron-based Learning, Bayesian Net and Instance-Based Learning) to predict the
performance of computer science students from distance learning. . Y u et al. [6]
explores student retention by using classification trees, Multivariate Adaptive
Regression Splines (MARS), and neural networks. Cortez and Silva [7] attempt to
predict student failure by applying and comparing four data mining algorithms
—Decision Tree, Random Forest, Neural Network and Support Vector Machine.
Ramaswami and Bhaskaran [8] focus on developing predictive data mining model to
identify the slow learners and study the influence of the dominant factors on their
academic performance, using the popular CHAID decision tree algorithm.

Al-Radaideh, Al-Shawakfa & Al-Najjar et al. [9] was using the classification trees
to predict the final grade among undergraduate students of the Information
Technology & Computer Science Faculty, at Yarmouk University in Jordan. Han and
Kamber[10] describes data mining software that allow the users to analyze data from
different dimensions, categorize it and summarize the relationships which are
identified during the mining process. Galit[11] gave a case study that use students
data to analyze their learning behavior to predict the results and to warn students at
risk before their final exams. Ayesha, Mustafa, Sattar and Khan[12] describe the use
of k-means clustering algorithm to predict students learning activities.

Romero et al.[13] compared different methods of data mining in order to predict
final assessment based on the data obtained from the system of e-learning. Minaei-
Bidgolim, et al.[15] was among the first authors who classified students by using
genetic algorithms to predict their final grade. Zeki¢-SuSac, Frajman-Jaksi¢ and
Drvenkar et al.[16] created a model for predicting students' performance using neural
networks and classification trees decision-making, and with the analysis of factors
which influence students' success. Kumar and Vijayalakshmi et al. [17] using the
decision tree predicted the result of the final exam to help professors identify students
who needed help, in order to improve their performance and pass the exam.
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Hongjie Sun et al.[18] conducts a research on student learning result based on data
mining. It is aimed at putting forward a rule-discovery approach suitable for the
student learning result evaluation and applying it into practice so as to improve
learning evaluation skills and finally better serve learning practicing. Hua-long Zhao
et al. has done Multidimensional cube analysis by taking use of OLAP technology
and has shown that the curriculum chosen by the students can depend upon many
angles like teacher, semester and student. Fadzilah Siraj and Mansour Ali Abdoulha.et
al.[20] have used data mining techniques for understanding student enrolment data.
They have done comparative study of three predictive data mining techniques namely
Neural Network, Logistic regression and Decision tree.

4 Back Ground Work

Existing as specified in section-3, various authors proposed various techniques and
various measures like behaviors, age, economical background, regularity, exams and
soon. This paper consider following career skills or competencies for modern
corporate world, which are used for analyzing students performance. They are:

e F1: Gregariousness: It means feels comfortable while conversing with strangers
and wants to be centre of attention.

e  F2: Adaptability: It means easily accepts and adapts to changing ideas,
technology, situations and conditions. Handles crises appropriately functioning
effectively under stress.

e  F3: Follow-up: It means pursues activities to reinforce the earlier ones without
being fed up and sticks to schedules.

e  F4: Ability to meet deadlines: It means utilizes time in the best possible way and
identifies important and unimportant things in life.

e  F5: Competitiveness: It means strives for the best when making comparisons
with some standards of excellence and compares own potential with others which
make efforts to pursue goals.

e F6: Logical Reasoning: It has the ability to analyze information, make
inferences, and draw logical conclusions. Logical reasoning critically evaluates
all aspects and the possible consequences of each action.

e  F7: Proactive: It means control key events in one’s life and feels responsible for
it. Makes decisions based on own conscious choice.

e  F8: Updating Knowledge: It means spends time and resources to know what is
happening in professional field in a continuous manner by taking membership of
various bodies, by reading magazines and indulging in self-study and formal and
informal discussions etc.

e  F9: Numerical Ability: It has the capability to deal with numbers or qualitative
values quickly and accurately.

e  FI10: Ability to work in a team: It has the willingness to work closely with
others towards a common goal as opposed to working in competition with others.

e  FIl1: Organization: It means arranges groups, things and activities in order and
allocates resources required to carry out a specific plan.
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e  FI12: Calmness: It means rarely gets excited or agitated, accepts people as they
are and handles tasks smoothly.

e  FI13: Problem Solving Skills: It means systematically addresses and resolves
problems.

e  Fl4: Politeness: It means behaves in a way that is socially correct and creates an
environment of comfort and respect for others.

e  FI15: Cheerfulness: It means expresses child like joy and smiles a lot.

e  F16: Resourcefulness: It means able to meet situations and capable of devising
ways and means and resources appropriately to solve complex problems.

e  F17: Mind quickness: It means applies knowledge and experiences to understand
tricky situations and have an attentive mind.

e  FI18: Empathy: It has deep sympathy, sorrow for others and tends to forgive
others easily.

e  F19: Patience: It means shows capacity to endure hardships of delay or
incompetence without complaining and has rich imagination.

5 Data Mining Process

Now-a-days, performance of individual student in educational system is evaluated
based on the various factors like internal exams, regularity, uniformity, intelligence
and soon. However, in this paper, career skills and competencies are considered as
major factor, which are discussed in above section. According to discussed factors, a
basic framework and an interactive post mining process is used to analyze student
performance.

5.1 Basic Framework

Firstly, a basic mining process is applied over data and a set of association rules.
Secondly, the knowledge base allows formalizing user knowledge and goals. Domain
knowledge allows a general view over user knowledge in database domain, and user
expectations express prior knowledge over the discovered rules. Finally, the post-
processing step consists in applying several operators (i.e. pruning) over user
expectations in order to extract the interesting rules.

The novelty of this approach resides in supervising the knowledge discovery
process using two different conceptual structures for user knowledge representation:
integrate user knowledge in the post-processing task and several rule schemas
generalizing general impressions, and proposing an iterative process.

5.2  Interactive Post Mining Process

The framework proposes to the user an interactive process of rule discovery. Taking
into account his/her feedbacks, the user is able to revise his/her expectations in
function of intermediate results. Several steps are suggested to the user in the
framework as follows:
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1. Knowledge Gained—starting from the database, and eventually, from existing
Knowledge, the user develops knowledge on database items;

2. Defining Measures or Skills —the user expresses his/her local goals and
expectations concerning the association rules that he/she wants to find;

3. Choosing the right operators to be applied over the measures created, and then,
applying the operators;

4. Visualizing the results— results generated in reports (SAR) format. From the
reports, association rules are proposed to the user;

User Enowledge

Association [~ ™|  Post Mining Streng th
Assessment
Rules Process
'T' Report
Rules Operators
FPost Processing

Fig. 1. Framework description

5. Selection/validation—starting from these preliminary results, the user can validate
the results or he/she can revise his/her information;

6. The interactive loop permits to the user to revise the information that he/she
proposed. Thus, he/she can return to step 2 in order to modify the rule schemas, or
he/she can return to step 3 in order to change the operators. Moreover, in the
interactive loop, the user could decide to apply one of the two predefined filters
discussed in step 6.

6 Implementation

The performance of proposed system is analyzed by generating the Strength
Assessment Report (SAR), which talks about your personality, attitudes, and talents
—under 19 factors. Those factors are already discussed in section 4. The purpose of
this report is to identify and make full use of student strengths and help to develop an
awareness of areas that could be limiting your effectiveness.

Generally, there are two directions in which people or students focus their energy.
These two directions are: extroversion and introversion. These (extroversion and
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introversion) are two tendencies that define people to a certain extent. Now,
introversion in psychology refers to a disposition that shows inward concern — with
one's own thoughts and feelings. Introverts derive energy from going within
themselves. Extroversion refers to a disposition that reflects concern with what is
outside the self. Extroverts derive their energy from the external environment.

There are two more factors that decide our tendencies (of dealing with the world):
Perceiving(F21) and Judging(F20). Perceiving means spending time in taking in
information and being open to new experiences. Judging is the cognitive process of
reaching a decision or drawing conclusions. It implies organizing, taking decisions,
and completing things on time.

6.1 Data Preparation

The data set used in this study was obtained from SRIJI College of various branches
like B.Sc, B.Com, and BCA of various academic years. Initially size of the data set is
192. Let consider 30 out of 192 students, those student performance are analyzed
under 21 factors, which are related to career skills of modern corporate world; factors
are discussed in section 4. The analyzed results are displayed in table 1.

Table 1. Analyzed results of data sets

SNo [StudentID | Batch F1 [F2 |F3 |F4 F5 F6 |F7 F8 9 |F10 [F11 |F12 [F13F14 |F15 F16[F17 [F18 F19 [F20 |F21
1 [SID001 BCA-II 12 18 [14 P4 J16 |13 |16 I8 [14 |9 17 |11 (13 |15 |14 |18 |20 [18 (15 |18 |14
2 [SID002 BCOM-III_ |12 14 13 RO [12 I8 |17 [I7 |19 |14 [25 |12 [18 [18 |11 |I8 15 |19 (I3 [I8 |13
3 [SID003 BCOM-III |12 12 |16 [13 18 [14 |17 [I8 |12 |15 [15 [13 |14 [11 |15 |19 |20 |16 (17 [17 |16
4 |SID004 BSC-IIT 12 10 13 17 |15 RO [14 RO |11 |17 11 |9 (14 |19 |13 |9 8 13 14 13
5 [SID00S BSC-II 1112 11 16 RO 16 |17 19 I8 [16 [18 |12 |16 |15 |14 |19 |17 (17 20 [12 i1
6 [SID006 BSC-1IT 100 13 21 |16 RO [14 I3 I3 [13 |17 [I5 |20 [14 |16 |15 [20 [12 |15 |19 [13
7 [SID007 BSC-II 16 I8 |16 |15 |18 [12 RO Ji6 [I3 |17 (20 |13 |12 |18 [19 [19 ]16 (19 [19 PO |16
8 [SID008 BSC-IIT 1514 12 |17 |14 [I5 |13 )16 14 |11 [18 RO (1512 |18 |14 ]16 |15 |14 |I5 |12
9 [SID009 BCA-II 1519 17 J12 I8 B8 |11 )13 I3 |9 16 |13 [8 10 |16 [15 (17 [19 23 |12 |17

10 [SIDO10 BCA-II 25 10 [16 P4 |9 12 RI |13 21 |17 14 12 {13 |17 |16 [25 |17 |20 P5 |16
11 [SIDO11 BSC-1I 1117 18 P4 P2 I8 P2 )19 19 |11 (21 |14 |18 |22 |16 [18 |22 |18 [19 |19 |I8
12 [SID012 BCA-TII |16 R0 16 13 14 [0 |9 [I3 JI6 |11 {11 10 |13 {12 |17 |14 [12 |17 |18 [12 |I6
13 [SIDO13 BCA-TII |18 13 Jl6 19 R1 I8 JI1 [I3 JI6 |13 [16 [14 |18 [16 |16 |22 |11 |I8 |16 |11 |16
14 [SID014 B.Com-1II [17 I3 [14 0 |13 [I7 |12 p1 I3 |21 |10 [12 |17 |14 [13 |18 |23 |13 |15 |I5 |14
15 [SIDO15 BCA-1 1516 PS5 [I5 PO )17 {12 |17 IS [16 |21 |17 (14 [12 |20 |20 25 [19 |12 P3 PS5
16 [SIDO16 BSC-III |12 15 J16 15 {13 19 |11 [14 12 |11 [18 |17 |19 [10 |18 |16 [14 |12 (14 [12 |i6
17 [SID017 BCA - 11 15 15 17 16 |16 [I1 |14 12 p4 |12 |11 |I1 {1513 |17 [16 |19 |16 |12 |I5 |17
18 [SIDO18 B.Com-1II |14 14 |11 PO P2 |17 19 P2 |I5 |11 |16 |15 |17 [14 |17 |19 [12 |14 (17 15 |11
19 [SIDO19 BSc - 11 22 0 RO 0 |17 19 R1 )14 17 |11 |18 19 |19 |22 |23 |19 |20 |21 21 |17 [0
20 |SID020 BSc-IIT 1217 16 [14 RO 19 |13 16 [I5 [15 |11 13 |19 [12 |20 |18 |16 [17 |18 [14 [I6
21 [SIDO021 B.Com-TII |15 16 |16 [15 [16 |14 |13 [I6 |19 |16 [16 |16 |16 [18 |18 |I8 [I18 |I8 |14 [13 |16
22 [SID022 BCA-1II |16 I8 |15 [9 [14 [I8 |18 [I8 |I3 |I6 (16 |14 [I3 [16 |15 |14 [12 |16 |18 |13 [IS
23 [SID023 BSc - 111 13 0 [16 |13 |14 P3 |17 )14 12 |14 (15 PR3 I8 |20 [19 [22 |20 |24 |15 |14 |I6
24 |SID024 BCA-TII 252 |7 RO R2 JI1 19 [I7 JI6 |I5 {16 |11 14 20 |12 |17 [24 |23 |23 5 [7
25 [SID025 BCA-1I 1113 12 |14 J16 [I5 RO R1 19 |12 22 |13 |15 |20 |23 [16 |14 |13 22 P3 |12
26 |SID026 BCA-1I 12 12 16 |13 |18 [14 |17 I8 12 |15 [15 |13 14 |11 |15 [18 |2 16 |17 17 |16
27 [SID027 B.Com-1II |16 P2 16 [10 {12 [I6 |17 19 |19 |17 {18 J16 16 {17 |16 |13 |20 |17 |12 17 |16
28 [SID028 B.Com-1II |15 19 J14 [16 [I5 Jl6 12 12 |13 |I5 |14 |6 [I5 |14 [7 8 [11 9 |6 # 14
29 [SID029 BSc - 11 1117 13 I8 |15 [14 |17 P1 [I5 |17 21 |8 |14 |19 [23 |11 |17 (17 [12 J16 I3
30 [SID030 BCA-TII |10 I8 13 P4 P1 JI5 19 |19 I6 |14 [18 |13 [I5 [20 |17 |15 20 |24 [13 |14 13
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7 Results and Discussions

The results generated after applying the proposed system are given below. Now,
consider the some students which are presented in the table.

Consider student “SID001” studying BCA-II year. The results are generated using
Strength Assessment Report (SAR) as shown in Fig 2. It lists the competencies that
are strong/good in. Before taking any career-related decision about career, these
strengths will be used.

According to the report, first student was,(i) “Resourceful", which means to able to

meet situations or capable of devising ways and means and using resources
appropriately for solving complex problems.
(ii) "Facing Deadlines". People with this competencies denotes a high self-motivation
toward work which includes working effectively even under material constraints or if
conditions are not supporting well to perform a job well without getting frustrated.
These people generally meet the deadlines.

1203 4 5 & 7 & 91010 12 135 M4 05 %607 1819020228485
T 12 F1

16 i

I ' F10
17 F11

T u F12
T 13 F13
15 F14

14 F15

1t F16

0 F7

1t F18

15 F18

1 F20

14 F21

MEDIUN14-18) HIGH(13-25)
Fig. 2. Strength Assessment Report of SID001

Consider student “SID029” studying BSC-III year. The results are generated using
Strength Assessment Report (SAR) as shown in fig 3.

According to the report, student was (i) “Organizing": It is defined, as arranging

and grouping the things & activities, establishing authority and allocating resources
required carrying out a specific plan.
(i1) “Polite to others”. Person with this characteristic behave in a way that is socially
correct and shows awareness and caring for other people's feelings. It means creating
an environment of comfort and respect of others and not annoying by others behavior
and knowing the art of winning people.
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(iii) "Problem Solving Ability". It is the ability to systematically address and resolve
problems by Understanding the problem, devising a plan, implementing a solution
and reflecting on the problem.
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Fig. 3. Strength Assessment Report of SID029

(iv) Tendency to "Update Knowledge". Person of this attitude like to Spend time and
resources to know what is happening in their professional field in a continuous
manner, by membership of various bodies, magazines and indulging in self-study and
formal or informal discussions etc.

Consider student “SID018” studying B.Com-III year. The results are generated
using Strength Assessment Report (SAR) as shown in fig 4.
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I 1 P21

LOW(1-13) MEDIUM(14-18) HIGH(19-25)

Fig. 4. Strength Assessment Report of SID018
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According to the report, student was, (i) "Cheerful". Cheerful person carries a
happy disposition; expressing childish joy and smiling a lot. These people see the
beauty in things, which other might not notice. They have rich imagination, tell
entertaining stories, and enjoy romance and fashion.

(i1) "Facing Deadlines". People with this competencies denotes a high self-motivation
toward work which includes working effectively even under material constraints or if
conditions are not supporting well to perform a job well without getting frustrated.
These people generally meet the deadlines.

(iii)) "Proactive Attitude". It is the belief that one controls key events and
consequences in one's life, feeling responsible for one's own life. People govern from
it do more than required, do not blame circumstances and their decisions are based on
their own conscious choice.

(iv) An attitude of "Competitiveness". People govern from this attitude strive for best
at the time of comparing with some standard of excellence. It involves comparison of
own potential with others, efforts to pursue goals, persistence and intensity of efforts.
Competitiveness means doing better and perhaps faster than others, and hopefully at
lower cost.

(v) Tendency to "Update Knowledge". Person of this attitude like to Spend time and
resources to know what is happening in their professional field in a continuous.

8 Analysis

In the above sections, only 30 students information is considered out of 192 students.
In section 7, some student’s reports are presented. But here, in the same manner,
reports are generated for 192 student based on considered measures or rules.

According to the proposed approach, initially the information means details
about the student are gained from database and other resources. Along with the
student information, some set of rules or measures are framed which are described in
section-4. According to framed rules, the student information is analyzed based on
post mining process. After analyzing, the final strength assessment report (SRA) is
generated. Based on each and every report of the student, some association rules are
framed. Some of them are:

1. If student have “Adaptability=HIGH” and “Ability to meet
deadlines=HIGH” then “Mind Quickness=HIGH”.

2. If student have “Follow-up="HIGH” then “perceiving=HIGH”.

3. If Student have “Problem solving skills = HIGH” then “Logical
reasoning=HIGH”.

4. If student have “proactive=HIGH” and “Patience=HIGH” then

“organization=HIGH”.

If student have “Resourcefulness=HIGH” then “Competitiveness=HIGH”.

6. If student have “Update Knowledge=HIGH” then “Competitiveness=HIGH”
and “Resourcefulness=High”.

7. If student have “Politeness=HIGH” then “Empathy=HIGH”.

9]
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8. If student have “Ability to work in a team=HIGH” then “Ability to meet
deadline=HIGH”.
9.  If student have “Cheerfulness=HIGH” then “Proactive=HIGH”.
10. If student have “Competitiveness=HIGH” then “Patience=HIGH”.
The above specified are subset of association rules which are collected from set of
association rules generated according to student assessment reports.

9 Conclusion

Now-a-days, data mining process is applying in educational field also; it is called as
educational data mining. The main objective of higher education institutes is to
provide quality education to its students and to improve the quality of managerial
decisions. Existing techniques like tree classification and some clustering techniques
are suffering with decision-making problems. In this paper to solve this problem, an
interactive approach is specified for pruning and filtering discovered rules. Strength
Assessment report are generated in step-by-step process. Initially, discover the
likelihood of student’s in different aspects i.e., behavior, attitude, requiring special
attention and soon. After discovery the basic requirement, analyze the student
performance according to attributes then final reports are generated. The generated
reports sort the career skills or competencies that are strong/good in. According to
report, student performance is enhanced by mining the association rules.
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Abstract. The problems of communication disorders are many. The individual
who suffers from such a disorder, such as stuttering, faces difficulty in getting
his or her point across. Communication is a holistic process which spans
multiple levels. An error in any one level can lead to misunderstanding and may
even result in severe repercussions. People who stutter have a disadvantage.
The time lag between what a person without this condition says and what a
person with this condition says is appreciable, as stuttering causes many words,
vowels and fillers to be repeated. This paper suggests a method for improving
communicability of stutter signals obtained from audio recording. Under the
method suggested, audio signals are read and spliced into different portions
depending on the length of the given signal. Presence of stutter type repetitions
are assessed by applying loops. Repeated signals, if present, are eliminated
using windowing techniques. In totality this results in the smoothening out of
the signal and removing disfluency-inducing repetitions.

Keywords: Audio Processing, Stuttering, PSD, Splicing, Windowing.

1 Introduction

Communication is a complex process which involves steps including the sender,
encoding, decoding, media and receiver. A misstep in one process can cause Serious
misunderstanding of the message passed.

Stuttering is a serious medical condition that causes great difficulty to the speaker.
The causes of stuttering are not known, but there have been studies linking it to brain
activity [1] [2]. No known cure is available for this disorder. Progress is possible
through speech therapy and in some cases, passing of time. There are cases of people
overcoming this problem, but there are also people who suffer grievously without
improvement.

In this work, a novel technique for removing stutter words and repetitions is found.
This cannot be a replacement, but it is hoped that further analysis may lead to further
smoothening of these signals which may be a possible aid for these people who can
use this technique for recording their speeches which are, for example, intended for an
audience.
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1.1  Existing Difficulty

Speech filtration is a complicated process, which includes various steps. Currently,
barring a few novel discoveries, there is no significant technique which filters out
stutter signals in an efficient manner. The problem lies in identifying the repetitions-
the stutter words being repeated by the speaker. What word is being repeated, and
how does one analyse it, was the main question.

Methods like windowing must be done carefully. If the wrong signal is windowed,
the whole process may collapse. The technique presented in the work uses windowing
in a continuous loop, adjusted so that the signal is filtered out carefully.

2 Methodology

Step One: The first step is in obtaining the signal from the sender. This is done where
the speaker directly speaks into an audio recorder program created in MATLAB [3].
Alternatively, this is derived from audio processing software such as Audacity, which
can be then input into the MATLAB program.

A snippet of MATLAB code is given below [4]:
Y%sample for Audio Processing

recObj = audiorecorder(44100, 16, 2);
get(recObj)

% Record your voice for 5 seconds.

recObj = audiorecorder;

disp('Start speaking.")

recordblocking(recObj, 5);

This can be adjusted accordingly for the usage. If time is user defined, then an
input from the user can be given so that the recording can be done for the appropriate
amount of time.

Step Two: The input signal, after being read, is stored as a wav file in a temporary
location.

Step Three: Now the signal is ready for manipulation. The signal is spliced into
smaller segments based on time. This is based on the length of the desired segments
that can be determined by the user for more accuracy. The sampling frequency is set
at 44100 Hz.

Step Four: The signal is continuously scanned.

2.1 Background Theory

Power Spectral Density: This is a highly useful computation that gives the power
representation of a spectrum. In this method, the PSD [5] was taken for each spliced
section of the signal. Since the time frames were small, the peak frequency was taken
to be the representative frequency, which was then compared to the previous spliced
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Fig. 1. The flowchart represents the methodology

section of the signal. The loop proceeds in this direction. The following equation
represents the mathematical expression for the total power of a sequence x(t).
1 T
TR 2
P_hmZzj(t) dt 1)

-T

where P= power and T=Time Period. The PSD can be represented as in equation (2):

8.9 =limAl|z(w['] o

1 T —iwt
zT(w)_ﬁlx(z)e dt 4

z1(w) is the Truncated Fourier Transform depicted in equation (3). Peak frequency is
obtained after this, again in a loop.

2.2  Windowing Techniques

Windows in signal processing can be of various types. These include, but are not
restricted to, the Rectangular window, the B-Spline Window, the Triangular Window,
the Hamming Window and the Hanning Window.

In this method, we have used the Rectangular Window [6].

Rectangular Window: This is one type of window, which is defined as being 1 or 0
depending on the specifications of the signal to be windowed. It makes the data look
turned on and turned off.

Fig. 2. This represents a version of a Rectangular Window
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MATLAB Code: (Sample)
if (n<=ms2)ll(n>=ms20)
w(n)=0;
else w(n)=1;

where ms2 and ms20 are frequencies associated with the start and end points of the
spliced signal, respectively.

The procedure for identifying repetitions is as follows:

(a) The Power Spectral Density (PSD) of each segment is calculated and the peak
frequency of the segment is derived using the calculated PSD. Since the samples are
small, the peak frequency is the distinguishing characteristic of each sample.

(b) The peak frequency is stored in a temporary location.

(c) The same procedure is repeated for the next segment, where its peak frequency
is found out. This is stored in another temporary location.

(d) The values of the two peak frequencies are compared.

(e) If they are found to be present within a given margin, 25 %, the segment
containing the repetition is eliminated. This is done with the help of windowing.

Windowing: The windows used are rectangular windows.

W(n)=1 throughout the length of the sample being scanned;

W(n)=0 before and after this sample;

The window and the original signal are multiplied on an element-by-element basis.
The resulting signal will be the original signal without the repetition. If they are not
found to be within this given margin, the analysis for the next sample starts. This is
carried out throughout the length of the original sample.

3 Observation

The following is the speech signal obtained consisting of stuttering of two words —
lucky and me. The speech signal is ‘LIL.JIL..IL.. 1. Iucky mm..mmm...mmm...
mmm...Me’

The wav signal of the speech input is highlighted in Fig.3:

o.5

o 1 = = E = =]

Fig. 3. This displays the input wav signal used
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The spliced signals generated after each subsequent loop are shown in Table 1,
where Figures 4(a) to 4(j) represent each spliced segment. The variations in the
signals can be noted. For instance, Figure 4(g) is mostly uninterrupted, depicting a
silence segment, whereas 4(i) is clearly a speech segment.

Table 1. Spliced Signals Generated
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Table 2, with its Figures 5(a) to 5(g), depicts the rectangular windows used. Each
window has its value as either ‘1’ or ‘0’, depending upon the area of the speech signal
in which it is to act. The duration is continuously altered, based on the loop. After
each iteration, the ‘" and ‘t1’ values, which represent the start and end time,
respectively, are incremented by the chosen amount so that the entire portion of the
speech signal can be covered. If it is not required, the signal simply moves on to the
next iteration, disregarding the current window generated. Extreme care was taken in
the windowing section, as even slight shifts can change the output signal
considerably. Excessive shifting can result in large errors being generated. The start
and end times of the window are clearly defined so that ambiguity is removed.

Table 2. Rectangular Window Functions Generated

i o i Fig. 5(c) |
Fig. 5(a) Fig. 5(b)
Fig.5(d) Fig. 5(e) Fig. 5(f)
Fig. 5(g)

Table 3 depicts the signals after windowing. Figures 6(a) to 6(e) show the results
of the signal changing at each stage after windows are used. As can be noted, the
signal is progressively smoothened. Each window helps in eliminating one stutter
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repetition. The more the signal is segmented, with the time duration of each spliced
portion being reduced, the better will be the result.

Table 3. Results after Windowing at each stage

o0 w2 25 3 o0 [

' Fig. 6(c)

0 [ 1 5 2 25 3 w

Fig. 6(b
Fig. 6(2) 18- 6(0)

W w1 % ,m‘: Fig. 6(6)
Fig. 6(d)

Finally, Figures (7) and (8) display the initial input and the final output,
respectively, for comparison purposes.

Initial versus Final Output:

o5 1 5 E S
x 10

Fig. 7. Initial Input Wav Signal Fig. 8. Final Output Wav Signal

It is apparent from Figures 7 and 8 that the method suggested in this paper for
removal of repeated sounds of the stutter type results in a fair amount of smoothening
and significant reduction in repeated [stutter] signals.

The exercise described herein is able to obtain a final output signal of
‘LIl...lucky...m...me’, which is a considerable improvement from the original input
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signal - ‘LIL.L. L. 0L . . lucky mm..mmm...mmm...mmm...Me’ - which had multiple
repetitions. The final result is noticeably smoother than the input signal which
consisted of many more “jerks”.

4 Conclusion

Smoothening of signals with multiple, stutter-like repetitions was performed. This
was accomplished by multiple splicing of the signal and comparison of the spliced
signals on the basis of peak values in their respective Power Spectral Densities (PSD).

Communication is an integral part of our lives. The method described herein hopes
to be an aid for people with severe stuttering to smoothen their speech. It can also be a
device that helps in speech therapy of people with this disorder, by continuously
replaying the smoothened signal so they can practise talking without stuttering.

This method successfully removes the manual component, i.e. apart from obtaining
an input feed from an external source [software such as Audacity, recorded speech
from MATLAB or from other audio recorder programs], everything else is done by
the program. This especially can be used to aid individuals without a technical
background, who can feed their input into the program and generate a smoothened
output that can help them. It is sincerely hoped that individuals with severe
communication disorders can benefit from methods like these.

5 Future Work

An extension of the process would be in using the PSD obtained using the Yule-
Walker algorithm, which uses autoregression. This could provide improved efficiency
by efficient comparison between the spliced signal, in addition to the method
presented in this method. This can be further improved by adding parameters such as
Hidden Markov Models(HMMs).
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Abstract. Fingerprint is one of the very important biometric features used to
identify humans across the globe. Minutiae based representation is the most
widely used fingerprint representation scheme among other schemes available.
Since minutiae representation is a compacted one, there has been an impression
that the minutiae template does not contain sufficient information to reconstruct
the original grayscale fingerprint image. This misconception has been proven to
be incorrect, several algorithms have been proposed that can reconstruct
fingerprint images from minutiae templates. But all these algorithms have one
common drawback that many spurious minutiae, which are not included in the
original minutiae template are generated in the reconstructed image. Moreover,
some of these techniques can only reconstruct a partial fingerprint. In this
paper, a novel fingerprint reconstruction algorithm is proposed, which not only
reconstructs the whole fingerprint, but the reconstructed fingerprint contains
very few spurious minutiae. The proposed algorithm reconstructs the
continuous phase from minutiae. Experimental results have shown that the
proposed algorithm reconstructs whole fingerprint. It also contains very few
spurious minutiae.

Keywords: Fingerprint, fingerprint reconstruction, phase image, minutiae, and
orientation field.

1 Introduction

Fingerprint recognition systems play a vital role in several situations where a person
needs to be verified or identified with high confidence. As a result of the interaction
of genetic factors and embryonic conditions, the friction ridge pattern on fingertips is
unique to each finger. Fingerprint features are generally categorized into three levels
(as shown in Fig. 1, level 3 is not shown because this paper does not deal with it):

1. Level 1 feature mainly refers to ridge orientation field and features derived from it,
i.e., singular points and pattern type.

2. Level 2 features refer to ridge skeleton and features derived from it, i.e., ridge
bifurcations and endings.

3. Level 3 features include ridge contours, position, and shape of sweat pores and
incipient ridges.
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Most fingerprint matching systems are based on four types of fingerprint
representation schemes (Fig. 2): grayscale image [1], phase image [2], skeleton
image.

[3], [4], and minutiae [5], [6]. Due to its distinctiveness, compactness, and
compatibility with features used by human fingerprint experts, minutiae-based
representation has become the most widely adopted fingerprint representation
scheme.

(a) (b) ©

Fig. 1. Features at three levels in a fingerprint. (a) Grayscale image, (b) Level 1 feature
(orientation field), (c) Level 2 feature (ridge skeleton).

Fingerprints are the graphical flow-like ridges present on human fingers. Finger
ridge configurations do not change throughout the life of an individual except due to
accidents such as damages and cuts on the fingertips. This unique property makes
fingerprints a very eye-catching biometric identifier. Fingerprint-based personal
identification has been used for a very long time [7]. Fingerprint reconstruction from
minutiae (hereinafter simply referred to as fingerprint reconstruction) is very similar
to fingerprint synthesis [8] except that the goals and the inputs of the two techniques
are different. The goal of fingerprint reconstruction is to acquire an artificial
fingerprint that resembles the original fingerprint as close as possible, while the goal
of fingerprint synthesis is to generate artificial fingerprints that are as realistic as
possible. For fingerprint reconstruction, the minutiae from a given fingerprint must be
provided, while for fingerprint synthesis, no input is needed (except for statistical
models learned from many real fingerprints). In this paper, a novel approach to
fingerprint reconstruction from minutiae template is proposed, which uses
enhancement and adaptive thresholding. Authors have excerpted the major
conceptions from [reference 9 and 10].

2 Fingerprint Representation

Larkin and Fletcher [11] proposed to represent a fingerprint image as 2D amplitude
and frequency modulated (AM-FM) signal:

1(x,y) = a(x,y) + b(x,y) cos(¥(x,¥)) + n(x,y) (1)
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(© (d)

Fig. 2. Fingerprint representation schemes. (a) Grayscale image (b) Phase image (c) Skeleton
image and (d) Minutiae.

which is composed of four components: the intensity offset a(x,y), the amplitude
b(x,y), the phase W(x,y), and the noise n(x,y). Here we are only interested in the
phase ¥(x,y), since ridges and minutiae are totally determined by the phase; the
other three components just make the fingerprint appear realistic. Therefore, an ideal
fingerprint is represented as a 2D FM signal:

I(x,y) = cos(ll’(x, y)). 2)

According to the Helmholtz Decomposition Theorem [12], the phase can be
uniquely decomposed into two parts: the continuous phase and the spiral phase:

Y(x,y) = ¥Yelx,y) + Ps(x,y) 3)

The gradient of the continuous phase Wc(x,y) is termed as instantaneous
frequency G(x,y). The direction of instantaneous frequency is normal to ridge
orientation. The amplitude of instantaneous frequency is equal to the ridge
frequency.The spiral phase Ws(x,y) corresponds to minutiae:

N Y=y
V. (x,y)= z D, arctan( < ] 4)

X—Xx,

n=1
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Where X, And Yy, denote the coordinates of the nth minutia, and N denotes
the total number of minutiae. The direction of a minutia is determined by its polarity

P, € {1,-1} and the local ridge orientation O (X,,y, ), which is defined in the
continuous phase. Assume the ridge orientation is in the range [0, n]. The direction of
a minutia is equal to O (X,,y, ) when it has positive polarity, or O (X,,y, )+

when it has negative polarity. Adding spiral to a continuous phase generates minutiae.

3 Fingerprint Reconstruction

3.1 Problem Statement

A set of Nminutiae { x,, ¥, &, }, 1<n <N of a fingerprint is given, where (x,,5,)

an &, denote the location and direction of the n™ minutia, respectively. FM model

requires the spiral phase and the direction of instantaneous frequency of the
continuous phase, which is known at the locations of the N minutiae. The real
problem is to reconstruct the original fingerprint image as given in Eq. (1). This is
clearly an ill-posed problem, because ridge frequency is not known which is the
important information required to reconstruct the continuous phase of fingerprints.
Moreover, information needed to reconstruct realistic fingerprints, such as brightness,
contrast, the background noise of fingerprint sensor, and detailed ridge features
(pores, contours) and so on are also not available. Therefore, a more practical way is
to estimate the FM representation of the original fingerprint, cos(¥(x,y)). To

obtain the phase Y(x, y), the following three steps are to be performed: orientation
field reconstruction, continuous phase reconstruction, and combination of the spiral
phase and the continuous phase. The flow chart of the proposed fingerprint
reconstruction algorithm is depicted in Fig. 3.

3.2 Orientation Field Reconstruction

Ross et al. [13] used selected minutiae triplets to estimate the orientation field in
triangles. Cappelli et al. [14] estimated orientation field by fitting an orientation field
model to the orientations at minutiae. Both these methods have a minimum
requirement on the number of minutiae. We propose a novel orientation field
reconstruction algorithm that can work even when only one minutia is available.
Figure 4 shows the reconstructed orientation field for the four main types of
fingerprints

The image is divided into non-overlapping blocks of 8*8 pixels. Foreground mask
for the fingerprint image is obtained by dilating the convex hull of minutiae using a
diskshaped structuring element of 8 * 8 pixels. The local ridge orientation at block
(m,n) is predicted by using the nearest minutia in each of the 8 sectors. The minutia

direction ¢, is doubled to make ¢, equivalent to &, +n The cosine and sine

components of 2 &, of all the K selected minutiae are summed:



Fingerprint Reconstruction: From Minutiae 83

Minutiae Orientation filed

Reconstructed 7fingéi‘priﬁt Continuous phase

Fig. 3. Flow chart of the proposed fingerprint reconstruction algorithm

K K 3
= Z cosfiZak)’v _ z s1n;2ak) s
K=1 k K=1 k

Where d . denotes the Euclidean distance between the block center and the k th

minutia. Then the orientation at block (mm, n) is computed as: O(m,n) = larctan(l)

3.3  Continuous Phase Reconstruction

The continuous phase of a fingerprint is modeled by piecewise planes at each
foreground block (m, n) of 8 * 8 pixels:

¢, (x,y)=2x.F(m,n).(cos( O(m,n))x +
sin(O(m,n))y)+ P(m,n),8(m —1) < x < 8m, (6)
8(n—-1)< y<8n,

where F(m, n), O(m, n) and P(m, n) denote the ridge frequency, the ridge orientation

and the phase offset at block (m, n), respectively. Since it is not possible to estimate
the ridge frequency from minutiae (if the ridge count information between minutiae is
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provided, then it is possible to estimate the ridge frequency), we have used a constant
frequency value 0.1 for the whole image, which corresponds to a ridge period of 10
pixels in 500 ppi images. The only unknown value in Eq. (6), the phase offset
P(m,n),is estimated by the following algorithm .Starting with a queue containing the
top left-most block (whose phase offset is assumed to be 0), in each iteration, a block
is obtained from the queue and each of its four-connected neighbors is checked if it
has been reconstructed (namely, the phase offset has been estimated). If one of the
neighboring blocks has not been reconstructed, the phase offset of this block is
estimated and it is put into the queue. This procedure is performed until the queue is
empty (which means that the continuous phase has been reconstructed at all the
foreground blocks). An ancillary image is used to record the reconstructed blocks.
Here we describe how to estimate the phase offset of a block using all of the already
reconstructed four-connected neighbors. Consider one of the neighbors, say block (m
,-1, n), of block (m, n). The phase images of these two blocks are required to be

continuous at the border pixels {(x,y):x=8(m—1),8(n—1)<y<8n} For
each border pixel (x, y), a phase offset of block (i, n) is estimated:

¢ =0.27.(cos(O(m—1,n)).x+sin(O(m—1,n)).y)+ P(m—1,n)
—0.27.(cos(O(m,n)).x+sin(O(m,n)y)

The mean value is used as the phase offset of block (m, n).

(M

(b)

Fig. 4. Reconstructed orientation field for the two main types of fingerprints: (a) whorl and
(b) right loop
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4 Experimental Results

The environment used to build the application which implements the proposed
algorithm is a PC with 4 GB of RAM and Core 2 dual processor. MATLAB image
processing API is used to achieve fingerprint reconstruction. Reconstruction image of
the whorl fingerprint shown in figure 5.

Fig. 5. Expermental results for whorl fingerprint image,(a)Grayscal image, (b)Thinning
image,(c)Extraction of Minutiae,(d)Orientation Flow,(e)Phase Image, (f)Reconstructed image

5 Conclusions and Future Work

In this paper, we proposed a novel fingerprint reconstruction algorithm can be used to
reconstruct fingerprint images from minutiae representation scheme. Out of the
representation schemes such as grayscale image, phase image, skeleton image and
minutiae, the minutiae is widely used representation in fingerprint recognition
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systems. However, its compactness led the people believe that it has no sufficient
information to reconstruct the whole fingerprint image. Many algorithms in the
literature and the proposed algorithm in this paper proved that the minutiae
representation can be used to accurately reconstruct original fingerprint image. The
experiments revealed that it is very effective.
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Abstract. Periodic pattern is a pattern that repeats itself with a specific period
in a given sequence. Patterns that occur frequently with strict periodicity in one
or more subsequences separated by tolerable disturbance are called asynchron-
ous periodic patterns. Longest Subsequence Identification (LSI) is the pioneer-
ing algorithm to mine asynchronous periodic patterns. For each asynchronous
periodic pattern the algorithm detects the longest subsequence containing it.
Simple Multiple Complex and Asynchronous periodic pattern miner (SMCA) is
a four phase algorithm that detects all the subsequences containing asynchron-
ous periodic patterns. One Event One Pattern (OEOP) algorithm uses a linked
list structure to detect single event one patterns in a single scan of a sequence.
OEOP can be used to replace the first phase of SMCA for data sets like data
streams. When compared to SMCA, E-MAP can efficiently mine all patterns in
a single step and single scan of the sequence in the presence of large primary
memory.

Keywords: asynchronous periodic pattern, periodic pattern, sequence mining,
data streams, temporal databases.

1 Introduction

Sequence is an ordered list of elements from any domain. The order among the ele-
ments of a sequence may be implied by time order as in stock market data or by phys-
ical position as in DNA or protein sequences [1]. If the order is implied by time order
the sequences are called event sequences. Sequences where the order is implied by
physical position are called biological sequences. Frequently occurring subsequences
are referred to as sequential patterns. Sequential patterns with high support extracted
from sequence databases are called frequent sequential patterns while the repeating
patterns found in a lengthy sequence are called periodic patterns. Periodic analysis is
often performed over time-series data which consists of sequences of values or events
typically measured at equal time intervals [5]. There are many events in our lives
which occur periodically. For example power consumption, daily traffic patterns,
telecommunication traffic, maintenance of vehicles, stock market price change, web
click streams, sales histories in super market, seasonal changes in climate, data sent
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by sensors, biological sequences. Generalized Sequential Patterns (GSP) [2], Sequen-
tial PAttern Discovery using Equivalence Class(SPADE) [3], Prefix and Suffix Pro-
jection (PrefixSpan) [4] are a few algorithms for finding frequent sequential patterns.
This paper presents a comparative analysis of state of art techniques for asynchronous
periodic pattern mining.

Periodic patterns can be classified as full periodic or partial periodic. Full periodic
pattern is a pattern where every position in the pattern exhibits the periodicity [6].
Periodic patterns in which one or more elements do not exhibit the periodicity are
called partial periodic patterns. If {a}{b}{c}{b}{c}{a}{c}{d }is an input sequence {b}{c}
is a full periodic pattern with period 2. It is all also called as full periodic pattern be-
cause every position in the pattern exhibits the periodicity. The sequence
{a}{b}{c}{a}{d}{c}{a}{c}{c} contains a partial periodic pattern {a}{*}{c} with period 3
where the second element is not exhibiting the periodic behavior.

Periodic patterns can also be classified as perfect and imperfect periodic patterns.
A pattern X is said to satisfy perfect periodicity in sequence S with period p if starting
from the first occurrence of X until the end of S every next occurrence of X
exists p positions away from the current occurrence of X. {a}{b}{*}is perfect

periodic pattern with period 3 in the sequence {a}{b}{d}{a}{b}{v}{a}{b}{f }{a}{b}{c}.
{a}{b}{*}has occurred for 4 times starting from its first occurrence till the end

of the sequence. If some of the expected occurrences of X miss it is called imperfect
periodicity. {a}{b}{*} is an imperfect periodic pattern in the sequence

{a}{b}{c}{d}{b}{ f }{a}{b}{g}{a}{b}{v}. The occurrences of {a}{b}{*} is missed in one of

its expected positions.

A pattern which occurs periodically without any misalignment is called as syn-
chronous periodic pattern. In the sequence {a}{b}{c}{a}{d }{c}{a}{c}{c} , {a}{*}{c} is the
synchronous partial periodic pattern. The pattern has repeated for three times conse-
cutively in the sequence with a period 3. Asynchronous periodic patterns are patterns
with some disturbance between the repetitions of the pattern. Disturbance is allowed
not only in terms of missing occurrences but also as insertion of random noise events
[7]. {a}{*}{c} is an asynchronous periodic pattern in the sequence

{af{pHcHaHcKeHeHpRaKp{cKaKac}. The above pattern has appeared for four

times in the sequence where there is a disturbance between second and third occur-
rences of the pattern.

2 Problem Definition

Asynchronous periodic patterns can be mined from event sequences or eventset se-
quences. An event sequence consists of a single event at every time instant. Event set
sequences consist of one or more events at every time instant. A brief discussion
about asynchronous periodic pattern mining problem [7][8] is given here.

Given a single long sequence of events/event sets, min_rep, L, ., global_rep,

and max_dis as input, the asynchronous periodic pattern mining problem is to mine
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periodic patterns that are significant within a subsequence of event/eventset sequence.
A pattern is said to appear significantly in a subsequence if the number of repetitions
of pattern is greater than or equal to global_rep. This subsequence is called valid sub-
sequence and it is a collection of valid segments with tolerable disturbance between
the valid segments. A valid segment is a subsequence of the input sequence where the
pattern has appeared for atleast min_rep number of times consecutively without any
overlaps. Max_dis gives the maximum allowed disturbance between valid segments
of a pattern. Asynchronous periodic pattern mining aims to discover all the patterns
that appear with a periodicity that is less than or equal to maximum period bound
L.« along with their valid segments and valid subsequences.

3 Algorithms For Mining Asynchronous Periodic Patterns

LSI [7], SMCA [8], Progressive Time List based Verification (PTV) [9], Linked List
structure based OEOP algorithm [10] and E-MAP [11] were accepted as successful
algorithms for asynchronous periodic pattern mining.

31 LSI

Longest Subsequence Identification (LSI) is the pioneering algorithm to mine asyn-
chronous periodic patterns. LSI algorithm was proposed by J. Yang el. al. in [7] to
detect asynchronous periodic patterns from event sequences. Event sequences are
sequences where every position in the sequence consists of only one event. For every
significant pattern, the algorithm mines the longest subsequence containing it.

LSI is an iterative level wise search algorithm. It works in three phases. In the first
phase it detects all potential periods for all events. This requires single scan of the
sequence. In the second phase all candidate /-patterns are validated. A I-pattern is a
pattern where one position in the pattern is defined and rest of them are *’s. For ex-
ample {a}{*}{*},{b}{*} are I-patterns with periodicity 3 and 2 respectively. An i-
pattern is a pattern where i positions in the pattern are defined for e.g. {a}{b}{*} is a
2-pattern with periodicity 3 where 2 positions out of 3 are defined. In the third phase
an iterative level wise approach is used where in the i th iteration candidate i-patterns
are formed from (i-1)-patterns. Validation of these i-patterns in i th iteration requires
single scan of the sequence. The second and third phases of LSI require multiple
scans of the sequence.

For every asynchronous periodic pattern, LSI algorithm identifies only the longest
subsequence containing it. LSI algorithm also does multiple scans of the sequence for
detecting all asynchronous periodic patterns and their valid subsequences .SMCA,
OEOQP algorithm and E-MAP mine all subsequences containing the asynchronous
periodic patterns instead of confining to longest subsequence identification. So these
algorithms provide more knowledge to the end user. All these algorithms do fewer
scans of the sequence when compared to LSI. These algorithms can handle simulta-
neously occurring events (event sets). LSI mines patterns from single event sequences
only.
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3.2  Single, Multi-Event, Complex and Asynchronous Periodic Pattern Miner
(SMCA)

K. Y. Huang, C.H. Chang proposed SMCA in [8]. It is a four phase algorithm used to
find asynchronous periodic patterns from a sequence of event sets. SMCA model
detects all valid subsequences of an asynchronous periodic pattern.

Three parameters namely min_rep, global_rep and max_dis are used to find valid
patterns and subsequences containing them. Each valid segment should have at least
min_rep contiguous matches of the pattern. Every valid segment should be maximal.
A segment is maximal if there are no other contiguous matches at either end. A valid
subsequence is a list of valid segments interleaved by a disturbance. The overall
number of repetitions of a pattern in a valid subsequence should be greater than
global_rep.

SPMiner, MPMiner, CPMiner and APMiner are the algorithms that comprise the
SMCA model. SPMiner mines all significant single event /-patterns and their corres-
ponding valid segments. We need to scan the sequence 2 * Lijyqx times to accomplish

this step. The single event [-patterns and their respective valid segments that are
found by SPMiner are used as input to MPMiner. MPMiner is used to mine multi-
event /-patterns and their valid segments using depth first enumeration. The outputs
of SPMiner and MPMiner were used as input by CPMiner to generate complex pat-
terns. Complex patterns are i-patterns with i 22 . The first three algorithms mine one
event /-patterns, multi-event [-patterns, complex patterns (i-patterns) and their cor-
responding valid segments. The last algorithm APMiner uses the outputs of the first
three algorithms to mine the valid subsequences of the valid patterns. A valid subse-
quence is a group of valid segments where distance between every pair of consecutive
valid segments is less than or equal to max_dis and the number of repetitions of a
pattern in the subsequence is greater than or equal to user specified threshold called
global_rep.

K. Y. Huang, C.H. Chang has also proposed Progressive Time List Based Verifica-
tion (PTV) [9] algorithm for mining single event one patterns and multi event one
patterns. Its performance was found to be better than LSI. K. Y. Huang and C.H.
Chang declare that the scalability of PTV is better than SPMiner and MPMiner.

In order to deal with data streams like stock market data, sensor inputs the algo-
rithm must be able to find patterns in a single scan of sequence. For this purpose, we
can use linked list structure based OEOP algorithm and E-MAP algorithm.

3.3  One Event One Pattern (OEOP) Algorithm

An efficient linked list structure based One Event One Pattern (OEOP) algorithm was
proposed by J.S. Yeh, S.C. Lin [10] to improve the speed of mining single event /-
patterns from event sets sequence. Given a sequence of event sets D, for each event e,
a list of time instants of e called time list of e is generated. This algorithm can mine
all valid I- patterns at all periods by a single scan of time lists using the efficient
linked list structure. Three node structures called Start structure, end structure and
valid structure are used for this purpose. Once the single event /-patterns are found,
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algorithms similar to MPMiner, CPMiner and APMiner as proposed in SMCA model
can be used to find the multi-event [-patterns, complex patterns and asynchronous
patterns.

We have compared the performances of SPMiner and OEOP using human genome
sequence collected from National centre for Biotechnology information [12]. Fig 1.
shows the running time taken by both the algorithms when min_rep is 3 and L, is

9. We can see that SPMiner performs well when compared to OEOP algorithm. But
OEOQOP has the advantage of mining single event /-patterns in a single scan of se-
quence. As we scan the sequence at any point of time we can find valid /-patterns and
the valid subsequences containing them from the linked list structure. So this algo-
rithm can be used on datasets like datastreams which require single scan to generate
patterns. OEOP generates redundant patterns like (ab,l,7,2,4) R (ab,3,7,2,3) where the

first pattern indicates that the multievent /-pattern “ab” repeated for four times from
time instant 1 to time instant 7 with periodicity 2. The second pattern shows that “ab”
has repeated for 3 times from time instant 3 to 7 with periodicity 2. The second pat-
tern is redundant.

o 810 . :
E pon} —— SPMiner
= OEOP
£ 400
£ 200
=
= 0
0 5000 10000 15000

Length of =equence

Fig. 1. Performance analysis of SPMiner and OEOP algorithms when different lengths of ge-
netic sequence are considered

3.4 E-MAP: Efficiently Mining Asynchronous Periodic Patterns

F. Magbool, S. Bashir, and A.R. Baig proposed E-MAP [11] which mines all single
event /-patterns, multievent [-patterns, maximal complex patterns and asynchronous
periodic patterns with a single scan of the sequence. All these are done in a single
phase. In E-MAP each event in the event set sequence is associated with memory
called event block memory (EBMem). Each EBMem is in turn made up of Lpax

period block memories (PBMem). There is a period block memory associated with
each period p in the range 1< p <L .. . Each PBMem corresponding to period p is in

turn made up of p offset segment memories (OSMem) with respect to each offset for
offsets in the range 0 < offset < p . Each OSMem stores start_occurrence, repetition

and last_occurence corresponding to a extendable segment.
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Using EBMems, the E-MAP algorithm is able to maintain information correspond-
ing to all possible extendable segments of all events at all periods and starting at any
offset o where 0 <o < p in main memory parallely. If a segment corresponding to an

event cannot be extended then it is removed from EBMem. If the number of repeti-
tions of an event in that segment is greater than min_rep then that segment is consi-
dered as a valid segment of that event. If a valid segment is detected and being
removed from EBMem then the other OSMem’s of same event and other events are
searched to form multi-event /-patterns and complex patterns. The details of how
valid segments are used to form valid sequences were not clearly given in [11]. In
order to implement the E-MAP algorithm for finding both the valid segments and
valid sequences of patterns, we have maintained extendable sequence lists corres-
ponding to every pattern and period ( D, l) pair. The valid segments that were removed

from EBMem in case of single event /-patterns and that are constructed from EB-
Mem in case of multi-event /-patterns and complex patterns were added to the cor-
responding ( )22 l) pair’s extendable sequence list. If any sequence cannot be extended,

it is removed from extendable sequence list. If the pattern has repeated for atleast
global_rep number of times in such a sequence then it is called a valid sequence .All
the valid sequences were stored in a file for future processing.

The performances of SMCA and E-MAP are compared on stock market data. The
daily closing prices of five stock indices namely SENSEX, BSE100, BSE200,
BSES500 and TECK were collected for 17 years i.e. from 2" Jan 1991 to 16th Oct
2007 from BSE [13]. The data consisted of 4000 time stamps. The data is prepro-
cessed by applying the following transformation. The original data is transformed into
sequence of event sets in the following way. Saturdays and Sundays and all public
holidays will not have any trading done, so they are ignored. Time gap between every
two consecutive trading days is taken as 1 day. The closing price of every index on a
given day was compared with its average closing price in the last five days (consider-
ing only the days when trading took place). Depending on the percentage change of
closing price value when compared with average closing price, its price is replaced
with one of the five different events (symbols) for e.g. A1,A2,A3,A4,A5. <-3% ,-
3% to -1%, -1% to 1%, 1% to 3% and >3% were the ranges considered for percentage
change of value of stock index price. Figure 2 shows the performances of SMCA and
E-MAP for different values of L, with min_rep=5, global_rep=10, max_dis=>5.

Max_dis is chosen as 5 because the number of working days of stock market is 5 in a
week. So we allow maximum gap of one week between valid segments to form valid
subsequences. We can see that E-MAP outperforms SMCA. But if min_rep was set to
4 or less value the E-MAP algorithm has failed in finding asynchronous periodic pat-
terns. This was because E-MAP requires a very large primary memory to store all
valid segments and extendable sequences simultaneously in memory. The primary
memory requirement crossed 2GB for min_rep=4 itself. So in the presence of a very
large primary memory E-MAP can be used for asynchronous periodic pattern mining.
Fig.3. shows the running time requirement of both the algorithms for different values
of min_rep with Lmax=35.As the value of min_rep increases the performance of both

X
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Fig. 2. Performance of SMCA and EMAP for different values of L, with min_rep=5
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the algorithms is found to be the same. Fig. 4. shows the number of valid segments
mined by both SMCA and E-MAP for different values of min_rep and Lmax=35.. In
all the cases global_rep is taken as twice that of min_rep 140000 segments were de-
tected for min_rep=5 and Lmax =35. For all the different inputs the valid segments
generated by both the algorithms were exactly the same.

4 Conclusions

Four different algorithms for mining asynchronous periodic patterns were discussed
in this paper. Performances of OEOP algorithm and SPMiner are compared using
genetic sequence. SPMiner can mine single event one patterns in less time when
compared to OEOP algorithm. But OEOP algorithm has the advantage of mining the
patterns in a single scan of sequence. The performance comparison of SMCA and E-
MAP shows that E-MAP algorithm outperforms SMCA in the presence of large
primary memory. For large values of min_rep both the algorithms have performed
equally well. In our implementation of E-MAP algorithm it is also found that it is
consuming more than 2GB of primary memory and is terminating abruptly when
min_rep is set to 4 or less than 4. E-MAP’s advantage is that it can mine all the pat-
terns with a single scan of sequence. At any point of time as we scan the sequence we
can get all valid segments and valid subsequences of any event at any periodicity
from the event block memories and hence E-MAP can be applied for data sets like
data streams. Because of the large main memory requirement for maintaining the
extendable sequence lists we can make best use of the E-MAP algorithm if it can be
made as a distributed algorithm. One of the drawbacks of all the above algorithms is
that they mine redundant patterns like (4, B),2,6,10),((4,%),2,6,10), ((*,B),2,6,10).

The first pattern shows that (A, B) repeats with periodicity 2 for 6 times starting from
time instant 10. The knowledge conveyed by second and third patterns is already
present in first pattern. To improve the time and space utilization of algorithms used
for asynchronous periodic pattern mining, algorithms that mine only the closed, max-
imal periodic patterns need to be developed. It also leads to good interpretability. As
the size of datasets is growing tremendously, algorithms that can mine the patterns in
an incremental manner need to be developed.
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Abstract. Image classification is a large and growing research field with its
applications in the areas of CBIR (Content Based Image Retrieval), image
mining and automatic image annotation. In this digital era there is a huge
voluminous multimedia data available and the challenge lies in retrieving and
classifying the most similar images based upon an input query. Images can be
classified according to their nature, content or domain and Feature extraction is
the key process to classify the images accordingly. In this paper, an attempt is
made to calculate all the possible features of an image based on color, texture,
shape, and statistical. Based up on the features the images are further classified,
studied and compared with four Classification algorithms namely Naive Bayes,
Instance Based Learning, J48 and Random forest Classification. Further the
classification is applied on a prescribed set of features, so as to test the best
feature set for the query image to be classified. An image database of 1150
images divided into 17 categories are considered for Classification and a brief
comparative study is done.

Keywords: Classification, Image Classification, Feature Extraction,
Classification Algorithms, Naive Bayes, Random Forest Classification, J48,
Instance based learning.

1 Introduction

In this modern world, advances in multimedia technologies such as image
digitization, storage and transmission along with the growth of the World Wide Web,
mobile device, cameras have lead to the proliferation of online digital images.
Content-based image classification has been an interesting subject of many
researchers in recent years. There are many great efforts in developing the
classification approaches and techniques to improve the classification accuracy
[1].Image Classification aims to find a description that can best describe the images in
one class and to distinguish these images from all other classes [2]. To classify an
image into a certain class, its feature vectors must be constructed from the image.
There are many possible ways to construct features. But no theoretical guidelines
suggest the appropriate features to use in classification of data [5,6]. The general
criteria for choosing a feature is they should be independent and posses maximum
information about the image and another important property of a feature is it should
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be easily computable even for a large database. Usually the features considered with
respect to images are color, shape, texture, edge and so on. In this paper the set of
features computed are: Hue, Saturation, Value, Color percentage (Red, Blue, Green,
Yellow, Magenta and cyan), GLCM features, entropy, singular value decomposition,
wavelets, fast Fourier transform. Based on these features the images are classified.

The classification techniques used in this paper are: Naive Bayes Classification
Algorithm, Random forest Classification Algorithm, J48 classification Algorithm,
Instance Based Learning Algorithm. After Classification, the image retrieval is done
based on the set of classified images.

The work in this paper is divided into sections where section2 deals with
Classification and different types of image classification methods used. Section 3
deals with Image retrieval based on Classification. Section 4 compares various
classification techniques for the given image data. Section 5 analyses the Comparison
results and concludes. Section 6 and 7 deals with future work and references

2 Classification

Classification is used in every field of our life. Classification is an important data
mining technique with broad applications and it is also a challenging task with many
applications in computer vision. It classifies data of various kinds. Classification is
used to classify each item in a set of data into one of predefined set of classes or
groups [2,8]. The problem of Classification is defined as a set of training records D =
{X1,...,XN}, such that each record is labeled with a class value drawn from a set of k
different discrete values indexed by {1...k}. The training data is used in order to
construct a Classification model, which relates the features in the underlying record to
one of the class labels. For a given test instance for which the class is unknown, the
training model is used to predict a class label for this instance.

2.1 Classification Algorithms

The problem of Classification has been widely studied in the database, data mining,
and information retrieval communities. As the problems and applications are
numerous in this area, there is no single algorithm that is better than all the others on
all the problems. Therefore, for each problem, right algorithm should be selected. A
Classification algorithm is a procedure for selecting a hypothesis from a set of
alternatives that best fits a set of observations [9].

In this paper a Comparative study is performed on a huge data set of 1150 images.
The Classification algorithms used for comparison are: Naive Baye’s Classification,
J48, Random Forest Classification and Instance based classification algorithm.

2.1.1 Naive Bayes Classification. In Bayesian classifiers, it attempts to build a
probabilistic classifier based on modeling the underlying features in different classes.
The idea is then to classify based on the posterior probability belonging to the
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different classes. A naive Bayes classifier models a join distribution over a label Y
and a set of features {F;,F,,..Fn}, using the assumption that the full join distribution
can be factored as follows [3,9]:

P(F,,..F,Y) = P(Y)l_[P(Fi|Y)

To classify a datum, we can find the most probable class given the feature values
for each pixel:

P(f1, fml|¥)P(y)
PWIfi) s f) = UL mIY)PY)

P(f1,nfm)
P(f1,--fm)
P(y) T, P(fily)
arg maxy, P(y|fi, ... fin) = argmax,, P(, =1 7 l)
1 e fm

=argmax, P(y) IIi2, P(fily)

Because multiplying many probabilities together often results in underflow, we
will instead compute log probability which will have the same argmax:

argmax, 10g(P(/|fy, . f) = argmax, (log(P()) + ) 10g(P(ly))

i=1

2.1.2  J48 (C4.5). J48 is an open source Java implementation of the C4.5 algorithm
in the Weka data mining tool. C4.5 is a program that creates a decision tree based on a
set of labeled input data. This algorithm was developed by Ross Quinlan. The
decision trees generated byC4.5 can be used for classification, and for this reason,
C4.5 is often referred to as a statistical classifier [3,11].

2.1.3 Instance Based Learning Classification Algorithm. Instance Based
Learning (which puts efforts in classification) is also referred to as Lazy learning as
opposed to eager learning. Eager learning(which invests its efforts in Learning phase)
algorithms put significant effort in abstracting from the training instances by creating
condensed representations like Decision trees, rule sets, and hyper planes etc. during
the learning phase. The classification phase of an eager learner reduces to a relatively
effortless application of the abstracted representation to new instances [7,10].

2.1.4 Random Forest Algorithm. The Random forest is an ensemble learning
method that grows many classification trees. Each tree gives a classification.
The forest selects the classification that has the most votes [4]. The term came
from random decision forests that were first proposed by Tin Kam Ho of Bell Labs in
1995. This method combines Breiman's "bagging" idea and the random selection of
features [12].
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3 Methodology

A training image data set of 1150 images are considered which belong to several
categories like Ant(5), Barrel(36), kangaroo(115), Buildings(100),People(100),
Beach(100), Bus(100), Elephant(100), Rose(114), Horse(100), Mountain(100),
Food(100), Tiger(20), Bear(20),Apple(6), Banana(15),Jelly Fish(15) where the
Number in the brackets represents the number of images in that category. The method
followed is explained as below:

Step 1: Feature Calculation: A total of 53 features corresponding to Color, Texture,
Shape and Statistical features are calculated and maintained in a database.

Step2: Classification: Classification is done using Weka tool for Naive Bayes, J48,
Random Forest and IB1 Classification algorithms.

Step 3: Comparison between Classification Techniques: The results are computed
from each algorithm for the train set and test sets. A brief comparison is done and
checks how many correctly classified instances and incorrectly classified instances.
Along with that True Positive Rate, False Positive Rate, Precision, Recall, F- Measure
and ROC area are also computed and compared for each Classification method.
The Methodology is explained in detail in the following diagram.

Training database

¥

Feature Extraction

Classification

Random Forest IB1

v/

Compare the results

Naive Bayes

Fig. 1. Process flow of Methodology
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4 Test Cases and Results

A total of 53 features have been computed for each image in a dataset of 1150 images
which is termed as Trained Data.

Test Cases

Test Case 1: In test casel a subset of 12 features are considered which are color
components using HSV, fast Fourier transform, correlation, contrast, homogeneity,
energy and entropy.

Test Case 2: A total of 39 features considered in test case2 are color components
using HSV, Wavelets, GLCM features.

Test Case 3: In this test case3, a total of 14 features corresponding to color
components using HSV, Wavelets, SVD and texture components are considered.

All the four classification algorithms are applied on each test cases and the results
are observed in Weka and the results are as shown below.

Table 1. The Number of Correctly Classified and Incorrectly Clasiified instances for all
classification algorithms for the trained data and 3 test cases

Number Of Correctly Classified Instances (%) Number of Incorrectly Classified Instances (%)
Instance NaiveBayes J48 Random IB1 Naive bayes J48 Random Forest 1B1
Forest
Trained Data 400 938(81.6362 | 1127(98.0853 | 1129(98.2594 | 749(65.1871%) |211(18.363 | 22(1.9147%) |20(1.740%)
(34.81%) %) %) %) 8%)
Test Case 1 313(27.2411 | 860(74.8477 | 1128(98.1723 | 1129(98.2594 | 836(72.7589%) |289(25.152 | 21(1.8277%) |[20(1.740%)
%) %) %) %) 3%)
Test Case 2 310(26.98%) | 918(79.8956 | 1126(97.9983 | 1129(98.2594 839(73.02%) |231(20.104 | 23(2.0017%) [20(1.740%)
%) %) %) 4%)
Test Case 3 431(37.5109 | 921(80.1567 | 1127(98.0853 | 1129(98.2594 | 789(62.4891%) |[228(19.843 | 22(1.9147%) |20(1.740%)
%) %) %) %) 3%)
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Fig. 2. Detail Accuracy Of each Class, Confusion matrix using Naive Baye’s algorithm
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Fig. 3. Detail Accuracy Of each Class and Confusion matrix using J48 algorithm
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Fig. 4. Detail Accuracy Of each Class and Confusion matrix using IB1 algorithm

Fig. 5. Bar Chart for Correctly Classified Instances for all algorithms
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Conclusion

From the above results it is observed that IB1 algorithm has produced the best results
followed by Random forest classification algorithm. The results obtained by Naives
Bayes and J48 are not satisfactory for the test cases which are considered. Another
interesting observation in test casel, test case2, test case 3 only a set of features are
considered have produced the same results as compared to trained data which is a
collection of all the 53 features. IB1 has proved to be the best even in the test cases
followed by Random forest. This observation can be further used in image retrieval
and annotation techniques which have gained a lot of interest in the research
community.
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Analysis and Classification of Plant MicroRNAs
Using Decision Tree Based Approach

A.K. Mishra and H. Chandrasekharan
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Abstract. MicroRNA (miRNA) analysis have progressed tremendously in re-
cent past, but further indepth computational study is required to know the com-
plete potential of these RNAs. Due to its short length (~20 nucleotides), it is
difficult to use the conventional lab techniques for microRNA prediction and
analysis. This has led to this work in the domain of computational biology.
These are the non coding small RNAs which are responsible for the gene regu-
lation at the post translational level by binding to the mRNAs and thereby
stopping the translation activities. Therefore,the effect of microRNAs on the
various proteins is important. In this paper we have studied 1010 microRNA
and precursor microRNA sequences from monocots . Our study in this paper is
on the microRNA classification using decision trees and determining dominat-
ing attributes. We have used WEKA, a data mining tool which helps us to
study the large data and classify it. The decision trees based classification was
best suited for the miRNA study and the dominating attributes derived are bio-
logically significant.

Keywords: miRBase, precursor, RNAFold, WEKA, J48, Decision Trees.

1 Introduction

MicroRNAs are small non coding RNA molecules which are 18-25bp long se-
quences. They are responsible for gene regulation in plants as well as in animals.
Present in the nucleus, microRNA genes are transcribed into primary transcript or
pri-miRNA with the help of RNA polymerase-2. The dsRNA specific ribonuclease
Drosha digests the long primary miRNA transcript in the nucleus and releases hairpin
precursor microRNA (pre-miRNA). Exportin-5(Exp5) and RAN- GTP transports the
pre-miRNA into the cytoplasm where an enzyme called Dicer, processes the pre-
miRNA into mature microRNA. Dicer (endonuclease) is a member of Rnase-3 super-
family and cleaves the pre-miRNA approximately 19bp from the Drosha cut site.
Only one of the two strands is the miRNA. The double stranded RNA produced by
Dicer separate and associate with RISC (RNA-induced silencing complex), on the
basis of the stability of the 5’end. In plants as Drosha is lacking so Dicer performs
the processing [1, 2].

Mature miRNA are partially complimentary to messenger RNA and they play an
important role in gene regulation through mRNA cleavage or translational repres-
sion by associating with the RISC. Prediction of miRNA helps us to understand its
structure and thus its function and role in organism. miRNA function in cell death,

S.C. Satapathy et al. (eds.), ICT and Critical Infrastructure: Proceedings of the 48th Annual 105
Convention of CSI - Volume II, Advances in Intelligent Systems and Computing 249,
DOI: 10.1007/978-3-319-03095-1_12, © Springer International Publishing Switzerland 2014
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proliferation and fat metabolism in Drosophila melanogaster[3]. In plants, they regu-
late the development of leaves and flower. Thus intense study is required to find out
the regulation of most fundamental biological processes in the organisms.Need for
computational prediction: The short length of microRNA makes it difficult to analyse
it with the help of conventional genetic techniques. Some microRNAs have low ex-
pression levels and some are expressed in specific conditions only, due to this reason
their cloning is difficult. Also Deep-sequencing techniques require intense computa-
tional analysis to differentiate the miRNAs from other non-coding miRNAs [4].
Therefore we look up to the computational approaches to predict miRNA sequences
and do their analysis.

Due to the short length of miRNA sequences, tools like BLAST give a large
number of irrelevant hits. Hence only nearly perfect matches are to be found.
Also the pre-miRNA sequences are less conserved which makes it difficult to use
the conventional sequence alignment methods to find the homologous. Unlike the
sequences, the secondary structures are more conserved which is helpful in pre-
dicting new miRNAs. Therefore more sensitive methods which consider both
sequence and structure conservation are needed [5].

2 Review of Literature

To carry out the computational prediction and their analysis there are some tools
which are based on the following techniques.

* Filter based- this approach uses different features and conservation criteria to
restrict the presursor candidates.

* Machine learning- it uses the concept of learning through previously known
miRNAs.

* Mixed approach- in this a combination of computational tools and high-
throughput experimental procedures are used.

e Target centered approach- from conservation analysis a putative set of miRNA
targets are developed which helps to find out new miRNAs

* Homology based- identifies the miRNAs similar to previously known pre-
miRNAs.

* Rule based- it is based on some rules by studying the features of the sequences.

3 Materials and Methods

3.1 Reference miRNAs

The set of miRNAs and precursor miRNAs we used were downloaded from miRBase (ver-
sionl5, http://www.mirbase.org/). It has 1010 known mature miRNA sequences from 5 spe-
cies; Oryza sativa(447), Arabidopsis thaliana(199), Zea mays(170), Sorghum bicolor(148) and
Brassica napus(46). Oryza sativa, Arabidopsis thaliana are more in number as their genome
sequence information is available.
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Table 1. Tools for computational prediction of miRNA sequences are:

Name Type URL Techniques
Mir Scan w http://genes.mit.edu/mirscan/ Filter-based
MiRFinder D http://www.bioinformatics.org/mirfinder/ Filter-based
ProMIR w http://cbit.snu.ac.kr/_ProMiR2/ Machine learning
TripletSVM D http://bioinfo.au.tsinghua.edu.cn/mirnasvm/ Machine learning
RNAMicro D o htFp://www.bioinf.uni— ) Machine learning
leipzig.de/_jana/software/RNAmicro.html
MiPred w http://www.bioinf.seu.edu.cn/miRNA/ Machine learning
Mireval w http://tagc.univ-mrs.fr/mireval/ Mixed approaches
findMiRNA D http://sundarlab.ucdavis.edu/mirna/download.html Target based
MirAlign w http://bioinfo.au.tsinghua.edu.cn/miralign/ Homology-based
BayesmiRNAfind W http://wotan.wistar.upenn.edu/miRNA Rule based

3.2  Preparation of Dataset

Using the PERL scripts we automated the retrieval of 1010 sequences from miRBase. These
sequences were put into the RNAfold, a software developed by M. Zuker and P. Stiegler [6, 7,
8, 9] for the secondary structure of our sequences and their MFE. Coding in PERL was done to

calculate the values of the set attributes from their secondary structures.

3.3  Computational Analysis

WEKA (Waikato Environment for Knowledge Analysis) is a JAVA based software
developed at the University of Waikato, New Zealand. WEKA version 3.6.2 was used
to do our research.

It is a data mining tool written in java language which is a collection of machine
learning algorithms. We are using the J48 classifier to classify our data as is the ea-
siest and simplest way to interpret the results.
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3.4 Data Curation

The 1010 miRNA sequences were downloaded from miRBase (15 release) with the
help of Perl script. RNAfold was run on all the sequences and a secondary structure
was generated along with the MFE of the sequences. The secondary structure is in the
form of dot bracket format. Each bracket represents a base pairing and each dot a non
paired base.

>0sa-MIR395s MI10001037
GUAUCACCGUGAGUUCCCUUCAAGCACUUCACGUGGCACUAUUUCAAU
GCCUAUU GUGAAGUGUUUGGGGGAACUCUCGAUGUUCC

>0sa-miR395s MIMATO0000968
GUGAAGUGUUUGGGGGAACUC

3.5 Sequences from miRBase and Their Ids
>o0sa-MIR395s MI0001037

GUAUCACCGUGAGUUCCCUUCAAGCACUUCACGUGGCACUAUUUCAAU
GCCUAUU GUGAAGUGUUUGGGGGAACUCUCGAUGUUCC

e (CCCCCCCCCCCCCC e M- IDNNIINN)-))-))-....
RNA fold dot bracket secondary structure

3.6 Identification of Attributes and Calculating the Values

From the sequences, 9 and 14 attributes were considered for mature microRNA se-
quences and precursor sequences respectively. Attributes for mature microRNA are
ARM sequence on first or second arm of the hairpin structure, DFL distance of the
mature sequence from loop sequence, BPN base pair per nucleotide, LNM length of
the mature miRNA sequence, POP percentage of pairing, GCC Guanine and Cytosine
nucleotide content in the sequence, MFE minimum free energy to fold the mature
microRNA, DAS dominating nucleotide at start of the sequence and DAE dominating
nucleotide at end of the sequence.

Attributes for precursor sequences are LEN length of the precursor sequence,
NBP number of base pairs in the sequence, BLR base length ratio, NHP number of
hairpins, HPL hairpin length, FRE free energy(minimum) to fold the sequence, FEN
free energy(minimum) per nucleotide, AUC Adenine and Uracil nucleotide content in
the sequence, MSK maximum stack in the sequence, SDI symmetric difference, MBL
maximum length of the bulge, MBS maximum bulge symmetry, MTL maximum
number of tails and NTL number of tails [10].

Table 2. Attributes for mature/precursor microRNA

Attributes for mature microRNA Attributes for precursor microRNA
ARM, DFL, BPN, LNM, POP, GCC, LEN, NBP, BLR, NHP
MFE, DAS, DAE , HPL, FRE, FEN

AUC, MSK, SDI, MBL
MBS, MTL, NTL
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Based on these attributes the values were calculated with the help of Perl scripts
and sets of datasets were prepared for different species.

3.7 Attributes

A ={LEN,NBP,BLR,NHP,HPL,FRE,FEN,AUC,MSK,SDI, MBL,MBS,MTL,NTL}

3.8 Attribute Values

87,33,0.37,1,7,-37.20,0.42, 56, 17,2, 3,6, 0,0

To feed in the calculated data of the attributes of miRNAs, it was converted into
ARFF format. Shuffle DNA was used to shuffle the precursor sequences of all the
species in such a way that we generated sequences having hairpins. Using Perl script,
randomly mature sequences were picked from the new randomised sequences and a
negative dataset was created.

4 Result and Discussion

In this study, we find out the dominating attributes of the existing microRNAs
of the plant species. In addition, decision trees building of the plant species using a
classifier.

The graphical view represents some patterns found in the microRNA sequences. In
the sequences the dominating nucleotide at the beginning of the sequence is Uracil
whereas Adenine has the lowest percentage. Near the end of the sequences Cyto-
sine percentage is highest and Adenine percentage is lowest. The data shows that
the mature microRNA sequences are mostly found on the first arm on the hairpin
loop. Maximum number of mature miRNA has minimum distance from the hairpin
thus restating the fact that the mature microRNA sequences are to be found near the
hairpin loop. Maximum precursor sequence shows no tail in the secondary struc-
tures. The AU content is 60% in maximum number of precursor sequences and
GC content is 62% in maximum number of mature miRNA sequences. The free
energy to fold the precursor sequences was found mostly between -52Kcal/mol and -
37Kcal/mol. The hairpin length was between 4 to 6 nucleotides long in maximum
sequences. Presence of mostly single hairpin was found though there were cases of
more than one hairpin loop in precursor sequences. There were sequences found hav-
ing six hairpins which were considered under special occurrences.

We tested the data as a training set and generated the decision trees for the species
Oryza sativa(447), Arabidopsis thaliana(199), Zea mays(170), Sorghum bicolor(148)
and Brassica napus(46).

4.1 Decision Tree Construction

The datasets were fed into the software and run. A graphical representation of the
dataset was displayed. This graphical view indicates various patterns in out dataset
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values. WEKA revealed that there are some attributes which are dominating than rest
of the attributes. Weka provides us with attribute evaluators and search methods
which help us find the dominating attributes. These attributes vary with different
search methods and the evaluators. A tabular view of selected attributes is shown
below.

Table 3. Selected attributes

Oryza sativa (20) Aral‘ndop:zs Zea mays(20) Sérghum Brassica napus(
thaliana (20) bicolor(20) (20)
BLR, FRE,
BestFirsLCsSub BLR, NHP, NBP. BLR. NHP BLR,NHP, FRE, " BLR, FEN,
E“‘l istrCisSubset  pRE, FEN, N L D FENSSBRUDFL, (oo SBR, MBA,
va MSK, NTL, » Mk DAE ; ’ MBS, DFL
MBS,
DFL
Ml EeN FEN.BLRDFL  BLRFEN.DRL, 0t R3O
Tbutekva NHP. FRE NHP,FRE,MTL,  NHP,MSK.FRE. | =° " MBA FRE
» TRE MSK, SDI SDI, MTL » DL » TRE
DFL, SDI, FRE NHP, DFL
MSK
i BLR, NHP, FRE
GréedyStepwlse+Co BLR, NHP, 5 s s
ns istencySubsetEval FRE. FEN NBP, BLR, NHP, FEN, MSK, BIR. MB BIR. MB
UK. SDL FRE, FEN, MSK  MBL, BS, » MBS » MBS
» S MTL, DFL
MBS, DFL
Ranker+ MBS, MBA, FEN, BLR,
SVMAttribute NHP, DFL, FEN, BLR, FRE, ?}5}5 232’ E;I];’ BLR, MSK, MBS, MBA,
Eval FEN, NHP, AUC, MBS SDI ’ ’ ’ SDI, FEN, SDI, AUC,
AUC, FRE, AUC DFL, NHP
. .
E."";kfrEI"fIOGamA‘ NHP, DFL, FEN,BLR,DFL,  BLR, FEN, DFL, I:ELS SB];‘IR, MBS, BLR,
1 butekva FEN, AUC, NHP, FRE,MTL,  NHP,MSK, FRE, =° 0 FEN, MBA,
FRE, MBS, MSK SDLMBL A, DFL, SDI, DFL, NHP
MTL, SDI FRE
=029 ) 3029
e " /'/ .
<=2 =2 <=0 >0
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Fig. 1. Decision tree for with 20 attributes Arabidopsis thaliana
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By observing the graphs certain patters are recorded of the different species. The
classifier J48 which is an implementation of C4.5 algorithm works on the dataset.
Analysis of the data generates a descriptive format in the form of decision trees. The
decision tree checks an attribute at each node and the decision is made to classify the
data. They are easy to interpret thus the decision trees of various species of plant are

compared and the relevance of attribute is calculated.

4.2  Performance Evaluation Tables

The predictive performance was calculated by WEKA software. The TP rates, FP
rates, precision (specificity) and recall (sensitivity) values. The values which were
near one were considered good for classification. F-measure is the harmonic mean of
the precision and recall. It is the threshold of precision and recall as they both cannot

be increased together.
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Table 4. Classification results with reference to Oryza sativa(9)

TP Rate FP Rate Precision  Recall F-Measure Class

0.951 0.018 0.982 0.951 0.966 T
Training set 0.982 0.049 0.952 0.982 0.967 F
Cross- 0.94 0.065 0.935 0.94 0.938 T
thda“"“ with fold ) o35 0.06 0.939 0.935 0.937 F
. 0.956 0.024 0.97 0.956 0.963 T
Percentage split
(66%) 0.976 0.044 0.965 0.976 0.971 F
Test against 0.869 0.06 0.935 0.869 0.901 T
f.mb’d”ps” tha-— 94 0.131 0.878 0.94 0.908 F
ana
. 0.953 0.088 0.91 0.953 0.931 T
Test against
Zea mays 0.912 0.047 0.954 0.912 0.932 F
. 0.892 0.061 0.936 0.892 0.913
Test against
Sorghum bicolor
0.939 0.108 0.897 0.939 0.917 F
. 0.957 0.065 0.936 0.957 0.946 T
Test against
0.935 0.043 0.956 0.935 0.945

Brassica napus

Table 5. Classification results with reference to Arabidopsis thaliana (14)

TP Rate FP Rate Precision Recall F-Measure Class

0.96 0 1 0.96 0.979 T
Training set 1 0.04 0961 1 0.98 F
S 0.925 0.05 0.948 0.925 0.936 T
Cross-validation
with fold 10 0.95 0.075 0.926 0.95 0.938 F
. 0.924 0 1 0.924 0.961 T
Percentage split
(66%) 1 0.076 0.903 1 0.949 F
Test against Oryza 0.949 0.105 0.9 0.949 0.924 T
thaliana 0.895 0.051 0.946 0.895 0.92 F
Test against Zea 0.924 0.188 0.831 0.924 0.875 T
mays 0.812 0.076 0.914 0.812 0.86 F
. 0.885 0.101 0.897 0.885 0.891 T
Test against
Sorghum bicolor 0.899 0.115 0.887 0.899 0.893 F
. 0.957 0.043 0.957 0.957 0.957 T
Test against
Brassica napus 0.957 0.043 0.957 0.957 0.957 F
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Table 6. Classification results with reference to Zea mays(20)
TP Rate FP Rate Precision Recall F-Measure Class
0.971 0 1 0.971 0.985 T
Training set 1 0.029 0.971 1 0.986 F
S 0.924 0.053 0.946 0.924 0.935 T
Cross-validation
with fold 10 0.947 0.076 0.925 0.947 0.936 F
. 0.929 0.05 0.945 0.929 0.937 T
Percentage split
(66%) 0.95 0.071 0.934 0.95 0.942 F
. 0.919 0.085 0.915 0.919 0.917 T
Test against
Oryza sativa 0.915 0.081 0.919 0.915 0917 F
Test against 0.839 0.045 0.949 0.839 0.891 T
Arabidopsis thaliana
0.955 0.161 0.856 0.955 0.903 F
. 0.946 0.203 0.824 0.946 0.881 T
Test against
Sorghum bicolor 0.797 0.054 0.937 0.797 0.861 F
. 0.913 0.283 0.764 0.913 0.832 T
Test against
Brassica napus 0.717 0.087 0.892 0.717 0.795 F

5 Conclusion

The classification yielded good results based on the decision trees which are best
suited for the classification of miRNAs. In our studies we predicted the dominat-
ing attributes which are the basis o f classification of miRNAs of related spe-
cies. These attributes hold biological significance. Clustering was not required as
our data was based on two classes.
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Abstract. The advent of Internet over the past few decades has totally
revolutionised the fields of Science and Technology. Enormous increase in data
on internet has raised the need of effective representation of textual
information. The organizers of technical conferences and journals have to place
the research papers in various session tracks, for which they need to spend a lot
of time. The investigation provides a solution for this problem by automatic
document categorization approach with the help of features selection method.
Researchers and students constantly face a problem that, it is almost impossible
to read most of the newly published papers to be informed of the latest progress.
The time spent on reading literature review seems endless. The goal of this
research is to design a domain independent automatic text categorization system
to alleviate, if not totally solve, this problem. Text categorization is the task of
assigning predefined categories to natural language text. This paper explores the
effect of word and other values of word in the document, which express the
features of a word in the document. The proposed features are exploited by a tf-
itf, position of the word, compactness and these features are combined.
Experiments show that the feature selection method has been effective for text
categorization. The proposed text categorization approach is validated with
Naive Bayesian, Decision Tree Induction, Nearest Neighbour and SVM
approaches. The results of the experiment have shown comparatively good
accuracy (above 95%), precision and recall, ensuring that the system is more
effective and efficient. The experimental results revealed that text
categorization had a significant improvement with the help of combination of
these features.

1 Introduction

The people involved in research need to analyze the research papers, e-books and
other resources available on the web. Even in the Human Resources department of
Multinational companies, it is difficult to categorize the Curriculum Vitae received
from hundreds or often thousands of applicants. In such applications, Text
Categorization becomes the key tool for automatic handling and organizing of text
information. According to Fabrizio Sebastiani “Text categorization (also known as
text classification) is the task of automatically sorting a set of documents into
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categories from a predefined set” [1]. Text categorization is a prime research area in
information retrieval and machine learning. Today, text classification is necessary due
to the very large amount of text documents that are to be dealt with day by day. In
general, text classification plays an important role in information extraction,
summarization, text retrieval, and question answering.

Text categorization is the task of assigning predefined categories to natural
language text [2]. Text Categorization may be formalized as the task of
approximating the unknown target function: ®: D x C — {T, F} that describes how
documents ought to be classified, according to a supposedly authoritative expert by
means of a function, where C = {c1. . . ¢ICl} is a pre-defined set of categories and D is
a (possibly infinite) set of documents. The paper is organized as follows. In section 2,
related research work on Text Categorization is discussed. The proposed approach is
elaborated in section 3. The experimental results with observations are shown in
section 4. Finally in section 5 conclusions are presented.

2 Text Categorization Approaches

The automated categorization of texts into topical categories has a long history, dating
back at least to 1960. Until the late ’80s, the dominant approach to the problem
involved knowledge-engineering automatic categorizers that manually built a set of
rules encoding expert knowledge on how to classify documents. Over the years,
automated categorization technologies have used a succession of different algorithms.
Some of the most longstanding technologies we could mention are semantics-based
approaches, which had the disadvantage of high costs in human and financial terms if
the classification system required updating. To counter this problem, several machine
learning approaches are introduced.

2.1  Machine Learning Approaches

This section describes three Machine Learning techniques that are common for Text
Categorization: Naive Bayes categorizers, Decision Table and Support Vector
Machines. Machine Learning algorithms required to provide a set of examples from
which the rules defining the machine behaviour are extracted. Automatic Text
Categorization systems attempt to label documents according to ontology of classes
defined by the user. The problem is a supervised task, that is the machine is tuned
using a training set of labelled documents in order to minimize the error between the
real target and the predict label [6]. A naive Bayes classifier assumes that the presence
or absence of a particular feature is unrelated to the presence or absence of any other
feature, given the class variable. Naive Bayes classifiers can be trained very
efficiently in a supervised learning setting [3] [4]. However there are a few demerits
which are to be stressed although. First, the naive Bayes classifier requires a very
large number of records to obtain good results. Second, where a predictor category is
not present in the training data, naive Bayes assumes that a new record with that
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category of the predictor has zero probability. This can be a problem if this rare
predictor value is important [5].

Support Vector Machines are a new learning method introduced by V.Vapnik et al
in the year 1979. One remarkable property of SVMs is that their ability to learn can be
independent of the dimensionality of the feature space. SVMs measure the complexity
of hypotheses based on the margin with which they separate the data, not the number
of features [7]. Perhaps the biggest limitation of the support vector approach lies in
choice of the kernel. Second limitation is speed and size, both in training and testing
and the discrete data presents another problem. Another factor is that it lacks
transparency of results [8].

2.2  N-Gram Based Text Categorization

At present, text categorization techniques are predominantly keyword-based. Many
researchers in the field have used different classifiers, but most of them treat a
document as a bag of words (BOW), that is, identify terms with all the words
occurring in the document and perform categorizations based mainly on the presence
or absence of keywords. The main drawback of the BOW representation is in
destruction of semantic relations between words. In early 90s, Bag-Of-Bigrams (pairs
of consequent words) was proposed by Lewis as a competitive representation [9].
While some of the researchers report significant improvement in text categorization
results (Mladenic and Grobelnik), many of them show only marginal improvement or
even a certain decrease [10].

The reviewed literature resulted that, most of the researchers till now relied highly
on training dataset or corpus to classify a test file to do Text Categorization. Each
training document of such undertaken corpus is usually of large in size due to which,
most approximations, computations and analyses are time consuming. To overcome
these drawbacks architecture is proposed which does text categorization. Section 3
gives the detailed description for this architecture.

3 Features Selection Method

The proposed method comes up with a new procedure of combining two or more
features for text categorization which gives results better as compared to existing
classifiers. It does not require trained data unlike existing classifiers. Also has
advantage of reduced time and space complexity. The following are the algorithm
steps that are implemented as per the proposed method.

3.1  Preprocessing

Textification: The process of converting given input data into Unicode text only
format is known as Textification. The textified file is now free from codes, tags,
images, graphics, etc. This plain encoded text is now considered for the Information
Analysis.
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Table 1. Depicts the algorithmic steps of feature selection method

Step 1: Input a random document.
Step 2: Filtering of document is done i.e. in other words preprocessing steps are
applied.
(a) Textification
(b) Case folding and Lemmatization
(c) Stop word removal
(d) Tokenization
(e) Stemming using Porters algorithm
Step 3: The filtered document is passed to various features for categorization of
document.
(a) tf-itf
(b) Compactness
(c) First Appearance
Step 4: The feature combinations are applied in order to categorize documents
rather than using them solely.
Step 5: The input document is mapped with the existing database in order to
detect the document through these features.
Step 6: If the input document is more relevant to existing field in database then
the document is said to be belonging to the respective field. Hence there
forth the document is said to be categorized.

Case Folding and Lemmatization: The whole document is converted to a unified
font i.e. either capital case or lower case of alphabets. Also, the plural words are
converted to singular. This is to get the uniqueness of all words in document.

Tokenization: The processing of text often consists of parsing a formatted input
string. The sentences in the document are segmented into tokens.

Stop Word Removal: Some words are extremely common and occur in a large
majority of documents. Categorization is based on the featured terms not on commas,
full stops, colons, semicolons etc.. To reduce search space and processing time, these
stop words are dealt separately by recognizing them in the stemmed file and remove it
from document.

Stemming: In most cases, morphological variants of words have similar semantic
interpretations and can be considered as equivalent for the purpose of IR applications.
For this reason a number of so called stemming algorithms or stemmers have been
developed which attempts to reduce a word to its stem or root form. This method uses
porter’s algorithm for stemming the word to its root [11].
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3.2  Features Selection

Term Frequency and Inverse Term Frequency (tf-itf): The importance of a word
can be measured by its term frequency which means it counts the number of
occurrences of a particular term in the whole document.
_ Count (t,d)

TE (@ d)= Size (d)
Considering only terms which have occurred many times will not be sufficient to have
effective categorization. There are also terms which occur less times in the document
but have significant part in categorizing the document. The terms which are less
frequent are determined by using following formula:
log |d|
ITF (t, ) = [{deD:ted}|
Now by combining both term and inverse term frequency to get the terms with
combined values which gives the terms of most related to the document with high
values.

TF-ITF (t, d) =importance of (t, d) * ITF (t, d)

Compactness of Appearance of the Word: A word is compact if its appearances
concentrating specific part of a document and less compact if its appearances spread
over the whole document. This consideration is motivated by the following facts. A
document usually contains several parts. If the appearances of a word are less
compact, the word is more likely to appear in different parts and more likely to be
related to the theme of the document [12]. The more frequent, the more important, the
compactness of the appearances of a word shows that the less compact, the more
important and the position of the first appearance of a word shows that the earlier, the
more important. These features are calculated with the following equations.

Count (t, d) =X ¢;

. _ 2-{1;01 ci Xi
Centroid (t, d) = connt(td)

Yt e; x|i—centroid(t,d)|
count(t,d)

Compactness (t, d) =

Position of First Appearance of the Word: This consideration is based on an
intuition that the author naturally mentions the important contents in the earlier parts
of a document. This feature is influenced by the fact that any author specifies a word
which is important in the document mentions in the early part of the document.

First appearance (t, d) = min;ego_n-13 X ¢; >0?i:n

Combinations: As mentioned above each feature is capable of categorizing text
documents, the proposed method of using the combinations of these features have
resulted in better and accurate results. The combinations that are used here are a) tf-itf
and compactness b) compactness and first appearance c) first appearance and tf-itf d)
combination of three (tf-itf, compactness and first appearance).
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4 Experimental Results and Observations

Samples of 10 random documents are used to represent the effectiveness of each
feature to categorize the document correctly and accurately. The extent to which each
document differed from the exact document is also scaled and has been mismatched
with the relevant field. The calculation is done with the following equation. The
document is termed as most relevant if it falls under “low” level of irrelevancy and
vice versa.

Difference {matched words of document with irrelevant field and matched words of
document of relevant field}

Low [0-100] ----> represents the range of words by which a particular document differed from original
document.

Medium [100-500] ----> represents the range of words by which a particular document differed from
original document.

High [500-1000] ----> represents the range of words by which a particular document differed from original
document.

In the similar fashion the combinations are tried for documents of respective fields
and the results attained are depicted to show the effectiveness of using combinations
rather than using each feature alone to categorize documents. The sample graph for
two different fields comprising of 30 sample documents are shown in Fig.1.
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Fig. 1. Result graphs for Computer Graphics and Bio- informatics fields
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A total of 204 random text files of six different fields are taken and is categorized
using the combinations of different features i.e using the “all combination feature” as
stated above.

The categorization of documents is also evaluated using various classification
techniques with WEKA and RapidMiner tools. The level of accuracy is obtained by
using Decision table, Naive Bayes, KNN and SVM are shown in Table 2 and Table 3.

Table 2. Experimental results with WEKA tool

Parameters Decision table Naive SVM
Mean absolute error 0.1037 0.085 0.0408
Root mean squared error 0.1689 0.2914 0.2021
Precision 0.936 0.83 0.895
Recall 0.931 0.745 0.877
F-Measure 0.932 0.759 0.025
Accuracy 87.1373% 74.5098 % 82.7451 %
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To begin with rapid miner, the input files are first loaded into the repository. The
documents are processed from the fed input files. The processed documents are then
tokenized and filtered. Now cross validation is performed on the documents. It
consists of training phase and testing phase. In training phase a model is trained by
passing the data set and in the testing phase the model is tested and its performance is
measured. The Fig.2.depicts cross validation applied on k-NN classification.

Table 3. Experimental results with RapidMiner tool

Parameters k- NN Naive Bayes
Absolute error 0.086 0.090
Relative error 8.59% 9.02%
Normalized absolute error 0.057 0.060
Squared error 0.086 0.090
Accuracy 91.41% 90.98 %

5 Conclusions and Future Scope

This research was solely done with only features selection and their combinations
without seeking the help of a classifier. The implementation of the selection of
features as combinations has been done and it resulted in improved efficiency of
categorising. The result of combining various features has led to more efficient way
of identifying various documents and also has decreased time complexity. The
random 204 test documents of various fields were taken as input and tested upon all
features, their combinations and have finally compared with existing classifiers
approach. The better accuracy above 95% was reached with the proposed method.
This is also validated with Naive Bayesian, Decision Tree Induction, Nearest
Neighbour and SVM approaches by using WEKA and RapidMiner tools. The results
of the experiment have shown comparatively good accuracy (above 95%), precision
and recall, ensuring that the system is more effective and efficient. The experimental
results revealed that text categorization had a significant improvement with the help
of combination of features. This work is unable to categorize the data based on
phrases and Para-phrases respectively. As a result, efficiency and time-complexity
remains to be a concern on a lighter vein. This supposition will be explored in the
near future.
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Abstract. Identifying abnormal behavior in the chosen dataset is essential for
improving the quality of the given dataset and decreasing the impact of
abnormal values/patterns in the knowledge discovery process. Outlier detection
may be established in many data mining techniques. In this paper Regression
analysis have been used to detect the outliers. Partial Least Square approach is
mainly used in regression analysis. Laser dataset has been used to find out the
outliers. The main objective is used for constructing predictive models. The
Mahalanobis distance, Jackknife distance and T distance were calculated for
finding the outliers.

Keywords: Outliers, Regression, classification, correlation, least squares.

1 Introduction

An outlier is a data point which is significantly different from the residual data [1].The
concept of an outlier formally defined as follows: “outlier is an observation which
deviates so much from the other observations as to arouse suspicions that it was
generated by a different mechanism” [2]. In data mining and statistics literature
Outliers are also called as abnormalities, irregularities, defects, discordant, deviants,
or anomalies. In many applications, the data is created by one or more generating
processes, which could either reflect activity in the system or observations collected
about entities. When the generating process behaves in an unusual way, it results in
the creation of outliers. Thus, an outlier contains useful information about abnormal
characteristics of the systems and entities, which impact the data generation process.
In data mining, one of the fundamental issue is a Outlier detection, specially it has
been used to detect and remove anomalous objects from given data. Outlier occurs
due to mechanical faults, changes in system performance, fraudulent behavior,
network intrusions or human errors [3, 4, 5]. Most of such applications are high
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dimensional domains in which the data contain hundreds of dimensions. [6, 7].
Outlier plays a major role in regression. It is important to differentiate between two
types of outliers. Outliers in the response variable represent model failure. Such
observations are called outliers. Outliers with respect to the predictors are called
leverage points. They can affect the regression model, too. Their response variables
need not be outliers [8, 9]. A well-known supervised learning technique is Regression
analysis, which deals with estimation of an output value based on input value. It can
be used to solve classification problems, and application such as forecasting
Regression can be performed using many different types of techniques including
neural networks. In actuality, regression takes a set of data and fits the data to a
formula. This paper will provide an overview of regression methods and illustrate the
use of the procedure to fit regression models and display outliers and leverage points.
Partial least squares is a popular method for soft modeling in industrial applications.
Partial least squares (PLS) is a method for constructing predictive models when the
factors are many and highly collinear. The X- and Y-scores are chosen so that the
relationship between successive pairs of scores is as strong as possible. In principle,
this is like a robust form of redundancy analysis, seeking directions in the factor space
that are associated with high variation in the responses but biasing them toward
directions that are accurately predicted. In the rest of the paper, Existing work is
presented in section 2, classification of regression of analysis are described in section
3, proposed work and experimental analysis are described in section 4 and 5.
Conclusion of the paper is given in section 6.

2 Existing Work

Regression is an important method for analyzing data which contaminated with
outliers. It can be used to detect outliers and to provide constant results in the
presence of outliers. To estimate and justify an effective model from regression
analysis, it is necessary to check and preprocess the data set. Without outliers , it is
impossible to get a real data. Regression analysis is usually applied in many statistical
aspects, science and engineering applications [10]. There are many regression
techniques, out of which the least squares (LS) method has been generally adopted
because of simplicity and easy computation. However, there is presently a widespread
awareness of the dangers posed by the occurrence of outliers, which may be a result
of keypunch errors, misplaced decimal points, recording or transmission errors,
exceptions, different population slipping into the sample. Outliers occur very
frequently in real data, and they often go unnoticed because now days much data is
processed by computers, without careful inspection or screening. Not only the
response variable can be outlying, but also the explanatory part, leading to so-called
leverage points. Both types of outliers may totally spoil an ordinary LS analysis.
Often, such influential points remain hidden to the user, because they do not always
show up in the usual LS residual plots.
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3 Classification of Regression Analysis

The Regression analysis can be classified as Linear Regression, Multiple Regression,
Curve Linear Regression and Polynomial Regression. Curve Linear Regression can be
divided into Power Curves, Reciprocal Curves Exponential Curves and Gas Equation
etc which can be shown in figure 1.

Regression Analysis

Linear Regression Multiple Regressions Curve Linear Regression Polynomial Regression
Power Curve Reciprocal Curve Exponential Curve Gas Equation
— bx —n WX
y=ae Y=ab

Fig. 1. Classification of Regression Analysis

3.1 Linear Regression

Linear Regression model which models the data into lower dimensional embedded
subspaces with the use of linear correlations. The optimal line which passes through
these points is determined with the use of regression analysis. Typically, a least
squares fit is used to determine the optimal lower dimensional subspace. The
distances of the data points from this plane are determined. Extreme values analysis
can be applied on these deviations in order to determine the outliers. The simple linear
regression in two dimensional spaces is given by

y=a+bx (1)

Here, a and b are called regression coefficients or Y-intercept and slope of the line.

x and y are called two points represent the training data

For determination of regression coefficients, we need to consider the following
normal equations.

Yy =na+b Yx 2)
Yxy=a Yx +b Xx2 ?3)
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3.2  Multiple Regression

Multiple regressions are the most effective at identifying relationship between a
dependent variable and a combination of independent variables. Each of the metric
variables in multiple regression is normally distributed, and the relationships
between metric variables are linear. Outliers can distort the regression results. When
an outlier is included in the analysis, it pulls the regression line towards itself. This
can result in a solution that is more accurate for the outlier, but less accurate for all of
the other cases in the data set. We will check for uni-variate outliers on the dependent
variable and multivariate outliers on the independent variables.
The general equation for multiple regressions is given by

Y=g+ a1 X[+ 20Xt coiiiiiiiiiiiineeaannn... +a, X, 4)

By determining the regression coefficients ag, aj,............ , a, the relationship
between the output parameter 'y' and the input parameters Xx;,Xp,...... X, can be
estimated. For that purpose, consider the following normal equation for n =72 are

given
Yy =na+a Y X+a Y X
Y Xxiy=ap Y Xi+a; % X12 +a ) XX
Yx2y =ay nx2 +a; yx1lx2 +a, %x22

3.3  Polynomial Regression

This function fits a polynomial regression model to powers of a single predictor by
the method of linear least squares. Interpolation and calculation of areas under the
curve are also given. The general principles which include in polynomial regression
model as:

i) The fitted model is more reliable when it is built on large numbers of
observations.

ii) Do not extrapolate beyond the limits of observed values.

i) Choose values for the predictor (x) that are not too large as they will
cause overflow with higher degree polynomials; scale x down if
necessary.

iv) Do not draw false confidence from low P values; use these to support

your model only if the plot looks reasonable.

In general, we can model the expected value of y as an nth order polynomial,
yielding the general polynomial regression model.

Y =002 K 2X F e +a,x" 5)

Conveniently, these models are all linear from the point of view of estimation,
since the regression function is linear in terms of the unknown parameters ay, ay, ....a,
Therefore, for least squares analysis, the computational and inferential problems of
polynomial regression can be completely addressed using the techniques of multiple
regression. This is done by treating x, x*, ...x, as being distinct independent variables
in a multiple regression model.
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In general, the normal equations for polynomial model is given by

Yy =na0 + al XX 4 o AN D XN
Yxy =8y DX +8] DX2 F e +a, Yxn+1
Yxpy =ag 2xp +ta; nxp+1l+ . +a, nx2n

% and its normal

For n=2, then it becomes a quadratic model y=a + b x + ¢ x
equations are
Yy =na+b Yx+c Yx2
Yxy=a Yx +b Xx2+c Xx3
Yx2y =a »x2 +b Yx3 +c ) x4

Polynomial models are useful in situations where the analyst knows that
curvilinear effects are present in the true response function. These models are also
useful as approximating functions to unknown and possible very complex nonlinear
relationship. Polynomial model is the Taylor series expansion of the unknown
function.

4 Proposed Work

An outlier detection method is proposed and analyzed using regression algorithm. It
provides efficient outlier detection. The proposed outlier detection method is divided
into two stages. The first stage provides calculation of regression coefficients. The
main objective of the second stage is an iterative removal of objects. The removal
occurs according to a chosen threshold. Finally, we provide experimental results using
the proposed approach for the benchmark dataset such as LASER dataset which
shows its effectiveness and usefulness. The empirical results indicate that the
proposed method was successful in detecting intrusions and promising in practice. We
also compare regression algorithm with other available methods such as WEKA to
show its important advantage against existing algorithms in outlier detection. The
Correlation coefficient is 0.8365, Mean absolute error is 14.9227, Root mean squared
error is 25.6897, Relative absolute error is 39.9791 % and Root relative squared error
is 54.7486 %.

5 Experimental Analysis

While we are considering partial least squares, the model launch can be specified by
two methods such as NIPALS, SIMPLS and the validation method as Leave-one-out-
method can be chosen. For the Factor Search Range, the initial number of factors is
taken as 1. The sample laser dataset has been chosen for outlier detection in
regression, which is shown in table 1. The correlations were shown in table 2. The
scatter matrix of the given dataset is shown in figure 2.
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Table 1. Sample Laser dataset Table 2. Correlations
Inputl | Input2 | Input3 | Input4 Correlations | Input | Input | Input | Input

95 32 138 111 1 2 3 4
41 72 111 48 Input 1 1.0000 | - 0.0962 | 0.6917
21 111 23 19 0.6360
32 48 19 27 Input 2 - 1.0000 | - -
72 23 27 59 0.6360 0.1987 | 0.5817

138 19 59 129 Input 3 0.0962 | - 1.0000 | 0.5307
48 59 129 58 0.1987
23 129 58 27 Input 4 0.6917 | - 0.5307 | 1.0000
27 58 19 24 0.5817
59 27 24 46

129 19 46 112

129 24 112 144
58 46 144 73

27 112 73 30

19 144 30 20

24 73 20 19

46 30 19 37
- Scatterplot Matrix
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Fig. 2. Scatter Matrix of the Laser dataset

To find out the outliers for the chosen dataset, Mahalanobis distance, Jackknife
distance and T? distance were calculated and shown in the figures 3, 4, and 5
respectively.
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Fig. 3. Mahalanobis Distance for the given
dataset

11+|Jackknife Distances

Distance
S

--|UCL=3.09
£

0

r~rrrrrrrr1rrrrTrTTrTd
0 100 200 300 400 500 600 700 800 900
Row Number
a=005
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Fig. 5. T2 Distance for the given dataset
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Model Comparison Summary

Number - Number Percent Variation Percent Variation
Method ofrows of factors Expiained for Cumulative X Explaned for Cumulive Y Number of VP08
NPALS 003 1 10 36518659 1
SHRLS 013 1 10 36518659 1

Fig. 6. Model Comparison Summary

| Cross Validation with Method=NIPALS

Number Root vander Prob>=van
of factors Mean PRESS VoetT* derVoetT*

0 1.001008 296.83277 =.0001*
1 0798182 0.000000

1.0000
Fig. 7. Cross Validation with NIPALS method
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Fig. 9. X-Y Scores Plots

The Non Linear Iterative Partial Least Squares (NIPALS) and SIMPLS methods
were calculated for the number of rows 993 and the number of factors is 1 and the
percent variation for cumulative x and y are 100 and 36.61565 respectively were
shown in figure 6. Cross Validation with NIPALS method is shown in figure 7. The
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minimum root mean PRESS is 0.79818, which is shown in figure 8 and the
minimizing number of factors is 1. The X-Y scores plot was shown in figure 9.
The Percent Variation was Explained and shown in figure 10 the chart in figure 11.
Percent Variation for Number of factors 1 and cumulative X and Y is shown in
figure 12.

Mumber of factors X Effects 20 40 60 280 Cumulative X

1 100.0000| | 100.000
Y Responses 20 40 60 80 Cumulative Y
36.6157 | | | 36.6157

Fig. 10. Percent Variations
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Fig. 11. Percent Variation Chart
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Fig. 12. Percent Variation for Number of factors 1 and cumulative X and Y

The distribution for the Laser dataset of the four attributes Inputl, Input2, Input3,
and Input4 is shown in figure 13. The quantiles for the Laser dataset of mean,
standard deviation and standard error mean were calculated and were shown in
figure 14. The Bivariate platform is the continuous by continuous personality of the
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Fit Y by X platform. Bivariate Analysis shows the relationship between two
continuous variables. The bivariate analysis results of Inputl by Input4, Input2 by

Input4 and Input3 by Inpu4 appear in 15, 16 and 17 scatter plot.
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Fig. 13. The distribution for the Laser dataset
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Fig. 14. The Quantiles for the Laser dataset
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Fig. 15. Bivariate Fit of Inputl by Input4
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Fig. 16. Bivariate Fit of Input3 by Input4
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| =/ Bivariate Fit of Input2 By Inputd
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Fig. 17. Bivariate Fit of Input2 by Input4

6 Conclusion

The outlier detection problem finds applications in frequent domains, where it is
desirable to determine interesting and unusual events in the activity which generates
such data. The core of all outlier detection methods is the creation of a probabilistic,
statistical or algorithmic model which characterizes the normal behavior of the data.
In this paper we have calculated distances and calculated Cross Validation with
NIPALS method. SIMPLS method is more accurate than NIPALS, but the
calculations can be shown as both the methods have same result. The quantiles for the
Laser dataset of mean, standard deviation and standard error mean were calculated.
Outlier analysis has tremendous scope for research, especially in the area of
organizational and progressive analysis
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Abstract. The k-means algorithm is well-known for its efficiency in clustering
large data sets and it is restricted to the numerical data types. But the real world
is a mixture of various data typed objects. In this paper we implemented
algorithms which extend the k-means algorithm to categorical domains by using
Modified k-modes algorithm and domains with mixed categorical and
numerical values by using k-prototypes algorithm. The Modified k-modes
algorithm will replace the means with the modes of the clusters by following
three measures like “using a simple matching dissimilarity measure for
categorical data”, “replacing means of clusters by modes” and “using a
frequency-based method to find the modes of a problem used by the k-means
algorithm”. The other algorithm used in this paper is the k-prototypes algorithm
which is implemented by integrating the Incremental k-means and the Modified
k-modes partition clustering algorithms. All these algorithms reduce the cost
function value.

Keywords: Cluster, K-means, K-modes, K-prototypes, mixed data.

1 Introduction

The most diverse characteristic of data mining is that it deals with very large and
complex data sets.[2] The datasets to be mined often contain millions of objects
described by tens, hundreds or even thousands of various types of attributes or
variables. This requires the data mining operations and algorithms to be scalable and
capable of dealing with different types of attributes. In terms of clustering, we are
interested in algorithms which can efficiently cluster large data sets containing both
numeric and categorical values because such data sets are frequently encountered in
data mining applications.
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In this paper, we presented three new algorithms that uses the incremental k-means
paradigm to cluster data having numerical data, Modified k-modes paradigm to
cluster data having categorical data and k-prototypes paradigm to cluster mixed data
i.e., categorical and the numerical data. [8]The Modified k-modes algorithm extended
the k-means paradigm to cluster categorical data by using (1) a new matching
dissimilarity measure for categorical objects, (2) modes instead of means for clusters
as centroids and (3) a frequency-based method to provide initial modes to minimize
the clustering cost function. The k-prototypes algorithm in general integrates the k-
means and k-modes to cluster data with mixed numeric and categorical values. So
here in our paper, we used Incremental k-means and Modified k-modes paradigms to
get integrated for implementing the k-prototypes algorithm.

The clustering process [4] of the k-prototypes algorithm is similar to the k-means
algorithm except that it uses k-modes approach to provide initial modes for the
categorical attributes of cluster prototypes. [7]Because these algorithms use the same
clustering process as k-means and they preserve the efficiency of the k-means
algorithm which is highly desirable for data mining. In this paper we deal with the
following partitioning clustering methods, namely K-means, K-modes, K-mediods
and K-prototype.

2 Our Proposed Work

We compared and implemented three algorithms in this paper, namely incremental k-
means, Modified k-modes and K-prototype algorithms with different combinations of
real world data sets and found that incremental K-means provide better results than
simple K-means for numeric data, Modified K-modes is better than K-modes for
categorical data and K-prototype is useful for mixed data clustering. We also
observed K-prototypes paradigm is the combination of the K-means and the K-modes
paradigms.

The number of iterations required to obtain the effective clustering results gets
reduced. The cost function or the dissimilarity rate of the clustering ultimately
obtained is comparatively low. Since the number of iterations converges, the time
complexity is also reduced.

2.1 Incremental K-Means Paradigm

In the incremental k-means, after assigning each object to any cluster, the mean of
that cluster is immediately updated.[5] So the next object comparison does with all the
updated means. Thus incremental k-means is more appropriate and does clustering
effectively with less number of iterations.

Algorithm

Step.1: Specify the number of clusters

Step.2: Select initial centroids randomly based on number of clusters specified.

Step.3: The centoids can be updated incrementally after each assignment of a data
object to a cluster.
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Step.4: Update that particular cluster’s mean as:
mean;; = mean;s + a;r (a;y is the data object )

Step.5: Repeat the Step.3to Step.4 with the updated means until all the instances’ are
assigned to clusters.

2.2 Modified K-Modes Paradigm

Clustering and other data mining applications frequently involve categorical data. The
traditional approach of converting categorical data into numerical ones does not
necessarily produce meaningful results. Thus, handling such data is a very important
research topic in data mining. The simple k-modes algorithm proposed by Haung uses
a simple dissimilarity measure [4] only. So, in this paper, we are going to use the
“Modified k-modes algorithm” by avoiding too many iterations using frequency
methodology [2] to select the initial centroids (modes) for clustering.

Algorithm

Step.1: Start

Step.2: Select the dataset used for clustering.

Step.3: Choose attributes in the dataset for clustering.

Step.4: Sort in descending order each and every field from the data set according to
the most frequent number of values present in the dataset.

Step.5: Select the required number of clusters and choose the appropriate initial
centroids(modes).

Step.6: Perform the concordance-discordance test [3]. Here the difference between

each object y; (i€ n) and mode X; (j € k) for each attribute using the
formula:

mxj'f+myl.'f)

(
D(;r¥ir) = (mx, xmy, ) x 8(;,Yir) (1
where, Xj r =value of mode Xj on attribute as
¥i,s= value of object y; on attribute af
My, f=number of times x; rappears in the set of modes on
attributes ay
my, f:number of times y; r appears in the set of modes on

attributes ay
and 6(x; ¢, y; ={. J: ’
( if yl.f) 1if Xjf # Vif
Step.7: Assign instance or object to the cluster to which the above dissimilarity
difference measure is low.

Step.8: Repeat the same process from step.7 and step.8 until the entire object’s
assignments is completed.
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Step.9: Calculate the cost function [6] for each such iteration to find the dissimilarity
rate obtained after the clustering process is finished. It is calculated using
the formula as shown in Eqn. (2):

CQ) =Xk X B 8(x . v1p) @
Where, k is number of clusters, n is number of elements present in each cluster, F
0 lf xj'f = yi,f

is number of attributes and & (xj‘ 7Y, f) = {1 if %, # Vis

2.3  K-Prototypes Paradigm

K-prototypes algorithm is a combined approach of the k-means and the k-modes
algorithm. Here, we are incorporating “Incremental k-means” to cluster numerical
data and the “Modified k-modes” algorithm to cluster categorical data in the mixed
datasets.

Algorithm

Step.1: Select the dataset containing both numerical and the categorical data for
clustering process to start.

Step.2: Choose or take the required fields or attributes to start the clustering as per
requirements.

Step.3: Sort each and every taken field as:

a) The numerical data fields in the dataset are sorted in the ascending order.

b) The categorical data fields present in the dataset should be taken an be sorted
by taking the most frequent values in each field and should be arranged in the
descending order and those values taken should be distinct.

Step.4: Choose the number of clusters to perform.

Step.5: Choose the centroids for those clusters i.e., means [as chosen in the
incremental k-means procedure] and the modes [as chosen in the Modified k-
modes procedure] for the clusters taken.

Step.6: Take each object or instance and perform the assignment to the appropriate
cluster based on the difference and dissimilarity measures as:

a) For the numerical data typed object, we use the Euclidean distance measure

ie.,

d@,j) = \/Zj€=1(aif — mean;;)” )

where, j€ k (k=number of clusters)
i€ number (number=total number of instances in the dataset)
fe F (F=number of attributes)
b) For the categorical data typed attributes, we use the dissimilarity difference
measure as:
D _ (mxi,f+mxi,f) s 46 _ (0 if X =Yir
(. ¥1r) = m X 8(x;5,yir) and 8(x;,p,¥ip) = {1 if X5 # Yis
Step.7: Measure or calculate d(i,j) + D(x; s, ¥;;) with every cluster (k) and
assign that object to whichever cluster the overall difference is low.
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Step.8: Repeat the same process for step.6 and step.7 until all the objects’
assignments is completed.

Step.9: Calculate the dissimilarity rate obtained after the clustering process is
finished for each iteration. It is calculated using the formulae as shown in

Eqn. (4):
Cost function for categorical attributes:
CQ) =Xk X B 6(x 5,71 p) )
0 lf xj_f = yi,f

8(x,¥15) = {1 if X, % Y

Sum of squared errors calculation for numerical attributes as shown in Eqn. (5):

D(i,j) = \/Z?n(azf — mean;;)” )

Step.10: Stop

3 Data Set Analysis

The data sets for performing clustering have been taken from the UCI machine
repository. Three types of data sets have been taken to apply for Incremental k-means,
modified k-modes and k-prototypes paradigms.

3.1 Data Sets for Incremental k-Means

The data sets taken for implementing Incremental k-means algorithm are given below.

Iris Data Set: Iris data set consists of 4 numerical attributes and 155 instances. The
attributes are “petal length”, “sepal length”, “petal width” and the “sepal width”.

Cholesterol Data Set: Cholesterol data set consists of 2 numerical attributes and 250
instances. The attributes are “Item Number” and the “Fat content”. Using this data,
we are going to group the persons having the similar cholesterol levels.

3.2 Data Sets for Modified k-Modes

The data sets taken for implementing Modified k-modes algorithm are given below.

Contact-Lens Data Set: Contact-lens data set consists of 5 categorical attributes and
24 instances. The attributes are “age”, “spectacle”, “astigmatism”, “tearrate” and the
“contact lenses”. Using this data, we are going to group the persons having the similar

eye sights and their presence of contact lenses.

Post-operative Data Set: Post-operative data set consists of 7 categorical attributes

33 9

and 190 instances. The attributes are “lcore”, “lsurf”, “lo2”, “lbp”, surface stability”,
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“core stability” and the “BP stability”. Using this data, we are going to group the
persons having the similar body temperatures and reactions.

3.3  Data Sets for k-Prototypes

The data sets taken for implementing k-prototypes algorithm are the mixed data sets
(both numeric and categorical data sets) are discussed below.

Blood Information Data Set: Blood Information data set consists of 5 attributes
wherein 3 are of numerical attributes and two are of categorical attributes and 200
instances. The attributes are “name”, “blood content”, “plasma content”, “hemoglobin
in cc” and the “color”. Using this data, we are going to group the persons having the

similar blood structures, levels and the groups.

Weather Data Set: Weather data set consists of 4 attributes in total wherein 2 are of
categorical attributes and the rest are of numerical attributes and there are 350
instances. The attributes are “outlook”, “temperature”, “humidity” and the “windy
nature”. Using this data, we are going to group the similar weather reports.

4 Experimental Results

A common data set named “post operation” is taken to analyze the results obtained
for all the three algorithms. “Post operation” data set consists of § attributes wherein
seven are of numerical attributes and one is of categorical attribute.

4.1  Analysis for Incremental K-Means
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Fig. 1. Dissimilarity in incremental k-means to the number of clusters when clustering 90
records of the post operation data set
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4.2  Analysis for Modified K-Modes
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Fig. 2. Dissimilarity of Modified k-modes to the number of clusters when clustering 90 records
of the post operation data set

4.3  Analysis for K-Prototypes
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Fig. 3. Dissimilarity of k-prototypes to the number of clusters when clustering 90 records of the
post operation data set

5 Conclusion

The real world data is becoming huge day-by-day with even growing data typed
objects. The different data types included in the real world are categorical, numerical,
scaled, Boolean etc and Sometimes there will be mixed data (combination of
numerical and categorical). Clustering such different data sets as per requirements is a
difficult task. To make the task easier and effective, the above three partition
clustering algorithms, namely “Incremental k-means”, “Modified k-modes” and “k-
prototypes” are implemented.
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By using the “Incremental k-means” and ‘“Modified k-modes” independently, we
have reduced the number of iterations. The dissimilarity rate i.e., the SSE value (Sum
of Squared Errors) in case of Incremental k-means and the Cost function value in case
of Modified k-modes paradigm can also be reduced.
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Abstract. CBIR systems are mainly used to retrieve images from huge
database; the effectiveness of the CBIR system depends on the algorithm that is
implemented for indexing. The way or method is used to determine similarities
of available visual data by considering minute detailed low level features.
Effectiveness of retrieval method depends on how the image is retrieved with
maximum details and how much memory space is saved during retrieval
process. Implementation of effective content-based image retrieval (CBIR)
systems involves the combination of image creation, storage, security,
transmission, analysis, evaluation feature extraction, and feature combination in
order to store and retrieve images effectively. The goal of CBIR systems is to
support image retrieval based on content i.e. shape, color, texture. In this paper
we have implemented CBIR techniques using conventional Histogram and
Radon Transform. Radon transform is based on projection of image intensity
along a radial line oriented at a specific angle. We have test results on
COREL1000 database. We have used Euclidean distance as a measure to
calculate distance between two images and plot precision Vs Recall curve to
show the effectiveness of the system.

Keywords: Content based Image Retrieval, Histogram, Randon transform,
texture, Pattern recognition system, Euclidean distance, Precision, Recall.

1 Introduction

As a lot of visual information (image and Video) is available due improvement in
communication technology and processing industry, there is vast scope for
researchers to develop various methods / algorithms for sorting the visual database,
archive the minute details of images and retrieve the data based on its contents. These
algorithms are nothing but well known Content Based Image Retrieval System
(CBIR) [1]. CBIR systems include methods of feature extraction like color, texture
and shape, defining indices for various databases. So CBIR is one of the application
of pattern recognition system. Computing similarities between query image and
available database and retrieving the similar images [2]. CBIR system found its
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applications in numerous fields like from medical imaging, commercial
advertisements, scientific database management system, military purpose, remote
sensing, copyright management system, criminal investigation and geographic
information system [3]. There is huge demand for pictorial database as amount of
digital video is generated. Effective classification, retrieval, summarization of
information in the video from huge database of digital video is one of the challenging
tasks. Lot of successful paradigms has emerged for video parsing, indexing,
summarization, classification and retrieval.

We need a system which can effectively retrieve the desired image even if the
database is not annotated. Imaging is a major factor in areas such as art galleries,
interior design and weather forecasting. It is important for those areas to be able to
retrieve the stored image quickly and accurately. The more effective the images are
being stored, the more efficient the images can be retrieved later; this is where
Content-Based Image Retrieval (CBIR) indexing comes in. Several existing
applications, such as Query By Image (QBIC) which handles image databases and
allows user to insert queries or interact with provided interfaces have focus on CBIR.
Some of the applications have even used new algorithms or methods that help bring
better result in retrieval process. However, there is potential to improve the existing
algorithms, which increases the effectiveness of the retrieval process. Those existing
algorithms have their own advantages and disadvantages, but we can use them by
trying to combine and come up with a new algorithm that reduces the limitation of
existing algorithms [4].

There are various approaches and methods for content based image retrieval. One
of the simplest and easiest method is color histogram, which is based on visual
features of image like color, shape and texture [5]. Another techniques have been
developed for extraction of textural features. Textural features include periodicity,
contrast, directionality and randomness [6]. The direction dependent Gabor filter is
also used to extract the image features for image retrieval. The accuracy of filter
depends on the angle chosen. To get rid of from angle dependency Radial basis
function Gabor filer is used [7] and different wavelet techniques like wavelet and
complex wavelet [8].

In this paper we proposed two methods of content based image retrieval system. In
the next section we review CBIR using color Histogram technique. In section 3 we
introduce a new algorithm of CBIR using Radon transform. We discuss and compare
results in section 4. And results are compared using suitable measures like Precision
and Recall. We finally conclude in Section 5.

2 CBIR Using Color Histogram

Comparing two images and deciding if they are similar or not is a relatively easy
thing to do for a human. Getting a computer to do the same thing effectively is
however a different matter. Many different approaches to CBIR have been tried and
many of these have one thing in common, the use of color histograms.
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For content based image retrieval to work, we have to find some features of the
image that can be used when comparing it with another. One of the features most
popular for image indexing and retrieval is color. Comparing the color distribution of
two images will often say something about their similarity.

When computing a color histogram for an image, the different color axes are
divided into a number called bins. A three dimensional 8X8X8 RGB histogram would
therefore contain a total of 512 such bins. When indexing the image, the color of each
pixel is found, and the corresponding bin’s count is incremented by one [9].

An image histogram refers to the probability mass function of the image
intensities. This is extended for color images to capture the joint probabilities of the
intensities of the three color channels. More formally, the colour histogram is defined
by,

h spc (a,b,c) =N . Prob(A=a, B=b, C=c) €))]

where A , B and C represent the three color channels (R,G,B or H,S,V) and N is the
number of pixels in the image. Computationally, the color histogram is formed by
discretizing the colors within an image and counting the number of pixels of each
color.

There are several distance formulas for measuring the similarity of color
histograms. Three distance formulas that have been used for image retrieval including
histogram Euclidean distance, histogram intersection and histogram quadratic (cross)
distance [10, 11].

In this work we had calculate Histogram Euclidean distance: Let h and g represent
two color histograms. The Euclidean distance between the color histograms h and g
can be computed as:

dz (h, g) = ZA ZB ZC(h(a; b, C) —g(a, b, C))Z (2)

In this distance formula, there is only comparison between the identical bins in the
respective histograms. Two different bins may represent perceptually similar colors
but are not compared crosswise. All bins contribute equally to the distance. The
minimum distance value signifies an exact match with the query.

3 Radon Transform in CBIR

Reconstruction of cross section of an image from its various projections is the
challenging task. Projection of image can be determined by illuminating image by
penetrating radiations. The purpose of reconstruction of image from various
projection is to get the cross section view of image.

Radon transform follow the basic concept of CT scanning [12, 13]. This transform
is able to transform two dimensional images with lines into a domain of possible line
parameters, where each line in the image will give a peak positioned at the
corresponding line parameters.
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Radon transform is a mathematical tool developed by J. Radon in 1917.Radon
transform finds its application in radar imaging, geophysical imaging, nondestructive
testing medical imaging for tomography, seismic data processing, image processing
and computer vision [14, 15].

The Radon transform computes projections of an image matrix along specified
directions. A projection of a two-dimensional function f(x, y) is a set of line integrals.
The Radon function computes the line integrals from multiple sources along parallel
paths, or beams, in a certain direction. The beams are spaced 1 pixel unit apart.

x'
Rotation angle

a

Fig. 1. Single projection at a specified rotation angle

To represent an image radon function takes multiple, parallel-beam projections of
the image from different angles by rotating the source around the centre of the image.
The Fig.l1 shows a single projection at a specified rotation angle. The Radon
transform is the projection of the image intensity along a radial line oriented at a
specific angle. The radial coordinates are the values along the x'-axis, which is
oriented at 6 degrees counter clockwise from the x-axis.

The origin of both axes is the center pixel of the image. For example, the line
integral of f(x, y) in the vertical direction is the projection of f(x, y) onto the x-axis;
the line integral in the horizontal direction is the projection of f(x, y) onto the y axis.

Projections can be computed along any angle 0, by use general equation of the
Radon transformation [16, 17, 18]

Ro(x) = [ [* f(x,y)8(xcos8 + ysin® — x")dxdy 3)
where o (xcos® + ysin® ) is the delta function with value zero not equal zero for
every argument except 0, and

x" = xcosO + ysin® 4)

x' is the perpendicular distance of the beam from the origin and 0 is the angle of
incidence of the beams.
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Fig. 2. Geometry of the Radon Transformation

Fig.2 illustrates the geometry of the Radon Transformation. The very strong
property of the Radon transform is the ability to extract lines (curves in general) from
very noise images. We can compute the Radon transform of any translated, rotated or
scaled image, knowing the Radon transform of the original image and the parameters
of the affine transformation applied to it [19, 20].

The 2D discrete Radon transform is defined by

Rk, 8) = Y350 X520 (6, y)8(k — xyg + yXp) &)

Where, 0= tan‘l(xe/YG), Xg€Z YygE€LZ
where I( X, y ) is the image function, NxN is the image size, and N is assumed to be a
prime number; J( x ) is the delta function,

k €{0,1,2 .......Ng — 1}, Ng = N(|xg| + V) (©)

X¢ and y, are respectively the vertical and horizontal distance with the nearest
pixels.

The discrete Radon transformation is obtained as a successive columns sums,
designated for the image rotated by an angle Af. The obtained vectors are transposed,
and formed the matrix with accumulator elements.

4 Results and Discussion

The performance or evaluation of the image retrieval algorithm is measured by
Precision and Recall curve[21, 22].

Number of relavent Images Retrieved

Precision =

@)

Total Number of Images Retrieved

Number of Relavant Images Retrieved (8)

Recall =

Total Number of Relavant Images
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We have computed precision — recall values for queries. Figure 8
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and recall curve for above techniques.
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The algorithms have been tested on COREL database of 1000 images. Fig. 3 shows
query image and retrieved images using Color Histogram technique and Fig. 4 shows
histogram of query and retrieved images. Fig.5 shows query image and retrieved
images using Radon transform. Fig. 6 shows energy diagram of query image and
retrieved images using Radon transform. Fig. 7 shows Radon projection of first
retrieved image.
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5 Conclusion

In this paper, we have presented comparative analysis of on feature extraction using
Color Histogram and Radon Transform techniques. We have taken Euclidean distance
as measures for retrieving the similar images from the data base. From this
experiment we conclude that Color Histogram technique is based on matching of
histogram of query image and retrieved images and gives result based on exact match.
In second part Radon projection technique is used for image retrieval. Radon
projection is a technique which is based on projection from different angle of salient
points for extraction and quantization. Precision and Recall values are more precise
for radon algorithm compared to color histogram technique. Radon algorithm gives
more detailed information of image during retrieval process as we can use the features
from different angles.
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Abstract. Face recognition is the process of identifying a person by
comparing his facial image with the existing image in a trained database.
The crucial step in face recognition system is the extraction of facial
feature. We propose an efficient facial feature representation by using
Dual Tree Complex Wavelet Transform (DT-CWT). The Complex WT
face characterizes the geometrical structure of facial images by using the
properties of DT-CW'T such as approximate shift in-variance and good
directional selectivity. Since the efficiency retained with DT-CWT is in-
adequate, a new block design using Dual Tree Complex Wavelet Trans-
form along with efficient normalization and noise reduction techniques is
developed and using that design a face recognition system is developed.

1 Introduction

Face recognition recognizes the face images by extracting the facial features
from a test image and compares it with trained facial images. The intensity
variations due to illumination, shift, pose, and occlusion in human faces result
in a highly complex distribution. Generally, the solution to this drawback is
to extract the facial features before discriminant analysis which brings robust-
ness against these variations. Face recognition system uses several techniques
for feature extraction, examples for the feature extraction methods include i)
Discrete Wavelet Transform, ii) Gabor Wavelet Transform and iii) Dual Tree
Complex Wavelet Transform. The properties of DT-CWT such as approximate
magnitude shift-invariance, good directional selectivity, limited redundancy and
efficient linear computation can be harnessed to compute the accurate estimates
of the geometrical structure in images.

Organization of this paper is done as, Section 2, elaborates the related works
done in this field and approaches available. Section 3 reveals the existing system.
Section 4 details the proposed system design. Section 5 deals with implementa-
tion, experiments done using public database and are explained, it also discusses
experimental results. Section 6 concludes the paper.
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2 Related Work

Anudeep Gandam et al. proposed a post processing algorithm [I] for detection
and removal of corner outliers. This method uses signal adaptive filtering tech-
nique to remove outliers. Heng Fui Liau et al. implemented a method for illumi-
nation invariant face recognition based on discrete cosine transform (DCT) [2].
This is done to address the effect of varying illumination on the performance of
appearance based face recognition systems. Chao-Chun Liu et al. proposed [3] a
novel facial representation based on the Dual Tree Complex Wavelet Transform
for face recognition. It is experimentally verified that the proposed method is
more powerful to extract facial features robust against the variations of shift
and illumination than the discrete wavelet transform and Gabor wavelet trans-
form. Srinivasan et al. [4] proposed and designed a Face Recognition System
using HGPP & Adaptive Binning. This method overcomes the drawback of high
dimensional histogram features by using adaptive binning technique.

3 Existing System

The existing system (Figure [I)) is a novel feature representation based on DT-
CWT for face recognition, referred as complex-WT-face. It is different from the
existing DT-CWT based techniques since it uses only the single scale information
and it approximately reduces the dimensionality of image to its one eighth. The
performance of DT-CWT is studied under the variations of shift and illumination
for facial image using DWT and GWT for comparison. Moreover, there are some
large artificial singularities in border generated due to finite-support of facial
image, which can affect the accuracy of representation. So, a clip method is
proposed to reduce their effects on normal intrinsic singularity extraction. The
efficiency in the current trend of face recognition system is reduced owing to
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factors such as illumination variation, outliers and noises. The current trend of
face recognition utilizes Zero Mean and Unit Variance normalization to overcome
illumination variation. But the efficiency retained using ZMUV normalization is
not adequate. The images consist of corner outliers that result in degradation at
block boundaries.

4 Proposed System

By virtue of the good properties of DT-CWT, such as approximate shift in-
variance and good directional selectivity, the complex-W'T face can characterize
the geometrical structure in facial image. The proposed system improves the
efficiency of face recognition, by reducing the impact caused flaws in the existing
trend. The proposed design mainly concentrates on solution for i) Normalization,
ii) Outlier reduction [5] and iii) Noise Reduction. FigureRlshows the architectural
flow of the proposed system. Given a facial image of size n,.xn., we extend its size
to a critical size n¢ = ([n, /2] +1)*2F and n¢ = ([n./2%] +1)* 2% by periphery-
pixel constant extension, so that the decomposition can proceed till the given
level L. Then the DT-CWT is performed on the extended facial image to generate
a series of different-scale sub band constitute of complex coefficients. After that,
only the sub bands of scale L are considered. The high-frequency sub bands
whose scales are smaller than L are considered as noises caused by environmental
variations and hence are discarded. The reason for using magnitudes of complex
coefficient as features is, it provides an accurate measure of spectral energy,
and approximately it becomes insensitive to small image shifts. For each L-scale
sub band, we compute the magnitudes of its complex coefficients. In each scale,
2-D dual-tree complex produces two low-pass sub-images and six high-pass sub-
images. Below algorithm [I] shows the steps involved in the implementation of
the proposed work.
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Input: Input Image
Output: Complex Wavelet Face Representation
1.Extenstion

la. Let the size of input image be n,zn..

1b. The size of the extended image will be nycxnce

n = ([n./25] + 1) * 2% and ng = ([n./2%] + 1) = 2 where L is the

level of decomposition of DTCWT.
2. Dual Tree Complex Wavelet Transform

2a. DT-CWT is performed for feature extraction

2b. The input is image is decomposed to six high frequency and two low
frequency sub bands.
3. Normalization

3a. Normalization is done to overcome illumination variation.

3b. The normalization is done using Discrete Cosine Transform.
4. Outlier reduction

4a. The images may consist of corner outliers.

4b. A post processing algorithm is implemented|corner outliers].
5. Noise reduction

5a. TVM approach is implemented to reduce blocky and mosquito noises.
6. Vectorization

6a. The eight sub images are vectorized and joined together to form a large
vector.

6b. This represents complex-WT-face representation.

Algorithm 1. Implementation Steps for DT-CWT Processing

A post processing is used to eliminate corner outliers. A corner outlier is visi-
ble at the corner point of the block, where the corner point is either much larger
or much smaller than the neighbouring pixels. A post processing is applied and
based on signal adaptive filtering is proposed to reduce outliers. For smooth re-
gions, the continuity of original pixel levels in the same block and the correlation
between the neighbouring blocks is used to reduce the discontinuity of the pixels
across the boundaries. For texture and edge regions, an edge preserving smooth-
ing filter is applied. In this approach the image is divided into 828 DCT blocks.
The blocks are named A, B, CandD . The corner outliers are detected first and
then they are eliminated. A global edge map is obtained by thresholding with
global threshold value Tj, which is given by:

T, = 10Qf + 8 (1)

where Qf is the quantization factor of JPEG compression. The detection pro-
cedure is done by using a threshold value m, which is 20% of Tj;,. From this
detection procedure, the return point is a corner outlier. A detected corner out-
lier and adjacent pixels are replaced by the weighted average. If a pixel of A
to D is detected as a corner outlier, the pixels of A, Al, andA2 will be replaced
with the proposed values of A, A1, andA2, respectively, as follows:
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a=int[(bx A+ B+C+ D)/§]
al = int[(2* Al + A2 + a)/4]
a2 = int[(2* A2 + Al + a)/4] (2)

The pixels of B, B1, andB2 will be replaced with the proposed values of b, b1, and
b2 respectively, as follows:

b=int[(5*B+C+ A+ D)/§]
bl = int[(2 * B + B2 +b)/4]
b2 = int[(2 * B2+ Bl +b)/4] (3)

The pixels of C, C'1, andC2 will be replaced with the proposed values of ¢, c1, and
c2, respectively, as follows:

c=mt[(6xC+B+A+D)/§]
cl =int[(2* C1+ C2+c)/4]
2 =int[(2* C2+ C1 + ¢)/4] (4)

The pixels of D, D1, andD2 will be replaced with the proposed values of d, d1, and
d2, respectively, as follows:

d=1int[(5xD+C+ A+ B)/8]
dl = int[(2+ D1+ D2+ d)/4]
d2 = int[(2« D2+ D1+ d)/4] (5)

Thus the corner outlier values are detected and are replaced with appropriate
value. TVM method [6] is used to reduce blocky noise. The reconstructed images
include the blocky noise and the mosquito noise. A new method for reducing the
blocky noise and the mosquito noise using total variation minimization approach
is proposed and used. In this method, by using the total variation filter, an im-
age is decomposed to a skeleton component, which consists of smooth luminance
and edges, and a texture component, which consists of small signals and noise.
The Sobel filter is used for edge detection from the skeleton component, and
the texture component corresponding to around the edges is filtered by using
the Modified Adaptive Centre Weighted Median filter. As a result, the blocky
noise and mosquito noise in the reconstructed images are reduced, and fine im-
ages are obtained.

5 Results and Discussions

For implementation we have used MATLAB, which is an interactive software
system for numerical computations and graphics. The results are verified using
FRI CVL face database [7] and Yale database [§]. The training database consists
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of 100 subjects (person) with seven face images (for each subject) in different
directions. The experiment is verified for different sizes such as 1282128 and
2562256 pixels. The distance value obtained by the nearest neighbour approach
is used for comparison purpose. The distance value is reduced by using the
normalization and outlier reduction techniques. In the proposed method, the
distance values are smaller than that of the existing method. The recognition
rate is improved for the candidates with minimum distance value. The distance
values by using the normalization and noise reduction techniques are compared
with the results obtained without using the normalization and outlier reduction
techniques for both the existing and the proposed systems.

Table [[] shows the results of the distance measure with and without using the
normalization and outlier reduction in the existing system. By using the zero
mean and unit variance normalization and clip method outlier reduction the
distance value is minimized and the plotted version is shown in figure [3

Table 1. Distance metric results [Existing vs Proposed for image size(128X128)]

Test Existing System Proposed System
sample With ZMUV and Without ZMUV and With DCT and Without DCT and
Clip method Clip method post processing post processing
1 150.1055 150.8426 8 49
2 91.1823 98.0295 6 38
3 39.7284 44.058 4 16
4 105.2331 119.2366 6 34
5 115.5132 133.6785 0 33
6 97.0818 109.0456 0 30
Graphical Representation Graphical Representation - Image Size [256x256]
58.5 - 900 - -
With DCT —— With ZMUV and Clip method
52 Without DCT —— 1 800 I Without ZMUV and Clip method
/\ B
£ [ [\
2 s \ [\ S SON — T\
S 2 \ [ g sw S \ /
S jesl\ o/ \ [\ g 400 \ /
8 L\ / [\ 8 300
AW, [ o
0 100
1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10
Test Sample Test Sample
(a) Existing (b) Proposed

Fig. 3. Distance Metric Results Existing and Proposed (128 X128)

Table 21 shows the results of the distance measure with and without using the
normalization and outlier reduction in the existing system. By using the zero
mean and unit variance normalization and clip method outlier reduction the
distance value is minimized and the plotted results are shown in figure 4l
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Table 2. Distance metric results [Existing vs Proposed for image size(256 X 256)]

Test Existing System Proposed System
sample With ZMUV and Without ZMUV and With DCT and Without DCT and
Clip method Clip method post processing post processing
1 619.218 623.7625 14 200
2 407.8989 426.9476 25 149
3 616.3582 642.8839 3 146
4 465.1737 491.0688 17 112
5 423.4235 447.4157 5 190
6 540.5289 549.2032 11 62
Graphical Representation Graphical Representation
igg With DCT —— | 700 With DCT and Post processing ——
100 Without DCIT —— 600 \ NZMUV and Cl;pmetho
2 350 / £ 500 \
S 300 / = 40 ™
8 250 1 3 \
g 200 g 800
2 150 2 200
100
50 100
[ 0= —
1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10
Test Sample Test Sample
(a) Existing (b) Proposed

Fig. 4. Distance Metric Results Existing and Proposed (256X 256)

The experiment for the recognition rate is verified for 700 images with 100 test
images. It is verified for two image sizes such as 1282128 and 2562:256. Table Bl
shows the recognition rate for two image sizes. An example is provided where the
training folder has 15 subjects with seven images for each subject. The existing
system (E) recognizes thirteen images out of the fifteen for the size 128x128.
The recognition rate of the existing system is 86.66%. The proposed system (P)
recognizes fourteen images out of fifteen test samples. The recognition rate of the
proposed system is 93.33%. The existing system recognizes ten images out of the
fifteen for the size 2562256. The recognition rate of the existing system is 66.66%.
The proposed system recognizes eleven images out of fifteen test samples. The
recognition rate of the proposed system is 73.33%.

Table 3. PSNR table: Recognition Rate

TEST 1282128 2562256
sample E P E P
Recognition Rate(%) 86.66 93.33 66.66 73.33
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6 Conclusion

An advanced algorithm for face recognition using Dual Tree Complex Wavelet
Transform is developed. The system uses Discrete Cosine Transform for nor-
malization to overcome the effect of illumination variation. A post processing
algorithm is used to reduce corner outliers. Total Variation Minimization is used
to reduce blocky noises. The proposed system improves the efficiency of the
Face Recognition System. The work is assessed with FRI CVL and Yale face
databases.
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Abstract. Video shot transition identification constitutes an important computer
vision research field, being applied, as an essential step, in many digital video
analysis domains: video scene detection, video compression, video indexing,
video content retrieval and video object tracking. In this paper we propose a
novel technique for shot boundary detection using finite ridgelet transform
aiming to obtain fast and accurate boundary detection. We devise new two step
algorithm for automatic shot boundary detection. Firstly effect of illumination
change is removed using DCT and DWT. Then shot boundary is detected using
finite ridgelet transform. The ridgelet transform was introduced as a sparse
expansion for functions on continuous spaces that are smooth away from
discontinuities along lines. This transform is a new directional resolution
transform and it is more suitable for describing the signals with line or super-
plane singularities. Finite ridgelet transform is a discrete orthonormal version of
ridgelet transform. Experimental result indicates that finite ridgelet transform
offers an efficient representation for frames that are smooth away from line
discontinuities or straight edges.

Keywords: Shot boundary detection, DCT, DWT, finite ridgelet transform,
radon transform.

1 Introduction

In our daily lives huge amount of digital video is generated. Effective classification,
retrieval, summarization of information in the video from huge database of digital
video is one of the challenging task. Lot of successful paradigms have emerged for
video parsing, indexing, summarization, classification and retrieval. There is a need to
organize large collections of digital videos for efficient access and retrieval. Such a
task is known as video content analysis, which refers to understanding the meaning of
a video document. Shot boundary detection is the most basic temporal video
segmentation task. The detection of shot boundaries provides a base for all video
segmentation approaches. Therefore solving the problem of shot boundary detection
is one of the major prerequisites for revealing higher level video content structure.
The existing methods on shot boundary detection are discussed below.
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Likelihood ratio, pair-wise comparison and histogram comparison have been used
as a different metric for shot boundary detection by Zhang et al. [1].Object motion
and camera motion have been observed as major source of false positives by
Boreczky and Lawrence [2]. They presented a comparison of several shot boundary
detection classification techniques and their variations including pixel difference,
statistical difference, compression difference Histogram, Edge tracking, discrete
cosine transform, motion vector and block matching methods. It was seen that
algorithm features that seemed to produce good results were region based
comparisons, running differences and motion vector analysis. According to Boreczky
combination of these three features may perform well to produce better results than
either the region histogram or running histogram algorithm. Lienhart [3] has used
color histogram differences. Standard deviation of pixel intensities and edge based
contrast as a metric to find shot boundaries and tested results on diverse set of video
sequences. Henjalic [4] have identified and analyzed the major issues related to shot
boundary detection in detail. Knowledge relevant to shot boundary detection, shot
length distribution, visual discontinuity pattern at shot boundaries and characteristic
temporal changes of visual features around a boundary are needed to be considered
for the study.

Gargi et al. [5] have evaluated and characterized the performance of number of
shot detection methods using color histogram, moving picture expert group
compression parameter information and image block motion matching. Ford et al. [6]
have reported results on various histogram test statistics, pixel difference. Yuan et al.
[7] have presented a comprehensive review of existing approaches and identified
major challenges to shot boundary detection, according to them elimination of
disturbances due to motion of large object and camera is a challenge in shot boundary
detection. Sethi and Patel [8] have tested statistical test for changes in scene. Jinhui
yuan et al. [9] employed three critical techniques i.e representation of visual content,
construction of continuity signal and classification of continuity values are identified
and formulated in the perspective of pattern recognition. In the proposed algorithm
illumination change is removed using discrete cosine transform and discrete wavelet
transform followed by detection of shot boundaries by finite ridgelet transform.

The outline of this paper is as follows. In the next section we review the concept
and motivation of Ridgelet in continuous domain. In section 3 we introduce
orthonormal finite ridgelet transform and its relation with radon transform. We
discuss results in section 4. Finally we conclude in section 5 with some outlook,

2 Continuous Ridgelet Transform
Initially we begin with brief review of ridgelet transform and explaining its relation

with other transform in continuous domain. Given an integrable bivariate function
f(x), its continuous ridgelet transform (CRT) in R2 is defined by [13],[14].

CRT;(a,b,0) = [z Yape () f (X)dx, (1)
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Where the ridgelets 1, p g (x) in 2-D are defined from a wavelet-type function in 1-D
P(x) as
1
Yape(x) =a 2P(x;c0s6 + x,sind — b)/a) )
Fig.1 shows an example ridgelet function, which is oriented at an angle and is
constant along the lines x

x1€080 + x,5inf = constant

Fig. 1. An example ridgelet function ¥, p, g (%1 x3)

For comparison, the (separable) continuous wavelet transform (CWT) in R2 Of
f(x) can be written as

CWTf(aLaz,bp by) = fRz w(al,az,bl,bz)(x)f(x)dx 3)
Where the wavelets in 2-D are tensor products
libapaz,bl_bz (x) = lpal_bl (1) ¢a2_b2 (x2) “4)

Of 1-D wavelets, Ya, b(t) = al/Zl/J(%

As can be seen, the CRT is similar to the 2-D CWT except that the point parameters
(b1,b2) are replaced by the line parameters (b, 6 ).

In 2-D, points and lines are related via the Radon transform, thus the wavelet and
ridgelet transforms are linked via the Radon transform. More precisely, denote the
Radon transform is given as

Ry(6,t) = [, f(x)8(x1c086 + x,5in6 — t)dx )

Then the ridgelet transform is the application of a 1-D wavelet transform to the
slices (also referred to as projections) of the Radon transform



166 P.S. Arora Bhalotra and B.D. Patil

CRTs(a,b,8) = [, ¥pe(OR(6,t)dt (6)

It is to be noted that if in (6) instead of taking 1-D wavelet transform, the
application of a 1-D Fourier transform along would result in the 2-D Fourier
transform. More specifically, let Ef (w) be the 2-D Fourier transform of f(x), then we
have

Fp(§cosB, ésinf) = [, e ¥ Ry(6,t)dt (7

This is the well known projection-slice theorem and is commonly used in image
reconstruction from projection methods [16],[17]. The ridgelet transform is the
application of 1-D wavelet transform to the slices of the Radon transform, while the
2-D Fourier transform is the application of 1-D Fourier transform to those Radon
slices [11].

3 Orthonormal Finite Ridgelet Transform

With an invertible finite radon transform (FRAT) and applying (6), we can obtain an
invertible discrete ridgelet transform by taking the discrete wavelet transform (DWT)
one each FRAT projection sequence, 13 [0], 73 [1] ... .... 7% [p — 1]. Where the direction
k is fixed. The overall result is called the finite ridgelet transform (FRIT). Fig. 3
depicts the steps.

FRAME

in — m

DWT

Fig. 2. Diagram of Finite Ridgelet Transform

After taking the FRAT, a DWT is applied on each of the FRAT slices where k is
fixed. It is assumed that DWT is implemented by an orthogonal tree structured filter
bank with J levels, where GO and Gl are low and high pass synthesis filters,
respectively. Then the family of functions

{gén [__zlm],ggl)[_—zfm]:j =1,....J;meZ} 3)
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is the orthogonal basis of the discrete-time wavelet series [18]. Here G(j) denote the
equivalent synthesis filters at level j, or more specifically

Gél)(z) — Hi_:%) Go (sz) , ©))
69 (2) = 6T DN 6o (27, j=1...] (10)

The basis functions from G((]Dare called the scaling functions, while all the others
functions in the wavelet basis are called wavelet functions. Typically, the filter G1 is
designed to satisfy the high pass condition.

G1(2)]=1,=0 (11)
so that the corresponding wavelet has at least one vanishing moment.
CP(2)]1e1=0,¥j =1, . . ).

For a more general setting, let us assume that we have a collection of (p + 1) 1-D
orthonormal transforms on RP, one for each projection k of FRAT, that have bases as

{wf,’f) : mezp};k =01,.......,p.

By definition, the FRIT can be written as

FRIT; [k, m] = (FRATy[k,-], 09 [-]) (12)
= ZZEZp wr('r’:) (LIS, Y
= {f) Stez, O [ Prea) (13)

Here ), ; is the FRAT frame which is defined as
wk,l = p_l/zé‘Lk,l

Hence we can write the basis functions for the FRIT as follows

Prm = Zlezp wr(rlf) (] s (14)
Let us consider inner products between any two FRIT basis function
<.0k,mv pk’,m') = Zz,z’ezp (Ur(r’:)[l] wfn' [l'](lpk,z'wk’,z’) (15)

Using properties of lines in the finite geometry Zﬁ it is easy to verify that
(lpk,l.lpk’,q)l,> =1 ifk=Fk
=0 ifk=kK,1l#1l

=1
_/p ifk+k'
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Thus when any two FRIT basis function have same direction, K=k’, then
(Piams it ) = Tz, 0m 1 @S [1] = 8[m —m'] (16)

So the orthogonality of these FRIT basis function comes from the orthogonality of the
basis {ook =m € Zp}, when two FRIT basis functions have different directions, k=k’,

1 /
im o) =+ ) ol 51

LU'ezy
=2 (Ziez, i 1) (Bvrez, wir (1) (17)

4 Results and Discussion

As depicted in Fig 3. is the original frame which is affected by illumination change
disturbance. This disturbance is often mistaken as shot boundary. An algorithm is
proposed using DCT and DWT, which effectively removes illumination change effect
as shown in Fig. 4.

Fig. 3. Original Frame Fig. 4. Frame after illumination removal

In the second part we employed Finite Ridgelet transform as our base for detection of
shot boundaries. As shown in Fig. 5 graph depicts, boundary is detected between span
of 25 to 45 frame number. It can be seen that shot boundary is detected between

x 107 Video shot boundry detection
12 T T T T T

110 g

10 E

. . . . . . . .
o 5 10 15 20 25 30 35 40 45
frame number

Fig. 5. Shot boundary detection



Video Shot Boundary Detection Using Finite Ridgelet Transform Method 169

this span. To simplify we can employ adaptive thresholding technique in which
highest peak above the threshold is considered for shot boundary detection. Now the
FRIT of the current frame and previous frame is taken. As shown in Fig. 6 and Fig. 7.
We can see difference in pattern for both the frames. As we know that ridgelet
transform is more suitable at discontinuities along the straight line. So we can see the
considerable change in two patterns.

A family of discrete orthonormal transforms for frames based on the ridgelet
concept is presented. Owning to orthonormality, the proposed finite ridgelet transform
is Self inverting, the inverse transform uses the same algorithm as the forward
transform and has excellent numerical stability. Where edges are mainly along curves
and there are texture regions (which generate point discontinuities), the ridgelet
transform is not optimal. Therefore, a more practical scheme in employing the
ridgelet transform as the building block in a more localized construction such as the
curvelet transform.

-0.5

E -1
200 200

Fig. 6. Finite Ridgelet transform of current  Fig. 7. Ridgelet transform of previous frame
frame

50
100 100
150 150
200 200

250 250

50 50

100 100
150 150

200 200

250 250

200 400 600 200 400 600

Fig. 8. Figure showing change in shot boundary
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Fig. 8 depicts shot boundary detection between the frame numbers 20 to 30. Frame
difference is identified exactly between 23 and 24.We can see in the figure hands
appear in frame number 24 as compared to frame 23. Previously we have seen that
the finite ridgelet transform of the different frames is different pattern, it is more
suitable for describing the signals with line or super-plane singularities. Finite ridgelet
transform is a discrete orthonormal version of ridgelet transform

4 Conclusion

In this paper we have presented novel approach based on finite ridgelet transform to
the detection of shot boundaries. We have first removed the effect of illumination
change, as often illumination disturbance is mistaken as shot boundaries. The
illumination disturbance is removed using DCT and DWT. In the second part finite
ridgelet transform technique is employed for shot boundary detection. Ridgelet
transform is a new directional resolution transform and it is more suitable for
describing the signals with line or super-plane singularities. Finite ridgelet transform
is a discrete orthonormal version of ridgelet transform. It can be used as building
block in obtaining new schemes which can deal with natural frames. Experimental
results show that the proposed method effectively detects shot boundaries Our future
work will be focused on eliminating disturbances caused due to large object and
camera motion, one of the major challenge in shot boundary detection.
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Abstract. This paper deals with the labeling of vertices and edges of a graph.
Let G be a graph with vertex set V and edge set E, where IVI| be the number of
vertices and [El edges of G. The two bijection methods for which we have
designed algorithms are as follows. Initially A bijection A;:VUE — {1, 2... VI
+ IEl} is called a Vertex-Magic Total Labeling (VMTL) if there is a vertex
magic constant vk such that the weight of vertex m is,

L(m)+ Zpea () (mn Y =vk¥m e v Where A(m) is the set of vertices

adjacent to x. In the similar fashion the bijection A,:VUE — {1, 2... IVI + [El} is
called Edge-Magic Total Labeling (EMTL) if there is a edge magic constant ek
such that the weight of an edge es(mn), 4, (m) + 2, (n) + Aye(mn) = ek, Ve e E. A
resultant Graph which consists of both VMTL and EMTL are said to be Total
Magic Labeling (TML) for different vertex magic constant and edge magic
constant values. Baker and Sawada proposed algorithms to find VMTLs on
cycles and wheels. In this paper we enhanced these algorithms and also we
proposed new algorithms to generate EMTLs and TMLs of cycles and wheels.
We used the concept variations and sum set sequences to produce VMTLs and
EMTLs on cycles and wheels. Also we designed modules to identifty TML’s.

Keywords: Magic labeling, Magic labeling algorithms, Magic constant, Cycles,
Wheels, Vertex Magic Total Labeling, Edge Magic Total Labeling, Total Magic
Labeling etc.

1 Introduction

General definitions of cycles and wheels, magic labeling, vertex magic total labeling,
edge magic total labeling, total magic labeling are as follows. Cycle is a graph where
there is an edge between the adjacent vertices only and the vertex is adjacent to last
one. Wheel is a Cycle with central hub, where all vertices of cycle are adjacent to it.
Labeling is the process of assigning integers to graph elements under some constraint.
If the constraint is only vertex set V then it is called vertex magic, if the constraint is
the edge set then it is called edge magic, if the constraint is on both vertices and edges
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it leads to the total magic labeling i.e. Let G be a graph with vertex set V and edge set
E, where VI be the number of vertices and |El edges of G. A general reference for
graph theoretic notations is [3]. Let G (V, E) be a finite, simple and undirected graph.
The graph G has a vertex set Ve V(G) and edge set E ¢ E(G). We denote e = |El and
v = |VI the standard graph theoretic notation is followed. In this paper we deal only
with cycles and wheels. The labeling of a graph is a map that takes graph elements
such as vertices and edges to numbers (usually non-negative integers). Here the
domain is a set of all vertices and edges giving rise to total labeling. The most
complete recent survey of graph labeling is by [2]. Sedlacek introduced the magic
labeling concept in 1963.

Here we are giving algorithmic implementations to the two bijection methods. If A
bijection A;:VUE — {1, 2... IVI + IEl} is called a Vertex-Magic Total Labeling
(VMTL) if there is a vertex magic constant vk such that the weight of vertex m,
A CmI+T e A (g )yA Cmn Y=k FmeV Where A(m) is the set of vertices adjacent to

x. This labeling was introduced by McDougall et al. [5] in 2002. Another bijection
M:VUE — {1, 2... IVI + [El} is called Edge-Magic Total Labeling (EMTL) if there is
a edge magic constant ek such that the weight of an edge emn,
Ay (m)+ 2, (n) + 2,e(mn ) = e, ve e £ This is described in [4]. By assigning different
combinations of labels to vertices and edges, it is possible to construct magic labeling
with different magic constants on the same graph. A lower bound for a VMTL is
obtained by applying the largest VI labels to the vertices, while an upper bound is
found by applying the smallest IVI labels to the vertices. The following formula gives
lower and upper bound for vertex magic constant without taking into account the

structure of the graph [6]. 13n°+11n+2 < 2(n+D)k < 17n°+15n+2

This is a vertex magic constant vk limit equation. Once the structure of the graph is
taken into account, additional limits may be found. The set of integers which are
delimited by these upper and lower bounds is the feasible range. The values which are
the magic constant for some VMTL of a graph form the graph's spectrum. Therefore
the spectrum is a subset of the feasible range. For a Cycle, these limits are given by

H.R. Andersen et al. [7] in 2002 as given as 5n+3 < 2k < 7n+3.
In order to develop this theory strong Baker and Sawada [1] gave algorithms that
generate all non-isomorphic VMTLs for cycles and wheels.

2 Background

There are two types of connected graphs. A cycle graph C, is a connected graph
where from n vertices every vertex is adjacent to exactly two other distinct vertices. A
wheel graph W, is a cycle graph Cn with central vertex called hub where all vertices
if cycle are connected to hub.i.e. Wn=Cn+hub.

Detailed description for Vertex Total Magic Labeling (VITML) is the assignment of
labels (integers) in the range {1,2...... +ve} to components of graph such that
each vertex weight (A1) is same and a constant generally referred as vertex
magic constant (vk). Here the weight of vertex refers to the label applied to that
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vertex and all edges connected to it. Here A() consist all adjacent vertices. Example of
VMTL on C4 is given in fig.la. The expression for vertex m as follows.

A(mI+T e a (m )/7,1 (mn )=vk VmeV Edge Total Magic Labeling
(ETML) is an assignment of labels in the range {1,2... v+e} to components of graph
such that each edge weight (A2) is same and a edge magic constant (ek). The weight

of a vertex refers the label applied to that vertex and all edges connected to it. Here is
the expression for an edge (m,n) where m and n are end vertices. Example of EMTL

on W4 is given in fig.1b. Ay (m)+4,(n)+4,(emn)=ek,VecE

VMTLon C, TMLon C,

n=4 ni=la n=3
mc=13 mc =22 Vertex mc = 10
Edge mc = 11

Fig. 1a Fig. 1b Fig. 1c

Fig. 1. (a) VMTL on C; (b) EMTL on W4 (c) TML on Cy

A graph which consists of both VMTL and EMTL is said to be Total Magic
Labeling (TML). Example of TML on C; is given in fig.1c. Now the process to
develop this model is to design a sumset concept. We use the concept of variations to
design a sumset. A variation which is permuted combination without repetition. The
variations of size r chosen from a set of n different objects are the permutations of
combinations of r. the number of variations of size r chosen from n objects equals the
number of combinations of size r multiplied by the r! Permutations. The equation for
variation is as follows npr=n!/(n-r)!

Permutation without repetition generally referred as variations .Variations are used
for order of sumset procedure so we should not go for combinations. One thing to
remind here is already assigned label is never considered so permutations with
repetitions are not allowed. The best solution for this problem is permutation without
repetition i.e, variations. In the previous work, algorithms are developed by using trail
and error method which checks all possible solutions. We are using the same concept
but we are assembling some filters to get better method. These are explained in next
session.

3 Magic Labeling Algorithms on Cycles

Here in session 3.1 we deal with cycles. 3.1.1 gives details of algorithm description to
generate VMTL/EMTL on cycle. Next in 3.1.2 we have a module which uses above
results to identify TMLs. 3.2 deals with wheels. Here we need separate algorithms for
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VMTL and EMTL. 3.2.1 gives algorithm for VMTL on wheels. 3.2.2 describes
algorithm for EMTL on wheels. With the results from 3.2.1 and 3.2.2, we got TML’s
on wheels. Each algorithm is followed with results for given cycle size and magic
constant.

3.1  Cycle

Cycle is a closed path/circle. We find the correct label that is either VMTL or EMTL.
This always depends on starting point. If the starting point is a vertex, the assignment
of numbers will be VMTL or if the starting point is an edge, it results EMTL.

3.1.1 Algorithm for VMTL on Cycles

Algorithm to generate VMTL for given cycle

Input: Graph (Cycle) size n and magic constant k

Output: Generates all isomorphic VMTLs

Other Variables used:

Availability[x]: An array which decides whether a label is available or already used.
Initial assumptions: All labels are available.

Algorithm:

1. setlabels range as {1, 2...... , 2*n}.

2. fori:l to2%*n
if there is a variation(2*n)p;,with available labels, whose sum is k.
set them as labels of last edge, first vertex and first edge.
previous vertex=1 current vertex=2
forj: 1 to 2*n
if there is a variation(2*n)p2, with available labels, whose sum is k.
set them as A1(current vertex) and A1 (current edge).
previous vertex=current vertex current vertex++
if (current vertex=n)
if(only one available label + label assigned current vertex+ label assigned to
last edge =k )
then assign label to A1(currentvertex) and display solution.
otherwise make the labels assigned to previous vertex as available.

previous vertex-- and current vertex--
display “work finished”.
3. stop.

This algorithm results same as Baker and Sawada algorithm with less computation
burden. At the beginning stage itself the total number of branched items are to be
examined and reduced to half. So the total computation burden is reduced to half.
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3.1.2  Algorithm for TML on Cycle

Suppose we got the solution from 3.1 is VMTL, let us check whether this is an EMTL
for a different magic constant ek or vice versa. If this condition satisfies we can print
the solution as TML.

Input: G(V,E) with VMTL (from 3.1)
Output: prints TML if exists.

Algorithm:

ek=Al(vn)+ Al(el)+ Al(v])

count=1;

fori:2 ton if A1(vi-1)+Al(ei) + A1(vi) = ek count=count+1
if count=n them display “TML exist”

else display “TML not exist”.

e

From the above module we checked the cycles, which are of different sizes (n=3to10)
and we found that there is only TML with n=3 vertex magic constant as 10 and edge
magic constant as 11.

3.2 Wheels

Wheel is a cyclic in structure with a central hub. The edges from hub to all vertices
are termed as spokes. We designed different algorithms for these two. TML’s always
depends on result of this both VMTL and EMTL.

3.2.1 Algorithm for VMTL on Wheels
Input: Graph (Wheel) size n and vertex magic constant vk
Output: Generates all VMTLs for given graph size and magic constant.

Other Variables used: Availability[x]: An array which decides whether a label is
available or already used.

Initial assumptions: All labels are available.
Algorithm:

1. setlabels range as {1, 2...... , 3*n+1}.
for i: 1to3*n+1
if there is a variation (3*n+1)p,, with available labels whose sum is vk
(it should not be an isomorphic set)
for j:1 to 3*n+1
if there is a variation(3*n+1)p,, with available labels, whose sum is vk-
Al(spokej). setthem as Al(last edge), A1(first vertex) and A1 (first edge).
previous vertex=1 current vertex=2
for k:2 ton
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if there is a variation(3*n+1)p,, with available unused labels, whose sum is vk-
Al(spoke-k) then set them as labels of currentvertex and current edge.
previous vertex=current vertex and current vertex= current_vertex+1
if (current vertex=n)
if(only available label+ label assigned current vertex+ label assigned current
spoke + to last edge=vk) display “got solution”
otherwise make the labels assigned to previous vertex as available.
previous vertex-- and current vertex--.
display “finished work”.
3. stop.

By implementing this algorithm also we got the results of Baker and Sawada with less
computation burden. The first step reduces it by n(no.of spokes). Later the procedure
for this is same as the cycle which has given 50% reduction in computation effort. So
this algorithm reduces total work by 2n. So this is proposed as the best reduction
approach.

3.2.1  Algorithm for EMTL on Wheels

Input : Graph (Wheel) size n and vertex magic constant vk

Output : Generates EMTLs for given graph size and magic constant.

Other Variables used:

Availability[x]: An array which decides whether a label is available or already used.
Initial assumptions: All labels are available.

Algorithm:

1. setlabels range as {1, 2...... , 3*n+1}.
fori: 1 to 3*n+1
generate variation set (3*n+1)p3 with unused and available labels whose sum is
ek and all those sets must start with common number. count the number of sets
generated as setcount.
if setcount>=n for each variation set setcount p, generate matrix of size n*3 call
method chkforsoluiton (matrix) otherwise report as “work finished”.

3. stop.

chkforsolution (matrix)

1. fix the common first number as A2 ( hub).
. assign second column A2 (spokes) and third column to A2(vertices).
3. if for all i=1 to n A2(vi)- A2(v(i+1)%n) is available label
display “got solution”.
4. rearrange matrix elements(2, 3 columns only) again call chkforsolution(matrix)
until there is no possible re-arrangement.
5. Stop.
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Table 1. The part of results obtained by implementing the above module

Wheel size=4 Wheel size=5 Wheel size=6
Magic constant #E Magic #E Magic #E
MTLs constant MTLs constant MTLs
16 2 19 2 22 3
18 2 20 2 23 2
19 1 21 4 24 6
20 4 22 1 25 6
21 6 23 3 26 4
22 3 24 6 27 11
23 1 25 4 28 5
24 1 26 4 29 8
26 1 27 6 30 0
28 3 31 8
29 1 32 5
30 4 33 11
31 1 34 4
32 2 35 6
36 6
37 2
38 4
Total
#EMTL’s 21 43 91

3.2.2  Algorithm for TML on Wheel

For all VMTL/ EMTLs from 3.2.1and 3.2.2

we checked
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whether this is

EMTL/VMTL for a different magic constant ek/vk. If this condition satisfies we can
print the solution as TMLs for given VMTL. The same work continues for EMTL
also by interchanging vertices and edges.

Input: G(V,E) with VMTL

Output: prints TML if exists.

Algorithm:

1.

2. count=1;
3. fori:2ton
4. fori:lton

Initialize ek, ek= A2(vn-1)+ A2(en-1)+ A2(v1)

if A2(vi-1)+ A2 (ei) + A2(vi) = ek count=count+1
if A2(vi)+ A2 (si) + A2 (hub) = ek count=count+1
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5. if count=2*n them display “Given is TML”
else display “Given is not TML”.
With this module we can get number of TML’s for given graph size and
any of vertex magic constant or edge magic constant.

4 Conclusion and Future Work

These algorithms give the accurate results for this approach. The vertex magic total
labeling and Edge magic labeling modules works on the cycles and wheels. Here we
reduced the computation effort by pruning many branches at initial stages itself.
Pruning at this stage impacts a lot on computation burden. The pruning is continued at
each stage of generating new label set which yields great impact on total computation
burden. We propose to continue this approach by applying these techniques on other
structures of graphs as further work. We hope it gives better results when compared to
existing approach for VMTLs. Also EMTLs and TMLs of other graph structures can
be computed.
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Abstract. There are various Iris recognition and identification schemes known
to produce exceptional results with very less errors and at times no errors at all
but are patented. Many prominent researchers have given their schemes for
either recognition of an Iris from an image and then identifying it from a set of
available database so as to know who it belongs to. The Gabor filter is a
preferred algorithm for feature extraction of Iris image but it has certain
limitations, hence Principal Component Analysis (PCA) is used to overcome
the limitations of the Gabor filter and provide a solution which achieves better
results which are encouraging and provide a better solution to Gabor filters for
Off Gaze images.

Keywords: Gabor Filter, Principal Component Analysis, Iris Recognition, Iris
Identification, False Acceptance Rate, False Rejection Rate, Eigen Values,
Eigen Vectors.

1 Introduction

The Iris is a very integral organ of our body, though it is very delicate it is highly
protected by every individual. There are many reflexes of our body which help protect
the eyes due to the delicate nature of the organ as compared to other biometric
features of the human body. To add to the advantages the Iris have a high bearing
capacity to carry information with an in information density of 3.2 measurable bits
per mm2 [1]. Though our vision system processes up to 5 billion bits per second with
great accuracy and precision this speed is unmatched by any computer data
processing unit [2]. Hence Iris is used as a biometric measure to authenticate people
since the Irides are unique to every individual and the fact that no two Irides of the
same person match which means there is a vast diversity and distinction in every iris,
which is an added advantage to use the Iris as a biometric measure [3]. The following
figure gives an idea about the general structure of the Iris which contains the Pupil (in
the center), the Sclera (The white part) and the Iris which is between them, the Iris
pattern is clearly shown in the image shown in fig. 1. Among the various physical
biometric applications used for personal authentication in highly secured
environment, Iris patterns have attracted a lot of attention for the last few decades in
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biometric technology because they have stable and distinctive features for personal
identification [4]. Iris recognition systems, in particular, are gaining interest because
the iris’s rich texture offers a strong biometric cue for recognizing individuals.

Fig. 1. Image of the Human Iris

2 CASIA Iris Database

With the pronounced need for reliable personal identification iris recognition has
become an important enabling technology in our society [5]. Although an iris pattern
is naturally an ideal identifier, the development of a high-performance iris recognition
algorithm and transferring it from research lab to practical applications is still a
challenging task. Automatic iris recognition has to face unpredictable variations of
iris images in real-world applications. For example, recognition of iris images of poor
quality, nonlinearly deformed iris images, iris images at a distance, iris images on the
move, and faked iris images all are open problems in iris recognition [6]. A basic
work to solve the problems is to design and develop a high quality iris image database
including all these variations. Moreover, a novel iris image database may help
identify some frontier problems in iris recognition and leads to a new generation of
iris recognition technology [7]. Hence the Database used here is from Chinese
Academy of Sciences Institute of Automation also dubbed as (CASIA — Iris).

3 Existing Potent Algorithms

Current iris recognition systems claim to perform with very high accuracy. However,
these iris images are captured in a controlled environment to ensure high quality.
Daugman proposed an iris recognition system representing an iris as a mathematical
function [7]. Mayank Vatsa proposed a support-vector-machine-based learning
algorithm selects locally enhanced regions from each globally enhanced image and
combines these good-quality regions to create a single high-quality iris image [8].
Daugman also proposed algorithms for iris segmentation, quality enhancement, match
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score fusion, and indexing to improve both the accuracy and the speed of iris
recognition [9]. Leila Fallah Araghi used Iris Recognition based on covariance of
discrete wavelet using Competitive Neural Network (LVQ) [9]. A set of Edge of Iris
profiles are used to build a covariance matrix by discrete wavelet transform using
Neural Network. It is found that this method for Iris Recognition design offers good
class discriminacy. In order to get good results and more accuracy for iris Recognition
for human identification the Back Propagation Algorithm is used. Dr. J. Daugman
makes use of an integro-differential operator for locating the circular iris and pupil
regions, and also the arcs of the upper and lower eyelids [7][24]. It is defined as-

Max(r,xp,y0)=IG.(r) o/or (ﬁr,xo,yO(I(x,y)/an)ds)I (D)

Where I(x,y) is the eye image, r is the radius to search for, G4(r) is a Gaussian
smoothing function, and s is the contour of the circle given by 1, Xy, yo. The operator
searches for the circular path where there is maximum change in pixel values, by
varying the radius and centre x and y position of the circular contour. The operator is
applied iteratively with the amount of smoothing progressively reduced in order to
attain precise localization. Eyelids are localized in a similar manner, with the path of
contour integration changed from circular to an arc. The integro-differential can be
seen as a variation of the Hough transform, since it too makes use of first derivatives
of the image and performs a search to find geometric parameters [7]. Since it works
with raw derivative information, it does not suffer from the thresholding problems of
the Hough transform. However, the algorithm can fail where there is noise in the eye
image, such as from reflections, since it works only on a local scale [9].

4 Segmentation

The segmentation module detects the pupillary and limbus boundaries and identifies
the regions where the eyelids and eyelashes interrupt the limbus boundary’s contour.
A good segmentation algorithm involves two procedures, iris localization and noise
reduction. In performing the preceding edge detection step, Wildes et al. bias the
derivatives in the horizontal direction for detecting the eyelids, and in the vertical
direction for detecting the outer circular boundary of the iris. The fact that the eyelids
are usually horizontally aligned, and also the eyelid edge map will corrupt the circular
iris boundary edge map if using all gradient data can be useful for segmenting the Iris
[9]. Taking only the vertical gradients for locating the iris boundary will reduce
influence of the eyelids when performing circular Hough transform, and not all of the
edge pixels defining the circle are required for successful localization. Not only does
this make circle localization more accurate, it also makes it more efficient, since there
are less edge points to cast votes in the Hough space [9].

The region of interest can be found out very easily due to this technique this
technique can be used to find the edges the filter. The technique used to find the edges
in this case is the Sobel Edge filter. Fig. 2 shows the Sobel edge filter of the original
Image, it has clearly sorted the pupil and the Iris boundaries. In this figure the eye
lashes are also visible along with the light used to photograph the image these are the
noise contents in an image and hinder the recognition and identification process as the
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data is significantly lost due to these characteristics contained in an image. An
algorithm for noise cancellation must be used or the pupil must be masked with a
black colored sphere, CASIA database also has provisions to use such masked pupil
images [6].

Fig. 2. Sobel Edge Filter of Original Image [22]

5 Gabor Filters

Gabor has shown the existence of a ‘Quantum Principle’ for information: such that for
1D signals the conjoint time frequency domain must be quantized in such a manner
that no filter or signal should acquire a certain minimal area in it [10]. Here the
minimal area refers to the tradeoff between the time and frequency resolution. He also
discovered that the best tradeoff between these functions was provided by Gaussian
modulated complex exponentials. Hence Gabor proposed elementary functions which
are generated by varying the modulating wave frequency and keeping the Gaussian
constant.

Prof J. Daugman has described the Gabor functions can be modeled to function the
way the mammalian brains perceive vision in the visual cortex [11]. Hence the
analysis by the Gabor functions is similar to the perception in the visual system
applied by the human brain [12]. The modulation of sine wave with Gaussian will
result in localization in space to a good extent whereas a certain amount of loss will
occur with localization in frequency [13]. Hence use of quadrature pair of Gabor
Filters can be used to decompose the signals where real part will be specified by
Gaussian modulated cosine function and the imaginary part will be specified by the
Gaussian modulated sine function [14]. The real and imaginary components are
known as even symmetric and odd symmetric components respectively [15][16]. The
frequency of the sine/cosine wave signifies the frequency of the filter whereas the
width of the Gaussian signifies the bandwidth of the filter [16]. A 2-D Gabor filter
used for spatial coordinates (X, y) in image processing is represented as-

G(x, y) = e-n[(x-X0)2 / a2+(y-y0)2/B2] * e-2mi[ug(x-Xo) +Vo (¥-Yo)] @
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Where (X,,y,) specify position in the image, (a,) specify the effective width and
length, and (u,, v, specify modulation, which has spatial frequency . It is evident
that Gabor filters have a significant advantage in terms of spatial locality and
orientational selectivity as they are optimally localized in the frequency and the
spatial domains [16]. Even though these parameters are ideal for their selection for
feature extraction there are a few parameters which need to be considered and may
not be the best bet for the application pertaining to all images, hence the draw backs
for using Gabor filter is expensive like the dimensionality of the Image filtered using
the Gabor filter is much bigger than the initial size of the original image here the
dimension are bigger and it can be noted that the that this image size is greatly
increased if it is not down sampled [17]. Another shortcoming of the Gabor Filter is
that it faces the problem of orthogonality as different filters from different banks are
not orthogonal to each another. Hence the information encoded by the Gabor Filter
may be redundant and may negatively affect the accuracy of the classifier. The
accuracy may vary depending on the filter being used from different filter banks

Ideal Gabor Filter Distributed Gabor Filter
] % : 1 \/'V\NMMAM/WW o
05! CERERSR Ty o,
i AN i
=0 LS o ' il 20
10 IR 10 10 10

Fig. 3. a)ldeal Gabor Filter components b) Distributed Gabor filter components c) Real part of
Gabor Filter components of the input image d)Imaginary part of Gabor filter Components. [22]

6 Principal Component Analysis

PCA is used to reduce the dimensionality of the data set containing large number of
inter related variables, although retaining the variations in the data sets as much as
possible [18]. It can be thought of a mathematical procedure that uses an orthogonal
transform to convert a set of observations of possibly correlated variables into a set of
values of linearly uncorrelated variables called principal components. The number of
principal components is less than or equal to the number of original variables [20].
This transformation is defined in such a way that the first principal component has the
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largest possible variance (that is, accounts for as much of the variability in the data as
possible), and each succeeding component in turn has the highest variance possible
under the constraint that it be orthogonal to (i.e., uncorrelated with) the preceding
components. Principal components are guaranteed to be independent only if the data
set is jointly normally distributed [19]. PCA is sensitive to the relative scaling of the
original variables.

PCA is the simplest of the true eigenvector-based multivariate analyses. Often, its
operation can be thought of as revealing the internal structure of the data in a way that
best explains the variance in the data. If a multivariate dataset is visualized as a set of
coordinates in a high-dimensional data space (1 axis per variable), PCA can supply
the user with a lower-dimensional picture, a "shadow" of this object when viewed
from its most informative viewpoint. This is done by using only the first few principal
components so that the dimensionality of the transformed data is reduced. PCA is
closely related to factor analysis. Factor analysis typically incorporates more domain
specific assumptions about the underlying structure and solves eigenvectors of a
slightly different matrix. These values are also known as Eigen values and set of these
values form the Eigen vector [20].

7 Proposed Algorithm

When applying the Gabor filter to CASIA Iris database the appropriate Iris
segmentation was found out, except when gaze was not towards the camera capturing
the image of the eye as shown in fig.4 a and Fig. 4 b. The input image is shown along
with the Gabor filtered image. Hence to find out the effectiveness of the algorithm
involving the PCA of the image and this when compared to performance of the Gabor
filter used for the same image it can be found that the proposed algorithm for off gaze
would perform in a better manner and guarantee better results which can be proven by
the following results.

Further a classification algorithm can be used to properly classify the off gaze
image, the use of Neural network Back propagation (BP) algorithm gives a better
performance as compared to the K means algorithm as demonstrated further. As the
BP algorithm is an effective learning tool and the database which is used is
comparatively small, therefore it hardly affects the time requirements.

Fig. 4. a) Input image used for as mask b) Gabor filtered Image [22]
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The filtered image using Gabor filter is then applied with Hough’s transform such
that the area of interest which is the Iris and the pupil stand out and the features can
be marked with Hough circles. Here the result of Gabor filter deteriorates as
compared with that of Principal Component Analysis. The image used is
S1072L02.jpg which is the input image shown in fig. 4a hence there are 7 such
images taken at an interval of 2 to 4 seconds the point of using this database is to
verify whether the algorithm correctly identifies the irides of these images which are
identical. The result of Hough transform on Gabor filtered image is given by fig. 5a
When PCA algorithm was implemented on the same image it gave a better
segmentation of the Iris and the Pupil. It is evident here that the PCA algorithm yields
results in a better manner hence allowing for better segmentation than in the case of
Gabor filter as shown in fig. 5b.

Fig. 5. a) Hough circle on Gabor filtered Image b) Hough’s transform applied to image for
segmentation after PCA [22]

8 Conclusion

The use of PCA over Gabor filter is recommended as in the case of Gabor filter the
output file created with the filter is of more size but as generically speaking the PCA
was designed to eliminate these and preserve the variation serves as a better
alternative to the Gabor filter, but as researches in gesture and expression domain
have found that Gabor performs as good as PCA in gesture and expression detection
[25]. Such is not the case with Iris recognition and one can say that due to the
biometric of the eye demanding more features to be extracted as compared to frame
by frame analysis in the expression detection and identification. PCA outperforms
Gabor filters even though there are few researches which rightly point out using
Gabor filters along with PCA to enhance the functionality of segmentation of Iris
images [25][26]. It can rightly concluded that using Eigen vectors of the PCA
algorithm the segmentation process became more accurate and noise was eliminated
compared to Gabor filters for Off Gaze Images.
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Abstract. Information systems in today’s manufacturing enterprises are
distributed. Data exchange and share can be performed by computer network
systems. Enterprises are performing operations globally and e-manufacturing
enterprises not only obtain online information but also organize production
activities. The present manufacturing scenario demands the communication
among different CAD/CAM/CAE systems usually involves a huge amount of
data, different formats, and proprietary platforms. To deal with such difficulties,
the tool we need must be equipped with the some feature like platform
independency. To full fill this, we developed an object oriented database tool to
retrieve and store the GEOMETRY model data from a STEP file using JAVA.
This tool operates around a model that uses a well-defined configuration
management strategy to manage and storage of GEOMETRY data.

Keywords: Object Oriented, Database Model, JAVA, STEP, CAD/CAM,
Geometric Data.

1 Introduction

Information systems and computer technologies are playing key role in modern
industries and business. Every day the companies make strategic business decisions to
improve their position in the market. They examine the business value chain to
improve the product innovation, customer intimacy, and operational efficiency. The
product development is one of the key weapons in the war for a competitive
advantage. The policy in the product development is in the form of five ‘rights’, viz.
the right information, in the right format, for the right people, in the right location,
and at the right time. The design and development of the product in small-scale and
large-scale industries are managed with CAD/CAM/CAE systems, these systems are
heterogeneous nature. For many years manufacturing has been seeking to exchange
product model data by defining an extended entity relationship model covering the
life cycle of geometrically defined products. The life cycle was defined to be from
initial conceptual design to detailed design, to manufacturing, to maintenance and
final disposal. The systems to be supported life cycle phases were to include all kinds
of engineering design systems including Computer Aided Design (CAD), Computer
Aided Engineering (CAE), Computer Aided Manufacturing (CAM), Computerized
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Numerical Control (CNC) and Product Data Management (PDM)[1-5]. In this paper,
a database model for step-geometry has been developed for geometrical data and
communicated this data in Client/Server environment. The main objectives are

e To share CAD data files by different users by using a Standard for the Exchange
of Product model data (STEP) as the standard to represent product information.

e To avoid format mismatch by the development of a Translator to store STEP
Geometry Data into Oracle Database

2 Introduction to STEP

This standard, ISO 10303 [6-8], is informally known as STEP (STandard for the
Exchange of Product model data). Its scope is much broader than that of other
existing CAD data exchange formats, notably the Initial Graphics Exchange
Specification (IGES), a US standard that has been in use for nearly twenty years.
Whereas IGES was developed primarily for the exchange of pure geometric data
between computer aided design (CAD) systems, STEP is intended to handle a much
wider range of product-related data covering the entire life-cycle of a product.

The development of STEP has been one of the largest efforts ever undertaken by
ISO. Several hundred people from many different countries have been involved in the
work for the past sixteen years, and development is as active now as it ever has been
in the past. STEP is increasingly recognized by industry as an effective means of
exchanging product-related data between different CAD systems or between CAD
and downstream application systems [9].

3 Literature Survey

In a CAD/CAM International context, there are several existing standards for data
exchange, such as Initial Graphics Exchange Specification (IGES), SET, VDA-FS,
EDIF, etc. The most popular exchange standard in use is the IGES. Although IGES is
best supported as an interchange format for geometric information, it cannot fulfill the
completeness requirement in representing product data.

Bhandar. M.P., et al.[10] proposed an infrastructure for sharing manufacturing
information for the virtual enterprise. They use the STEP model data as the standard
to represent complete information of a product throughout its life cycle. It integrates
geometric representation and adds additional information, such as the process models,
for different stages of the product development. And they used the Common Object
Request Broker Architecture (CORBA) as the communication tool, and the World
Wide Web (WWW) as their infrastructure. They categorize transmission protocols for
translating data on the network system into two groups: the high level programming
languages and the low level function calls that are embedded in the operating systems.
CORBA is the high level programming language used as an interface that handles
objects in a network environment and generates communication programs for both
client and server, so both sides can manage their objects directly. With CORBA, local
clients can transmit, manipulate objects, and send messages.
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Regli[11] discusses the feature of Internet-enabled CAD systems. He brings out
two features that Internet tools should have: access to information, access to tools and
collaborators. Smith and Muller[12] discussed the database used by CAD/CAM
systems. They focus on obtaining a multi-view database system for information
sharing for establishing a Concurrent Engineering environment. E.Ly[13] builds a
distributed editing system on the network so that the editing processes can be carried
out on it. He uses a WWW browser as the working platform and the JAVA as the
programming language. Evans and Daniel[14] discusses JAVA ability comparing the
communication abilities between the traditional COI and the JAVA'S CORBA in a
WWW browser.

Brown and Versprille[15] discuss issues on information sharing through the
network among different CAx systems. They focus on feature extraction methods of
traditional CAD/CAM databases. They use CORBA as the tool to transmit features,
and store them in an object-oriented database system and suggested using other tools
other than CORBA for transmission, such as Microsoft’s ActiveX components.
Kimuro et.al[16] discuss a Continuous Acquisition of Logistic Support (CALS)
environment with CAD databases using agents. They use such technology to query
distributed CAD data-bases as a centralized database system.

4 Optimization Model for STEP File

As depicted in Figure 1, optimization models are constructed for database, which in
turn is constructed from the EXPRESS[17] entity database using descriptive models
and aggregation methods. The class of optimization models selected to analyze of
models implicitly defines the EXPRESS entity database. This model helps in.
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generator
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File)
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System and
Interfaces
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Middle Ware
Technology

EXPRESS
Database

Fig. 1. Optimization model
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¢ Organizational behaviorists have studied the relationship between exploration of
new possibilities and the exploitation of old certainties in studying how
organizations learn in adapting to a changing world.

e Exploration includes activities described as search, risk taking, experimentation,
discovery, and innovation.

e Exploitation includes activities described as refinement, production, efficiency,
implementation, and execution. Organizations that over-emphasize exploration
are liable to suffer the costs of experimentation without reaping many benefits.

e Their exploratory activities produce an excess of underdeveloped new ideas and
a dearth of distinctive competencies.

5 Data Management

Generally Conceptual data models are generally used for engineering information
modeling at a high level of abstraction. However, engineering information systems
are constructed based on logical database models. So at the level of data
manipulation, that is, a low level of abstraction, the logical database model is used for
engineering information modeling. Here, logical database models are often created
through mapping conceptual data models into logical database models. In this data
management, we used conceptual design for stores the PDM, geometric data from
STEP file.

i. Database Systems

In this paper we use the Oracle 10g as the database. Oracle 10g as like the other
relational database systems such as Ms Access and DB2 are used by engineering
organizations to store and manage configuration control data. The strength of
relational systems is in their ability to store large amounts of data in a highly
normalized, tabular form, and to perform efficient queries across large data sets.
Relational systems use SQL for both data definition and data manipulation.

ii. STEP Data Mapping To ORACLE 10G

The Oracle 10g implementation uses the mapping for STEP data from EXPRESS
entities to the relational model. Each entity is mapped to a table with columns for
attributes. Each table has a column with a unique identifier for each instance.
Attributes with primitive values are stored in place, and composite values like entity
instances, selects, and aggregates are stored as foreign keys containing the unique
instance identifier. The corresponding EXPRESS Entity database designs are shown
in Tables 1,2.

iii. Design of Geometric Entity Database

Geometric database having fields id, entity, entity_data0, entity_datal,....,entity_data
m as shown in Table 2. Purpose of this database is to store Geometric data after
separating the data from STEP file. The first field id have the information of the
entity, entity have the information of entity, entity_data0 have information of the
entity data, and so on.,
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Table 1. Express Entity Database Design

Table 2. Geometric Entity Database Design

6 Implementation

Field Name Data Type Field Name Data Type
entity Text id Text

Datal Text entity Text
Data_typel Text entity_data0 Text
Data2 Text entity_datal Text
Data_type2 Text entity_data2 Text

Data m Text entity_data m Text
Data_type m Text

195

In this paper an interactive user interface program is developed to extract STEP —
Geometric data from neutral format STEP file using JAVA language as shown in In
this work an interface program is developed to extract Product data(PDM), Geometric
data from neutral format STEP file using Java. EXPRESS Schema entity definitions
for Product and Geometry data are stored in Oracle 10g and these are used in backend
for validation[17]. The Geometry data as Cartesian-point, oriented-edge, edge-curve,
vertex, axis-placement information etc, information extracted from STEP file as per
back end Express Schema entities database. The extracted data is inserted into
Geometry database. Template is designed using Java 1.7 for the execution of interface
program shown Figure 2.

|2/ DATABASE MODEL FOR ... [ = || & | [nZ3a]

| Apply O0P approach ‘

‘ Store Geometric data into ORACLE 10g ‘

‘ Save Geometric data in text format ‘

Fig. 2. Object Oriented Database Construction model
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Process for Design the Geometric DATABASE MODEL

Stepl: Select the STEP file and save it in variable STEPVARIABLE
Step2: Open the file STEPVARIABLE in read mode
Step3: Read a line from STEPVARIABLE and assigned to a variable
STEPLINE
Step4: If STEPLINE equals to null GOTO Step 8
Step5: Separate the entity, entitydatal,entitydata2,...., entitydata m from
STPLN in following manner.
i Read character by character from STEPLINE
ii Extract the entity, assigned to a variable ENTITY
iii Extract the entity data , assigned to a variable ENTITYDATALI
v Extract the next entity data, assigned to variable ENTITYDATA?2,
...ENTITYDATAM until end of the STEPLINE
Stepb6: Search the back end EXPRESS entity database for ENTITY in
column “entity”.
Step7: If found store the ENTITY along with the ENTITYDATALI,
ENTITYDATA?2, . ., ENTITYDATAM in the Database “Geometry”
Step8: Otherwise increment the counter in STEPVARIABLE and GOTO
Step 3
Step9: STOP

7 Case Study

In this work, following model is designed using the solid modeling techniques. A
Gas-Regulator consider for testing the interface program. The model of Gas-
Regulator is created using CATIA V5 R16, as shown in Figure 3.

QsBO08E 6o BEY 288 -0
[

Fig. 3. Assembly of GAS-Regulator
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Here we presents STEP file for GAS-Regulator model.

1SO-10303-21;

HEADER;

FILE_DESCRIPTION(('CATIA V5 STEP Exchange'),2;1");

FILE_NAME('C:\\Documents and Settings\\Administrator\\Desktop\STEP
FILES\GASREGULATORBODY .stp',”2013-07-20T05:35:15+00:00',('none"),('none"),' CATIA Version 5 Release 16
(IN-10)",'CATIA V5 STEP AP203','none');

FILE_SCHEMA(('CONFIG_CONTROL_DESIGN"));

ENDSEC;

/* file written by CATIA V5R16 */

DATA;

#5=PRODUCT(Part4",",",(#2)) ;

#1=APPLICATION_CONTEXT('configuration controlled 3D design of mechanical parts and assemblies') ;

#14=PRODUCT_DEFINITION(' ',' ' #6,#3) ;

#16=SECURITY_CLASSIFICATION(' ',' ' #15) ;

#88=CARTESIAN_POINT('Axis2P3D Location',(-21.6430454254,-41.,16.7157007856)) ;
#92=CARTESIAN_POINT('Limit',(-28.3930454254,-41.,16.7157007856)) ;
#6104=DIRECTION('Axis2P3D XDirection',(0.988395467625,0.,-0.151902598982)) ;
#6108=DIRECTION('Axis2P3D Direction’,(0.,-1.,0.)) ;

#7062=ORIENTED_EDGE(",* * #7059,.F.) ;
#7129=ORIENTED_EDGE(",*,* #7101,.T.) ;
#7065=OPEN_SHELL('Surface.18'(#7192)) ;
#7193=0OPEN_SHELL('Surface.19',(#7320)) ;
#98=SHELL_BASED_SURFACE_MODEL(NONE',(#97)) ;
#4101=SHELL_BASED_SURFACE_MODEL(NONE',(#4100)) ;
#821=EDGE_CURVE("#820#813,#818,.T.) ;
#826=EDGE_CURVE(",#820,#406,#325,.T.) ;
#7228=VERTEX_POINT("#7227) ;
#7286=VERTEX_POINT(",#7285) ;
#7288=VERTEX_POINT(",#7287) ;

ENDSEC;

END-ISO-10303-21;

Data Base has no information before executing above program as shown in
Table 3.

Table 3. Geometric Entity Database

id | entity | entity_datal | entity_datal entity_datam

Table 4. Data in the Geometric Entity Database

id entity entity_data( entity_datal ... | entity_data m
8 | CARTESIANPOINT | 000 ” |G 67187007556

6104 | DIRECTION Qgiﬁfgg 0.988395467625

7191 FACE_BOUND < #7188

7288 | VERTEX_POINT <l #7287
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After execution of this program, above empty database shown in table 3 is filled
with geometric data as shown in table 4. This information is useful for further
processing.

8 Conclusions

Now-a-days knowledge demanding production is arisen in engineering industry
especially in design, analysis and manufacturing. In which new information
requirements are proposed in data knowledge sharing and reusing in richer
information types like CAD/CAM. To overcome the some problem arisen in the
above said industries especially in STEP, in this paper, we proposed a new method to
maintain object oriented STEP-Geometric database using object oriented approach
with JAVA. This approach maintains STEP-GEOMETRY Database as well as
propose easily understandable user interface. In future we will apply this method for
STEP-GEOMETRY XML Ontology and downstream applications.

Acknowledgments. This work is partially supported by AICTE, Government of
INDIA, Technology Bhavan, New Delhi-110016, Ref.No.20/AICTE/RFID/RPS
(POLICY-1)14/2013-14.
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Abstract. Automatic methods for detection and segmentation of tumor have
become essential for the computer-oriented diagnosis of liver tumors in images.
Tumor Segmentation in grayscale medical images can be difficult since the
intensity values between tumor and healthy tissue is very close. Positron
emission tomography combined with computed tomography (PET/CT) provides
more accurate measurements of tumor size than is possible with visual
assessment alone. In this paper, a new method for the detection of liver tumor in
PET/CT scans is proposed. The images are denoised using median filter and
binary tree quantization clustering algorithm is used for segmentation. Finally
image dilation and erosion, boundary detection, ROI selection and shape feature
extraction are applied on the selected cluster to identify the shape of the tumor.

Keywords: Denoising, Liver segmentation, Tumor Detection, Binary Tree
Quantization Algorithm, Shape Feature Extraction.

1 Introduction

One of the major causes of death in humans is considered to be liver tumor [31]. It is
very important to detect tumors at early stages for the survival of the patients. As the
number of images in medical databases is large, analyzing all images manually is very
difficult and so, computer oriented surgery has become one of the major research
subjects [1] and this has led to medical imaging modalities such as X-ray, CT
[2], Magnetic Resonance Imaging (MRI) [3, 4], SPECT [5], PET [6] and ultrasound
[7, 8].

Till-date, so many methods had been proposed for detection and segmentation of
tumor in liver CT and MRI images but not much of the work has been done on
PET/CT liver images. Amir H. Foruzan et.al [9] proposed a knowledge-based
technique for liver segmentation in CT data for liver initial border estimation in which
they started with image simplification, then searched rib bones, connected them
together to find ROI of liver. They then used split thresholding technique to segment
the images. Different colors were assigned to objects present in ROI, the split-
threshold step and the objects that were found in 75% of right part of the abdomen.
After this a colored image was obtained in which liver had a specific color from
where liver boundary was extracted. In the method of Xing Zhang et.al [10],
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automatic liver segmentation included average liver shape model localization in CT
via 3D generalized Hough Transform, subspace initialization of Statistical Shape
Model through intensity and gradient profile and then deforming the model to liver
contour through optimal surface detection method based on graph theory. Laszlo
Rusko et.al [11] method automatically segments the liver using region-growing
facilitated by pre- and post-processing functions, which considers anatomical and
multi-phase information to eliminate over and under-segmentation. Hassan Masoumi
et.al [12] presented Automatic liver segmentation in MRI images using an iterative
watershed algorithm and artificial neural network to extract features of the liver
region. But all these methods resulted only in liver boundary and did not detect liver
tumor. O. Lezoray et.al [13] proposed an unsupervised clustering technique in which
watershed operates on distance function to centers of class for determining the
number of classes. In this method, segmentation of colored image considered pairwise
color projections where each of these projections is analyzed to look for the dominant
colors of 2-D histogram and to fully automate the segmentation, energy function was
used to quantify the quality of the segmentation. But the difficulty with the histogram
method is to identify peaks and valleys in the image. Marisol Martinez-Escobar et.al
[14] first colorized the pixels representing tumor and healthy tissues and then used
threshold method for segmentation to detect tumor to overcome the problem as faced
in histogram. But these methods are either performed on CT or MRI images or the
images are first colored and then segmentation is applied. Since morphological
changes always proceed metabolic changes and are detected through imaging
modalities like CT or MRI, PET is expected in enabling an early assessment of
response to treatment. 18F-FDG PET has been reported to give earlier response for
tumor detection than CT [15].

Positron emission tomography (PET) with 18FFluorodeoxyglucose (18F-FDGQG) is
widely suggested method medical imaging as numerous tumors are diagnosed very
accurately which has improved the decision for therapy consideration and assessing
patients having cancer at different stages in the last two decades [16, 17]. It is based
on the tumor specific high intracellular accumulation of the glucose analog
fluorodeoxyglucose (18F-FDG) [18]. It gives tumor’s physiological information and
its metabolic activities [19]. PET/CT provides functional and anatomical imaging
within a single scanner in a single scanning session [20]. Though PET has been
replaced by PET/CT, most of the segmentation work to detect tumor has been done on
PET only [21-24].

Baardwijk et. al [25] provided the advantage of combining the information from
PET and CT images for the segmentation purpose. Potesil et. al [26] proposed a
method using initial hot spot detection and segmentation in PET to provide tumor
structure appearance and shape model to classify voxels in CT. Xia et. al [27]
proposed an automated segmentation method for brain PET/CT images with MAP-
MRF model achieved by solving a maximum a-posteriori (MAP) problem using
expectation-maximization (EM) algorithm with simulated annealing. But this method
suffered from long execution times due to simulated annealing. Yu et. al [28]
proposed the co-registered multimodality pattern analysis segmentation system
(COMPASS) to extract texture features from PET/CT and then used decision-tree
based K-nearest-neighbor classifier to label each voxel as either “normal” or
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“abnormal” and the performance was compared with threshold methods: SUV value
and signal/background ratio. Yu et. al [29] further provided the effectiveness of using
the co-registered segmentation in order to identify textural features to distinguish
tumor from healthy tissue in head and neck regions. Most of the approaches use
standard uptake value (SUV), a semi-quantitative normalization of FDG uptake in
PET images and measures the FDG concentration normalized by decay corrected
injection dose/gram body mass, to detect tumor. In these approaches, hot spots are
detected as local regions with high SUV values, and segmentation methods apply
threshold relating to the maximum SUV values. But these approaches are basically
used to investigate the value and application of FDG PET/CT in clinical practices to
detect tumors.

In this paper, we have used PET/CT images and propose a segmentation method
which is based on binary tree quantization clustering rather than primitive methods
like thresholding and then boundary detection and shape feature extraction is done for
liver tumor detection in PET/CT images.

2 Proposed Approach

Our proposed method consists of 6 steps as shown in figurel:

I
]

Clustering Based
Seementation Algorithm

I
I
Boundary Detection
|

ROI selection and Shape
Feature Extraction

Fig. 1. Flowchart of the Proposed Method
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2.1  Preprocessing

PET/CT images may contain noise in them so to remove noise we denoised the
image using 2D-median filter in which depending upon the intensity, the pixels in
the neighborhood window are ranked and the median i.e. the middle value becomes
the output value for the center pixel. As the output value is from the neighboring
values, new unknown values are not created near the edges, so median filtering is
more effective when our main aim is to simultaneously reduce noise and preserve the
edges. To apply median filter on colored images, number of colors is firstly
determined in the image and then median filter is applied on each color separately. All
the denoised components are combined to get the final denoised image.

2.2 Segmentation

The proposed segmentation algorithm is based on binary tree quantization algorithm
performed on PET/CT images. To segment the image, we cluster the pixels
determining various statistics. In Binary tree quantization method, partition with the
largest eigenvalue is chosen to be split. Eigenvalue is the scalar which is associated
with eigenvector where eigenvector is a vector that changes its magnitude but not its
direction. The splitting axis is the one that passes through the centroid of all the colors
in that region and must be perpendicular to the direction of the maximum total
squared variation which is derived from the eigenvalue and eigenvector of the
covariance matrix of the data in that particular region. To conclude:

All the pixels are placed in the same cluster in the beginning. The cluster is then
split around its mean value projection on the first principle component. The
parameters to the clustering algorithm are the number of clusters, K, to use which is
set/input by the user, and the first clusterC;.

1. Initialize the first cluster, C;

2. Calculate the mean, 4, and the covariance matrix Y, of the cluster €y

3. Fori=2toKdo

4. Find the cluster,C, with the largest eigenvalue and its associated eigenvector
én.

5. Split C, in two sets along the mean value projections on the eigenvector, C; =
{x € C, : el z, < el u,} and update the original cluster with other half
Ch=C,— C;.

6. Compute mean and covariance matrix of the two halves obtained in step2 as
,Ll.;;, Z:‘u 125 and Zi .

2.3  Post-processing Steps

The post-processing step involves dilation and erosion morphological operations on
the selected cluster. Morphological operations apply a structuring element which is
basically a matrix of 0’s and 1’s only and can have any shape and size. Pixels having
value as 1 defines the neighborhood to the input image and so create an output image
of the same size. In this operation, each pixel value in the output image is compared



A Proposal for Color Segmentation in PET/CT-Guided Liver Images 205

to corresponding pixel in the input image with its neighbors. The erosion step
removes stray disconnected regions (removes pixels on object boundaries) and
dilation fills in holes within the segmented region or it adds pixels to both inner and
outer boundaries of regions. These are used for boundary detection of the liver tumor
described in the next section.

2.4  Boundary Detection

To detect the boundaries of the object of interest we use erosion and dilation as post
processing steps. For this following steps are performed:

a) subtracting eroded image from original image
b) subtracting original image from dilated image and
c) subtracting eroded image from dilated image

These steps output 3 boundary images and we select one out of them that best suits
our need.

2.5 ROI Selection and Shape Feature Extraction

After boundary detection, Region of interest is selected using GUI based polygon
method which selects a polygonal region of interest within an image [30]. Then shape
feature extraction is performed on the selected ROI to calculate area, equiv-diameter,
pixel-list and diameter of the tumor.

3 Results

The binary tree quantization method was evaluated on PET/CT liver images obtained
from PGI, Chandigarh. Figure2 shows the segmentation results of binary tree
quantization method. Fig.2-(a) shows the original PET/CT image, Fig.2-(b) is the first
cluster obtained which shows all organs except liver, Fig.2-(c) is the second cluster
showing brightened area of liver and tumor than the original image, Fig.2-(d) shows
the third cluster which outputs only the tumor inside the liver, Fig.2-(e) is the fifth
cluster showing the liver boundary, Fig.2-(f-g) clusters show the rough boundary of
the detected tumor.

(b)

Fig. 2. Binary Tree Quantization outputs: (a) Original Image; (b) Clusterl; (c) Cluster2; (d)
Cluster3; (e) Clusterd, (f) Cluster5; (g) Cluster6
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() (2)

Fig. 2. (continued)

Conclusion

In this paper, we have proposed a binary tree quantization clustering algorithm for
segmentation. Results have been provided for the segmentation where as operations
of image dilation and erosion, boundary detection, ROI selection and shape feature
extraction have been listed. The method is giving good results as it is giving bright
tumor regions in output image.
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Abstract. The amount of audio available in different databases on the Internet
today is immense. Even systems that do allow searches for multimedia content,
like AltaVista and Lycos, only allow queries based on the multimedia filename,
nearby text on the web page containing the file, and metadata embedded in the
file such as title and author. This might yield some useful results if the metadata
provided by the distributor is extensive. Producing this data is a tedious manual
task, and therefore automatic means for creating this information is needed. In
this paper an algorithm to segment the given audio and extract the features such
as MFCC, SF, SNR, ZCR is proposed and the experimental results shown for
the given algorithm.

Keywords: Audio segmentation, Feature extraction, MFCC, LPC, SNR, ZCR.

1 Introduction

Audio exists at everywhere, but is often out-of-order. It is necessary to arrange them
into regularized classes in order to use them more easily. It is also useful, especially in
video content analysis, to segment an audio stream according to audio types.

In many applications we are interested in segmenting the audio stream into
homogeneous regions. Thus audio segmentation is the task of segmenting a
continuous audio stream in terms of acoustically homogenous regions [4]. The goal of
audio segmentation is to detect acoustic changes in an audio stream. This
segmentation can provide useful information such as division into speaker turns and
speaker identities, allowing for automatic indexing and retrieval of all occurrences of
a particular speaker. If we group together all segments produced by the same speaker
we can perform an automatic online adaption of the speech recognition acoustic
models to improve overall system performance.
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1.1  Segmentation Approaches

In typical segmentation methods are categorized into three groups, namely energy-
based, metric-based, and model-based. The energy-based algorithm only makes use of
the running power in time domain. On the other hand, both the metric-based and the
model-based method are based on statistical models, say, multivariate Gaussian
distributions. That means, rather than using the feature values directly, the running
means and variances of them are modeled by a multidimensional Gaussian
distribution.

1.1.1  Energy-Based Algorithm

The energy-based algorithm can be very easily implemented. Silence periods, that
measured by the energy value and a predefined threshold, are assumed to be the
segment boundaries. However, since there is no direct connection between the
segment boundaries and the acoustic changes, this method can be problematic for
many applications, such as gender detection, and speaker identification, etc.

1.1.2  Model-Based Algorithm

In the model-based algorithm, statistical distribution models are used for each
acoustic class (e.g., speech, music background, noise background, etc.) The
boundaries between classes are used as the segment boundaries. Typically, Bayesian
Information Criterion (BIC) is used to make the decision if the changing point turns
out, which is essentially a hypothesis testing problem.

1.1.3  Metric-Based Algorithm

In the metric-based algorithm, statistical distribution models are also used for
modeling the feature space. Gaussian model is a typical choice, but some other
distributions can also be used. For example, Chi-squared distribution are found to be
appropriate and with less computational cost in. The sound transition is measured by
the distance between the distributions of two adjacent windows. The local maximum
of distance value suggests a changing point.

According to this here six different classes of audio are defined.

1. Speech: This is pure speech recorded in the studio without background such as
music.

2. Speech over Music: This category includes all studio speech with music in the
background.

3. Telephone Speech: Some sections of the program have telephonic interventions
from the viewers. These interventions are mixed in the program’s main audio stream
as a wide band stream.

4. Telephone Speech over Music: The same as previous class but additionally there
is music in the background.

5. Music: Pure music recorded in the studio without any speech on top of it.
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6. Silence

Real-time speaker segmentation is required in many applications, such as speaker
tracking in real-time news-video segmentation and classification, or real-time speaker
adapted speech recognition. Here real-time, yet effective and robust speaker
segmentation algorithm based on LSP correlation analysis can be done. Both the
speaker identities and speaker number are assumed unknown. The proposed
incremental speaker updating and segmental clustering schemes ensure this method
can be processed in real-time with limited delay.

1.2  Related Work

Several methods have been developed for audio segmentation. Chen identifies two
types of segmentation approaches namely, classification-dependent segmentation
(CDS) and classification-independent segmentation (CIS) [1]. CDS methods are
problematical because it is difficult to control the performance [1].

CIS approaches can be further separated into time-domain and frequency-domain
depending upon which audio features they use, or supervised and unsupervised
approaches depending on whether the approach requires a training set to learn from
prior audio segmentation results. CIS may also be defined as model-based or non-
model based methods.

In model-based approaches, Gaussian mixture models (GMM) [4], [5], Hidden
Markov Models (HMM) [6], Bayesian [7], and Artificial Neural Networks (ANN) [8]
have all been applied to the task of segmentation. Examples of an unsupervised audio
segmentation approach can be found in [7] and [9]. These unsupervised approaches
test the likelihood ratio between two hypotheses of change and no change for a given
observation sequence. On the other hand, the systems developed by Ramabhadran et
al. [6] and Spina, and Zue [4] must be trained before segmentation. These existing
methods are limited because they deal with limited and narrow classes such as
speech/music/noise/ silence.

Audio segmentation methods based on a similarity matrix, have been employed for
broadcasting news, which is relatively acoustic dissimilar, and for music to extract
structures or music summarizations. The accuracy evaluation of these methods was
undertaken with specific input audios and has not been previously reported for use
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Fig. 1. Frame work for audio segmentation method
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with audio files in a non-music/non-speech database. This paper introduces a two
phase unsupervised model-free segmentation method that works for general audio
files. In this paper, we discuss the process by which we developed and evaluated an
efficient CIS method that can determine segment boundaries without being supplied
with any information other than the audio file itself.

2 Feature Analysis

Fig. 2 shows the basic processing flow of the proposed approach that integrates audio
segmentation and speaker segmentation. After feature extraction, the input digital
audio stream is classified into speech and nonspeech. Nonspeech segments are further
classified into music, environmental sound, and silence, while speech segments are
further segmented by speaker identity [2].

Digital Audio Stream

Feature Extraction ‘

.

Speech/Non-Speech
Classification

Speaker Segmentation/

il
Speaker Change Detection Sound and Silence

Classification

‘ Music, Enviroment

Fig. 2. Basic Processing flow of audio content analysis

3 Objectives of the Proposed Research

1. The objective of audio segmentation for classifying the audio components
into Speech Music , Non-speech , noise , silence along with the other major
features such as MFCC , SF , LPC , SNR , HZCRR etc and can be
transferred over the network and by analyzing these audio features the
reconstruction of audio signal should be more accurate.

2. We proposed to use thirteen features in time, frequency, and cepstrum
domains and model-based (MAP, GMM, KNN, etc.) classifier, which
achieved an accuracy rate over 90% on real-time discrimination between
speech and music. As in general, speech and music have quite different
spectral distribution and temporal changing patterns, it is not very difficult to
reach a relatively high level of discrimination accuracy.

3. Further classification of audio data may take other sounds into consideration
besides speech and music.
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4. We also proposed an approach to detect and classify audio that consists of
mixed classes such as combinations of speech and music together with
environment sounds. The accuracy of classification is more than 80%.

5. An acoustic segmentation approach was also proposed where audio
recordings to be segmented into speech, silence, laughter and non-speech
sounds.

We have to use cepstral coefficients as features and the Hidden Markov model
(HMM) as the classifier. We propose a MGM-based (Modified Gaussian Modelling)
hierarchical classifier for audio stream -classification. Compared to traditional
classifiers, MGM can automatically optimize the weights of different kinds of
features based on training data. It can raise the discriminative capability of audio
classes with lower computing cost.

4 System Flow

Fig. 3 shows the flowchart of proposed audio segmentation and classification
algorithm. It is a hierarchical structure. In the first level, a long audio stream can be
segmented into some audio clips according to the change of background sound by
MBCR based histogram modeling. Then a two level MGM (Modified Gaussian
modeling) classifier is adopted to hierarchically put the segmented audio clips into six
pre-defined categories in terms of discriminative background sounds, which is pure
speech (PS), pure music (PM), song (S),speech with music (SWM), speech with noise
(SWN)and silence (SIL).
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Fig. 3. The flowchart of segmentation and classification algorithm

5 Segmentation Algorithm

Since background sounds always change with the change of scenes, the acoustic skip
point of an audio stream may be checked by background sounds. As shown in Fig. 2,
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the MBCR feature vectors are firstly extracted from the audio stream. We set a sliding
window which consists of two sub-windows with equal time length. The window on
input signal is shifted with a range of overlapping. Then two histograms are created
from each sliding sub-windows. The similarity between two sub-windows can be
measured by histogram matching. The skip point can thus be detected by searching
the local lowest similarity below a threshold.
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Fig. 4. Block diagram of Segmentation algorithm

The proposed algorithm for audio segmentation segment the audio into different
parameters as described before also feature extraction algorithm separates out the
different audio features such as MFCC, LPC, SF, SNR, and HZCRR

6 Feature Extraction

Considering the lower frequency spectrum is too sensitive to even a bit of changes of
the scenes and speakers, it could cause segmented clips too small. It will have effects
on succeeding audio classification. We, thus, use Multiple sub-Bands spectrum
Centroid relative Ratio (MBCR) [5] over 800Hz as basic feature. This feature may
depict centroid movement trend in a time frequency-intensity space. Its mathematical
description can be described as follows.

SCR(ij) = SC(i) (1)
Max (SC(i,j))
J=1:N

SC(ij) = f(j) * FrmEn(i,j ) )

N
> FrmEn(i,k)
k=1
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where SCR(i, j) is MBCR of the ith frame and the jthsub-band, SC(i, j) is the
frequency Centroid of the ithframe and the jthsub-band, and N denotes the number of
frequency sub-bands. The element of f( j) is the normalized central frequency.

@g(J)
FrmEn(i, j) = log('[ ‘F(i.m)}dﬁ)) (3)
@ ()

where ® L (j) and @ H ( j) are lower and upper bound of sub-band j respectively,
F(i,») represent denotes the Fast Fourier Transform (FFT) at the frequency ® and
frame i, and | F(i,0) | is square root of the power at the frequency o and frame i.

7 Results

We conducted a series of experiments based on proposed audio segmentation and
classification approach. The performance was evaluated on the recordings of real TV
program. The segmentation and classification results were evaluated by the recall
rated, accuracy rate&, and average precisionn. These are defined as

5 the number of correctly objects
S =

rhe number of objects rhar should be correcr
the number of correctly objects

the number of all ger objects
5*F
="
0.5%(6 + &)
We pre-defined six categories as audio classes, which is pure speech (PS), pure
music (PM), song (S), speech with music (SWM), speech with noise (SWN) and
silence (SIL).

Table 1. The results of first level classification

Algorithm Audio type Accuracy Recall Precision

Equal time Pure Speech 85.15% 85.63% 87.62%
(PS)

Silence (SIL) 97.10% 86.14% 91.29%

Others 77.95 % 95.08 % 85.67%

MBCR Pure Speech 91.33% 93.65% 92.47 %
(PS)

Silence (SIL) 98.22% 92.97 % 95.52%

Others 85.68 % 95.45% 90.3%




216 G.M. Bhandari, R.S. Kawitkar, and M.P. Borawake

8 Conclusions

In above method, we have presented comparative analysis of on feature extraction
using segmentation techniques. Different parameters such as audio type, accuracy,
recall factor and precision has been evaluated for pure speech, silence etc.

The above classification can be extended for other feature such as Spectrum ,
Spectral Centroid , MFCC , LPC , ZCR , SNR , Moments, Beat Histogram , Beat
Sum , RMS etc in order to precisely segment all these features in order to reduce the
storage capacity which is under process. The above algorithms can be modified to
extract other than above features which are not mentioned here.
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Abstract. Speckle noise in ultrasound images (US) is a serious constraint lead-
ing to false therapeutic decision making in computer aided diagnosis. This high-
lights the utility of speckle suppression along with due preservation of edges as
well as textural features while processing breast ultrasound images (for com-
puter aided diagnosis of breast cancer). This paper presents a modified speckle
suppression algorithm employing directional average filters for breast ultra-
sound images in homogeneity domain. The threshold mechanism during the
process is adjusted using the entropies of foreground and background regions to
ensure appropriate extraction of textural information. Simulation results demon-
strate significantly improved performance in comparison to recently proposed
methods in terms of speckle removal as well as edge preservation.

Keywords: Speckle removal, Law's textural energy measure, Maximum entro-
py, Canny, Edge preservation factor.

1 Introduction

Breast cancer is one of the most threatening diseases being the second leading cause
of cancer related deaths in women. The discovery of a lump in the breast is typically
the first sign of breast cancer. There are two existing screening modalities to detect
breast cancer in women namely ultrasonography and mammography. Ultrasound is
non-invasive, harmless and is coming forward as an important adjunct to mammogra-
phy. However, the problem with ultrasound images is that they suffer from speckle
noise which makes the edges unclear and deteriorates the image quality. Speckle
noise generally occurs when details in the tissues are small and cannot be resolved by
high wavelength ultrasound waves hence masking the details of the image [1]. There-
fore, it is very necessary to reduce speckle in order to cut down the frequency of false
positives that lead to unnecessary and painful biopsies. A lot of methods are proposed
in recent years to deal with speckle noise. Linear filtering techniques like Gaussian
and Gabor filters [2] are not effective because they blur the image, fading the edges as
well as textural patterns. Non linear median filter [3] fails to detect speckle when
speckles’ size exceeds that of median filtering window. Homomorphic filter makes
use of a Butterworth filter to remove speckle [4] .Wiener filter [5] works very well
for filtering additive noises; as speckle is a multiplicative noise, it yields limited
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performance to achieve its suppression. Wavelet based approaches [6]-[8] for speckle
reduction employ wavelet shrinkage along with thresholding techniques. However,
these approaches are limited, as the pre-selected threshold may not work suitably for
all scales. Tong et al. proposed a speckle reduction method based on optical design by
utilizing angle diversity [9]. A. Jain et al. [10]-[12] worked upon denoising mixture of
speckle as well as impulse noises. V. Bhateja et al. [13]-[14] used non linear and po-
lynomial filtering to enhance masses in different imaging modality namely, breast
mammography. In work of Rahman et al. speckle filtering was achieved using con-
cept of Extra Energy Reduction (EER) [15] to limit extra energy from an image and
provides a new gray level to each reconstructed pixel. A. Gupta et al. presented
speckle reducing approach for SAR (Synthetic Aperture Radar) images [16]-[17]
using anisotropic diffusion filters. In another work [18]-[19] devised speckle filter
based on local statistics, contourlet transform and non-linear adaptive thresholding.
This paper proposes a speckle reduction algorithm for breast US images using mod-
ified directional average filters. A threshold mechanism based on maximum entropy
is utilized to segment images into homogenous and non-homogenous regions. The
proposed algorithm attempts to suppress speckle along with edge preservation as de-
picted by the obtained results. This paper is organized as follows: Section 2 explains
the proposed denoising algorithm. Section 3 presents the results and discussion and
finally conclusions are drawn in Section 4.

2 Proposed Speckle Suppression Algorithm

The procedural methodology for proposed speckle suppression algorithm can be dis-
cussed with the help of various modules. The breast US images used at the input in
the present work are obtained from Prince of Wales Hospital Ultrasound Database
[20]. These images are pre-processed which requires normalization to gray scale. The
proposed algorithm is then applied to the pre-processed US images which consists of
three modules: Extraction of Features, 2-D Homogeneity Histogram & Thresholding
and proposed Directional Average Filter. A description of these modules is given in
subsections to follow:

2.1 Features Extraction

It is a well known fact that different tissues, muscles and masses have separate textur-
al properties. These textural characteristics can help to detect any abnormalities, if
present and thereby facilitating in diagnosis of various diseases. In proposed method,
Law's Textural Energy Measures (TEM) [21] are utilized to obtain the textural infor-
mation of an US image. In this method of textural extraction, generally five features
are used to completely describe the textural characteristics. These are edges, mean
gray level, ripples, spots and waves. All these features have separate row matrices
which are used to detect the presence of them utilizing combinations of different 1 x 5
kernels (mentioned in (1)).

E=[2-4042],M=[281282],R=[2-812-82],S=[-20402], W=[240-42] (1)
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The four 5 x 5 masks can be then obtained as: MT X E, MT X S, ET X M, ST X M
where: M indicates transpose of row matrix M. All four masks are applied on an US
image to obtain four different textural specific matrices. Finally, textural value is
calculated pixel wise in a Pythagorean summation manner [22]. If four textural ma-
trices obtained are a(i,j), b(ij), c(ij) and d(i,j) respectively; then their Pythagorean
sum (texture value) is given as below :

16, j) =~a, j)* +bG, ) +c(, j)? +d(, j)° 2)

2.2 2-D Homogeneity Histogram and Thresholding

The textural domain matrix obtained in sub-section 2.1 can then be further used to
convert the gray scale image into homogeneity domain using Eq. (3).

H(@i, j)=K(A-T(, ) 3

where: K is a constant to normalize homogeneity values in the range of [0, K] and
T(i,j) is the normalized version of textural information matrix #(i,j). H(i,j) denotes the
homogeneity domain matrix used to generate 2D histogram [23] also called homo-
gram; it is a critical part of homogeneity based discrimination in an US image.
Further, a threshold is needed which will act as the basis for differentiation of homo-
genous and non-homogenous portions of the US image. Many thresholding tech-
niques based on clustering, histogram shape and attribute similarities are in existence
[24] but entropic thresholding is a better technique than those listed previously. Thre-
shold will be determined utilizing the principle of maximum entropy [25]. Now Eq.
(4) determines the threshold using maximal entropy.

T =Argmax(H) 4)

where: H is the summation of entropy images of foreground and background. Once
the threshold is obtained, the pixels having homogeneity and local mean homogeneity
values greater than the threshold T are termed as ‘Homogenous’ and if it is less than T
then they are named as ‘Non-Homogenous’.

2.3  Modified Directional Average Filtering

Once the image is divided into homogeneous and non-homogeneous regions; the ho-
mogenous pixels are left unprocessed where as non-homogenous regions are
processed using the proposed directional average filtering templates given in (5)-(7).
This modified directional filtering template is iteratively applied on non-homogenous
regions as shown in (8). Number of iterations of directional average filter depends
upon the Homogeneity Ratio (HR). HR is defined as the ratio of number of homogen-
ous pixels to total number of pixels in an image. Larger value of HR indicates greater
homogeneity.
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Where: NHs represents the non homogenous region of the US image; conv (.) denotes
the convolution operator; E, and E, be the horizontal and vertical edge values. The
selection of the directional filtering template from (5)-(7) for convolution is made
based on the obtained edge values (E, and E|) using Canny operator [26]. Hence, in
this manner the non homogenous regions sets are dealt with making the US image
more homogenous and noise free with each iteration of the modified directional filter.
It is worth noting that the values of the parameter a in (5)-(7) can be determined using
the values of quality evaluation metrics.

2.4  Quality Evaluation Metrics

In order to evaluate the degree of speckle suppression performed by the proposed
algorithm the quality evaluation metrics should be chosen to account for both noise
filtering as well as edge preservation. Hence, in the present work three quality
metrics are used for quality evaluation of reconstructed US images. They are Peak
Signal-to-Noise Ratio (PSNR in dB) [27], Coefficient of Correlation (CoC) and Edge
Preservation Factor (EPF) [28]. Higher value of PSNR indicates better quality of
reconstructed image and lower mean squared error. The coefficient of correlation
(CoC) is a measure to find the degree of correlation among reconstructed and images.
Finally, Edge Preservation Factor (EPF) is the measure of how effectively the edges
are being preserved during the process of speckle reduction. Higher the value of EPF,
greater is the edge preservation. Higher values of all the three parameters: PSNR, CoC
and EPF will justify the overall robustness of the proposed algorithm. Image quality
evaluation metrics used above and some proposed recently [29]-[35] can be used for
speckle removal algorithms.
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3 Results and Discussions

The proposed algorithm is simulated using the Eq. in (1) - (8) on Breast US images
obtained from Prince of Wales Hospital Ultrasound Database [20]. Eq. (1)-(4) are
used to discriminate between homogenous and non-homogenous regions of the image
whereas Eq. (5)-(7) deal with proposed directional average filter. Value of parameter
a used in our experiments is 1. Value of K in (3) is taken as 100 so that homogeneity
values lie between 0 and 100. Also, value of HR is selected as 0.95. The values of
these tuning parameters are adaptively selected based on the maximal values of quali-
ty parameters: PSNR, CoC and EPF respectively.

(b)

Fig. 1. (a) ,(b) and (c) are noisy US images with noise variance: 0.01, 0.02 and 0.03 respective-
ly and (d), (e) and (f) are the corresponding denoised images

Table 1. Quality Evaluation for proposed speckle removal algorithm for different speckle
variance levels

Noise Variance PSNR (indB) CoC EPF
0 35.3643 0.9967 0.9916
0.01 29.3702 0.9870 0.9407
0.02 26.8745 0.9771 0.8958
0.03 25.2535 0.9669 0.8537
0.04 24.1029 0.9571 0.8169

0.1 20.3556 0.9031 0.6569
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It is clear from the table that the proposed algorithm maintains a high degree of
correlation even at noise variance levels as high as 0.1. In Fig. 2(a), (b) and (c) edges
are unclear and hazy due to the speckle noise. The image quality is improved in Fig.
2(d), (e) and (f) as reasonable amount of speckle filtering is achieved along with pre-
servation of edges and textural features. This can be also quantitatively verified using
high EPF values in Table 1. The proposed algorithm yields CoC as high as 0.9967;
also the PSNR decays slowly as the noise variances are increased. In other speckle
reduction approaches like Wavelet based methods [6]-[8] CoC values are generated
generally in the range of 0.5-0.6. Frost, Kuan and Lee filters [11] have PSNR nearly
24dB for speckle noise variances of 0.02-0.03. In the works of Y. Guo et al. [36] ob-
tained values of EPF are in range 0.8-0.9 for low variances but the proposed denois-
ing algorithm increases the value of EPF even further to the ranges 0.96-0.99. This
demonstrates the effectiveness of the proposed algorithm in comparison to recent
works both in terms of speckle suppression as well as edge preservation.

4 Conclusion

The proposed algorithm mainly focuses on two problems i.e. removal of speckle noise
and preservation of edges as well as textural information. In the present work, non-
homogenous pixels are recursively filtered with a modified directional average filter
which does not affect the homogenous regions thus preventing edge blurring. The
threshold selection mechanism has been automated using the entropies of foreground
and background regions to ensure appropriate extraction of textural information. This
has been validated by higher values of CoC and EPF obtained during simulation. The
values of performance metrics indicates the effectiveness of speckle suppression algo-
rithm in comparison to other methods. It can prove to be helpful for radiologist and
doctors in diagnostic decision making [37]and reading medical images with better
precision.
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Abstract. In image secret sharing scheme the specific image is distributed
among a group of n participants. Each gets a shared image that has no visual
relationship with the original one. The entire set or their subsets are used to
reconstruct the secret image. The sharing schemes are useful for group
authentication. In this paper, we proposed a novel approach to image secret
sharing scheme where a secret image is transformed into an entirely new image
by repositioning intensity values of each pixel using an effective position
exchange technique. The transformed image undergoes a relatively less
overhead negative transformation to make it more unpredictable. Finally n
random numbers are generated for creating n shares in a way that their
summation yields ‘1’ and they lay in some predefined interval. Each stage
provides an additional level of security. The proposed method is simple and
efficient and also ensures complete secrecy and reconstruction.

Keywords: Shared image, negative transformation and position exchange
technique.

1 Introduction

The primitive work on secret sharing was done by G. R. Blakley [1] and Adi Shamir
[2]. Blakley applied finite geometries to formulate and solve the problem where
Shamir’s solution is based on the property of polynomial interpolation in finite fields.
In 1994, Moni Naor and Adi Shamir [3] proposed a new type of secret sharing
scheme called visual cryptography scheme. In this scheme an image was encrypted
into n shares in such a way that no computational devices were required to decode,
where a human visual system is used to recognize the secret image by superimposing
all the shares directly.

In a (k, n) threshold technique of visual cryptographic scheme, a secret is encoded
into n shares, and any k (less or equal to n) share is used to reconstruct the secrete
image but same would not be possible for any k-1 or less shares. Until the year 1997,
although the transparencies could be stacked to recover the secret image without any
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computation, the revealed secret images (as in [4] [8] [6] [3]) were all black and
white. In [7], Hwang proposed a new visual cryptography scheme which improved
the visual effect of the shares. Hwang’s scheme is very useful when we need to
manage a lot of transparencies; nevertheless, it can only be used in black and white
images. Adhikari and Bose [10] constructed a new visual cryptographic scheme using
Latin squares.

Zhi Zhou, Gonzalo R.Arce and Giovanni Di Crescenzo [11] have proposed the
concept of halftone visual cryptography based on blue-noise dithering principles.
Feng Liu, Chuankan Wu and Xijun Lin [12], proposed the step construction visual
cryptography scheme based on optimal pixel expansion. Liu and Wu [13], have
proposed a visual cryptographic scheme in which they embedded random shares into
meaningful covering shares. A very interesting scheme was again proposed by Ran-
Zan Wang, Shuo-Fang Hsu [14]. In this method, an additional tag is used in the
shares. Sian-Jheng Lin and Wei-Ho Chung [15], suggested a scheme where the
number of share can be changed dynamically to include new shares without
disturbing the original shares. A way to prevent cheating was suggested by Hu and
Tzeng [16], where one visual cryptography scheme is converted into another scheme
with minimum overhead. Visual Cryptography is not limited to binary and gray-level
images. It can further be used to color images as well. Color VCS can also be
performed by the use of symmetric key [17], proposed by B. SaiChandana and
S.Anuradha. In [9], Verheul and Van Tilborg used the concept of arcs to construct a
colored visual cryptography scheme, where users could share colored secret images.
Daoshun Wang, Lei Zhang, Ning Ma and Xiaobo Li [18] have constructed a method
of secret sharing scheme using simple Boolean operations. In this paper we are
introducing a pixel position exchange technique to create a new image from the secret
image and negative of that image is used to create shared image.

This paper is organized as follows. In Section 2, preliminaries about the input and
output obtained are discussed. The proposed method is explained in Section 3.
Experimental results and conclusion are listed in Section 4 and Section 5 respectively.

2 Preliminaries

The input used to describe the proposed method as well as the output obtained are
discuss here.

Input: We consider grayscale image as original secret image. The following matrix A
of order MxN is consider as input image.

A= [aij Imxn . Where i = 1,2,3,....,M and j=1,2,3,...,N

The value of each a;; represents the intensity value of different pixels of the image
and each a;; lies between 0 and 255.

Output: Outputs are different secret shares s;, S,, S3... S,_q and s, Each secret
share image is also a matrix of order MxN.

Note: There will be two intermediate output image produced by the method before
creating n shares of secret images, both are having same size as above.
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3 Proposed Method

Most of the methods in this area have directly used the original secret image as input
for creating shared images. However, this paper has proposed a totally unique
approach. First, the original image ‘A’ is transformed into an entirely new image ‘B’
by altering the intensity value of each pixel. In the second stage a negative
transformation is applied to the transformed image ‘B’ to get another image ‘C’.
Henceforth a random method is used to generate n share.

3.1  Sharing Phase

We create two subsequent images from original secret image in following section
3.1.1, 3.1.2 and section 3.1.3 for creating n shared image; as discussed in the proposed
method.

3.1.1  Pixel Position Exchange Method. Here we exchange the intensity value of
the pixel staying in odd position in each row an even position in each column, in
following way,

i) By interchanging the intensity value in the odd position of first row from beginning
of the row with the corresponding position from the end of the row till it reaches the
middle of the row. This is applied over all other rows in the image.
ii) Now interchanging the intensity value in the even position of first column from
beginning of the column with the corresponding position from the end of the column
until it reaches the middle of the column.

Applying this technique on original secret image ‘A’ to get image ‘B’.

3.1.2  Negative Transformation Used on Image ‘B’ to Get Image ‘C’. To make
the original image ‘A’ more unpredictable one, we use a negative transformation,

s=(255-7r) (1

on image ‘B’, where r and s are the corresponding intensity value of image ‘B’ and
transformed negative image ‘C’.

3.1.3 Using Random Method to Generate n Share from Image ‘C’. In this
section we generate n random numbers in the range (0, 1) for each pixel of the last
transformed image C’ such that summation of them is ‘1°, for creating n shared
image.

Let, ‘m’ be the intensity value of any pixel of the image ‘C’ such that

nt+r+o+r,+n=1 Vnrnin(0,1) 2)
Therefore, rrm+r,m+--+nr,_m+nm=m 3)

So, we get n number of partition of the number m. The method use to choose each
random numbers is refined in the following way,
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I It follow the equation (2) and
1L Two boundary values are omitted in each of the following cases.

r: in(0,1)
ry: in(0,1—n)

Tpop: (0,1 —1 —75 — o= Tyeg — Ty—3)
m=1—(n+nrn+ .+ r_,+1m_1)

The value of 7, depends on the values of previously choosen (n — 1) random
numbers. This way we split all the pixel of the transformed image ‘C’. So first
partition of each pixel will used to create first share, second partition is used to
construct the second share and so on. This way we create all n shares s;, Sy,
S3...Sp_q and S, .

3.2 Reconstruction Phase

To reconstruct the original image from n share s;, s,, S3... S,_; and s, . At first
summing the corresponding pixel position of all n share to get the transformed image
‘C’. Now using the negative image transformation we get the image ‘B’. Applying the
same transformation defined earlier in section 3.1.1, we gets back the original image
‘A

3.3  Proposed Algorithm

In this section the overall algorithm of the proposed method is discussed where an
input is a grayscale secret image and output are n shared images.

Stepl: Read the input grayscale image, A=[ a; [uw Wwhere i=1,2,3,....M and
j=1,2,3,...N

Step2: Interchanging the intensity value of each pixels in the odd position from start
of each row with corresponding pixel from end of the row.

Step2.1: let row number j=1

Step2.2: check row number j less or equal to M

Step2.3: let column number i=1

Step2.4: check column no i less or equal to N/2

Step2.5: interchange the intensity value of i position with N-(i-1)" position
Step2.6: increase i by 2

Step2.7: repeat step 2.4 to 2.6

Step2.8: increase row number j by 1

Step2.9: repeat step 2.2 t0 2.8
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Step3: Interchanging the intensity value of each pixels in the even position from start
of each column with corresponding pixel from end of the column. It is similar to
step 2.

Step4: Input image in this step is ‘B’. Using the transformation s=255-r to get the
image ‘C’, where r and s are the corresponding intensity value of image ‘B’ and ‘C’.

Step5: Now for each pixel of image ‘C’ we are generating (n — 1) random numbers
in the range (0, 1), so that it satisfies the condition stated in proposed method section
3.1.3.

The n" number 7, is generated as, 1, =1 — (1 + 1, + -+ 11 +1_1)

Step6: Each n-partition of each pixel will from the respective n share image.

Step7: Recombining all shares by means of adding the respective pixel positions, the
negative image is obtain and then again applying the pixel intensity exchange method
will return the original image.

We are illustrating the said algorithm with an example given below,

Example: Suppose the original grayscale secret image is represented by the matrix M
of order 4x4, shown Fig. 1(a), applying pixel position exchange technique we obtain
the matrix M’ in Fig.1(b) and using negative transformation discussed in equation (1)
on the matrix M’ in Fig. 1(b) produces M” in Fig. 1(c).

140 143 142 139 139 143 142 140 116 112 113 115

138 144 155 141 135 243 134 123 120 12 121 132

123 234 134 135 141 144 155 138 114 111 100 117

122 255 240 243 243 25