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Preface

This volume contains the work presented at the 5th International Work Confer-
ence on Ambient Assisted Living (IWAAL 2013) held in Costa Rica during the
2nd–6th December, 2013. The event was established during 2009, inspired by
the European Union’s Ambient Assisted Living Joint Program (AALJP). The
ageing of the population is concerning national healthcare systems throughout
all developed countries in relation to the increasing burdens being placed on
the provision of health and social care. Predictions are estimating that by 2020
around one quarter of the European population will be over 65. This will make
healthcare systems almost unable to sustain an adequate delivery of care pro-
vision unless new models of care and prevention are introduced. The AALJP
has as a core strategy to support the development of solutions to improve the
delivery of care and increase levels of independence for an ageing population.

Information and Communication Technologies are paving the way towards
a new paradigm of advanced systems aimed at both preventing and managing
long term healthcare conditions in addition to de-hospitalizing care provision.
The interest of healthcare stakeholders is continuously growing around such tech-
nological based solutions which aim to address the effects of the ageing of the
population. As a result, Ambient Assisted Living (AAL) is becoming a well rec-
ognized domain. AAL relates to the use of ICT technologies and services in both
daily living and working environments with the aim to help inhabitants by pre-
venting and improving wellness and health conditions, in addition to assisting
with daily activities, promotion of staying active, remaining socially connected,
and of living independently.

The theme of this year’s event is Ambient Assisted Living and Active Ag-
ing. This year, once again, IWAAL collected a remarkable set of scientific works
reporting new methods, methodologies, algorithms, and tools specifically de-
vised to address AAL research challenges. In addition, a variety of assistive
applications that harness the benefits of sensing technologies, human computer
interaction, and ambient intelligence have been included.

The review process of the material submitted was supported by over 60 mem-
bers from an International ProgramCommittee. This included members from the
following countries in Europe: Czech Republic, Northern Ireland, Spain, Italy,
Austria, Belgium, England, Germany, The Netherlands, France and Cyprus and
was further supported by members from the United States of America, Canada,
Mexico, Chile, Panama and Costa Rica. Each paper was allocated up to 3 re-
viewers with the final process of the review being guided by the two workshop
co-chairs.

From the 23 papers submitted, 13 were accepted as full papers and 7 were
recommended to revise and re-submit their original submissions as short papers.
The final set of papers represents a truly international field of research with
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authors from 12 countries including: Jordan, Mexico, Costa Rica, Chile, United
States of America, South Korea, Austria, England, Spain, Sweden, Finland and
Northern Ireland.

To conclude, we wish to thank all organizers, members of the Program Com-
mittee and reviewers for helping us in realizing a top quality conference and
producing this volume.

December 2013 Christopher Nugent
Antonio Coronato

José Bravo
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Abstract. Information and Communication Technologies can support Active 
Aging strategies in a scenario like the Smart Home. This paper details a person 
centered distributed framework, called TALISMAN+, whose aim is to promote 
personal autonomy by taking advantage of knowledge based technologies, sen-
sors networks, mobile devices and internet. The proposed solution can support 
an elderly person to keep living alone at his house without being obliged to 
move to a residential center. The framework is composed by five subsystems: a 
reasoning module that is able to take local decisions at home in order to support 
active aging, a biomedical variables telemonitorisation platform running on a 
mobile device, a hybrid reasoning middleware aimed to assess cardiovascular 
risk in a remote way, a private vision based sensor subsystem, and a secure te-
lematics solution that guarantees confidentiality for personal information. 
TALISMAN+ framework deployment is being evaluated at a real environment 
like the Accessible Digital Home. 

Keywords: Active aging, smart home, collaborative reasoning agents, sensors. 

1 Framework Contextualization 

Active Aging is not just a set of recommendations for physical and psychological 
well-being but a “process of optimizing opportunities for health, participation and 
security in order to enhance quality of life as people age” [1]. The World Health 
Organization (WHO) highlights the necessity to promote effective strategies and 
solutions that maintain autonomy as a person grows older. Many daily life activities 
are carried out at the home environment and this user domain is widely surrounded by 
multiple devices and appliances which are supposed to make our life “easier”. 

The interoperation at home of these available mechanic, electronic, information 
and communication technologies, sets the basis to provide the elderly population 
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and/or people with neurodegenerative diseases with accessible services to promote 
personal autonomy. Cheek et al. mention the concept of aging-in-place and point out 
different facilities to be supported by Smart Home (SH) technologies such as “emer-
gency care, fall prevention & detection, reminder systems and assistance for those 
with cognitive impairments” [2]. This idea is not new, some authors like Williams et 
al. described in 1998 their future smart home for “the provision of artificial intelli-
gence -AI- based information processing and the management of decision-making 
structures required” [3]. Fifteen years later, users could request for SH technologies at 
their house since environmental sensors like presence, motion, fire, flood or gas are 
market available; biomedical data devices can be connected to measure pulse, tem-
perature, glucose or blood pressure, and reasoning middleware environments are 
highly usable. However, the easy to use and knowledge based person centered inte-
raction with these devices is still not solved especially to support aforementioned SH 
facilities. TALISMAN+, the distributed framework detailed in this research paper, 
aims to go one step forward in this direction by offering an integrated solution that 
encompasses local and remote reasoning modules, biomedical mobile connected te-
lemonitoring devices, environmental sensor networks and security mechanisms that 
guarantee privacy and confidentiality of supported homecare telematic services. The 
framework core has been designed and developed by taking into account the necessi-
ties of two users domains: vulnerable people with Parkinson disease and persons with 
mobility restrictions. 

Information and communication technologies can help people with cognitive and 
mobility impairments to promote Active Aging activities related to communication, 
stimulation and environmental control. Laiseca et al. showed the utilization of these 
technologies to assist the elderlies with cognitive disabilities by using memory games 
that facilitate information to caregivers and relatives [4]. Activity recognition can be 
triggered both from data driven information provided by users or through the utiliza-
tion of sensor-based recognition. Chen et al. compare these two approaches and con-
clude that Knowledge-Driven models need to handle uncertainty and time in order to 
distinguish intent or goal recognition [5]. Ontology-based systems have been tested to 
support active health with mobile technologies. Docksteader et al. published a Mobile 
Ontology-based Reasoning and Feedback system that monitors SpO2, using Semantic 
Web Rule Language (SWRL) and communicate them via SMS and HTTP protocols 
[6]. Health care domain has also experimented with the use of cameras in private 
spaces in the field of Ambient-Assisted Living (AAL) and aging in place. Cardinaux 
et al. reviewed in 2011 the pros and contras, related to user´s acceptance, reliable 
reasoning and privacy, of video based technology for AAL [7]. 

No doubt that TALISMAN+ framework provides facilities that can be critical for 
the security of the elderly. Therefore, privacy of monitored individuals should be 
guaranteed at the same time its identities are checked as Islam et al. states for SH [8]. 
Since sensors and devices used can be perceived as an intrusive element at home [12], 
privacy and authentication issues were considered an essential part of this framework 
in order to reinforce the trust of users to promote their personal autonomy. 
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2 User Driven Design Methodology 

Further to ANSI/IEEE 1471-2000 conceptual framework for architecture description, 
TALISMAN+ design can be decomposed in five architectural views. The methods 
provided by this standard helped to describe the global view of the solution according 
to a user driven approach. Thus,  people with cognitive or mobility restrictions, such 
as the elderly, become the main stakeholder addressed by each of the five deployed 
subsystems. The mission is to support autonomous active aging at home by providing 
context-aware reactions triggered by detected events, user profiles and reasoning 
procedures. Main concerns addressed in this framework deal with security, 
accessibility, reliable reasoning and interoperability. Security view followed a user 
centered approach so that an aging person may feel trust about his or her interaction 
with the system. Therefore, user requirements analysis led to define a user interface so 
that all the stakeholders may simulate, check and effectively validate the suggestions 
provided by the framework. These stakeholders include the elderly person, informal 
caregivers, relatives, and professionals in charge such us geriatricians, therapists, 
social workers or nurses. 

By following a user driven design methodology, replicable user cases were defined 
according to the knowledge acquired from two users´ entities: Madrid Parkinson´s 
disease association and the association of people with spinal injury and physical 
disabilities (ASPAYM). As Gass et al. state for internet-based services, the 
specification of end-user-driven data acquirement at the SH was a critical issue to 
define context-aware interoperable facilities to promote active aging [9]. 

Fig. 1 details the functional Framework design whose user driven main use case is 
detailed as follow: 1) Biomedical data provided by users through mobile connected 
sensors is sent to the reasoning subsystems; 2) the hybrid remote reasoner validates a 
user profile (e.g. level of risk disease) and sends this data to the local reasoner; 3) 
environmental context and user profile info is updated to the local reasoner; 4) a 
descriptive local reasoner suggests actions at the SH for active aging; 5) the security 
view ensures authentication, confidentiality and integrity of managed information.  

 

Fig. 1. User-driven functional Framework Design 
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3 Development Results 

The resulting distributed framework is described in the following parts by following 
the user-driven context previously depicted. : 

3.1 Mobile Monitoring (MoMo) Platform 

The Mobile Monitoring platform (MoMo) allows aging patients to having continuous 
diseases control and direct communication with their doctor. MoMo enables patient 
mobile telemonitoring by using biometric devices (e.g. glucometers, blood pressure 
meters) to send data to a mobile phone via technologies such as WiFi, NFC or 
Bluetooth [10]. An ontological architecture has been created in order to catalogue the 
elements and provide TALISMAN+ local and remote reasoners with ad hoc feedback. 

Patient monitoring represents one of the key elements in the progress and control of 
his illness. This monitoring provides patient and doctor with continuous data about dis-
ease´s status (vital signs, pulse glucose) so that, the doctor can accordingly readjust the 
initial treatments and prescriptions. Mobile phone is the selected technology as it is 
fairly used by aging people and can support daily activities for communication and in-
formation management. A group of ontologies called MoMOntology represent the on-
tologies of mobile monitoring process and allow to model the data collected from  
biometrics devices. An analytical engine, described in 3.2 which combines Fuzzy Logic 
and probabilistic reasoning, allows managing patient records based on an analysis of 
past situations to predict future difficulties like variations in vital signs). MoMo takes 
advantage of mobile phones and biometric devices to facilitate patient monitoring as 
data is recorded in a central server to be used by TALISMAN+ framework. 

Fig. 2 shows the developed platform. On the left, healthcare and monitoring devic-
es are connected to Bluetooth mobile devices. In the center, these biometric devices 
are linked to a mobile phone to process sensor data, manage applications, and ensure 
redundant connectivity via 3G and WiFi data networks. Information is transmitted to 
a central database and advisory system for evaluation by the medical server (right). 

 

 

Fig. 2. MoMo platform and relationship between data and device entities 
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3.2 Hybrid Cooperative Reasoner 

As stated in TALISMAN+ framework, a middleware is requested to facilitate context 
capture from any device, including embedded ones, to program environment’s 
reactivity. TALIS+Engine is the susbsystem were the ontology AMBI2ONT was 
created to model ambiguity in its two facets, uncertainty and vagueness, together with 
sensor fusion and reasoning inference engine. Upon uncertainty, the certainty factor 
(CF) of contextual data is modeled. Vagueness consideration allows model unclearly 
defined situations like cold room or noise room where different users have different 
perceptions. Such ontology models places, things in those places such as devices or 
people, capabilities and linguistic terms. Fig. 3 shows a ContextData individual with a 
sensor value associated a certainty degree about the credibility of such measure and a 
set of linguistic terms where each term is associated with a membership function. 
Thus, in this case the temperature sensor in a given room can be considered mainly 
hot. Once the measures are modeled considering the uncertainty and the vagueness of 
the data, semantic inference process is applied, so that implicit data is derived from 
explicit data. For example, the location associated to each measure is determined, 
knowing the location of the temperature sensor. Subsequently, a data fusion process is 
applied which aggregates measures of the same type (e.g. temperature sensor) within 
the same container (e.g. room). Two different strategies are supported: tourney (the 
best) and combination, where depending on the scheme applied the best, worst or 
average measure can be considered. Thus, the temperature values of all sensors within 
a room are combined. 

Finally, the behavior rules defined for an extension of the JFuzzyLogic fuzzy logic 
engine [13] are executed. Such engine was modified to incorporate to it treatment of 
both uncertain data and rules. An example of the now supported syntax, which extends 
JFuzzyLogic engine’s Fuzzy control language (FCL), is shown on the bottom left hand 
side of Fig. 3, where both uncertainty (CF 1) and vagueness (HOT) are considered: 

 
RULE CF 1 
LaboratoryA hasGlobalTemperature     
temperatureX 
temperatureX HOT -> 
airCoditioningX type AirConditioning 
airCoditioningX location LaboratoryA 
airCoditioningX temperature 22  

Fig. 3. Hybrid reasoner uncertainty management and AMBI2ONT Ontology 
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3.3 Vision Based Sensor Subsystem 

TALISMAN+ distributed framework relies on private sensoring solutions at the SH to 
make ad hoc local reasoning to promote healthy and social activities related to active 
aging. Vision@home is the integrated subsystem that includes a technological 
infrastructure and vision-based services to monitor and recognize the activity of users 
at home, including the privacy protection of who perceived with these vision devices. 
Thus, a double functionality is achieved: dynamically modeling of habitual behavior 
of people to detect events that may identify abnormal behaviors, and confidential 
vision-based services to detect and recognize objects and people of interest in the 
scene and characterization and interpretation of movement to monitor their activity. 

Static cameras, pan-tilt, omni-directional and low cost devices RGB-D, like Kinect, 
were applied to allow better interpretation of motion without forgetting ethical aspects 
when monitoring people in private spaces. Two cases were addressed to recognize hu-
man activity: action recognition using several cameras and action recognition using 
Kinects. The implemented system recognizes, through cameras, simple actions such as 
walking, jumping, running and falling. Anonymous people silhouettes are gathered 
using background removal and next features invariant to scaling and rotation. During 
recognition, the position of the person is determined at every moment by matching the 
sequence of postures with the Knowledge Base using Dynamic Time Warping. The 
system operates at video rate, which is one of the main requirements. Regarding the 
recognition of actions using Kinects, a classification system was developed from skelet-
al actions of a person. Thus, Microsoft SDK and OpenNI library functions were tested 
and positions recognized by Growing Neural Gas. The optimal set of characteristics that 
increases the accuracy of action recognition algorithm was founded by using evolutio-
nary learning techniques [11]. Fall detection service and other actions are supported by a 
simple prototype that determines the fall by calculating the hip height. 

A context oriented privacy protection model was defined based on levels. Each 
level defines the nature of the information that will be provided to TALISMAN+ local 
reasoner or even shown to an authorized caregiver. Each level of representation can 
depend on the event and the permissions of the stakeholder. Four protection levels 
were verified as feasible: no alarm, which displays a virtual image of the environment 
without showing any person; low level alarm, which shows a virtual image of both the 
environment and the person, showing its location but not its posture; high level alarm, 
which shows a virtual image of both the environment and the person; and very high 
level alarm that shows a real image of the environment (Fig. 4). 

 

Fig. 4. Vision based privacy degrees depending on the level of alarm 
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3.4 Local Logic Description Reasoner and Security View 

The distributed framework proposed provides functionality in a home environment 
where critical assurance of privacy is needed for the elderly. Local reasoning should 
confirm individuals’ identities and ensure privacy when they are monitored. Very 
often, sensors and devices used for these services are perceived as an intrusive 
element at home. Therefore, privacy and authentication was considered an essential 
part of TALISMAN+ not just to protect communications but to reinforce users’ trust 
in the use of the news services for active aging and promotion of personal autonomy. 

Bearing in mind this user-centered approach, the SH logs all interactions of sensors 
and monitoring systems that are managing data with the database as well as the data 
exchanged between the SH and telecare centers. In this way, users with cognitive or 
physical impairments gain access at any time to the information obtained from the 
logs, as the system enables tangible and understandable interaction when coupling 
sensors and actuators into actions. These actions allow users to mentally represent the 
capabilities of the SH where they perform their daily tasks, regardless of the complex-
ity of the underlying ubiquitous system. The framework implemented a security agent 
in charge of sending, securing and logging the outward interactions. Fig. 5 shows this 
agent that receives data from SH and establishes a secure SSL channel between home 
and telecare entities to provide two-way authentication, non-repudiation, confidential-
ity and integrity services for the exchange. Previous images processing by the vision 
based sensor subsystem, this agent sends a virtual hidden image of people at home. 

For this purpose it was defined an XML register document that contents the complete 
sequence of interactions that take place between the server and the smart home as a result 
of the execution of the service.  After ensuring the security of communications for the 
house with the outside, there is still an important point to solve referred to the way that 
people at home are identified. Mutual authentication in SSL requires users must be in 
possession of the corresponding X.509 certificate to operate the system. 

 

Fig. 5. TALISMAN+ security supporting local reasoning engine 
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4 Conclusions 

The deployment of TALISMAN+ framework at the Accessible Digital Home allows 
testing a sustainable telecare service with users from Parkinson and Cordial Injury 
associations. This stage will be initiated shortly once the development and integration 
stages are completed in order to check reliable reasoning, security and performance. 
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Abstract. This paper describes the use of a prompted labeling solution to obtain 
class labels for user activity and context information on a mobile device. Based 
on the output from an activity recognition module, the prompt labeling module 
polls for class transitions from any of the activities (e.g. walking,  running) to 
the standing still activity. Once a transition has been detected the system 
prompts the user, through the provision of a message on the mobile phone, to 
provide a label for the last activity that was carried out. This label, along with 
the raw sensor data is then stored locally prior to being uploaded to cloud 
storage. The paper provides technical details of how and when the system 
prompts the user for an activity label and discusses the information that can be 
gleaned from sensor data. This system allows for activity and context 
information to be collected on a large scale. Data can then be used within new 
opportunities in data mining and modeling of user context for a variety of 
applications. 

1 Introduction 

The ubiquitous nature of smart phones within our everyday lives provides new 
opportunities to collect real time context information, such as activity, location and 
social interactions, from a large number of users [1]. This large amount of data has the 
potential to be used in a number of application areas such as activity promotion, self 
management of long term chronic health conditions, context aware services and life 
logging [2]. The automatic recognition of activities is performed through the 
application of machine learning techniques to data gleaned from low level sensors [3]. 
The training of these algorithms, from a data driven perspective, relies largely on the 
gathering, pre-processing, segmentation and annotation of the sensor data into distinct 
classes [4]. The data must therefore be correctly labeled prior to being used as a 
training set in a machine learning paradigm. 
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Collecting this data from a larger population under free living conditions may have 
the potential to improve the generalization abilities of any activity recognition (AR) 
models developed through provision of a larger quantity of representative data for 
training purposes. Such data sets should include data from a variety of sensors, 
recorded during a wide range of activities and contexts from a large number of users, 
over an extended period of time (months or years). Most importantly the data should 
also include accurate ground truth labels that represent user activities [5].   

The use of smart phones can be viewed as one possible manner in which this large 
amount of data may be captured unobtrusively. Many handsets now have a range of 
in-built sensors, large memory storage, fast processing and low power 
communications, which meet the requirements of the range of data to be collected [6]. 
Furthermore, unlike many devices used as part of a research study, many potential 
subjects already own mobile phones, are accustomed to carrying them and always 
keep them charged [1]. Unfortunately, using mobile devices to gather data on a large 
scale can also prove difficult. In particular the integrity of the user annotation can be 
questionable. For example, users may forget to label a section of valuable data or may 
complete the labeling inaccurately. Nevertheless, a large scale fully annotated data set 
is recognised as being the key step to improve and increase the widespread adoption 
of AR applications [1], [6]. 

This paper presents an overview of a mobile based prompted labeling application 
aimed at overcoming the challenges associated with collecting annotated activity data 
on a large scale. In order to set the context of this work, a brief review of related 
material is presented. Following this the system architecture of the proposed prompt 
labeling application is described and the paper concludes with a discussion of the data 
which can be collected and analyzed. 

2 Background 

Although a large amount of research has focused on the ability to accurately detect a 
range of physical activities, very few studies have provided a detailed description of 
how the ground truth of data sets, for the purposes of a data driven approach to AR, 
have been acquired. To date the majority of AR studies have used data collected 
under structured or semi structured conditions, from a small number of participants 
(1-20 subjects). Participants often perform a set of preplanned tasks which are 
completed within a controlled environment [7], [8], [9], [10]. In this case, the ground 
truth is often recorded by a human observer and sensor data are then annotated offline 
according to the observer. This is viewed as being necessary as it allows researchers 
to capture the ground truth, when labeling data, in an effort to create highly accurate 
data sets. Data collected in this manner may not, however, be truly representative of 
completing the task in a free living environment. Furthermore, labeling and 
processing data is this manner can be a laborious and time consuming task for 
researchers. Boa and Intillie asked participants to complete a list of planned activities 
and to note the time at which they started and completed each activity [8]. Again this 
process of continuously noting the time at which an activity is commenced and 
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completed is fine for short term laboratory based studies, however, would not be 
feasible in the long term under free living conditions. 

In order to allow the collection of data in a more free living environment, 
researchers have utilized video cameras [11]. The subsequent video recording is 
reviewed offline to identify what activity was being performed at a particular time. 
Similar techniques have been used within smart environments to label the onset/ 
completion of object interactions [12]. Using groups of labelers sourced from the 
crowd is viewed as one way of dealing with the labour intensity of the task. Lasecki et 
al. [13] used activity labels, generated by groups of crowd sourced labelers to 
annotate activities from video data. All of the aforementioned labeling methods are 
labor intensive and time consuming and some approaches, in particular video 
annotation, can have implications with data privacy. Furthermore, the need to install 
or issue video cameras for recoding the activities reduces the scalability of the 
approach. 

Alternatively on a larger scale, users are often asked to annotate their own data 
using a mobile interface. This usually requires the user to start and stop the data 
capture process manually [14]. When using the application the user is then asked to 
label the activity they have just or are about to complete. Although this method is 
relatively accurate at segmenting the activity it requires the user to explicitly start and 
stop recording. Tapia et al. [15] used a technique based on the experience sampling 
method to trigger self reported diary entries every 15 minutes. Multiple choice 
questions were answered by the user to select which of the 35 activities users were 
completing. Due to the intermittent nature of the labels it was found to be difficult to 
detect short time activities. The process of continually labeling can become laborious 
for users, particularly when performed over an extended period of time. Furthermore, 
this can result in the user providing incorrect labels for the data or simply not 
engaging with the system at all. In order for the user to input a label, some interaction 
with the mobile device is required. This may interrupt the user during the activity, 
which in turn may impact upon the activity that the person is undertaking, thus 
impacting overall on the data recorded. In an attempt to address the issue of 
interaction voice recognition has been used for the purposes of annotation [16]. The 
mobile device listens for key words such as "start activity" and "stop activity" to start 
and stop the recording. Voice recognition is then used to label the activity, with the 
user again saying keywords, such as "standing" or "walking". Nevertheless, having 
the smart phone continuously listening for keywords can consume battery power and 
may hamper the usability of the application. Additionally, inaccuracies of voice 
recognition can lead to mislabeling of data. 

Our approach uses prompted labeling, driven by an underlying mobile based AR 
module, in an effort to improve the process of collecting and annotating data. Users 
can annotate their everyday activities through use of a personalized mobile 
application. When the user is detected as standing still, a prompt is provided to enable 
the user to label the activity they were previously completing. In this manner the 
sensor data for the respective activity is segmented and saved automatically and an 
activity label is supplied by the user after the activity has been finished thus 
maintaining the integrity of the data. 
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3 Prompted Data Labeling  

The proposed mobile application is based upon the principle of prompts to label a 
user's context and activity data. At periodic times throughout the day, the application 
will prompt the user to confirm which activities they have just completed. In addition 
to user reported data, additional information gleaned from the mobile device, such as 
automated activity classifications, GPS latitude and longitude, accelerometry data and 
bluetooth interactions will also be recorded. This additional data will aid in further 
contextualizing the annotated data sets with the intention of improving the validity of 
labelling. An overview of the system architecture of the proposed application is 
shown in Fig. 1. 

 

Fig. 1. An overview of personalized mobile application for prompt labelling. The prompted 
labeling module sits on top of an existing activity recognition module and periodically prompts 
users to label their activity. The architecture includes mobile services to support the secure 
transmission and processing of data in addition to the collection of other sensory data available 
from the mobile platform. 

In order to enhance user engagement and compliance of the application it is 
important that the prompted labeling module is to be incorporated within an 
application which provides some incentive through appropriate feedback mechanisms. 
This type of application could include any context aware application such as an 
activity monitor, calorie counter or context aware services. A suite of mobile services 
will be developed to ensure the secure processing and transmission of all data 
collected from the users. These services will be responsible for managing security, 
efficient transmission of data and interfacing with cloud services. A brief description 
of these components is provided in Table 1. 
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Table 1. Provides a description of the main components of the system architecture 

Component Name Component Description 

Prompt labeling module This component contains a splash screen which allows the user 
to select a label for their activity data from a predefined list. 

Activity recognition module The activity recognition module attempts to detect changes in 
activity class to the standing still activity. From this a prompt 
is then initiated. 

Data management This module ensures the data is appropriately structured and 
formatted to ensure efficient transfer and storage. In this 
respect the security of the sensitive data is crucial, therefore 
efficient cryptography protocols shall be employed.  

Cloud services Cloud services provide the appropriate infrastructure to support 
data storage analysis and mining of the large data set.  

Context aware application The prompter sits upon a context aware application which 
enhances user engagement by providing tailored feedback (e.g. 
activity levels, calorie counting and context aware services)  

3.1 Activity Recognition Module 

The AR model used within this work, originally developed by Han et al. [17], utilizes 
multimodal sensor data from accelerometery, audio, GPS and Wi-Fi to classify a 
range of everyday activities such as walking, jogging and using transport. The activity 
recognition is performed independently of the position or orientation of the smart 
phone. This approach increases the practicality and usability of the system as the 
phone can be carried at any location and the AR is not affected by the user interacting 
with the device. Data from the accelerometer is used to detect transitions between 
ambulatory activities to activities which involve the use of transport. Accelerometer 
data, sampled at 50Hz, is computed into time and frequency domain features which 
are used as inputs to a Gaussian Mixture Classifier. Audio data is used in the 
classification if there is a need to classify between transportation activities (riding a 
bus or subway). Only using the audio when necessary allows the power consumption 
on the Smartphone to be minimized. GPS and Wi-Fi signals are then used to validate 
the classification between activities. Speed information, derived from GPS is used to 
determine whether a user is walking, running or standing still. The Wi-Fi signal is 
used to differentiate between bus and subway activities, as very few public or private 
wireless networks are available within the subway system.  

3.2 Prompted Labeling Module 

The prompted labeling module (PLM) prompts the user to label the activity they have 
just completed. Based on the output from the AR module the PLM polls for class 
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transitions from any of the activities (e.g. walking and running) to the standing still 
activity. Once a transition has been detected the PLM prompts the user, through the 
provision of a message on the mobile phone, to provide a label for the last activity 
that was carried out. The raw data from the accelerometry sensors are then stored to 
the mobile device before being transmitted to the cloud for storage and further 
processing. By prompting the user to label the activity it is possible to verify that the 
activity has been correctly identified by the AR module. In this way the 
trustworthiness of the AR module can be validated in addition to providing a fully 
annotated data set.  Fig. 2 presents an example of interaction with the prompt labeling 
screen on the mobile device. 

 

 

Fig. 2. An example of user interaction with the prompt labeling screen. The AR module detects 
a change in class from the original activity to standing still. The prompt is then issued for the 
user to label the previous activity. Raw sensor data, for this activity, is then saved to the mobile 
device before being uploaded to the cloud for further processing and storage.  

 

Fig. 3. Illustrates how activities are detected from the raw accelerometer signal by the AR 
module. Activates are detected every 3 seconds, three consecutive detections are used to label 
the activity. The prompt is initiated when the AR module detects a change in class from one 
activity to standing still.  

The AR module detects an activity based on three seconds (150 samples) of data. 
Three consecutive detections (9 seconds) are then used to label the activity. This is 
carried out in order to limit the number of detection errors. Once the AR module 
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detects a change from the current activity to the standing still activity for 9 seconds 
the previous activity data from the sensors is saved to memory. This process, from the 
perspective of raw accelerometry data is shown in Fig. 3. Currently, the prompt is 
initiated every time the AR detects a transition from an activity to standing still. It is 
envisioned that when the application is rolled out on a larger scale the user will be 
able to set how many prompts they receive per day in order to improve adoption of 
the system. 

Currently data recorded by the system is stored directly to the local memory of the 
Smartphone, in the form of a text file. Fig. 4 shows the structure of this file. Data 
includes date and time stamp, raw accelerometer values (X, Y and Z axis), GPS 
latitude and longitude in addition to the Class label from the AR module and the 
prompted user label (named AR Label and User Label respectively). It is envisioned 
that this data could then be encrypted before being transmitted and stored in the cloud. 

 

 

Fig. 4. Shows an example of data recorded by the prompted labeling module. Recorded data 
includes, Date and time stamp, sample number, Accelerometer data from each axis, GPS 
latitude and longitude, in addition to the Class label from the AR module and prompted user 
label.  

4 Summary 

The ability to collect contextual information, such as activity, location or social 
interactions, on a large scale is becoming increasingly important. Such data sets allow 
for a deeper understanding of a population's activity habits and allow information to 
be delivered in a context sensitive manner. Current methods of collecting contextual 
information, particularly activity data, are normally limited to small scale studies. 
This is partly due to issues surrounding the ability to obtain ground truth information 
to annotate such data. The current approach aims to address such issues, through the 
use of a mobile based context aware PLM which prompts the user to supply label  
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information for their current activities. In turn this improves the validity of data 
labels, which can then be used to improve the accuracy of data driven activity models. 
Transmitting and storing this data within the cloud opens new possibilities to exploit 
cloud services in order to mine these big data sets further in order to provide a deeper 
understanding of activity trends within healthcare. Plans for future work involve the 
evaluation of the current solution in order to assess its ability to accurately label data 
in a free living environment. 
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Abstract. The advances in ICTs have been significant during the last
years, but progress in this area has not been accompanied by so sig-
nificant improvements in user experience techniques. This has led to a
certain group of people being unable to make use and benefit from the
advanced features and services offered by these technologies. One of the
most innovative technologies for human-computer interaction is the Near
Field Communication (NFC). In this paper we present a platform that
uses NFC technology in order to reduce the digital gap for mobile users,
together with an experiment carried out with the goal of evaluating the
differences between executing mobile services using the proposed plat-
form and using the traditional touchscreen-based interaction.

Keywords: NFC, accesibility, mobile interaction, semantic technologies.

1 Introduction

The advances in information and communication technologies (ICT) have been
significant during the last years. As an example, the speed of processors has
been multiplied and the number of electronic devices with increased computing
capabilities (smartphone, tablets, ...) has significantly increased. But progress
in these aspects has not been accompanied by significant improvements in user
experience techniques. This has led to a certain group of people being unable to
make use and benefit from the advanced features and services offered by these
technologies, as their technological skills and knowledge are not enough for doing
so. Even people who are accustomed to technological advances have problems
when running certain actions with their cell phone that could easily run before
the smartphones were created. This phenomenon is known as the digital gap.

The user interfaces of these devices are one of the main causes of this digital
gap, as they have not been designed for all kinds of users. For instance, many
users have great difficulties accessing the functionalities of their mobile phones
because the screen menus are very complex for them.

One of the most innovative technologies for human-computer interaction is
the Near Field Communication (NFC), which we believe may be useful for re-
ducing the digital gap. NFC is a combination of contactless identification and
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interconnection technologies that enable short-range wireless communications
between mobile devices, consumer electronics, personal computers and smart
objects. Based on this technology we propose a platform capable of executing
the appropriate service or action depending on the tags read by the user.

In this paper we present both the NFC-based platform created in order to
reduce the digital gap and the experiment carried out with the goal of evaluating
the differences between executing mobile services using our platform and using
a traditional touch-based application.

The remaining of this paper is structured as follows. The following section dis-
cusses related work. Section 3 gives a generic description of the platform. Section
4 describes the experiment carried out to compare the interaction model pro-
vided by our NFC-based platform to the default touchscreen-based one. Finally,
in Section 5, conclusions and future work are exposed.

2 Related Projects

Up to date there have been several studies in which mobile phones equipped with
NFC readers have been used to simplify the interaction with them and provide
different services, following the Touch me paradigm [1].

The SmartTouch project [5] explores the NFC/RFID based interaction to
provide new and innovative mobile services to the user. The goal of the platform
is to provide users with the added value of interacting with intelligent objects in
the environment in a simple and natural way.

Riekki et al. [3] propose a framework for requesting pervasive services touch-
ing RFID tags, in an attempt to connect the physical and digital world. They
propose two types of tags: the general ones, which identify various objects in
the environment (e.g. a printer), and the special ones, which are also linked to
objects in the environment and represent additional information, actions and
services that these objects can provide (e.g. print). Moreover, apart from the
information contained in the RFID tags the framework uses the user context to
select the most appropriate service to activate in each case.

REACHeS (Remotely Enabling and Controlling Heterogeneous Services) [4] is
a framework which facilitates the activation of multimedia services (interactive
catalogue, video player and slideshow viewer) combining mobile phones and NFC
technology. Although services are activated using NFC tags, the actions over
them (Pausing a video, showing next slide ...) must be done using screen menus.

Broll et al. [2] present a framework that provides access to semantic web
services through what they call ”physical mobile interaction”. Thus, they have
created physical objects augmented with technologies like RFID or QR codes.
This augmented objects work as identifiers of services and input arguments for
them, making the interaction with those services more intuitive.

Based in the reviewed projects, the goal of the solution proposed in this article
is to simplify access to the new technologies through a NFC-based interface. In
the existing solutions each service can been executed using only one NFC tag.
As an extension of this method we use the idea of Broll et al. in which apart
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from the tags that identify proposed services other tags are used to determine
the input parameters for them. However, in our proposal a tag represents an
object, entity or action from the real world, not a service. And the combination
of the read tags is what determines the service to be provided.

3 The Platform Infrastructure

In this paper we propose a platform that activates the most used services on
mobile devices, such as making a call, by interacting with NFC tags. Thus,
depending on the combination of tags users read, the system will recognize the
service to activate and the parameters needed for its execution. With this work
not only do we want to create a platform to help certain sectors of the population
such as the elderly, but we also want everyone to have the possibility of running
the actions offered by smartphones in a simpler and faster way.

The platform has been designed following a client-server architecture. The
client side is an application for Android mobile devices which enables users to
read NFC tags and executes the actions that correspond. The server is respon-
sible for identifying the action to execute depending on the tags read by the
user. The other axis of the platform is the model used to represent real world
entities in NFC tags, which is paramount to recognize the action the user wants
to execute. In the remainder of this section the features of these three main
components are explained in more detail.

3.1 Model

To represent entities and objects using NFC tags and to define the actions that
combinations of those determine, a formal representation model is required. We
have used semantic web technologies like OWL ontologies for this purpose, a
widely used approach for modelling real-world entities as well as making state-
ments and reasoning about them. Thus, objects which can be represented in tags
are modelled in an ontology hierarchy, as well as the actions to execute, which are
a combination of different number and types of tags. Table 1 shows the actions
the platform currently supports together with their object compositions.

Must be noted that, if in the future there is a need to add more actions,
the only existing requirement is to create new Action classes which define its
combination of Objects and its cardinality restrictions, as well as those new
Object classes that the new Actions are comprised of.

3.2 Server

The server is responsible for inferring the action the mobile device must perform
taking into account the set of tags selected by the user. For this purpose we use
a combination of a semantic reasoner and a rule engine, which take the objects
represented by the read tags as input and produce the right action to execute
as output. For this reasoning, a rule-per-action design is adopted, in which each
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Table 1. Actions with its tags and cardinality

Action Objects

Read Email 1 ReadOutTag + 1 EmailTag
Send Email 1 EmailTag + 1-n Contact

Telephone Call 1 TelephoneTag + 1 Contact
See Photos 1 PhotoTag + 1 Contact

Show Weather Forecast 1 WeatherTag + 0-1 Addresable
See News 1 NewsTag + 1 InfoSource
Share Info 1 ShareTag + 1-n Contact

rule defined is responsible for checking if the conditions (i.e. the tags read) for
its action are fulfilled. This way, in case more actions want to be supported,
defining a new rule is only needed, regardless of the rules and actions existing
before.

Although the server only offers this single functionality, its existence is essen-
tial because even if the inference task it carries out is not too computationally
demanding for a traditional computer, currently there is no semantic reasoner
capable of doing so in mobile devices within an acceptable response time.

3.3 Mobile Application

The mobile application has two separate though related functions. On the one
hand, it provides users with the means to create the objects that make up the
services and write them into NFC tags, and on the other hand it enables them
to execute those actions or services by reading the tags.

To enable service provision to users when they read NFC tags, these tags
must have been previously written with certain information that identifies each
of them as a specific object or entity. Thus, the mobile application offers the
possibility of managing all the tags users have. When users want to represent,
for instance, a contact in a tag, the application enables them to select a contact
in the phone agenda. Having it selected, the application creates an ontological
instance representing this contact, stores it in a triplestore inside the mobile
phone and writes its URI in the NFC tag. Later, when the user reads tags to
execute certain action, the URIs of the entities represented in them are used
to retrieve their instances from the triplestore. Those instances are sent to the
server, which executes the rule engine an returns the action to execute to the
mobile application, which finally executes it.

4 Touchscreen vs NFC Evaluation

In order to validate our proposal and to assess its convenience as an alterna-
tive to traditional touch interfaces, we carried out an interaction study. NFC is
presented as a technology with potential to make interaction faster, easier and
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more comfortable for the end-users. Therefore, in this study we required subjects
to execute three different actions both with the NFC-based interaction enabled
by our platform and with a touch-based GUI. These actions were selected as
representative of different interaction schemes. Therefore we had an action with
no arguments, checking the weather forecast in the user’s current location, an
action with one argument, phoning a contact, and an action with two arguments,
sending an e-mail to two contacts.

The interaction flow in those actions goes by as follows. In the NFC-based
interaction, the user unlocks the mobile phone, reads the corresponding tags (see
Table 1) and to finally execute the action touches the screen. This final screen
tap is required, as is what the application understands as end-of-sequence to
call the server to get the right action to execute. In the touch-based approach,
the user begins unlocking the mobile phone, next starts the application with the
shortcut in the home screen, then selects the ’Execute Action’ option in the main
menu and finally selects the action to execute and the corresponding arguments,
if applicable (the contacts to call or send the e-mail). The user interface and
the interaction flow for the touch-based part was explicitly designed for this
evaluation, mimicking the NFC-based flow and its constrained options, in order
to keep the comparison unbiased. For this reason the shortcut is placed in the
home screen, enabling a fast application start, the action menu is limited to the
three actions evaluated and the contact picking list is limited to two contacts,
the same number of contact tags available in the NFC flow.

The experiment design was the following. First, we explained the purpose of
the application to each subject. Next, by means of a live demo we introduced
them to the application itself, how to read tags in the NFC-based interaction and
to the user interface in the touch-based case. Then we asked them to execute the
three actions with both interaction schemes, while the action execution times
were automatically recorded by the application, since the user unlocked the
mobile phone until each action successfully ended. In order to avoid a learning
bias, half of the subjects were asked to execute first the three actions with NFC
and the other half were asked to start with the touchscreen-based interface.
Besides, we observed that the live demonstration of the application was not
enough for all the subjects to get familiar with its functionality and some had
doubts both with the graphical interface and the NFC tag reading. Therefore we
extended the experiment with a second subject group which was requested to first
execute some training actions in order to get comfortable with the application,
enabling to research into the effect of this short training on task efficiency and
the possible differences between both interaction approaches. Finally, after the
actions execution, subjects were requested to answer a survey in order to record
personal characteristics like age, sex or familiarity with both touchscreens and
NFC technology, as well as subjective impressions towards the application.

The subject selection for the experiment was carried out asking for volunteers
among the university staff, relatives and friends, so as to keep the sample varied
in personal characteristics. In total, 40 subjects took part in the experiment.
Subject age was between 20 and 60, with a right-skewed distribution of mean 35
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and having three quarters of the subjects between 20 and 40 years old. The gen-
der distribution was one quarter of women and three quarters of men. Regarding
technological skills, measured with survey questions about computer and elec-
tronic device usage for everyday tasks, both subjects with low and high level of
engagement participated in the study. However, the distribution is skewed to the
left, with half of the subjects having a high technological engagement. On the
other other hand, concerning familiarity with the technologies evaluated in the
experiment, 4 out of 5 subjects are fully conversant with touchscreens, owning a
mobile phone equipped with this kind of technology. In contrast, even though al-
most all subjects had used NFC or RFID technologies for different purposes like
public transport passes, and about two thirds were familiar with the technology
itself, only a third had actually used a NFC-enabled mobile phone. The subject
training distribution was 15 subjects with prior training with the application
and 25 with only a live demo of its functionality.

On to other terms, among the subjects taking part several dependencies were
found between the mentioned characteristics, specially between subject age and
others. First, an obvious correlation between age and technological skills can be
observed. Thus, subjects under 40 years old have, in general, a great technolog-
ical engagement. In contrast, older subjects, even if they own an smartphone
or use computers for some regular tasks, show noticeable lower technological
skills. Along that same line, there is a clear relationship between subject age
and owning a touchscreen phone. This way, while all subjects under 40 have a
touchscreen phone, only a third of the subjects over 40 own one. Similarly, there
is an evident dependency between age and experience with NFC-enabled mobile
devices, being all subjects with prior experience with one of these devices under
45 years old. Therefore, there is also an interaction between owning a touch-
screen phone and subjects having experience with an NFC-enabled phone, as of
all the seven subjects in the last group, only one has a non-touchscreen phone.

With respect to subjective impressions towards our NFC-based interaction
proposal, the response was mainly positive. Nearly all subjects found this inter-
action approach useful (rating it at least 4 out of 6) and three quarters rated
it 5 or 6 out of 6. Being asked whether they would use this application for ev-
eryday tasks, a quarter of the subjects answered that they would hardly or very
occasionally use it, and the remaining three quarters evenly distributed between
a frequent, very frequent and an everyday use.

Regarding task efficiency several conclusions can be drawn. Firstly, we can
observe than on average NFC-based interaction is almost half a second faster
than the touch-based one (7315 ms versus 7774 ms). Interaction times of actions
executed with NFC are also less dispersed, with a standard deviation of around
4000ms as opposed to 5000ms in the case of those executed with the touchscreen.
In the case of interaction times for each action type, these statistics are very
similar. Thus, even if times differ (making a phone call takes more time than
checking the weather forecast, as involves selecting more options), on average
NFC-based approach is around 500 ms faster for the three actions. Looking at
per-subject efficiency, 21 subjects were faster executing their tasks using NFC,
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as opposed to 19 subjects that were faster with the touch-based approach. This
ratio is also maintained per action, having 64 actions executed faster with NFC,
compared to 56 which took less time with the touchscreen-based interaction.

Studying the interaction between task efficiency and subject age, we can ob-
serve a significant linear correlation. This correlation is stronger for the actions
executed with the touchscreen, being a one year increase in subject age associ-
ated with a 630 ms increase in action time (95% CI: 348 ms - 910 ms, P < 0.001).
For NFC-based interaction a correlation can also be observed, which however is
less significant and pronounced, being a one year increase in subject age associ-
ated with a 333 ms increase in action time (95% CI: 94 ms - 573 ms, P < 0.01).
Besides, comparing interaction time differences (computed as touchscreen action
times minus NFC action times for each subject) to subject age, a nice correlation
can be observed. This way, a one year increase in subject age is associated with
that subject being 300 ms faster with NFC than with a touchscreen (95% CI:
119 ms - 472 ms, P ≈ 0.001). Thus it can be noticed that in general younger
subjects (less than 30 years old) are faster with the touch-based approach, while
older ones are faster using NFC, as Fig. 1 shows.

Looking into the difference between touch-based actions executed by subjects
owning a touchscreen phone and those who don’t, we see a very significant corre-
lation, being subjects without a touchscreen phone 18 seconds slower on average
(95% CI: -27167 ms - -9341 ms, P < 0.001). Similarly, subjects with previous
experience with NFC-enabled phones are faster in the NFC-based actions than
those who hadn’t previously used this type of interaction. However, the differ-
ence is smaller than in the previous case, around 6 seconds on average, and the
correlation is not so significant (95% CI: -12507 ms - 492 ms, P ≈ 0.05), as it
can be concluded observing Fig. 2.

Concerning the effect of the pre-experiment training on interaction times, sub-
jects which trained were faster than those who didn’t both with NFC and touch-
screen interfaces. Concretely, subjects with training were on average 2 seconds
faster executing the actions with both the NFC and the touch-based interfaces.
Therefore both groups were on average faster with NFC.

Finally, comparing the subjective impressions of the subjects to task execution
times no correlation is found. Thus, it can be concluded that they finding the
NFC-based interaction useful or desirable has no relationship with they being
faster with this interaction approach.

Summing up, we can extract the following two main conclusions from the
experiment. The first one is that using NFC is a faster way for accessing the
services provided by latest smartphones, specially for older people (over 30 years
old), for those who are less familiar with touch-based interaction or for those less
familiar with new technologies in general. The second conclusion is that learning
to use an NFC-enabled phone is fast and the improvement is high (around 2
seconds for the tasks in the experiment). This hypothesis is supported by the
interaction times difference between the group who had prior experience with
NFC and the group who had not being relatively small.
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5 Conclusion

In this article we have presented a platform to access the most-used services in
mobile phones using NFC. In order to assess the convenience of this approach as
an alternative to traditional touch interfaces, we have also presented a compar-
ative study between these two technologies. This experiment has demonstrated
that NFC is a convenient, easy to learn and comfortable way for interacting
with mobile devices. NFC has also proved faster than the touch-based interac-
tion, specially among older people and those with less technological skills.

However, it should be desirable to run a larger scale experiment, in which the
distribution of the subjects taking part in it were more homogeneous, including
more subjects in older age groups as well as more people with lower technological
skills. Finally, in order to gain a better insight on the differences between NFC
and touch-based interaction, a longer experiment would be required, in which
subjects would be able to get more familiar with this interaction technologies,
and in which capturing interaction errors could also be possible.
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Abstract. Traditionally, database management systems (DBMSs) have
been employed exclusively for data management in infrastructures
supporting Ambient Assisted Living (AAL) systems. However, DBMSs
provide other mechanisms, such as for security, dependability, and exten-
sibility that can facilitate the development, use, and maintenance of AAL
applications. This work utilizes such mechanisms, particularly extensibil-
ity, and proposes a database-centric architecture to support home-based
healthcare applications. An active database is used to monitor and re-
spond to events taking place in the home, such as bed-exits. In-database
data mining methods are applied to model early night behaviors of people
living alone. Encapsulating the processing into the DBMS avoids trans-
ferring and processing sensitive data outside of database, enables changes
in the logic to be managed on-the-fly, and reduces code duplication. As a
result, such an approach leads to better performance and increased secu-
rity and privacy, and can facilitate the adaptability and scalability of AAL
systems. An evaluation of the architecture with datasets collected in real
homes demonstrated the feasibility and flexibility of the approach.

Keywords: Healthcare technology, ambient assisted living, active data-
bases, in-database processing, machine learning.

1 Introduction

1.1 Background and Related Work

Over the past several years, there has been an increased interest in using the
pervasive infrastructure of smart homes to support Ambient Assisted Living
(AAL). The collection and analysis of functional, safety, security, and physiolog-
ical parameters, as well as cognitive support, are the most common smart home
applications in healthcare [1]. In-home health monitoring provides accurate and
reliable long-term data to support better decision making, better understanding
of aging and illnesses, the prevention and management of chronic diseases, and
the conservation of healthcare resources [2]. Long-term storage enables the use
of data mining methods that can reveal patterns or unknown relationships that
describe, for example, the onset of a health-related problem [3].
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A number of smart home and AAL projects have been developed recently [4,5]
along with technical infrastructures, such as UniversAAL [6], that serve as a
foundation for AAL applications. Although some architectural aspects are com-
mon among existing smart homes and AAL platforms [7], there is still no widely
adopted method for developing these systems. In fact, smart homes and AAL
systems are still complex to build, use, and maintain [8]. One factor contribut-
ing to such complexity is the inherent diversity that is characteristic of smart
homes. Individuals have needs and preferences that differ and evolve over time.
Home environments also differ. In addition to the variety of home environments,
heterogeneous technologies that operate on different standards are employed in
these systems. The acceptance of AAL systems is directly linked with their ca-
pability to address an individual’s evolving needs as well as privacy, security,
and dependability concerns [9].

1.2 Approach and Contribution

In response to the challenges described above, thiswork presents adatabase-centric
system architecture that exploits mechanisms provided by database management
systems (DBMSs), other than data management, to support home-based health-
care applications. Modern DBMSs, such as PostgreSQL [10], are mature technolo-
gies and provide mechanisms that can be utilized to address important require-
ments for security, privacy, dependability, extensibility, and scalability in smart
home andAALsystems. Suchmechanisms have not been exploredby current smart
home and AAL infrastructures that employ DBMSs exclusively for data storage
and retrieval. More specifically, this work utilizes the extensibility capabilities and
the event-drivenmechanisms supported byDBMSs to detect and respond to events
taking place in the home environment within the database itself. Pushing the do-
main logic into the database reduces data communication and this leads to better
performance and increased security and privacy because there is no need to export
sensitive data outside the database [11]. DBMSs enable changes in the domain logic
to be managed on-the-fly and this facilitates scalability because changes in soft-
ware applications connected to the DBMS are not required. Current approaches
typically implement the domain logic, as well as mechanisms for security, privacy,
and dependability, at the application or middleware layers. Because storage is a

Fig. 1. The system architecture includes Resource Adapters and an Active Database
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required functionality in continuous, long-term home-based monitoring systems,
the DBMS is the most common, but not fully exploited, component among smart
home and AAL platforms.

The remainder of this paper is organized as follows. The proposed approach
is presented in Section 2. Section 3 describes the dataset that inspired the
development of three home-based healthcare services demonstrating the pro-
posed approach. The results and conclusions are covered in Sections 4 and 5,
respectively.

2 Database-Centric System Architecture

DBMSs offer mechanisms known as active rules (triggers) that allow the database
to detect and respond to events such as data manipulation operations (ta-
ble insertions and updates). Databases exploiting active rules are called active
databases [12]. In conjunction with sensors and actuators, active databases can
monitor and react to events happening in the environment. DBMSs also allow de-
velopers to extend the query language (SQL) with user-defined functions (UDFs)
that can encapsulate the semantics of applications, statistical models, and ma-
chine learning techniques. Together with database views, UDFs can be used to
define a database API to hide the underlying database model. Database triggers,
UDFs, and views are stored in the database and are managed on-the-fly without
requiring system restarts. Software applications, called resource adapters, can be
used to abstract and integrate heterogeneous hardware and software resources
into the system. The main modules of the proposed architecture are illustrated
in Fig. 1 and are further explained in later subsections.

2.1 Resource Adapters

Sensors and actuators provide the means for perceiving and controlling the en-
vironment. Resource adapters are software components in the architecture that
abstract heterogeneous hardware (sensors and actuators) and software technolo-
gies (user interfaces and files) to facilitate their integration and interoperation
into the system. Resource adapters resemble context widgets and context ser-
vices [13] but with fewer responsibilities (no data aggregation or peer-to-peer
communication). Adapters encapsulate the underlying implementation of differ-
ent communication protocols and abstract resource specific data formats. Re-
covery from faults, such as communication disconnections, is also provided.

Because there is still no adopted standard for communicating and integrat-
ing devices and applications inside smart homes [14], resource adapters have
been designed to serve as a gateway between the environment and the database
and to be implementable in different programming languages, such as C# and
Python. Resource adapters stream data acquired by sensors or entered by the
user to the database. They also control actuators and user interfaces in response
to commands received from the database. Resource adapters communicate with
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the database through a database API while the database employs interprocess
communication mechanisms to communicate with resource adapters.

2.2 Active Database

The active database (Fig. 1) contains four main modules as follows.

Storage. This module includes tables storing sensor data and processed infor-
mation and tables containing information of resources (sensors and actuators),
such as their location, capabilities, and configuration. Developers implementing
resource adapters do not have access to the internal Storage model. They are
provided instead with a Database API.

Database API. The internal database model is hidden or protected by a
Database API that exposes data access and manipulation (selections, insertions,
and updates) using views and UDFs. To notify resource adapters about data
changes or events, the database makes use of external or built-in mechanisms
for interprocess communication. Such an approach avoids adapters from period-
ically querying (polling) the database. PostgreSQL provides the NOTIFY and
LISTEN commands for interprocess communication.

Active Rules. An active database monitors and reacts to specific circumstances
of relevance to an application in a timely manner [12]. The reactive behavior in
an active database system is supported by Event-Condition-Action structures
referred as active rules. When an event occurs, the condition is evaluated and
if it holds an action is executed. In PostgreSQL, for example, active rules are
implemented using triggers and UDFs. Periodic execution of database UDFs can
be achieved with job scheduling utilities that are built into the DBMS or into
the operating system.

Database Extensions. Advanced algorithms, such as methods for statistical
analysis, can be integrated into modern DBMSs. For example, MADlib is an
open-source library that adds in-database analytical capabilities to PostgreSQL.
The library supports established machine learning methods such as Decision
Trees (DTs), Random Forests, and Support Vector Machines [15]. In-database
processing reduces the amount of code at the application level and avoids data
transfers as described at the beginning of this section.

3 In-Database Services for Home-Based Healthcare
Monitoring Using the ”Trygg om natten” Dataset

The ”Trygg om natten” (”Safe at night”) dataset originated from a recent study
conducted in Halmstad, Sweden, that explored how technology could assist care
beneficiaries and caregivers during night supervisions [16]. The study also focused
on how technology was perceived by the participants in terms of integrity and
acceptance. In total, the homes of 15 care beneficiaries were equipped with five
types of sensors (Table 1) that were active from 10 p.m. until 6 a.m. every
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Table 1. Sensors used to collect the dataset [16]

Type Purpose Qty. Output

Passive infrared (PIR) Capture human motion 3-5 Binary
Quasi-electric film (EMFIT) Capture bed exits 1 Binary
Magnetic Capture door openings 1 Binary
Inertial sensor Capture human inactivity (wearable) 1 Binary
Load cells Reference to the EMFIT sensor 1 24-bit value

night during approximately 14 days. The study was granted with an ethical
approval from the central ethical review board. One of the outcomes of the
study was a set of requirements specifications for AAL services, particularly
those related to nighttime caregiving. The following services have been inspired
by the project [16].

Bed Presence or Absence Detection. This service can enable the night
patrol team to remotely check if individuals are in bed so as not to disturb
their sleep. Voluntary and involuntary body movements generate disturbances
in the load cell signal that are not present when the bed is unoccupied or when
it is loaded with static weight. By analyzing such signal variance, a method to
detect the presence or absence of a person in bed can be implemented as an
active rule (trigger) that monitors the table in which load cell signal values are
stored. The condition for the active rule consists of checking intervals in which
the standard deviation of the last 160 inserted samples (≈2 seconds) is greater
than a discriminating threshold. A method for finding this threshold in a signal
(i.e. binarizing) is the Otsu algorithm [17] that maximizes the between cluster
distance when dividing the distribution values into two clusters, for example, the
in-bed and out-of-bed clusters. For each individual, a corresponding threshold is
calculated.

Common Event Transitions during the Night. The purpose of this service
is to discover simple associations between presence detections in rooms (bath-
room and kitchen) and the bed. Strong associations indicate common room tran-
sitions and room activity, and deviations from such associations could enable the
detection of anomalies. A method for finding such patterns in sequences of events
(i.e. sequential data mining [18]) is by estimating the probability of one event
being followed by another type of event (similarly to [19]), i.e. event ex being
followed by event ey, P (ey|ex). By considering only the previous detected event,
a transition matrix can be computed online for each individual using an active
rule. Each element in the transition matrix P contains the probability of event
ei being followed by event ej and this is denoted as Pij(ej |ei), also referred to
as confidence in association rules [20]. The transition matrix can be visualized
as a graph by plotting associations over a certain confidence threshold.

Modeling of Early Night Behavior Using DTs. Another way to model
transitions is with a service that models typical sensor triggering transitions
over a certain time-span during the night. Such a service could help to discover
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changing trends in the level of independence of the individual being monitored.
For this service, a DT was trained with data from a single individual to discrimi-
nate among two classes: the time period from 10 p.m. to midnight (TPI) and the
period from midnight to 6 a.m. (!TPI). The training data consisted of 15 features
that were computed for each observation by processing a sliding window with a
width of 20 minutes over the 14 days of collected data. This process resulted in
training data with approximately 300 observations. The events in the collected
data are denoted as bathroom (Ba), kitchen (K), hallway (H), and living room
(L), and each event represents activity in a certain room. Other events include
inactivity registered from the wearable inertial sensor (I), door openings (D),
and bed entrances and exits (Bin and Bout) that are computed from the load
cell data. The features used in the calculations are the types of sensors that fired
in the last four events and are denoted as Event at time t. The transition time
between the four last events for a window is computed as Et(t, t− k) where k is
the number of previous events. The number of each type of event in the window
is also computed, and the lack of events in a window is denoted by N.

4 Results

To accommodate the proposed architecture, a database server was configured
in a computer running CentOS 6.4 with PostgreSQL (version 9.2.3) and the
MADlib [15] library extension. To implement the proposed services, additional
tables were created that stored temporary and derived data such as descriptive
statistics and transition matrices. A separate computer running MS-Windows 7
hosted resource adapters (implemented in C#) that read and streamed measure-
ments from the dataset files to the corresponding database. For simplification
purposes, only one dataset from a single care beneficiary was selected to repre-
sent the results of the experiment.

Bed Presence or Absence Detection
For the selected individual, 27 bed presences and 16 bed absences were detected
by the active rule. To identify true and false positives, the dataset containing
load cell signals was manually labeled (27 bed-entrances and 16 bed-exits were
identified based on the measured weight) and served as a baseline for compar-
ison. All bed presence and absence detections were validated as true positives.
Bed absence detections outnumbered bed presence detections because on many
occasions the individual left the bed when the sensors were inactive after 6 a.m..

Fig. 2. Transition probabilities (p) of events for a confidence threshold of 0.2. Mean
(μt) and standard deviation (σt) of the transition time (normally distributed)
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Fig. 3. A DT distinguishes different time periods during the night

Common Event Transitions during the Night. An active rule, which moni-
tors incoming sensor events, updates the transition matrix table, which describes
the transition probability of events happening during the night. The computa-
tion of statistics, such as the mean and standard deviation of the transition time
between two events, are also triggered by the rule. Fig. 2 presents likely transi-
tions of events in the home environment of the selected subject. An observation
from the figure is that when the observed individual leaves the bed the most
likely event is a visit to the bathroom. Such transition takes an average of 7
minutes with a standard deviation of 7 minutes. This knowledge provided by
the transition matrix could be used to detect anomalies during future nights.

Modeling of Early Night Behavior Using DTs. For the same individual,
the generated DT is shown in Fig. 3. Thick edges represent where the majority
of data points were concentrated. One interpretation of the model is illustrated
by the dashed edge from the root node. This link revealed that the individual
was more likely to be active during the modeled time period TPI than the rest
of the night (!TPI). Moreover, the dotted edge shows that the individual was
active in the kitchen, hallway and living room during TPI. In order to validate
the DT model, a 10-fold cross-validation was performed and a mean accuracy of
81% was achieved. The accuracy shows that, despite the complexity of human
behavior, the model is able to explain key features of the early night that could
be used when analyzing deviations in long-term trends.

5 Discussion and Conclusion

Databases are mature technologies and provide mechanisms that can address
the security, privacy, dependability, extensibility, and scalability requirements
of smart home and AAL systems. These mechanisms, however, are not fully
exploited in current smart home and AAL infrastructures. This work proposes
a database-centric architecture that utilizes database capabilities, such as ex-
tensibility, to facilitate the development of home-based healthcare applications.
Resource adapters that abstract heterogeneous technologies can serve as gate-
ways between the environment and the database. The event-driven architecture
provided by active databases made it possible to implement a service within the
database to monitor an individual’s presence or absence in bed. Database exten-
sions for data mining enabled the development of services to model early night
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behaviors. These services, which have been validated with a dataset collected
in real homes, reside within the database and avoid exporting sensitive data to
external data analysis tools. Such an approach leads to improved performance,
security, and flexibility while benefiting from the management capabilities of
DBMSs. Centralizing the domain logic into the DBMS reduces code duplication
and facilitates the adaptability and scalability of the system as individual needs
evolve. The database model is an ongoing work and aims to describe resources
using semantic technologies to facilitate integration, adaptation, reasoning, and
knowledge extraction.

Acknowledgments. The authors would like to thank all the participants in
the project [16].
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Abstract. In a society characterized by aging population and economical crisis 
it is desirable to reduce the costs of public healthcare systems. It is increasingly 
necessary to streamline the health system resources leading to the development 
of new medical services such as telemedicine, monitoring of chronic patients, 
personalized health services, creating new  services for dependants, etc. Those 
new application and services will significantly increasing the volume of health 
information to manage,  including data from medical and biological sensors, 
contextual information, health records, reference information, etc., which in 
turn requires the availability of health applications anywhere, at any time and 
also access to medical information must be  pervasive and mobile. In this paper 
we propose one potential solution for creating those new services, especially in 
outdoors environments, based on cloud computing and vital signs monitoring. 

Keywords: internet of things, cloud computing, elderly, sensors. 

1 Introduction 

At the present time, developed countries have great difficulties with effective man-
agement of health services and quality of care in a context marked by the population 
ageing and economical crisis. In Spain, for example, at the 2010 year there were 
7.500.00 people over 65 years old, whereas in the 2020 this number will grow until 
the 9.000.000, this tendency that also is observable in all European countries, has 
dramatic effects on the public and private health systems including the emergencies 
service.  At the other hand, in the last decades there exists an undeniable increase in 
chronic diseases [1].   

Recent data of the European Union reveals the main chronic pathologies are the 
following ones:  diabetes; according to International Diabetes Federation (IDF), the 
global cost of the diabetes in Europe was approximately of €68.300 million in 2007 
and will grow until €80.900 millions in 2025 [2]. According to countries, depending 
on the prevalence and the level of available treatments, the cost in diabetes will be in 
a rank of 2.5 - 15% of the total of sanitary expenses.  The cardiovascular diseases, 
including all the diseases of the circulatory system, demanded a total cost in Europe in 
2006 of €109,000 million (10% of the total of the sanitary cost; in Spain 7%) [2]. 
Indirect costs include €41,000 million loss of productivity and €42,000 million of the 
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cost of the informal cares. All it makes a total of €192,000 millions in 2006.  
Considering the above mentioned data it becomes necessary to create tools and tech-
nologies that enable the development of new health services for the elderly, chronics 
patients and dependent persons [3] [4], which in turn contribute to the sustainability 
of the health system. 

2 Proposed Architecture for Chronic Patients Monitoring 

The proposed technological architecture for chronic patient monitoring and dependant 
persons care, both outdoors and indoor as well as its associated services is presented 
in Figure 1. 
 

 

Fig. 1. Proposed  Architecture for indoor /outdoor chronic patients monitoring 

This architecture is being developed in the context of Virtual Cloud Carer project 
(VCC) [5] and consists of the following principal elements:  

•  A smart mobile device being used by chronics patients and dependent which in 
turn accepts the data from vital sign sensors and sends this information via the mo-
bile network 3G/HDSPA. Due to large amount of data to be generated, the current 
general models based on common databases (mostly relational) are not sufficient, 
it’s not that they are not required, they are simply not enough, if it is necessary to 
use Big Data technologies for  store and process this information.  

•  A rule generation system for activation of alarms to be sent to the chronic patient’s 
caregivers or nursing or medical personnel, by using the new technology of Cloud 
Computing. 
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•  Interoperability and messaging platform for the delivery of information to all in-
volved actors in the system, using the latest technological advances in communica-
tion (SMS, mail, voice automated systems and PUSH technology). 

•  A website platform that allows both social workers and family caregivers, consult 
the associated patient information from both a desktop computer and/or from mo-
bile devices. 

•  A subsystem for generating rehabilitation exercises for elderly with mobility re-
strictions, based on 3D image recognition. 

•  A module for finding health-related information [6]; in this case the user can make 
use of a Web interface for searching using natural language medical terms related 
to their health status, his module gets information from various sources such as 
MedlinePlus [7] or FreeBase [8]. 

3 Smart Mobile Device and Sensors 

The design of a mobile device to capture vital signs from sensors, should take into 
account the diversity of technologies and different communication protocols available 
today for interaction with the sensors and the Internet. At present time we are doing 
tests with a Bluetooth pulseoximeter and wired electrodes for detecting cardio respira-
tory diseases; the device allows taking sensor data with a configurable sampling fre-
quency, filtering, storing and sending this information to the Internet, the prototype  is 
based on a PIC 18F87J60, figure 2 shows the main components corresponding to a 
GPS unit, GSM unit, PIC microcontroller, Bluetooth module and power supply. 

 

Fig. 2. 3D model for Smart mobile device 

4 Conclusions and Future Work 

The current health care systems are characterized of a number of deficiencies that 
prevent greater effectiveness in service. Some of these defects are for example: lack 
of reactivity, discontinuity  in care service, saturation in emergency and consultation 
service, etc. We are convinced that Virtual Cloud Carer project could help to avoid 
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those problems transforming the sanitary system in preventive, proactive, global and  
participative, maintaining a full control about patient’s situation and a reasonably 
cost.  During the last stage of the project, at end of year 2013, will running two case 
studies (scenarios) to demonstrate the functionality of the developed architecture, a 
scenario has to deal with home rehabilitation based on the motion recognition system, 
Internet access using adapted tools and voice commanded desktop applications, while 
another scenario will consist of a day care centre for elder people, who in turn can 
carry the mobile device with vital signs sensors,  these scenarios will permit  partici-
pation of users that can validate developed technology and to obtain their views and 
suggestions in the near future in order to commercialize project’s results. 

Acknowledgments. The Virtual Cloud Carer Project, described in this article, is be-
ing developed by the European University of Madrid, and the companies Cubenube 
and Encore that is the project coordinator; VCC has been partially funded by the 
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Abstract. Information and communication technologies (ICT) provide means 
for developing new tools for preventing falls. To enhance adherence to fall pre-
vention interventions, end users need to be engaged from the early phases of the 
development process. This paper reports the focus group evaluation of five sce-
narios related to fall risk assessment and fall prevention. There were four focus 
groups with older adults in both Finland and Spain; 58 participants in all. The 
most interesting features for the interviewees were usage of intelligent gym 
equipment, the possibility of peer support and multi-factorial fall risk assess-
ment. The scenario with intelligent gym equipment rose above the others 
among Finnish participants, while the scenarios were ranked more evenly by 
Spanish correspondents. The analysis showed that a personal history of falls 
and a connection to current habits and routines affected the reception of the 
proposed solutions. 

Keywords: fall risk, fall prevention, older adults, ambient assisted living. 

1 Introduction 

One third of people over the age of 65 fall at least once each year [1]. Falls have a 
negative effect on a person’s quality of life, as they may lead to serious injuries and 
added fear of falling again, not to mention the increased health care costs [2].  In or-
der to prevent falls efficiently, the fall risk of a person needs to be assessed. As an 
example, clinically proven assessment scales such as the Berg Balance Scale [3] and 
Physiological Profile Assessment [4] test postural control and physical functions. 
Furthermore, the Downton Index [5] also considers previous falls, medication,  
sensory deficits and mental state to constitute a fall risk index, to mention but a few 
examples. 

According to Gillespie et al. [6], these interventions are likely to be effective, 
whether targeting multiple risk factors or taking a more specific approach, such as 
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combined muscle strength and balance training. Optimal approaches involve interdis-
ciplinary collaboration [7]. Individually tailored interventions are found to be espe-
cially beneficial in preventing falls [6]. Information and communication technologies 
(ICT) provide means for developing new tools for fall prevention. In order for inter-
ventions to be effective, it is of the utmost importance for the target user to comply 
with the program. For example, in a fall prevention study in Australia, only 21% of 
the 5,681 study participants did balance or strength training and just 3% did both fol-
lowing the recommendation of exercising two days a week [8]. Developers must ac-
knowledge the barriers and motivators for physical exercise that older people perceive 
[9], in order to improve the adherence of such interventions. Thus it is key to engage 
end users from the earliest stages of the development process. 

The aim of our research is to iteratively develop and evaluate tools for fall risk as-
sessment and fall prevention. This paper reports the results from a cross-cultural focus 
group evaluation of five functional scenarios of the prospective system with older 
adults in two countries: Finland and Spain. 

2 Methods 

2.1 Scenarios 

The scenarios are narrative stories that explain the functionalities and flow of events 
of the system from the end-users’ point of view. Five different scenarios were jointly 
created by the research partners, who have backgrounds in fields such as mathemat-
ics, economics, medicine and software engineering. Short descriptions of the main 
features are explained in Table 1. 

Table 1. Main Features of the Evaluated Scenarios 

Scenario Users Main features 
A: Fall risk 
assessment and 
prescription of 
fall prevention 
interventions 

Elsa, 80 years old, 
living at home 

Doctor, physical 
therapist, nurse 

Elsa’s daughter 

- doctor, physical therapist, Elsa and Elsa’s daughter fill in 
fall risk assessment scales 

- combined fall risk estimate based on all the scales and tests 
- guidance for fall prevention based on test results 
- follow-up 

B: Self-
monitoring of 
fall risk 

Lisa, 65 years old, 
living at home 

 

- guidance through home terminal device to perform certain 
physical tasks while wearing an activity monitor 

- fall risk calculation 
- statistics and exercise guidance based on results 
- data transfer to central database (for doctors etc.) 

C: Active fall 
prevention 

Helmi, 82 years 
old, living at home 
with her husband 
and dog 

Physical therapist 

- intelligent equipment at the gym  
- personal ID card that can be inserted into apparatuses at the 

gym for viewing of exercise plans and automatic follow-up  
- data transfer to the home computer with the same ID card 



 Focus Group Evaluation of Scenarios for Fall Risk Assessment and Fall Prevention 41 

 

Table 1. (continued) 

D: ADL moni-
tor & fall pre-
vention system 

David, normal 
healthy person, 65-
75 years old 

General practition-
er  

- monitoring of activities of daily living (partly automatic, 
partly self-registered) through home system (PC, webcam, 
smartphone) 

- proposing physical and mental exercises based on ADL 
assessment 

- alert in case of deterioration trend and prompt for a visit to 
the general practitioner 

E: Fall preven-
tion by building 
confidence, 
physical exer-
cise and social 
support 

Aino and Reino, 
retired couple, 75-
80 years old 

- intervention club (a group of older adults who want to 
prevent falls) all provided with a home device (e.g. tablet) 

- exercise guidance and information videos (motivation, 
safety, etc.) 

- monitoring of exercises performed 
- peer support by other club members via the device: compar-

ison of results, discussions, motivation 

2.2 Focus Group Evaluation 

Four focus group interviews, with 5-8 older adult participants in each, were organized 
in Tampere, Finland (N=29 in total, aged 63-93 years, mean 74 years). The recruited 
voluntary participants were residents of privately owned senior houses. Furthermore, 
four focus group interviews, with 5-10 older adult participants, were organized in 
Madrid, Spain (N=29 in total, aged 56-96 years, mean 73 years). Two of the groups 
were of patients at the Hospital La Fuenfría; a third group’s participants were inde-
pendently living senior citizens, members of the Cultural Centre in the town of  
Cercedilla (Madrid), and a fourth group were also independently living older people 
attending the Primary Care Centre of Monterrozas in Las Rozas (Madrid). 

After a short introduction to the project, the participants were asked to fill in a 
background questionnaire about demographics, current usage and attitudes towards 
technology, fall history and possible conditions affecting their balance. The scenarios 
were explained one by one, while a picture or a sketch elucidating the story was 
shown to the participants. After each scenario the interviewees filled in a question-
naire with six aspects adopted from Ikonen et al. [10]: credibility, usefulness, ease of 
use, adoptability, ethicality and desirability.  Each aspect was rated on a five-point 
Likert scale; strongly agree, agree, undecided, disagree and strongly disagree. In addi-
tion, a willingness to pay option was included in the questionnaire for each scenario in 
the Spanish focus groups, whereas in the Finnish focus groups this topic was covered 
in the discussion. 

The moderators encouraged the participants to freely discuss the scenarios in order 
to elicit open comments and gather possible improvement ideas. Through semi-
structured discussion before and after the scenario evaluation, the participants were 
asked about their current knowledge of fall risks and perceptions on fall prevention 
activities. The discussions were recorded for later analysis.  

2.3 Data Analysis 

To compare the different scenarios a Goodness Grade, applied from Kenttä et al. [11], 
was calculated for each scenario. The answers for the Likert items were translated 
into numerical form from -2 to 2, with 2 representing the answer “strongly agree” and 
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-2 “strongly disagree”, respectively. The sum of all the answers for the same question 
is adjusted for answer frequency to that particular question. The results are presented 
as percentages from -50 to 50. 

The focus group recordings were examined to collect the comments emerging dur-
ing the scenario evaluation and the semi-structured discussions. 

It is also important to note that the Likert items represent individual ‘attitude’ or 
‘opinion’ with respect to a statement. The statement can be apparently logical, even 
close to a formal predicate in first-order logic, but the specific Likert item selected 
should not necessarily be seen as an objective truth value that the individual attaches 
to the statement. Some responders in a population might have a stronger background 
for logical thinking, some a weaker one. This means, on the one hand, that responses 
are not always comparable and, on the other, that transference from Likert items and 
scales to other items and scales must be done with the utmost care. Furthermore, test 
groups responding with Likert items are usually not given any detailed guidelines, e.g. 
concerning the difference between ‘agree’ and ‘strongly agree’. 

2.4 Statistical Power 

Hypothesis testing is comparing mean values for population groups. If the mean  
values are closer to being the same, we are closer to the ‘truth’ concerning the null 
hypothesis, i.e., closer to ‘not significant’, which means we have not found enough 
evidence against the null hypothesis. Conversely, ‘significance’ means having found 
evidence against the null hypothesis, i.e., there is a ‘significant’ difference in the 
mean values. Note, however, that “no evidence for difference” is not the same as “no 
difference”. 

In our paper, the sample size is rather small relative to conventional ways of pro-
viding power calculations, which focus on type II error, i.e., false negatives. However, 
the sample size is not “too small” to provide some discussions and reach some con-
clusions, e.g. about differences in means. 

Suppose we aim at a statistical significance level of 0.05 with 80% power. Then 
the sample size, using Altman’s monograms [12], should be = × . ; %                                                       (1) 

in each arm of the trial, where the standardized difference is the ratio between differ-
ence in mean and standard deviation = ( )( ) .

                                                (2) 

As an example, consider the sample divided into two fairly equal-sized groups. As 
c0.05;80% = 7.9 and the groups’ answers have a difference in means of close to 0.5 and 
variances close to 1, according to (1) and (2), we obtain an ideal sample size of n = 
63. I.e., we are fairly close the ideal sample size for a typical hypothesis testing. 
These observations also show how extended tests can be performed. 
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3 Results 

3.1 Questionnaire Results 

At least one of the six aspects (credibility, usefulness, ease of use, adoptability, ethi-
cality and desirability) was evaluated by all the focus group participants for scenarios 
A and B. In addition, some participants did not evaluate all the scenarios resulting in 
response rates of 87.9%, 89.7%, and 86.2% for scenarios C, D, and E respectively. 
The first Spanish group with five people was not presented with scenarios C, D and E.  

Fig. 1 presents the overall and separate goodness grades for Finland and Spain for 
each scenario. On a scale from -50 to 50, scenario C scored the highest total goodness 
grade of 22.6, as it did in both countries separately. In Finland, scenario C was clearly 
the best received, with a score of 26.8, whereas in Spain the ratings were more even.  

 

Fig. 1. Left: Goodness grades among all respondents (N=58). Right: Goodness grades among 
Finnish (N=29) and Spanish (N=29) interviewees separately. 

 

Fig. 2. Left: Goodness grades among subjects based on number of falls during the last year; one 
or more falls (N=28) and zero falls (N=30). Right: Goodness grades among subjects based on 
self-rated balance; poor or very poor (N=11) and moderate to very good (N=47). 
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28 of 58 focus group participants had fallen at least once during the previous year 
and 64.3% of those still rated their balance as moderate or better, and 32.1% as good 
or very good. Fig. 2 illustrates how people with a history of falls rated each scenario 
compared to non-fallers, and how people with poor self-rated balance answered com-
pared to people with good self-rated balance.  

There was a clear correlation between the desirability to use an ICT-based fall pre-
vention system and current computer use. Using the average of all answers to the 
questionnaire, the mean to the question “I would like to use it” among those using a 
computer is 2.38 while the mean among those not using a computer is 2.97 (5 
representing absolute rejection and 1 absolute willingness). The difference in mean is 
therefore 0.59. 

Willingness to pay was introduced separately for each scenario in the Spanish 
questionnaire. The results correspond with the qualification given to each scenario. 
The first number denotes average points for all seven questions, and the second num-
ber is the average for the willingness to pay question:  A 2.5/3.1; B 2.5/3.0; C 2.4/2.6; 
D 2.7/3.1; E 2.4/3.0 (5 representing absolute rejection and 1 absolute willingness).  

3.2 Qualitative Data Results 

According to participants in both countries, external factors were by far the most im-
portant cause of falling, i.e. slippery roads, bad footwear and rugs. Intrinsic factors 
that were mentioned included poor muscle strength, dizziness, low blood pressure, 
fear of falling and cerebral infarction.  

Focus group participants considered education important, i.e. sharing information 
about fall risks and fall prevention either among their peers or by professionals. Finnish 
interviewees called the topic of fall prevention very well known by them, although some 
people considered that it doesn’t apply to them at this point. On the other hand, the Span-
ish older adults complained about a lack of structured information about falls before they 
or people in their near circle fall. In addition to proper footwear and environmental mod-
ifications, such as removing rugs, many of the respondents suggested balance exercises 
and strength training as means for preventing falls.   

Opinions on willingness to pay for these kinds of solutions differed. Some consi-
dered them useful and said they would pay at least some money themselves while 
others were not willing to pay at all. Some people were worried that it wouldn’t be 
possible on their low retirement allowance. They said the municipality should be  
responsible for the costs, since using these kinds of systems can reduce health care 
expenses. 

Many of the participants expressed an interest in participating in the development 
in the later stages of the project as field trial users of the future system. Scenario C 
was the most attractive to focus group participants. Comments included: “It is the 
most feasible” and “most usable in real life”. The social aspect of scenario E was 
found positive by many. They valued the peer support and cooperation features. 
However, there were some that thought they might feel pressured when it came to 
comparing their own performance with others.  
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The usage of the word “computer” in the scenarios caused ambivalence among 
some users who did not currently own a computer. Some suspected that the proposed 
solutions could not be implemented in real life. There were worries about who would 
carry out the fall risk evaluations and how much they would cost. 

4 Discussion 

The overall goodness of all scenarios was positively evaluated, since there were no 
negative grades on the scale from -50 to 50. The three best-liked scenarios, those 
introducing intelligent gym equipment, peer support, and multi-factorial fall risk as-
sessment, were the same in both countries, Finland and Spain. In Finland, scenario C 
rose clearly above the others. One contributory factor may be that it was the most 
familiar to many of the Finnish interviewees, since most of them were actively going 
to gym already. Scenario D, with the lowest goodness grade in both countries, may 
have been too technical for many and difficult to understand.  It contained several 
different features and perhaps should have been broken down into smaller sub-
scenarios. In addition, it should be noted that the personality of the moderator may 
have had an effect on the results, as participants were divided into subgroups led by 
different moderators. 

Interestingly, people with a history of falls usually gave better ratings to the proposed 
scenarios than non-fallers. This could indicate that people who have fallen before are, on 
average, keener on fall prevention. At the same time, people who rated their balance better 
evaluated all the scenarios better than people with poor self-rated balance. This might arise 
from the fact that, for people with poor balance, it is difficult to perform the physical activ-
ities that are part of most scenarios. Also Stevens et al. [13] reported that older adults often 
believe themselves to be too old or frail for physical exercise. 

The participants were quite well aware of fall risks, which may be due to the fact that 
they were recruited on a voluntary basis, implying that only people interested in fall pre-
vention participated. Similarly to Stevens et al. [13], the first responses to the question on 
causes of falls usually related to extrinsic factors rather than intrinsic factors.   

There were some interviewees in the focus groups that did not currently own com-
puters, which caused some confusion for them. However, the situation will presuma-
bly be different in the future, since older adults ten years from now will most  
probably be used to working with computers.  

In future work, evaluation results will be used for system requirement specifica-
tions. Similar focus group interviews will also be organized with professional end 
users, e.g. physical therapists, doctors and other caregivers. Furthermore, it would be 
interesting to evaluate the same scenarios at the end of the project to observe possible 
changes in older adults’ perceptions and attitudes towards the presented ideas.  

Acknowledgments. This study was conducted under the Ageing in Balance project, 
which is a part of the European Ambient Assisted Living Joint Program (AAL JP). 
The authors would like to thank all the focus group participants and especially YH 
Kodit Oy and Kotosalla foundation in Finland, and Cercedilla Town Hall and Centro 
de Salud Monterrozas in Spain for their contribution.  



46     H. Similä et al. 

 

References 

1. Lord, S.R., Sherrington, C., Menz, H.B.: Falls in older people: Risk factors and strategies 
for prevention. Cambridge Univ. Press (2001) 

2. WHO Global Report on Falls Prevention in Older Age. World Health Organization, France 
(2007)  

3. Berg, K.O., Wood-Dauphinee, S.L., Williams, J.I., Gayton, D.: Measuring balance in el-
derly: preliminary development of an instrument. Physiotherapy Canada 41, 304–311 
(1989) 

4. Lord, S.R., Menz, H.B., Tiedemann, A.: A physiological profile approach to falls risk as-
sessment and prevention. Phys. Ther. 83, 237–252 (2003) 

5. Downton, J.H.: Falls in the elderly, pp. 128–130. Edward Arnold, London (1993) 
6. Gillespie, L.D., Gillespie, W.J., Robertson, M.C., Lamb, S.E., Cumming, R.G., Rowe, 

B.H.: Interventions for preventing falls in elderly people. Cochrane Database of Systemat-
ic Reviews (4) (2003); Re-published online with edits: 21 January 2009 in Issue 1 (2009) 

7. Rubenstein, L.Z.: Falls in older people: epidemiology, risk factors and strategies for pre-
vention. Age Ageing 35, 37–41 (2006) 

8. Merom, D., Pye, V., Macniven, R., van der Ploeg, H., Milat, A., Sherrington, C., Lord, S., 
Bauman, A.: Prevalence and correlates of participation in fall prevention exercise/physical 
activity by older adults. Prev. Med. 55, 613–617 (2012) 

9. Schutzer, K.A., Sue Graves, B.: Barriers and motivations to exercise in older adults. Prev. 
Med. 39, 1056–1061 (2004) 

10. Ikonen, V., Niemelä, M., Kaasinen, E.: Scenario-based design of ambient intelligence. In: 
Proc. 3rd Int. Symp. UCS, Seoul, Korea, pp. 57–72 (2006) 

11. Kenttä, O., Merilahti, J., Petäkoski-Hult, T., Ikonen, V., Korhonen, I.: Evaluation of tech-
nology-based service scenarios for supporting independent living. In: Proc. 29th Ann. Int. 
Conf. IEEE EMBS, Lyon, France, pp. 4041–4044 (2007) 

12. Altman, D.G.: Practical Statistics for Medical Research. Chapman & Hall (1991) 
13. Stevens, J.A., Noonan, R.K., Rubenstein, L.Z.: Older adult fall prevention: perceptions, 

beliefs, and behaviours. Am. J. Lifestyle Med. 4, 16–20 (2010) 



C. Nugent, A. Coronato, and J. Bravo (Eds.): IWAAL 2013, LNCS 8277, pp. 47–54, 2013. 
© Springer International Publishing Switzerland 2013 

Enhancing Social Interaction between Older Adults  
and Their Families 

Diego Muñoz, Francisco Gutierrez, Sergio F. Ochoa, and Nelson Baloian 

Computer Science Department, Universidad de Chile 
Av. Blanco Encalada 2120, 3rd Floor, Santiago, Chile 

{dimunoz,frgutier,sochoa,nbaloian}@dcc.uchile.cl 

Abstract. The rise of Internet and ubiquitous technologies have spread and 
diversified the social media used by people to interact among them. 
Unfortunately most older adults are not able to use these solutions. This 
situation isolates them and negatively affects their physical and mental health. 
Aiming to improve mood in older adults, and helping them overcome the 
negative effects of social isolation, we have developed a computer-based 
intermediary system, that we called Social Connector. This system is capable of 
boosting the social interaction between an elder and his/her close relatives; e.g. 
adult children and grandchildren. The system can also be used as a sensor of 
elders’ social interactions and mood. The preliminary evaluation results indicate 
that the system is well accepted by older adults, and it can be used to boost 
social interactions with their relatives. 

Keywords: Social interaction, social isolation, older adults, ambient 
intelligence, accessibility. 

1 Introduction 

Today, social media help people enhance and increase their social interactions. 
Unfortunately, older adults usually lack the required knowledge and technological 
background needed to participate in these platforms. Therefore this evolution of social 
interaction media typically excludes older adults and socially isolates them. As an 
example, according to the 2012 census data for Chile [4], only a 28.5% of the 
population over 50 years old is able to search information in the Web, a 25.6% 
declare to know how to send e-mails, and a 70.5% is not able to perform neither of 
these tasks. Moreover, according to Internet World Stats [12], the Internet usage 
penetration in Chile is 59.2%, the second highest one in the region. These values put 
in evidence a generation gap in terms of technological adoption and usage, since 
adults over 50 years old in Chile account for a 28.1% of the country population. 

While elder people prefer social interactions based on telephone, letters and face-
to-face communication, the new generations go towards mobile computing and social 
networking services. This has caused the emergence of three different generations, 
according to their preferred social interaction mechanisms: the digital natives, who 
grew up with the Internet-based and mobile technology; the digital immigrants, who 
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positively adopted these technologies; and the digital illiterate, who failed in this 
adoption, or were not affected by the introduction of these technologies. If we 
consider a typical family, it is quite possible that the older adults are digital illiterate, 
but their grandchildren are digital natives. Figure 1 depicts the evolution of the social 
interaction channels of a family community, during the last years, based on the 
interaction tools preferred by their members. 

 

 

Fig. 1. Social interaction channels evolution  

This technological shift pushes older adults to acquire new knowledge. However, 
elders are limited to address that challenge, due that one of the most common 
consequences of aging is the impairment of cognitive ability. This translates into a 
reduction of biological and mental capacities, such as visual and auditory perception, 
fine motor control and some aspects of memory and cognition [3, 8]. Therefore, these 
people need support and guidance to face this complex scenario in a pleasant way 
[15]. Otherwise, the technological adoption by older adults dramatically diminishes. 

The social isolation that affects older adults is mostly due to their low capabilities of 
using technological solutions that were not properly designed for them, such as most 
social networking services and e-mail applications. This phenomenon leads to harmful 
effects on their physical and mental health. In fact, social isolation and low stimulation 
can be linked to changes on hormone production in human beings [2], and more 
specifically, a reduction on the levels of DHEA, a hormone used for slowing or 
reversing aging, improving thinking skills in older people, and slowing the progress of 
Alzheimer’s disease [13]. Therefore, it is relevant to identify alternative interaction 
mechanisms that can be used by older adults, since the social isolation can directly 
impact on their behavior, physical and emotional sensibility, and interpersonal empathy. 

Aiming to improve mood in older adults, and helping them overcome the negative 
effects of social isolation, we developed a computer-based intermediary system, that 
we called Social Connector. This system is capable of boosting social interaction 
between older adults and their close relatives. The Social Connector plays two roles: 
(1) to try to reduce the gap between the social interaction scenarios preferred by the 
older adults and digital natives, digital immigrants and other digital illiterate; and (2) 
to act as a mood sensor in people, by triggering warnings and other notification 
mechanisms to alert and support those in need. The system takes advantage of the 
sensing devices embedded in computers (particularly in slates) to implement presence 
awareness mechanisms. 
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Next section reports the related work. Section 3 presents the architecture of the 
social connector and its main components. Section 4 shows the implemented 
prototype and describes the main use scenarios. Section 5 discusses the preliminary 
results. Section 6 presents the conclusions and further work. 

2 Related Work 

Cornejo et al. [5] studied how situated displays can provide ambient awareness to 
strengthen the family social network of older adults. The authors found that these 
mechanisms can assist the integration of older adults to their social networks, and 
therefore contribute to enhance asymmetric relations between them and their younger 
relatives.  

Aiming to support intergenerational social interactions, Dianti et al. [6] designed 
and developed two interconnected applications that provide communication between 
elders and young people through a common infrastructure. At one side, the 
application featured a messaging application, developed for smartphones; on the other 
side, older adults used a tablet-oriented application that worked as a display of all 
received messages and pictures. 

Moser et al. [14] claim that one problem for older adults, is that information 
systems often do not allow feeling or sensing their communication partners. 
Therefore, there is a need of designing for enhancing the feeling of belongingness in 
order to gain social presence. 

Kirk et al. [10] showed that home users of video-mediated communication achieve 
a closer connection with their families and friends. However, most video conferencing 
systems are designed for phone-calls between only two locations. Therefore, using 
them for long interactions or social gatherings with multiple families is cumbersome 
[9]. Ames et al. [1] concluded that older adults enjoy interacting through 
videoconferencing software, since they could talk with their relatives longer, and get 
to know them better. In fact, one of the greatest rewards perceived by the elderly was 
the aspect of “being there”. 

Kurniawan and Zaphiris [11] proposed a set of guidelines that can help Web 
designers ensure accessibility and usability of Web pages for older adults. These 
guidelines include concerns specific to targets, graphics, navigation, browser features, 
content layout design, links, user cognitive design, use of color and background, text 
design, search engines, and user feedback and support. Finally, Wu and Van Slyke 
[16] studied the relationship between functionality and perceived usefulness, and 
between functionality and perceived ease of use, in the case of senior, casual, and 
novice users. 

3 Architecture of the Social Connector 

The Social Connector adheres to a client-server architecture. The server is used 
mainly to provide persistency to the community setting information and also to the 
data shared by their members. Two client applications interact with the server: one for 
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elders (that was designed to run on a slate), and a Web system for adults and young 
people (Fig. 2). Both client applications allow the exchange of public and private 
messages among community members, and also performing videoconferences using 
Skype. However, the Web application allows community managers to change the 
community settings (e.g. to add or remove members, or change users roles). Regular 
users can modify their own profile (e.g. name or picture) using the Web client 
(through the Family management module). 

 

 

Fig. 2. Architecture of the Social Connector 

The Social Connector for elders includes a social sensor that identifies people in 
the environment where the device is installed. The sensing service is performed 
through voice analysis in real-time, using the OpenSmile framework [7]. This analysis 
allows identifying people, their gender and some moods of them. When the social 
connector module detects sadness, it sends a private message to people monitoring the 
identified elder, indicating such a situation. This sensing service allows the rest of 
family members both, to detect temporal or permanent anomalous situations that are 
not clearly visible for them, and take action to address these situations early. 
Both client applications use the activity monitor to record the user interactions in a log 
file, which can be accessed and analyzed by the community managers using the Web 
client. An information exchange module is used to keep the coherence between the 
shared information available in both, server and client applications. The server keeps 
in different repositories information about different components (i.e. social activities, 
family management, public/private messages and videoconferences). 

4 Services for Elders 

The user interface of the Social Connector is simple (Fig. 3a), in order to help elders 
understand it and help themselves feel comfortable with it. The available services 
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allow users to perform videoconferences, and send/receive private or public 
messages. The slate running the system was installed on a wall (Fig.3b), and it was 
kept connected at all times to the electrical network and Internet. This avoids that 
elder people have to be aware of connection issues.  
 

 
(a) (b) 

Fig. 3. Implementation of the Social Connector 

The elders use their voice to communicate with other family members, and use 
their hands only to select the service to be used. After using a service, the system 
automatically detects inactivity and presents (by default) the main user interface. This 
mechanism avoids that elders have to deal with the regular windows used in most 
software applications. 

The videoconference module was implemented using the Skype API. Fig. 4a 
shows the list of contacts that is visible to the elders. This service allows other family 
members to call them using the regular Skype system, which typically eases the 
interaction because the communication tool does not represent an obstacle for them. 
Usually, the rest of the family prefers to use their regular interaction supporting 
systems (e.g. email, Skype, Facebook) to communicate with other relatives, instead of 
using a proprietary system where they have to log in to interact with the others. This 
aspect of the system, i.e. the usability for adults and young people, was identified as a 
key design issue during the system evaluation. Therefore it has been partially 
addressed in the current version of the Social Connector.   

 

 
 (a)  (b)  (c) 

Fig. 4. User interfaces of the Social Connector 

Following the same idea, the private messages have been implemented as e-mails, 
which allow family members to use regular email systems to deliver these messages 
to elders. A filter embedded in the private messages component shows on the 
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interface only the messages of the family members. Fig. 4b shows the user interface 
in which the elders visualize these messages. Elders respond to private messages 
using the voice (Fig. 4c). A speech-to-text translator converts the voice message and 
shows it on the screen. If the user agrees, the message is sent (as a regular e-mail). 
Otherwise, a new message response can be recorded, or the user can decide to not 
respond to the message. 

5 Preliminary Results 

In order to obtain preliminary information about the acceptance of the system, we 
installed it at the living room of a house where three elderly people live, one male and 
two females aged 76, 74 and 70 years old respectively. All of them are digital 
illiterate. They used the system for three days in order to communicate with their sons 
(digital immigrants, aged 54, 47, 46 and 39 years old) and grandchildren (digital 
natives, aged 22, 21, 16, 13). Since the goal of this activity was just to have some first 
impressions about how the users would react to the system, we did not prepare any 
formal experiment.  

After that period, we conducted three focus groups: one for each group (i.e. elders, 
adults and young people). All of them considered the application usable and useful, 
however they also indicated some limitations that allow us to understand some social 
interaction patterns between these groups.  

The focus group addressed three hypothetical situations: Suppose you have to send 
a message to another person, how often would you do it if: (1) the message can be 
sent by e-mail or through a Facebook message (the alternative you prefer); (2) the 
message can be sent through a Web page in which you must enter a username and 
password; (3) the message can be sent through a system where you dictate the 
message to the computer (i.e. you talk to the computer). For each situation, the answer 
options were: a. always, b. occasionally, or c. rarely or never. Table 1 presents the 
answers, indicating for each situation the type of response that was obtained (i.e. 
options “a”, “b” or “c”).  

Table 1: Results of the survey 

   1.a 1.b 1.c 2.a 2.b 2.c 3.a 3.b 3.c 

Young  4/4 - - - 2/4 2/4 2/4 1/4 1/4 

Adults  4/4 - - -  1/4  3/4  - 1/4  3/4 

Elders 1/4 - 3/4 - - - 4/4 - - 

  
Concerning the use of e-mails or Facebook messages (i.e. the first hypothetical 

situation), young people and adults feel comfortable with it, but the elders not. Only 
one elder knew how to send e-mails. Concerning the use of a Web system to interact 
with others, it was not a good option for young people and particularly for elders. In 
the case of the adults, they mentioned that they would use it only if the person to be 
contacted is affectively very close to them (e.g. their parents or children). Concerning 
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the use of voice to support these interactions, it seems to be quite suitable for young 
people, but mainly for elders. The adults’ opinion was similar to the previous 
situation; i.e. they would use the system if the person to be contacted were very close.  

Although these results are still preliminary, they indicate that the three groups 
would prefer to use different interactions tools, and the adults are the only ones that 
are willing to use a tool that they consider to not being suitable for them, in the case 
they have an important emotional tie towards the other. Young people prefer 
interaction tools that are natural to them, and the elders mentioned that they want 
simple solutions. One of them mentioned: "at this point you do not want to complicate 
your life". These preliminary results represent an important insight to rethink the 
design of the interaction paradigms considered in the Social Connector; particularly 
the support for interactions used by young and adults. 

Finally, a last question was done to the participants during the focus group: Would 
you like that the system inform you when a family member is depressed or sad? All of 
them answered “yes” and would be eager to count on such a service. This means the 
Social Connector has an interesting chance to act as an emotional sensor of people 
(particularly elders), and thus enhance the social activity and tie the links among 
members of a familiar network. 

6 Conclusions and Future Work 

This article presents a system that was initially designed to help reduce the social 
isolation experienced by elder people, due to the lack of knowledge to use Internet-
based interaction tools. After a first evaluation round, we identified that the system 
can also be used to monitor elders’ mood (through a social sensor), and also support 
interactions among other family members.  

Because of the gap that exists between the interaction tools preferred by young, 
adults and elder people, the system provides some mechanisms to address it. 
However, more research and evaluation is required to make a definitive proposal. 

The Social Connector was evaluated by elders, adults and young people, all 
members of a family community. The participants found the system to be usable and 
useful, and the weaknesses that they identified are related to mitigating the already 
mentioned gap. In the focus groups conducted after the evaluation process, several 
participants mentioned that they would like that the system allows them to interact in 
an ubiquitous way; i.e. that every member uses the system that is more suitable for 
him/her, which is clearly the next step in this research. 

Concerning the social sensor included in the solution, all the participants were 
eager to user the system and were very enthusiastic to count on that service, 
particularly when monitoring elders that do not have a caregiver. The social 
interactions carried during the evaluation process did not require the triggering of 
alarms indicating sadness of any elder; therefore, the social sensor service was not 
visible for the participants in the process. 

Although this is a first step in this research initiative, these preliminary results 
allow us to expect a positive impact of the Social Connector on the elders’ mood, the 



54 D. Muñoz et al. 

monitoring capability in these people, and the interactions among family community 
members. 
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Abstract. Recently, the use of video games has been extended to attenuate the 
cognitive deterioration in elderly. However, not all interventions based on vi-
deogames have shown benefits, and very limited research has been made on the 
design and evaluation of serious videogames that promote a change of attitude 
in the players, along with entertainment, to properly develop cognitive skills. 
To this end we have developed a serious videogame prototype to support occu-
pational engagement, based on personalization, that incorporates strategies to 
encourage and reward with a more meaningful and well-defined purpose for the 
elderly, and validated it by an expert in cognitive psychology. As a result, al-
though it is needed to adjust levels of competitiveness and provide a positive 
reward to player achievements, such videogame can support elderly behaviors 
to social participation that is considered a relevant issue in Chilean society, as it 
raises challenging issues for cognitive stimulation. 

Keywords: Serious videogames, elderly, occupational engagement, cognitive 
performance. 

1 Introduction 

Technological advances offer many possibilities to stimulate cognitive performance, 
which in turn could lead to improving the quality of life of people, especially the el-
derly and those pre-retirement. All physical deterioration of the body due to aging 
(including the central nervous system [1]) can mean cognitive decay, which should 
not be confused with that caused by neurodegenerative disease of Alzheimer type. In 
fact, most of the elderly population shows no neurodegenerative disorders such as 
cognitive or affective disorders [2], which prevent normal adaptation to society. They 
can be cognitively capable of many skills, especially if they are constantly stimulated 
and follow an appropriate relationship with the social context. 

Recent studies in [3-4], have shown that the use of videogames attenuates overall 
cognitive decline in the elderly. However, not all interventions based on videogames 
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have shown benefits. Currently, serious videogames have been developed in the fields 
of education and health, among others. A serious videogame is not meant to be played 
for mere entertainment, but as a context with rules among adversaries trying to ac-
complish an explicit and carefully planned educational purpose [5]. A further ap-
proaching requires testing the adaptability which is informed by the player [6] to such 
videogames, under a methodology to develop strategies that enhance self-regulation, 
self-care and boost of cognitive functions, expressed in terms of improving the beha-
vioral capacity of elderly to improve the quality of life and autonomy. To illustrate the 
difference, consider some actions to be performed on the popular video game Halo 
that are described in Fig. 1. This figure shows a behavior tree diagram. For grasping 
the notation the reader can see Section 4.1.  

In this scenario, when the Combat sequence node is evaluated it executes all its 
child nodes {Melee, Shoot, Approach} from left to right, and the logical conjunction 
of their success conditions is checked in order to return success. Since such sequence 
of actions is mostly oriented to decision-making for entertainment, it does not 
represent a strategy to promote and reward something more meaningful, with a well-
defined purpose associated with learning as well as strategies that support elderly to 
develop their cognitive skills intentionally. In this paper we propose a serious video-
game to support the occupational engagement of elderly. The videogame is modeled 
using behavior trees that support adaptive behavior. We validate that the prototype 
encourages elderly cognitive development and prevent psychosocial risk factors. 

 

Fig. 1. Behavior tree example of the videogame Halo 

2 Cognitive Intervention 

The cognitive intervention mainly consists of a group of routines, in which elderly 
perform working memory and social development tasks which lasts as long as the 
duration of the intervention. At this point, the serious videogame can deliver positive 
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responses toward the elderly during interventions to promote adherence, through 
praise, competition, and rewards. In this regard, it is necessary to find some purpose-
ful activity that the elderly user may perform or want to perform. Having ingenious 
activities, a wide variety of attractive ideas, difficulty adjustment and balance, clear 
instructions and easy to use commands, so that to enable elderly to gradually over-
come obstacles, especially those having to do with presbyopia and some visuospatial 
difficulties (hand-eye coordination), may prove to be effective for elderly that live a 
healthy aging. It also involves breaking a "technophobia" barrier. 

According to activity theory, elderly must continue to behave as middle-aged 
people most of the time, keeping all possible activities and replacing lost roles [7]. 
The promotion of occupational engagement in elderly allows them to address the 
psychosocial and cognitive decline due to retirement and frailty with advancing age 
by decreasing stimulation [7].  Occupation permits to maintain wellness, that is, the 
person’s attention develops creativity and activities that promote healthy living styles 
and social involvement, as well as enhancement of quality of life, through participa-
tion in occupation. Occupational performance also provides values, goals and chal-
lenges. In addition, cognitive skills are operations and procedures for the acquisition, 
retention and retrieval of information -that is, memory - that allow elderly to carry out 
activities, in addition to pass and socialize them (language, motivation and empathy, 
among others). Cognitive skills are boosted in order to analyze and understand the 
received information, how it is processed and structured in memory. From the cogni-
tive perspective, learning is conceived as a set of processes that are aimed at informa-
tion processing. We have then a whole process that starts from the perception of a 
situation, which activates thinking capacity for decision-making and, finally, perform-
ing activities adaptively, creatively and for the individual's social adaptation.  

3 Personalization of Serious Videogame to Support Cognitive 
Performance 

A serious videogame can be considered as a mental test to drive a change in attitude 
among its players, along with the entertainment, according to specific rules to make 
decisions such as government or corporate training. Serious videogames as such be-
gan to be applied in training, for example, in combat simulations for military training.  
Subsequently, serious video games have been designed for education and health, 
among others. The adaptability and customization enables that the behavior of serious 
videogames is sufficiently challenging, difficulty levels are balanced, and scenarios 
are most likely to be of interest to the player [8]. In order to adjust interventions to the 
cognitive limitations, it is possible to assess elderly progress to enable them to ad-
vance through the levels of difficulty. In this regard, the contents for the audiovisual 
stimulation should be personalized, by evaluating the parameters and semantic infor-
mation that carry out the cognitive stimulation (For example, to indicate to the video-
game on the obstacles that may be used with the player in decision making), or 
whether they are related to events produced by the interaction with the user, i.e., the 
ability of a videogame to provide automated balance (“off-line”) or to adjust to its 
players as they play (“on-line”), concurrently [9].  
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The behavior of videogames is generally represented using finite state machines 
FSM, in terms of inputs and outputs that occur at the character, and change the current 
state, of the videogame. That is, world events can force a change in the state. A FSM 
describes the produced output events depending on the state of the FSM (i.e., Moore 
model) or inputs of state and machine (i.e., Mealy model). FSM can be represented by 
state transition diagrams and "if-then-else" scripts, among others. To represent non-
player characters (NPC), videogames also use techniques of planning and problem 
solving (case-based reasoning), neural networks, decision trees and genetic algo-
rithms. Some approaches describe the character's behavior and dialogue from system 
log file that maintain the trace of user interaction [10]. Recently, behavior trees have 
been used in videogames to organize the behavior, and broadly show its complexity 
and the essential points that the video game design needs to focus.  

4 Case Study: Real Time Strategy Serious Videogame 

For our case study we have developed a prototype of a Real-time strategy (RTS) se-
rious videogame using Game Maker Studio®, to stimulate cognitive skills of elderly 
in the social environment of the hills of Valparaíso city. RTS videogames are mainly 
based on the player's ability to make decisions, rather than in her/his ability to mani-
pulate controls. RTS video games [11] propose the player micro and macro issues 
management, spatial and temporal reasoning, decision making under uncertainty, and 
planning and generation of real-time strategies in the presence of adversaries, where 
multiple players (people or machines) typically compete for resources and make deci-
sions in 2D worlds. The case study focuses on skills of attention, such as exploration, 
fragmentation, selection and contra distracting, as well as storing/recovery  
 

 

Fig. 2. Domain Model of RTS serious videogame to support occupational engagement 
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(study techniques or skills), such as coding and generating responses, and semantic 
networks. A basic example of the latter is read, recite and review 3R. A scenario of 
the videogame is: "You go for a walk around the amphitheater of the Valparaiso hills 
to seek resources to maintain a good quality of life, build foundations for a center of 
wisdom and face the obstacles.  
 
The first level is that you get healthy food for lunch today. You find a store on the hill. 
With the help of quality of life guards you search in the warehouse for ingredients for 
dinner. You compete with health opponents that are in conflict with healthy food. If 
you choose an unhealthy ingredient you lose a life. If you gather all the ingredients 
you build the first base of the center of wisdom, otherwise you must play again". 
 
As described in Fig. 2, activities are performed by elderly in interventions which are 
based on the outcomes of the assessment process. External or internal contexts to the 
elderly influence performance patterns, which develop over time and are adopted to 
perform occupations or activities. User factors such as leisure, work, participation in 
social or community activities, family, or friends, are related to the occupational pro-
file, which, in turn, is extended by the user profile of the player. Playing the serious 
videogame permits to boosting cognitive skills, such as attention, understanding, and 
storage, recovery and processing of information.  Formal elements of the RTS video-
game include resources, buildings, resource gatherer units and opponent units.  

4.1 Behavior Tree 

Fig. 3 graphically depicts a behavior tree diagram. The nodes of the tree, except the 
root node, correspond to tasks, which are organized in a directed acyclic graph, DAG. 
The leaf nodes (terminal tasks) correspond to action and condition nodes. An action 
node is represented as a circle, and a condition node is represented as a pentagon. The 
composite tasks correspond to sequencer and selector nodes. A sequencer node is 
represented as an arrow inside a rectangle, and a selector node is represented as a 
question mark inside a rounded rectangle. For composite tasks there are also random 
and parallel extensions, for modeling non-determinism and concurrency behaviors, 
respectively. A decorator node is represented as a diamond.   

A behavior tree BT can be formally defined as BT = {Root, S, L, A, C, D}, where 
Root is the root node, S is a set of sequencer nodes, L is a set of selector nodes, A is a 
set of terminal nodes of actions, C is a set of conditional terminal nodes, and D is a set 
of decorator nodes. The root node can have only one child node. The sequencer node 
sequentially executes all of its child nodes, succeeding if all of them are successful. 
The selector node tests each of its child nodes at a time until one succeeds. The action 
node changes the state of the world of the videogame. The condition node tests some 
property of the world of the videogame. The decorator node wraps a single task or 
child node to improve its behavior. Each node returns either success or failure. Start-
ing from the root, the tree is traversed depth-first, generating a vertical hierarchical 
structure and decomposition of tasks.   
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We model behavior of units that help the user using behavior trees. The main charac-
ters of the videogame story are the player himself, QoL (Quality of Life) guards and 
health opponents. Fig. 3 shows the decision making and executable behavior of a QoL 
guard represented by a behavior tree. In particular in a scenario when the QoL guard 
cannot see a health opponent. In this case, the guard will gather healthy food if her/his 
health level is high enough. We start from the root. Then, when the selector has been 
executed, the first child to be evaluated is the condition NotInOpponentRange?, which 
returns true if the guard cannot see an opponent, false otherwise. In the case where her 
health level is not high enough, she/he remains incrementing health.   

 

Fig. 3. Behavior tree representing a videogame scenario 

The prototype provides, apart from entertainment, several scenarios to measure 
working memory and episodic memory skills (Fig. 4). Working memory is the 
process to store and manage information in a short period of time. Episodic memory 
relates to personal experiences in a given context and moment of time. The video-
game can generate positive responses to user progress, also supporting elderly  
psychological integrity, which allows her/him to be able to self-regulate historic 
breakthrough on mitigating the decline of cognitive skills. The instructional model 
consists of providing a tutorial, inviting the user to play again, displaying statistics, 
and allowing user to view, compete and chat with other players online.  

4.2 Validation by the Expert 

In the opinion of the expert in Cognitive Psychology and Neuropsychology, the proto-
type is rather complicated and must have more graduated levels. Moreover, the expert 
anticipates that the system will be difficult to use by the target audience, as the  
first level is quite competitive, and fast, therefore, for an elderly would be quite diffi-
cult to adapt. If improvements are made regarding larger size instructions, simpler 
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commands, graduated levels, as well as providing permanent feedback in terms of 
performance as elderly interact with the videogame, i.e., there is a positive reward to 
the achievements of the player, the videogame would be more effective.  

The expert estimates that the developed tool provides a great benefit to the devel-
opment and maintenance of cognitive skills of the elderly, which is as a relevant issue 
in Chilean society, in order to support the behaviors for social participation, as poses 
challenges to the elderly or pre-retirement. Finally, the expert points out that the most 
valuable feature would be that the serious video game being multiplatform, to suit the 
conditions of the various institutions working in therapy activities for the elderly. 

 

Fig. 4. A first version of the prototype 

5 Conclusions 

The results from the validation showed that interventions would benefit from serious 
videogames tailored to the needs of elderly and pre-retirement users. According to the 
expert a serious videogame may permit, under a multidimensional approach of inter-
vention, to evaluate the development of skills on working and episodic memories so 
that, by using it systematically, elderly achieve the maintenance of their cognitive 
skills over a longer period than those not involved in this type of intervention.  
Although mainly concerned about perceived problems of videogames, the results 
generate valuable insights on the great potential to support the promotion of healthy 
lifestyles of people, towards better living conditions and reducing risk factors. 

As future work, an improved version of the prototype will be tested in the workshops 
of the Office of Elderly of the City of Valparaiso, and the Workshop on Social and 
Cognitive Stimulation in the School of Psychology at the University of Valparaiso.  
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Abstract. Everyday people suffer from accidents at their home while doing ac-
tivities of daily life. This results in physical and cognitive injuries that need 
physiotherapy rehabilitation. Some physiotherapy problems reported by physio-
therapists are: lack of patient commitment, lack of motivation and lack of  
patient feedback to communicate their progress. Thus, it is very frequent that 
patients abandon their therapy. In this work we investigate the process of creat-
ing serious games as a solution to the aforementioned problems. We explore in 
deep the process of physiotherapy rehabilitation to generate a list of problems 
and propose a list of requirements as a solution. We present the design using a 
formal framework to define the analysis, design and some elements of the de-
veloped system, which still is in a prototype phase. 

Keywords: Rehabilitation, User Interface, Physiotherapy, Serious Game. 

1 Introduction 

In recent years, technological advancement has allowed the creation of systems which 
solves problems in different areas, such as business, entertainment as well as the 
health sector. With the technology advances, health systems for recovery may be 
easily available to patients at home. They will only need a device where the system 
can run. Specialists can monitor progress of patients, allowing patients to make their 
rehabilitation at the time that they can. Although today the advancement of technolo-
gy is fast, it is always necessary to support people who are not familiar with it, by 
creating constraints, adjusting them and eliminating them when they are no longer 
necessary. In this paper we focus on the design aspects of serious games for physio-
therapy rehabilitation. Serious games as a mean to provide immersive experiences 
relevant to the underlying task combined with elements of game-play for education, 
health and training purposes [8].  

Designing and implementing serious games present many technical challenges, and 
the design of such environments is further more complicated by the rapidly changing 
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nature of the technology [5]. Serious games have been used in many research projects 
to provide a motivational context for medical and rehabilitation purposes. Although 
they have similarities with entertaining games, they must accomplish the objective of 
the serious game: to educate, to rehabilitate and to confront fears. Research and  
design of games is a novel area where there is a lot of work to do [1]: design and en-
gineering process to produce fun, evaluation, rapid prototyping, user-centered ap-
proaches, and 3DUIs. Designing a patient centred game has been reported in [5,4,7,2] 
to be closer to the patient’s satisfaction. Developing a patient-centred solution still is 
challenging in the current context using natural user interfaces. 

We propose a patient-centered model-driven approach to design the game interac-
tion. We argue that developing serious games is an activity that would benefit from a 
development method composed of: (1) a set of models defined according to an ontol-
ogy, (2) a language that expresses these models, and (3) a principle-based approach 
manipulating these models based on principles. Principles including guidelines and 
design knowledge helping in the task of creating 3DUIs more close to 3D than 2D. 

2 Virtual Spaces for Rehabilitation of Activities of Daily Life 

In this section we present the analysis and the design of a serious game with the aim 
of physiotherapy rehabilitation. The interest is centered in accidents occurred at home 
that frozen activities of daily life.  In particular we will focus our attention to the bath-
room since knowledge is just useful within a particular context. We also include the 
current development of the system which corresponds to a prototype stage. 

Requirements elicitation was based on three methods, existing solutions literature 
review (reported in the state of the art), Participant observation and Interviewing. We 
visited the physiotherapy clinic of the School of Medicine of the University of Puebla 
for the participant observation. We saw how therapy is done, the context of therapy 
and the population. After it, we interviewed physiotherapists, professionals, last year 
students, and patients to determine their needs, we found that therapy is not just about 
rehabilitating muscular functions that were damaged by the accident, but it might 
need to eliminate the fear cause by the accident, for instance, patients reluctant to use 
the bathroom after the accident. Finally, another aspect to consider is a cognitive 
problem derived by the accident; memory lost being the most common in the clinic. 

One of the problems identified during the observation and confirmed by the inter-
views, is the lack of motivation and, as a consequence, abandon of the therapy. Dif-
ferent reasons produce this phenomenon: lack of feedback after a session, patients did 
not know their progress; boring activities and absence of challenge during the thera-
py; and lack of distractors for pain. Based in these non-functional requirements, we 
found our solution as good option to solve the aforementioned limitations of current 
rehabilitation.  

The first task is to do the diagnosis of the patient. This is made by using the  
Kinect camera. The process: an animation shows the patient the movements to do, 
then the system through acknowledgement of the movement(s) the system determines  
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system after doing progressions; sharing and cooperation, patients through the system 
can share their experiences; imagination, the user interface system can project images 
to help patients to play in different scenarios. We include in the design some game 
elements to promote target behaviors and make the game entertaining. Which are: 

•  Ordered Recognition board. - To appreciate patients’ effort into different catego-
ries. That is to say, that every achievement would me recorded and presented in the 
recognition board, however it would be ordered according to the best effort. 

•  Emoticons. - This will be earned when patients are more confident in the bathroom 
making explorations and performing tasks quickly and efficient. 

•  Points. - This evaluates range of motion and progression of patients. The more 
progression patients get, the more points they get. The more points they get, the 
higher they will be in the recognition leaderboard.  

•  Stars. – Patients can give start to others as a gratefulness of help and support. A 
patient can gives only one star per patient for day, but can gives a star to any 
amount of patients. 

•  Final Trophy Badge. - This will be awarded when the patient has successfully re-
covered from the accident. 

Acknowledgements. Mexican PROMEP projects under reference 103.5/12/8136 and 
103.5/12/4367.   
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Abstract. This work deals with crack detection in images of bone ce-
ments and the method can be applied to other materials. Crack detection
and measures obtained from images are useful to characterize the mate-
rials, and how the crack evolves according to the effort the material is
subject to. This allows to make changes in the composition of the mate-
rial in order to make it more resistant. The method presented consists of
several stages: noise reduction, shadow elimination, image segmentation
and path detection for crack analysis. At the end of the analysis of one
image, the number of cracks and the length of each one can be obtained.
If a video is analyzed, the evolution of cracks in the material can be
observed.

1 Introduction

Crack detection and tracking of its growth in materials like bone cement, gives
useful information about early stages in fatigue damage; this kind of damage is
similar to the one the bones suffer in daily activities. Such information can be
used to develop better materials (ie. more resistant materials). Prosthetic bone
cement can be used in orthopedics and odontology; it is an acrylic resin used to
fix the prosthesis to the bone [1]. This kind of cement is used in orthopedics for
hip, knee or shoulder surgery (for example, to replace by a prosthesis), as well as
in spinal surgery and dental prosthesis. In such surgery, the bone cement is used
to fill the spaces or holes between the (metal) prosthesis and the bone cavity
where it should be fixed. According to the norm ASTM E206 described in [2],
fatigue is an structural and progressive change, located and persistent, which
occurs in materials subject to efforts and fluctuating deformations, which can
produce micro-cracks or even total rupture of the material after a sufficiently
large number of fluctuations. Fatigue can also be described as a progressive fail
which occurs due to crack propagation until they reach an unstable size. For
this reason, we should put attention to the materials used in the bone cement
and also to its applications, particularly if it implies repeated and fluctuating
forces. Fatigue causes failures because of the simultaneous action of cyclic and
strain (tension) stress, as well as plastic deformation. The goal of the analysis of
the growth of (micro) cracks, is to understand the mechanisms of the beginning
and growing of cracks governing early stages of serious damage in bone cement,
which are manufactured with monomers of amino group in a matrix of methyl
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metacrylate. In this work we deal with the early detection of micro cracks on the
surface of bone cement, while they are under fatigue tests, in order to characterize
the material and design better and more resistant materials.

2 Method

There are several approaches for crack detection: in [3,4] probabilistic and
stochastic theory is applied; [5] uses continuous models, while [6] presents the
use of deterministic Markov processes. However all of them deal only with crack
detection and does not analyze the growth of the crack, which needs to fol-
low the crack paths during time. The method presented in this paper allows
the analysis of crack growing or crack evolution due to its ability to get not
only the crack clusters, but also the number and lengths of them. The length of
cracks is determined following a minimum cost path approach. Figure 1 shows
the general scheme of the method. A low pass frequency filter is used for noise

Fig. 1. General scheme of the method

reduction/elimination (Gaussian low pass filter), together with a median filter
for elimination of salt and pepper noise (if it is present). Once the noise on the
image has been reduced, it could be applied a method for reducing some effect of
shadows on the boundaries of the images. Shadows can result in erroneous detec-
tion of cracks on the boundaries of the image. To eliminate shadows, a histogram
smoothed by a Gaussian kernel with bandwidth B can be used to calculate a
threshold, and pixels with gray values over the thresholds are changed for such
value. After the stage of preprocessing the image, we need to classify the image
pixel into regions (imagge segmentation). Given a pixel, we can determine if it
belongs to a segment or to other one by comparing its gray value with a thresh-
old. The threshold value is calculated in such a way that the resulting value can
minimize the variance of every segment, and at the same time maximize the
variance between segments [7]. That is, we compute the ratio between the two
variances and choose as the threshold the value which maximizes that ratio. The
weighted within-class variance is given by Eq. (1), where the the class variances
are given by Eq. (2), the class probabilities are given by Eq. (3) and the means
are given by Eq. (4). P (i) is the probability of the gray value i.

σ2
w(t) = q1(t)σ

2
1(t) + q2(t)σ

2
2(t) (1)
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iP (i)

q2(t)
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Once we have the segmentation, the crack clusters are detected as neighbor pixels
with values under certain threshold; such pixels are considered as vertex of a directed
graph. The adjacency of two vertex in the graph is determined with the adjacency of
the image pixels: if they are horizontal or vertical neighbors, they are connected with
an arrow of length 1; if they are diagonal neighbors, they are connected with an arrow
of length sqrt(2). Then, the arrow lengths are modified adding a factor equal to the
difference in gray values of the adjacent vertex (connected pixels). Finally, a method
to find minimum length paths is used in order to build the paths in each crack cluster
(considering that the cracks are associated with the darkest gray values of the pixels).

3 Experimental Results

Figure 2 shows the results with different bandwidth for the Gaussian filter. According
to our experiments, the best value for the bandwidth of the Gaussian kernel used is
B = 35, because in average it produces a threshold which allows a better identification
of the cracks in the images. Figure 3 shows the detection of cracks in cement steel
subject to strain efforts; the method is applied to the set of images taken from the video
of the microscope, and we can track the evolution of the cracks (around 300 frames
were processed and we show 4 frames for ilustration).

Fig. 2. Results obtained using different bandwidth for the Gaussian kernel used in
filtering. Bandwidth: a) 30, b) 35, c) 40.

Fig. 3. Evolution of micro cracks detected in cemented steel images
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4 Conclusion

The method described can detect micro cracks in images of materials like bone cement
under fatigue efforts. To accomplish such task several steps are needed, from image
denoising to crack path calculation. Particularly important is the noise reduction and
the shadow elimination, because otherwise, misclassification of pixels occurs. Even
that in about 93% of the images analized (around 1200) we were able to eliminate
shadows correctly, there are some cases where different cracks are detected as one
crack (they are erroneously joined), and other cases where one crack is divided into
two cracks. We are analyzing how can we improve the accuracy of the method when
detecting cracks by improving the removing of the shadows. Another thing to work on,
is that grain boundaries are sometimes confused with cracks; however this can be easily
identified because the cracks are small in length; that is, visually one can observe like
a discontinuous crack (like a dotted line).
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Abstract. Active aging aims at promoting physical activity, socialization and 
participation in society as a mechanism to improve physical and mental health. 
We explore the use of a mobile, context-aware application to help elders 
transform their grocery shopping experience into an activity that promotes 
active aging. We describe the design and formative evaluation of WaSSAA, a 
mobile application to persuade elders to exercise and socialize while sharing 
grocery prices and promoting “smart” grocery shopping. WaSSAA uses 
location information to promote social encounters and to ask shoppers to gather 
price information for fellow users, and the accelerometer to estimate physical 
activity and reward its user. Results of a formative evaluation of the usefulness 
of WaSSAA with 16 elders shows that older adults are aware and sensitive to 
grocery prices and find the application useful to guide them when comparing 
prices during grocery shopping. They also perceive grocery shopping as a social 
activity and welcome WaSSAA’s services to encourage in-person encounters.  

Keywords: Active aging, Price sensitivity, Grocery shopping, Social shopping. 

1 Introduction 

Research in Ambient Assisted Living (AAL) has focused on developing intelligent 
environments that can assist older adults and people with disabilities to compensate 
their functional limitations to complete activities of daily living [1]. As stated by the 
Active Ageing policy framework, AAL should extend its scope beyond caring for 
people with disability to prevention and wellness management [2]. 

Active aging aims at promoting social participation and health in order to enhance 
our quality of life as we age. Its objective is to preserve the physical and mental health 
of individuals by keeping them physically and socially active, and by promoting their 
social, economic, and cultural participation in the community [3]. Active aging 
changes the way we conceive the relation between aging and health. Rather than 
looking at older adults as individuals with deteriorating health, it aims at maintaining 
their physical and mental health trough the adoption of healthy habits and behaviors.  

Our aim is to design technology that encourages older adults to exercise, socialize, 
and actively participate in their communities. We decided to focus our attention in an 
activity that most adults perform regularly, that has an important social component 
and which involves walking, a kind of physical activity that physicians recommend to 
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older adults due to its effectiveness and simplicity. The activity we selected is grocery 
shopping. Grocery shopping is an Instrumental Activity of Daily Living (IADL), thus 
it is associated to independent living [4]. It is an activity usually performed several 
times a week, which takes a considerable amount of time. It involves some degree of 
physical exercise, particularly when the person has to walk more than a few blocks to 
go shopping. The activity also has a social component, it requires the interaction with 
other people, and older adults often go with someone else to the grocery store.  

We aim to promote physical exercise, socialization, and community engagement 
by promoting older adults to do “smart” grocery shopping and save money while 
doing this. There is evidence in the literature that older adults tend to be aware of the 
price of groceries and sensitive to its fluctuations [5]. Thus, they might be willing to 
walk a bit more if they can save. In addition, we could motivate them to walk to the 
store in order to collect price information that could be used by fellow shoppers, thus 
helping them contribute to their community.  

There are applications that provide some of the services we just described, for 
example LiveCompare [6] provides services to identify the most economic grocery 
store, and iGrocery [7] additionally provides nutrition information. However, apps 
like LiveCompare, iGrocery, and GroceryiQ [8] limited their services to store 
shopping lists without providing information about social interaction opportunity 
when shopping, providing a partial solution to the issues of socialization and health 
care that have emerged in the research conducted in this study. 

This paper reports a qualitative study (section 2) to inform the design (section 3) of 
a mobile and context-aware application for active aging supporting grocery shopping 
(section 4); and results of 3 focus groups conducted in 3 different countries to validate 
our design and gather further insights of its utility and adoption (section 5). 

2 Understanding the Shopping Practices of Older Adults 

For 3 months, we conducted a qualitative study to understand older adults shopping 
strategies. We conducted 5 semi-structured interviews for an average of around 44 
minutes each, with 5 older adults. We complemented our interviews with 3 hours of 
passive observation of older adults in two naturalistic conditions: (1) exercising in a 
park and in a social welfare group, and (2) shopping groceries at a major grocery 
store. We used affinity diagramming and techniques to derive axial coding from 
grounded theory to analyze all the transcribed interviews and observations [9]. 

We found that our informants are quite sensitive to grocery prices, which is 
consistent with findings reported in the literature [10-12]. Price was their main criteria 
in deciding where to shop, with distance to the shop being second. All informants 
reported using a memory aid to assist their shopping, mostly in the form of a grocery 
list. They are also aware of discounts and offers, information they gather from TV 
ads, publicity in the supermarkets and friends. Our informants usually walk to the 
store unless they have to go far or return with many groceries, in which case they 
drove or took a taxi back home. When accompanied by a friend or family member 
they usually took more time shopping and walking around in the store. 

3 Designing a Grocery Shopping Application for Active Aging 

Following an interactive user-centered design methodology we used the results of the 
qualitative study to iteratively design a low-fidelity prototype of a mobile grocery 
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shopping application. The design of the prototype was discussed during several 
design sessions, in two of which, one of the informants participated. 

Our approach relies on using mobile technologies and pervasive sensing as 
constructs to transform the activity of grocery shopping into an engaging activity to 
promote active aging. With the system an older adult may exercise and socialize 
while shopping for groceries. The system should address the following requirements: 

•  Provide means to easily consult and edit a grocery list. Older adults use 
grocery lists as an aid to plan their grocery shopping.  

•  Enable context-aware grocery store suggestions. We found out older adults 
decisions to where to go for grocery shopping are context sensitive. Therefore a 
system should take advantage of the relevant context based on distance, cost, and 
the amount of items to carry, so older adults could make an informed decision. 

•  Motivate and ease the capture of food prices and recommendations with 
minimal effort from older adults. Older adults could capture recommendations 
to benefit others and the system should provide incentives to share food prices. 

•  Promote exercising and socialization. As exercising and socialization are key 
features for active aging the system should enable the automatic recognition of 
the amount of physical activity performed by the user and monitor the location of 
friends to timely suggest a user when to socialize and exercise. 

To show how WaSSAA (Walk, Save, and Share for Active Aging) could be used 
when shopping groceries we present a scenario of the use of the system. 

Miguel is 72 years-old; he is retired and lives alone since his wife died two years ago. After 
breakfast he updates his grocery list using WaSSAA on his smartphone (Figure 2 left). He then 
looks at the alternatives WaSSAA presents to him as grocery shopping plans. This information 
includes the different markets in the vicinity Miguel could visit, the potential cost of buying the 
items in his grocery list at each market, and how much exercise he could potentially do by 
walking towards each market (Figure 2 middle). Miguel uses this information to decide to go to 
market ABC, which has the lowest total cost for the items in his shopping list. He selects this 
option, indicating that he is planning to walk to the store in approximately 15 minutes. 
WaSSAA notifies Miguel’s grocery shopping plan to his friends. Alejandro, a neighbor and 
friend of Miguel sees this message and decides to join Miguel. Alejandro uses WaSSAA to send 
a message notifying Miguel he will be at his home in about 10 minutes to accompany him to the 
store. They both walk to the store talking about the soccer match of the night before. Once in 
the store, WaSSAA notifies them both that they have received an award for walking 7 blocks, 
and an invitation to capture the current price of two products in that store: apples and milk. 
Knowing that providing this information will give them points they can later redeem for 
products in the store, they decide to capture the prices using WaSSAA. When walking back 
home they pass in front of their friend’s Carmen home, WaSSAA notifies Carmen that Miguel 
and Alejandro are nearby and she comes out to greet them. 

4 Walk, Save and Share for Active Aging: The WaSSAA App 

The design of WaSSAA is based on a three-tier client-server architecture (Fig. 1). The 
data layer records information about users, groceries, prices, and rewards in a 
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relational database. The business layer includes the application logic, such as creating 
recommendations for grocery shopping and deciding what product prices might need 
to be updated. Both these layers are executed in the WaSSAA server. Finally, the 
presentation layer runs in the mobile phone and displays recommendations, the 
shopping list, and rewards to the user. We next describe the WaSSAA components. 

 

Fig. 1. Architecture of WaSSAA 

WaSSAA Mobile Client 

Grocery List. The user uses this module to update his shopping list. This can be done 
directly on the mobile device or through a web page, thus allowing other household 
members to add items to the shopping list. The recommendation module uses this 
information to present the user with shopping alternatives and suggestions.   

Price Collector. This component implements two alternative mechanisms to gather 
price information using the mobile device: (1) voice command when activated records 
audio that is interpreted using the Google Speech API; and (2) typing text that allows 
the user to capture the price of the product by directly typing the amount. 

The price information captured by the user is stored in the server. A tuple: 
{product, price, confidence} is stored in the database. The Confidence is a value from 
1 to 5, calculated from the reliability of the user, determined based on its history 
record, variations in prices reported and how recently was the price updated. When a 
user captures a new price, his rewards are updated in the database.  

Rewards Module. It is used to inform the user of the rewards he has obtained by 
capturing prices using the application. It keeps information about the number of users 
who have used prices updated by this user. 

Activity Monitor. This component uses the accelerometer in the smartphone to 
estimate number of steps the older adult walks, giving him rewards when reaching 
certain thresholds. 
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Socialization Module. It is used to inform the user of opportunities for social 
encounters with the user’s social network. When the user consults this information, a 
query is formulated to the Match meeting component in the server. 

WaSSAA Server 

Recommendation Module. This component locates stores in the vicinity and uses 
distance to the home of the user, and price information to generate a list of alternative 
shopping plans. The module uses the Foursquare API to locate relevant stores. 
Shopping plans are sent to the mobile device and presented as alternatives to the user.  

Database. It uses a relational database to record information about users, products, 
prices and rewards.   

4.1 Using WaSSAA  

To show how the components of the architecture interact among them, we revisit the 
scenario described in Section 3. Miguel regularly opens the mobile app to update his 
shopping list (Figure 2a). When he plans to go shopping he selects the option that 
brings him the alternative sites with the total cost and approximate amount of walking 
involved in shopping at each site (Figure 2b). To provide this information the app 
uses the Foursquare API to consult grocery stores in the vicinity and the database of 
products and prices stored in the server. Once Miguel selects the alternative he plans 
to follow the system asks him if he wants to notify his friends that he is planning to go 
shopping and if this is the case to indicate the approximate time when he is planning 
to leave (now; in 15mins; in 30mins; in 1hour). In this case Miguel indicates that he 
plans to go shopping in 15 minutes and the friends he wants the system to notify 
(Figure 2c). Alejandro receives this message and WaSSAA allows him to notify 
Miguel that he will go to his house for both of them to walk together to the store. 

 

a) 

 

b) 

 

c) 

Fig. 2. The WaSSAA mobile app: a. Grocery shopping list; b. Alternative markets to shop with 
price and exercise information; c. Notifying friends of a trip to the shop. 
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When the users approach the store WaSSAA automatically checks-in for them in 
Foursqure. Aware of their location, the system asks them to collect prices of certain 
products. Finally, the system rewards Miguel and Alejandro for the prices they have 
collected and the amount of physical exercise they made by walking to the store. 

5 Formative Evaluation of WaSSAA 

Three focus group sessions with older adults where conducted to evaluate WaSSAA. 
We aimed at validating the assumptions behind the design of WaSSAA, its utility and 
ease of use. The protocol for the focus group included 34 semi-structured questions 
and two scenarios one illustrating the use of WaSSAA (as described above), and the 
same situation without the system. The sessions lasted about 90 minutes. 

The questionnaire had 5 sections: Incentives (habits and motivation); Exercising 
(frequency of physical activity); Grocery shopping (routines, price sensitivity, 
transportation); Technology use (use of smartphones and the WaSSAA app). 

A total of 16 older adults participated in the focus group sessions, with an average 
age of 71. Participants reported having the habit of shopping, no difficulty walking, 
experience using smartphones more than 6 months, and no problems reading and 
understanding smartphones’ notifications. As shown in Table 1, the focus groups 
where conducted in three different Spanish-speaking countries, one in a small city, a 
second one in a medium-size city and the third one in a large city. This was done to 
validate our design across different demographics and conditions, and to identify 
differences in the way in which our informants perceived the utility of the application.  

Table 1. Focus group sessions to evaluate WaSSAA 

 Focus group A Focus group B Focus group C 
No. of participants 5 6 5 

City, Country Bolivar, Argentina Ensenada, Mexico Santiago, Chile 

Size of the city  Small (30k) Medium (500k) Large (5,000k) 

Gender  (2 male; 3 female) (1 male; 5 female) (2 male; 3 female) 

Average age (S.D) 74.2 (2.22) 65 (2.94) 73.8 (7.35) 

 
We organized our results in three sections according to the organization of the 

focus group session. We first explored the strategies the participants used for grocery 
shopping, their awareness and sensitivity to price, and their awareness of the need to 
perform physical activity and weather they exercised regularly or not. The second 
topic relates to their perceived utility of the WaSSAA application and whether they 
found it easy to use. We used scenarios and screenshots to motivate the discussion on 
this topic. They were asked to put themselves in the position of the person in the 
scenario, to interpret the information provided by the system and decision they would 
make in such scenarios. Finally, we explored issues related to socialization and the 
various ways in which the participants perceived grocery shopping as a social activity.  
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5.1 Price Awareness and Sensitivity 

All the participants divide their grocery shopping in one major shopping trip that is 
made once every one to four weeks, with more frequent trips (daily in many cases), 
mostly to shop for perishable food items such as fruit or bread. It was common 
practice to go to a larger market for the main shopping and to local markets for the 
more frequent trips. They would usually drive or take a taxi for the major shopping 
trip. In both, group B and C, the main buying criteria was to obtain good quality 
products at the best price possible. They were well aware of the prices of the products 
they regularly buy and tend to compare prices and be aware of discounts mostly to 
advertisement and comments from friends.  

"I go to the street market because the fruit and vegetables are fresh and very cheap, 
sometimes the tomato costs 5 or 6 pesos, the strawberry at 15 pesos and 1 kilo of cucumber for 
10 pesos” (Participant, Group B). 

In contrast, the participants in group A emphasized the social aspect of grocery 
shopping. They normally shop in the same place and were unaware of price 
differences. They are friends with the owners of the markets they visit, and keep 
shopping there out of solidarity with these small shops, and because they appreciate 
the social interaction involved in grocery shopping. In addition, the owners and 
employees know them well and offer them the products they know they like.  

“They have the brands I buy, the cashiers are very polite, it is nearby, the butcher is my 
friend, the owners live in the town” (Participant, Group A). 

All participants agreed that if the cost of a product increases sharply they will look 
for cheaper alternatives or even stop buying the product altogether. Thus, they are 
clearly sensitive to price.  

All participants were aware of the importance of performing physical exercise for 
their health, yet only one participant in each focus group exercised regularly. 
Participants in groups B and C considered walking to go grocery shopping as a form 
of exercise, while those in group A did not.   

5.2 Utility and Ease of Use of WaSSAA 

We found that all participants elaborate some kind of list of groceries and products to 
buy, and considered the list provided by WaSSAA to be easy to use. They all agreed 
that the service to compare was useful and they were in general surprised that a 
mobile phone could be capable of integrating such service. Participants in group B 
and C even suggested that having this information could make them change their 
shopping habits. When asked if they would change anything in the app to make it 
more useful or easy to use they made no suggestions. Apparently their lack of 
familiarity with this type of devices and applications made it difficult for them to 
criticize the interface. On the other hand, they all agreed that the information was 
clear and easy to understand.  

With respect to using the application to collect price information, they were all 
reluctant to do that, even when they were told that this information would be useful to  
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other shoppers. Only when they were told that they could obtain a retribution for 
doing this, in the form of discounts of coupons for grocery shopping, they expressed 
enthusiasm with the idea. 

5.3 Socialization Strategies Associated to Grocery Shopping 

The participants in all three groups look for opportunities to socialize with friends and 
family. They all consider grocery shopping as a social activity, particularly those in 
group A, who are friends with the owners of the shops they frequent. All of them 
mentioned that they sometimes call friends to let them know of discounts they have 
seen in a market or advertised elsewhere. As one of the participants mentioned: 

"The orange for example has been at less than 4 pesos per kilo, the good one (without 
seeds)… as far as I remember I have told this to more than two people and it seems that they 
have taken advantage [of this deal]”.  (Participant, Group B) 

Frequently they go shopping with a friend, with those who have a car often inviting 
those who do not, when they go shopping to a larger, more distant shop. They 
appreciate the fact that grocery shopping keeps them socially and physically active. 

"[if there were home delivery] I wouldn’t use it, because I would have a lot of free time. 
When you go to the market you walk, talk with other people, see different things.. you distract 
and relax yourself. I don’t want to be in-doors at home all day”. 

They all appreciated the services offered by WaSSAA to promote socialization by 
coordinating the shopping sessions as illustrated in the scenario described. A 
participant in group C, who has some difficulties walking due to a hip problem, even 
suggested that she would like to know if friends are passing in front of her house to go 
outside and chat with them. 

6 Conclusions  

In this paper, we describe the design and formative evaluation of WaSSAA, a mobile 
and context-aware tool that promotes active aging by transforming the shopping 
experience of older adults. WaSSAA takes into consideration the distance, cost, and 
time for travelling to the market as contextual information to help older adults make 
an informed decision to where to go grocery-shopping balancing savings, exercising 
and socialization. While there are some mobile apps that support certain aspects of 
grocery shopping, such as managing a shopping list (iGrocery [7] or Grocery iQ), or 
monitoring shopping time [13], and many others that monitor physical activity, none 
of these efforts aim at supporting active aging through grocery shopping 

The primary contribution of this work was to articulate and explore the design 
space of using mobile and context-aware computing to promote active aging. Our 
results indicate our approach is feasible and perceived as useful by older adults of 
three different countries. We plan to fully develop the system and conduct a 
deployment evaluation to see its impact in everyday grocery shopping practices. 
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Abstract. So far little attention has been paid to activity recognition
systems limitations during out-of-lab daily usage. Sensor displacement
is one of these major issues, particularly deleterious for inertial on-body
sensing. The effect of the displacement normally translates into a drift
on the signal space that further propagates to the feature level, thus
modifying the expected behavior of the predefined recognition systems.
On the use of several sensors and diverse motion-sensing modalities, in
this paper we compare two fusion methods to evaluate the importance
of decoupling the combination process at feature and classification lev-
els under realistic sensor configurations. In particular a ’feature fusion’
and a ’multi-sensor hierarchical-classifier’ are considered. The results re-
veal that the aggregation of sensor-based decisions may overcome the
difficulties introduced by the displacement and confirm the gyroscope as
possibly the most displacement-robust sensor modality.

Keywords: Sensor displacement, Sensor network, Sensor fusion, Activ-
ity recognition, Human Behavior, Motion sensors.

1 Introduction

The development of systems and mechanisms capable of analyzing the human
behavior has attracted tremendous attention during the last few years. The
potential of activity recognition (AR) applications supports such interest and
evidences their wide possibilities. Monitoring and identifying people routines or
actions may be used in domestic contexts to avoid or alert from risk situations
such as falls or faintings or promote healthier lifestyles through personalized
guidelines and recommendations [1]. Workplace environments may also leverage
the use of AR systems to increase for example the productivity in industrial
maintenance or reinforce safety procedures [14]. Field-specific systems may also
help high-level athletes to improve their performance or scores as well as am-
ateurs to get insights about how to make faster progresses within a particular
sport discipline [11].
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Although there are hundreds of contributions that tackle the activity recog-
nition problem, the maturity of this field is still reduced due to numerous unre-
solved issues related to systems reliability, robustness, pervasiveness and seam-
less of usage. One of these unresolved matters is sensor displacement, which
is particularly critical in on-body inertial-sensing. Body sensors are usually lo-
cated in specific places recommended by the manufacturer, however their use
under daily living circumstances demonstrate that wrong attachments, loss of
fitting or abrupt movements frequently drive to sensors de-positioning. Only a
few contributions have analyzed issues in this regard. Kunze et al. described a
first attempt to self-characterize sensors’ on-body placement [9] and orientation
[10] from the acceleration analysis during walking. They also demonstrated the
effect of rotations and displacement in accelerometers, and proposed a way to
partially deal with them through the use of additional sensor modalities [8].
These heuristic methods are coupled to the assumption that the user performs
the specific activities required at some point, which nevertheless might not al-
ways be guaranteed. Foerster et al. [7] studied the possibility of systems self-
calibration through the adjustment of the classifier decision boundaries. This
supports tracking the changes experimented in the feature space due to the sen-
sor displacement. Similarly in [5] the authors proposed a method to compensate
the data distribution shift caused by sensor displacements through the use of an
expectation-maximization algorithm and covariance shift analysis.

As an alternative, sensor fusion may be encountered to cope with displacement
effects. A key advantage is that identifying the failure sources is not necessarily
required to compensate the associated errors in the activity recognition process.
Just a few previous works addressed this problem in this regard. Zappi et al.
[15] showed a significant tolerance increase by using a large set of sensors in
combination with majority voting or naive Bayes decision fusion models. A more
sophisticated scheme is presented in [13] which attempts to detect anomalies
and potential affected sensors in order to remove them from the sensor ecology.
Similarly, in [3] the authors applied sensor fusion for dealing with synthetically
induced sensor anomalies.

In this work we apply two fusion models that are ultimately compared in
terms of accuracy and robustness. The models are tested on a realistic dataset
especially intended to benchmark techniques that deal with the effects of sensor
displacement and de-positioning in activity recognition. The rest of the paper
is organized as follows. In Section 2 the effects of displacement on inertial mon-
itoring are described. Section 3 briefly introduces the AR methodology while
Section 4 presents the experimental setup. Results and discussion are provided
in Section 5. Finally, Section 6 summarizes main conclusions.

2 Sensor Displacement Effects

The concept of sensor displacement (in application to inertial on-body sensing)
may be understood as the combination of two transformations: rotations and
translations. According to the physics of the rigid body, rotations refer to the



82 O. Baños et al.

circular movements that the sensor experiences around its rotation axes or upon
itself. Translations correspond to the movements of the sensor from a given
position to another distant position through a specific direction.

Sensor displacement applies to each inertial sensing modality (acceleration,
rate of turn, magnetic field) to a different extent. Thus for example, acceleration
is especially sensitive to rotations. Rotations determine a change in the sensor
local frame of reference with respect to its original spatial distribution. This
causes a shift in the direction of the gravitational component with respect to the
sensor reference frame. The effect of translations is normally more dependent on
the initial and end position as well as the magnitude of the acceleration expe-
rienced by the sensor. More robust to displacement anomalies are gyroscopes,
which are minimally affected by rotations along their rotation axis and transla-
tions along the same body limb. Magnetic field measurements are also affected
by rotations and to a lower extent by translations when assuming no gimbal lock
degeneration.

Sensor displacement normally leads to a new signal space. In this new space
the sensor readings likely differ with respect to those expected from a default
or predefined sensor placement. These changes propagate through the different
stages of the activity recognition chain (Section 3), thus affecting the inference
process. An example of such effects is depicted in Figure 1. Here, a sensor dis-
placement unintentionally introduced by the user when self-attaching the devices
(Figure 1(a)) translates into a significant drift at the feature level (Figure 1(b)).
Consequently, a model trained under the assumption of an ideal placement of
the sensors (and accordingly a bounded feature space) may not normally cope
with the variations introduced by the new feature space.

Other factors that also influence the magnitude of the displacement effects
are the sensor on-body location (initial and final) and the magnitude of the
motion experienced by the affected sensors. Thus for example, the drift may
be pronounced when the sensor is displaced from the extreme of a limb (highly
motional) to a position closer to the trunk (more limited mobility) when energetic
activities are performed. On the contrary, during inactivity or while resting this
change may not have appreciable consequences. Therefore, the effects are quite
dependent on the particular activities, gestures or movements the user performs.

3 Activity Recognition Methods

Activity recognition approaches normally consist of a set of steps also known
as activity recognition chain (an insightful review may be seen in [12]). Given a
set of sensors positioned in different parts of the subject’s body, these nodes are
used to measure the motion experienced by each part. These records are trans-
lated into raw unprocessed signals that numerically represent the magnitude
measured. Sometimes the signals are filtered out to remove possible anomalies
such as electronic noise, however the information loss may be inappropriate in
other cases. To capture the dynamics of the movements the signals are fur-
ther segmented in partitions of a given size, normally through windowing or
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RCIDEAL LCIDEAL= LCSELF RCSELF 

(a) Sensor displacement originated during sensor self-
placement (LCIDEAL = LCSELF , RCIDEAL �= RCSELF )
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Fig. 1. Example of sensor displacement introduced during the user self-placement (a)
and its effect at the feature level (b). In this particular example the displacement from
the default to the self-placement case applies to the right calf (RC) while the position
remains roughly similar for the sensor attached to the left calf (LC). In (b) each mark
represents an instance of the ’jump up’ activity.

event/activity based techniques. Then a specific set of features are extracted
from the data to provide a handler representation of the signals for the pat-
tern recognition stage. A wide range of heuristics, time/frequency domain and
other sophisticated mathematical and statistic functions are commonly used.
The feature vector is provided as input to the classifier, ultimately yielding the
recognized activity.

At this point, two approaches are proposed. The first one, here defined as
’feature fusion’ corresponds to the case where all features coming from each
individual sensor are combined on a single feature vector. This feature vector
inputs a generic reasoning model. The second more sophisticated model [2] uses
the individual feature streams extracted from each corresponding sensor and
fuses the decisions obtained from the classifiers associated to every sensor. The
so-called ’multi-sensor hierarchical classifier’ is a technique that takes in the main
advantages of hierarchical decision and majority voting models. Considering so,
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the idea is to give all the decision entities the opportunity to collaborate on the
decision making, but ranking the relative importance of each decision through
the use of weights based on the classification entities individual performance.

4 Experimental Setup

For the evaluation of the proposed model an activity recognition bench-
mark dataset is used [4]. This dataset is particularly appropriate for sensor
de-positioning analysis because of its diverse displacement modes, amount of
subjects and variety of activities. Namely, the dataset comprises motion data
(tridimensional acceleration - ACC -, rate of turn - GYR - and magnetic field -
MAG -) recorded for 17 volunteers while doing 33 ’easy-to-perform’ fitness ex-
ercises. The activity set defines from cardio-exercises such as running or cycling
to general body movements like waist rotations (”hula hoop”) or body-specific
such as arms or knees bending. These exercises are performed while wearing a
set of nine inertial sensors attached to different body parts.

Three scenarios in relation to the sensor displacement concept are con-
sidered: ”ideal-placement”, ”self-placement” and ”induced-displacement”. The
ideal-placement corresponds to the default or baseline scenario where the sen-
sors are positioned by the instructor to specific well-identified locations (here on
the middle of each limb and the back). A subset of the sensors is asked to be
placed by the users themselves for the self-placement scenario, thus introducing
a more realistic concept of daily sensor usage. Finally, the induced-displacement
(also identified as ’mutual’) constitutes the most troublesome scenario since in-
tentional de-positioning of sensors is introduced by the instructor. This is of
special interest to bench activity recognition solutions in conditions far from
the default setup. These two last scenarios will normally lead to on-body sensor
setups that differ with respect to the ideal-placement.

A subset of the original datasets is here considered. Ten of the most repre-
sentative activities define the evaluation bench ({1, 4, 8, 10, 12, 18, 22, 25, 28, 33},
see [4] for equivalence). These activities apply to the all three datasets (’ideal’,
’self’ and ’induced’). Moreover, the experimental set includes the evaluation of
each separated sensor modality (i.e., ACC, GYR and MAG) and their combi-
nations. A segmentation process consisting of a non-overlapping sliding window
(6 seconds size) is applied to each data stream. Mean, standard deviation, max-
imum, minimum and mean crossing rate are subsequently calculated for each
window during the feature extraction process. C4.5 decision trees [6], which
have been extensively and successfully applied in previous activity recognition
problems, are used both for the multi-class classifiers and the binary or base
classifiers components of the hierarchical approach. For the ideal scenario a ten-
fold random-partitioning cross validation process is applied across all subjects
and activities. This process is repeated 100 times for each method to ensure
statistical robustness. For both ’self’ and ’induced’ cases the procedure consists
of testing a system trained in all ’ideal’ data on the formers.
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5 Results and Discussion

Figure 2 depicts the accuracy results for both feature fusion and multi-sensor
hierarchical classifier. The evaluation of the models on the different sensor-
placement scenarios (legend) is shown for each sensor modality or combination
(X axis). The accuracy results demonstrate that the proposed methods are ad-
equate solutions under the assumption of a fixed sensor setup. Nevertheless, it
should be noted that both self-positioning and induced-displacement scenarios
introduce a significant drop on the recognition systems performance with respect
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Fig. 2. Accuracy (mean and standard deviation) results from the evaluation of the
a) feature fusion and b) multi-sensor hierarchical classifier when tested on the fitness
dataset (the top legend identifies the type of sensor placement, see Section 4). Hori-
zontal axis labels correspond to the sensor modalities used during the evaluation.
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to the ideal or default scenario, which confirms the effects described in section 2.
Clearly, the more profound the displacement applied (’induced’ case) the higher
the performance drop.

There are significant differences depending on whether the feature fusion or
the multi-sensor hierarchical classifier are approached. When using the feature
fusion (Figure 2(a)) it can be found differences with respect to the ’ideal’ perfor-
mance and the ’self’ scenario that range from approximately 20% in the best case
(GYR) to more than 40% at worst (ACC). This is more pronounced for the ’in-
duced’ case, where the variations go from 25% for the GYR to 65% again for the
ACC based system. Thereby, it can be concluded that the acceleration modality
is the most sensitive of the considered ones, followed by the magnetic field and
rate of turn, with the latter the most robust magnitude. Now, the results for
the hierarchical model (Figure 2(b)) are quite more promising. The comparison
of ’ideal’ and ’self’ scenarios shows a performance drop of less than 5% for the
GYR that increases up to 15% for ACC and MAG and at worst reaches 20%
when both are combined (ACCMAG). The differences with respect to the ’in-
duced’ case spans from a bit more than 10% for the GYR to almost 50% when
MAG modality is used. These better results for the multi-sensor hierarchical
classifier may be explained since individual variations within a particular sensor
with respect to its default behavior have less impact in the classification process.
This is possible since each sensor contributes in an independent manner to the
final delivered decision, so a majority of sensors (normally unaffected) overcomes
the decisions provided by entities of affected sensors. Conversely, feature fusion
models aggregate all features in a single data vector, thus leading to a potential
feature drift that cannot be handled by the reasoning model. It can be concluded
then that the hierarchical model prevails over the feature fusion approach.

6 Conclusions

In this paper we have compared two fusion mechanisms when dealing with sensor
displacement effects. One of these approaches consists of a feature fusion that
combines all features extracted from each sensor or node in a single feature
vector that inputs to a simple decision tree classifier. This model demonstrates
to not handle the data drift resulting from the sensors displacement. On the other
hand, the second model constituted by a multi-sensor hierarchical classifier uses
each sensor as individual inputs to independent decision entities that eventually
concur on a recognized activity. This method turns to be more robust since
displaced sensors have a lesser influence on the final decision when considered
a minority. Future work aims to analyze the proportion of sensors to which the
influence is satisfactorily overcome. Moreover some sensor modalities have been
demonstrated more robust to displacements than others. Acceleration is the
more sensitive whereas magnetic field and gyroscope are normally more robust,
especially the latter. Combinations of inertial modalities do not necessarily lead
to further improvement but to increase the complexity of the recognition system.
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Abstract. An increasingly popular technique of monitoring activities within a 
smart environment involves the use of sensor technologies. With such an ap-
proach complex constructs of data are generated which subsequently require the 
use of activity recognition techniques to infer the underlying activity. The as-
signment of sensor data to one from a possible set of predefined activities can 
essentially be considered as a classification task. In this study, we propose the 
application of a cluster-based classifier ensemble method to the activity recog-
nition problem, as an alternative to single classification models. Experimental 
evaluation has been conducted on publicly available sensor data collected over 
a period of 26 days from a single person apartment. Two types of sensor data 
representation have been considered, namely numeric and binary. The results 
show that the ensemble method performs with accuracies of 94.2% and 97.5% 
for numeric and binary data, respectively. These results outperformed a range of 
single classifiers.     

Keywords: Activity recognition, classifier ensembles, smart homes. 

1 Introduction 

A popular approach in healthcare for assessing physical and cognitive well-being is 
through monitoring of users' activities of daily living (ADL). ADLs are activities 
which are performed daily, for example toileting, grooming, cooking or undertaking 
light house work. Monitoring such activities can provide useful information which 
can be used to either recognise an emergency situation or to identify behavioural 
changes over time. The problem of activity monitoring has been addressed by many 
studies over the years [1, 2, 3]. One of the key components of an activity recognition 
system is the use of sensor-based technology [2]. An environment can be equipped 
with sensors which have the ability to record a person's interaction within the envi-
ronment itself, for example, recording whenever a cupboard is open or closed or the 
turning on or off of a domestic appliance. Based on the interactions captured it is 
possible to detect the change of state associated with an object/region within the envi-
ronment. From a data analysis perspective it is therefore possible to infer from  
the change of a sensor’s state that a person in the environment has interacted with a 
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specific object. The output from such a sensorised environment is a stream of sensor 
activations that have occurred within a period of time.  Analysis of the data can lead 
to the recognition of the activities being performed. From a computational perspective 
there are two main challenges to overcome. The first is related to the partitioning of 
the stream of data obtained from the sensors into segments which represent each of 
the activities [3]. Each activity is composed of a combination of actions, such as tak-
ing a cup from a cupboard and pouring water from a kettle. The second challenge 
relates to recognizing which of the predefined activities is represented by a given 
segmented stream of actions [4]. In other words, it can be regarded as a classification 
process of an instance representing a string of sensor activations into one of the 
classes representing activities such as cooking dinner or preparing a drink.  It has been 
the focus of the current study to address the latter challenge with the aim of improving 
the overall accuracy of classification. 

2 Relevant Work 

A number of approaches to activity recognition, based on processing data obtained 
through low-level sensors, have been explored. They can be generally categorized as 
data-driven approaches and knowledge-driven approaches. In the former the most 
popular techniques adopted are classification models based on probabilistic reasoning 
for example Naïve Bayes [4], Hidden Markov Models (HMMs) [5], Conditional Ran-
dom Fields (CRF) [11] and Partially Observable Markov Process (POMDP) [14]. 
Other algorithms such as Decision Trees [6] or Neural Networks [7] have also been 
considered. In the aforementioned studies these approaches have been reported as 
being successful, however, they require a large number of training examples.  Within 
the application domain of smart environments there is, however, a lack of large anno-
tated data sets.  From a knowledge driven perspective the most popular approaches 
applied have been based on logical modelling [8] or evidential theory [1]. Know-
ledge-driven approaches do not require large data sets for training purposes, however, 
elicitation of the knowledge from the domain experts can be a challenging process.   

As previously mentioned a large number of studies have been undertaken to im-
prove the performance on the underlying approach to activity recognition. In this 
research it is hypothesized that ensemble methods could have an advantage over a 
single model applied to the problem of activity recognition. A classifier ensemble is  
a group of classifiers which are combined in some manner to produce, as an output, a 
consensus decision while classifying an unseen pattern [9]. The individual classifiers, 
which are combined to build the ensemble, are referred to as base classifiers. The 
main goal of building a classifier ensemble is to provide an improvement of classifi-
cation performance in comparison to any single base classifier considered in isolation. 
Following the initial process of creating a collection of base classifiers the next step in 
the ensemble method is to combine the results obtained from each of the individual 
base classifiers.  This combination process produces the final output and decision of 
the ensemble. Applying a number of different experts and averaging their decision 
decreases the risk of selecting the wrong classifier, from which a decision is to be 
made. Given that some activities may be represented by very similar sensor readings, 
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for example preparing dinner or breakfast, it is beneficial to obtain a range of different 
opinions rather than applying a single model. In addition, some representation of ac-
tivities may be very confusing given different human behaviours. For example, two 
activities may happen at the same time, or they can be interleaved. Representation of 
such an event may be classified as one of the two activities, depending on the subset 
of sensors (features) that are considered whilst making the decision. In most cases it is 
difficult to deal with such cases with a single classifier. Obtaining different opinions, 
for example, from classifiers trained with different subsets of features, may offer a 
better solution. In this work we propose a Cluster-Based Classifier Ensemble (CBCE) 
approach, which has already been presented as an effective classification technique 
[10], as an alternative approach for the purposes of activity recognition. 

3 Cluster-Based Classifier Ensemble 

With the CBCE approach a collection of clusters built on a training set is considered 
as one base classifier [10]. In the classification process a new instance is assigned to 
its closest cluster from each collection. The final decision is made based on the class 
labels of the instances from all the selected clusters. The CBCE approach has been 
previously evaluated on open data sets from the machine learning domain, however, it 
has not been previously applied within the field of activity recognition.  

3.1 Creating Base Classifiers 

To obtain a set of different base classifiers (collections of clusters), the clustering 
process is performed a number of times whilst varying two parameters. The first pa-
rameter varied is a subset of attributes applied while calculating the distance between 
2 instances. The second parameter varied is the number of clusters generated in the 
clustering process.  

The generation of a single base classifier can be presented as a 3 step process. In 
Step 1, the subset of features and the number of clusters that are going to be consi-
dered in the clustering process are selected randomly. In Step 2 all instances from the 
training set are divided into clusters according to the selected subset of features. As an 
output from this process a collection of clusters, which is considered as one base clas-
sifier, is obtained. For each cluster in the collection its centroid is calculated. It is 
assumed that each cluster supports one or more classes depending on the instances it 
contains. For example, if there is one instance assigned to class c in a cluster, we say 
that this cluster provides a degree of support to class c. The level of support allocated 
for a class is dependent on the number of instances from this class and the total num-
ber of instances that belong to the cluster. In Step 3 a matrix Ak, referred to as a sup-
port matrix, is constructed, where each row refers to one cluster and each column 
refers to one class. The values in the matrix represent the support given for each class 
by each of the clusters and are calculated as in Equation 1. Nij represents the number 
of instances in cluster i that belong to class j and Ni represent the total number of in-
stances in cluster i.  M refers to the number of classes in the classification problem 
being considered. The entire process is repeated K times, where K refers to the size of 
the ensemble required. 
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3.2 Combining Base Classifier Outputs 

The classification of a new instance can be presented as a 3 Step process. In Step 1, 
following the presentation of a new instance x the closest cluster from each collection, 
represented by one row of the matrix, is selected. The selection is performed based on 
the distance between the new instance and the centroid of the cluster. While calculat-
ing the Euclidean distance for each centroid only the subset of features applied in the 
clustering process is considered. Each of the selected clusters provides a level of sup-
port for each of the classes represented by values in the respective row from the sup-
port matrix. In Step 2, for each class cj, the support provided by all selected clusters is 
combined through application of Equation 2: 
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where ik is the row from matrix Ak representing the selected cluster, xk refers to the 
centroid of the selected cluster and d represents the Euclidean distance metric. In Step 
3 the class with the highest support is selected as the final decision. 

One of the issues in sensor-based activity recognition is related with a situation 
where the same activity can be performed in many different ways, hence making it 
difficult to define a general description for each activity [13]. Classification models 
applied in activity recognition should therefore be able to deal with this situation. 
Given that the CBCE approach only considers the similarity between instances in the 
training and classification process, it is hypothesized that these approaches may have 
an advantage when dealing with this type of data. For instance-based classification 
methods there is no general definition required for each class (activity). A class label 
of a new instance is determined based on the class labels of some similar instances 
from the training set. Consequently, the most important concept is for representations 
of one class (activity) to be more similar with a specific representation than with the 
remaining alternatives. This can be satisfied, to a certain extent, by applying appropri-
ate feature representations within the activity recognition problem. 
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4 Empirical Evaluation 

For the purpose of this study a well known and publicly available data set1 has been 
used. All information regarding the environment, sensors used and annotation applied 
during the data collection process can be found in [11]. Sensor data were collected 
over a period of 26 days in a 3- room apartment from a 26 year old male subject. 
Fourteen wireless sensors were installed in the apartment, each associated with one 
object: 'Microwave', 'Hall-Toilet door', 'Hall-Bathroom door', 'Cups cupboard', 
'Fridge', 'Plates cupboard', 'Front door', 'Dishwasher', 'Toilet Flush', 'Freezer', 'Pans 
Cupboard', 'Washing machine', 'Groceries Cupboard' and 'Hall-Bedroom door'. Sev-
en activities were observed throughout the duration of the experiments: ‘Leave 
house’, ‘Use toilet’, ‘Take shower’, ‘Go to bed’, ‘Prepare breakfast’, ‘Prepare din-
ner’ and ‘Get drink’. In total there were 245 instances (activities) represented by 
1,230 sensor events. 

4.1 Data Pre-processing 

In the activity recognition problem being considered instances are represented as a 
sequence of numbers/strings that may have different lengths. CBCE is an instance-
based method that applies the Euclidean distance metric to calculate the distance be-
tween two instances.  For this reason data to be used in the current study should be 
represented as vectors with the same dimension. The sensor recordings are initially 
converted into vectors of the same dimension. Consequently each instance (sequence 
of sensor labels) is represented by a 14-dimensional vector. Each dimension of the 
vector represents one sensor: [S1,S2,S3,S4,S5,S6,S7,S8,S9,S10,S11,S12,S13]. In the 
experiments, numeric and binary representations of the sensor recordings are consi-
dered. For the numeric representation the position in the vector is an indicator of how 
many times the sensor appears in the sequence. For the binary representation, the 
value for each position is either 1 or 0 subsequently indicating if the sensor appears or 
does not appear in the sequence, respectively. As an example the activity [Hall-
Bathroom door, Toilet Flush, Toilet Flush, Toilet Flush, Hall-Bathroom Door] in the 
numeric system will be presented as: [0,0,2,0,0,0,0,0,3,0,0,0,0,0]. We can read from 
this vector that sensors S3 (Hall-Bathroom door) and S9 (Toilet Flush) appeared in 
the sequence 2 and 3 times, respectively. The same activity in the binary system will 
be presented as: [0,0,1,0,0,0,0,0,1,0,0,0,0,0]. From the binary vector we can read that 
sensors S3 and S9 appeared in the sequence although we do not have any information 
relating to their number of occurrences.  

4.2 Implementation Details 

The clustering process with CBCE is performed by the k-means2 algorithm imple-
mented in Weka3 that uses the Euclidean distance metric4. For each clustering process 

                                                           
1 http://sites.google.com/site/tim0306/ 
2 weka.clusters.SimpleKMeans. 
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the number of clusters to be generated was randomly selected with the lower bound 
equal to the number of classes in the classification problem being considered and the 
upper bound equal to three times the number of classes. Any empty clusters generated 
in the training process were automatically removed. The upper bound was enforced in 
an effort to decrease the chance of very small or empty clusters being generated. Its 
value was selected based on an evaluation of the clustering technique on training data. 
In future work we aim to consider the number of clusters as a function of 3 variables, 
namely size of the training set, number of classes and number of features applied in 
the clustering process. With CBCE the number of features is randomly chosen as a 
value between 1 and the total number of features. For each generated cluster its cen-
troid5 is identified. Each categorical/numerical feature of the centroid is calculated as 
the mode/average of the values of the features stemming from all instances within the 
cluster. For the size of the ensemble K=30 was selected, following the evaluation of 
the model on the training set. The CBCE approach was compared with 3 single classi-
fication algorithms implemented in Weka. The classifiers considered were Naive 
Bayes6 (NB), J48 Tree7 (J48) and k Nearest Neighbour8 (kNN). 

5 Results and Discussion 

For the experiments, a 5-fold cross-validation was performed. The accuracy was calcu-
lated as an average percentage of the correctly classified instances out of all instances in 
the testing set. In addition to accuracy, all methods were evaluated using F-measure [14].  
Two main issues were investigated. The first issue was related to the two types of activity 
representation, namely binary and numeric, that were applied in the experiments. The 
second issue was related to the evaluation of CBCE in the activity recognition problem. 
Results obtained by the 5 methods for numeric and binary data are presented in Fig. 1a 
and 1b, respectively.  It can be observed from Fig. 1a and 1b that kNN and CBCE ob-
tained better results when applied with binary, rather than numeric data representation. J48 
performed at the same level with both types of data representation, while for the NB clas-
sifier the difference was marginal. For binary data kNN and CBCE obtained the highest 
accuracies, while for numeric data they were both outperformed by NB. For numeric data, 
kNN and CBCE obtained significantly lower values of F-Measure which is an indication 
that they did not perform equally well in each class. kNN and CBCE are based on a simi-
lar approach, where the classification decision is made based on the distances measured 
between a new instance and instances from the training set. We can infer from this that for 
the two methods, whilst calculating the similarity between the two activities, it is more 
important to know which actions have been performed rather than how many times each 
actions took place. This can be explained by the fact that in the classification problem 
being considered the same activity can be represented by different combinations of  

                                                                                                                                           
3 The Weka Data Mining Software: An Update SIGKDD Explorations, Volume 11, Issue 1. 
4 weka.core.EuclideanDistance. 
5 weka.clusters.SimpleKMeans.GetClustersCentroids. 
6 weka.classifiers.bayes.NaiveBayes. 
7 weka.classifiers.J48 –C 0.25 –M 2. 
8 weka.classifiers.lazy.IBk –K 1 –W 0 –X  –A. 



94 A. Jurek et al. 

 

actions. For example, while cooking dinner the fridge may be opened a different number 
of times. This may cause some problems while calculating the Euclidean distance between 
the same activities that have been performed in 2 different ways. It may also appear that 
two instances from the same class will be considered as being very distant. 

 
Fig. 1.a Percentage value of accuracy and 
F-Measure obtained for sensor data with 
numeric representation. J48 – J48 Tree, NB 
– Naïve Bayes, kNN–K Nearest Neighbour, 
CBCE-Cluster-Based Classifier Ensemble. 

Fig. 1.b Percentage value of accuracy and F-
Measure obtained for sensor data with binary 
representation. J48 – J48 Tree, NB – Naïve 
Bayes, kNN – K Nearest Neighbour, CBCE -  
Cluster-Based Classifier Ensemble. 

Based on the results presented in Fig. 1.a and 1.b we can notice that the highest ac-
curacy was obtained by CBCE (97.5%) and kNN (97%). Both of the methods outper-
formed NB (96%) and J48 (93.5%) in terms of accuracy and F-measure. This suggests 
that instance-based approaches are effective while applied in activity recognition 
problems. They not only obtained improved general accuracy, however, they also 
performed well in each class separately.  

In addition to the accuracy it is, however, necessary to consider the computational 
cost of the methods. The training process of CBCE can be viewed as being complex 
as it requires clustering of the training set K different times. For large data sets this 
process may be time consuming. On the other hand, for a single kNN classifier no 
training is required. It should, however, be appreciated that following the training 
process, the classification of each new instance in the CBCE method is straight for-
ward with limited computational cost. With the proposed approach a new instance 
needs to be compared with only a group of cluster centroids. For one base classifier 
the computational complexity can be estimated as O(P×l) where P and l represent 
number of clusters and features, respectively. For the kNN classifier, for number of 
instances in the training set equals N, the complexity can be estimated as O(N×l), 
which for large training data sets can be time consuming. We can therefore note that 
even though the CBCE approach requires a longer training process than kNN, it is, 
however, more efficient in terms of classification time. Once the ensemble is generat-
ed, classification of a new instance is a very simple task. 

6 Conclusions 

It can be concluded that instance-based methods are beneficial when applied in activi-
ty recognition problems compared to other classification techniques. Beside this, the 
experimental results demonstrate that instance-based classification methods perform 
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better with binary rather than numeric representation of activities. This study provides 
a basis for further investigation into the application of ensemble methods in activity 
recognition within the application domain of smart homes. The new ensemble-based 
classification model was presented as being more accurate than a number of single 
classifiers. The study presented in the paper may be considered as early stage and 
further work is still intended. The first problem to be considered in the future work is 
an improved approach to selecting parameters for the model. It is presumed that ap-
propriate selection of the number of clusters and the subset of features applied in the 
clustering process will improve the performance of the model. 
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Abstract. Social progress and demographic changes favor increased life expec-
tancy and the number of people in situations of dependency. As a consequence, 
the demand for support systems for personal autonomy is increasing. This ar-
ticle outlines the vision @ home project, whose goal is the development of vi-
sion-based services for monitoring and recognition of the activity carried out by 
individuals in the home. Incorporating vision devices in private settings is justi-
fied by its power to extract large amounts of data with low cost but must  
safeguard the privacy of individuals. The vision system we have designed in-
corporates a knowledge base containing information from the environment, pa-
rameters of different cameras used, human behavior modeling and recognition, 
and information about people and objects. By analyzing the scene, we infer its 
context, and provide a privacy filter which is able to return textual information, 
as well as synthetic and real images. 

Keywords: behavior analysis, human action recognition, active aging, vision 
privacy. 

1 Introduction 

Video cameras are used mainly in video surveillance systems in order to guarantee 
security on the streets. They are used in outdoor environments and in public places 
but rarely within private environments mainly due to people worries about being 
continuously monitored and privacy violations. However, using video cameras in 
private spaces could suppose the born of novel applications in the field of ambient-
assisted living (AAL) and particularly in health, home care and ageing in place. 
Building a smart environment like a smart home, sensitive to the user and his context 
and able of acting proactively to satisfy its inhabitants necessities, could impact the 
life of the elderly and disabled people living there, improving their quality of life and 
maintaining their independence. 

In this environment, smart cameras can be used to analyze video streams targeting 
some incidents like people falling, shower accidents, thief intrusions, and so on. 
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Whenever an incident is detected, the smart home could warn somebody (family 
member, care service, etc.) in order to get human confirmation and, above everything, 
to get assistance. Furthermore, it is required that these technologies guarantee privacy 
preservation of the inhabitants. 

Regarding human behavior analysis, human action recognition constitutes the first 
level in which a semantic understanding of the human behavior can be obtained. Once 
motion has been detected in the scene, commonly a region of interest is obtained    
using background subtraction or human detection techniques [1]. In this sense, using 
human silhouettes as input, Bobick and Davis [2] proposed the motion history and 
energy images (MHI, MEI) in which respectively the age and the spatial location of 
pixel-wise motion is encoded. Other approaches rely on local information as key 
points and space-time interest points. Key point detectors have been extended to con-
sider the temporal dimension [3]. These dense approaches present the advantage that 
they can be applied directly on the RGB image, without requiring necessarily a spe-
cific region of interest or background subtraction. 

Recently, the launch of the Microsoft Kinect sensor made it possible to obtain                
depth information and marker-less human body pose estimation relatively accurately 
along with low cost and real-time performance. This is resulting in a large amount of 
work and related publications [4]. 

Regarding privacy, we consider it as the right of an individual to protect the infor-
mation which he wants to keep private. Privacy is protected when there does not exist 
any association or mapping between sensitive information and person identity. More-
over, which information is considered sensitive depends on each individual. 

Current research mainly focuses on redaction methods mixed with data hiding 
schemes. These rely on computer vision algorithms to determine privacy sensitive 
regions of the image that must be modified. There are a lot of types of image modifi-
cation, such as private information removal leaving a black hole, use of blurring, pix-
elating and others commonly used image filters; or more robust methods like image 
encryption, face de-identification and image inpainting algorithms. However, for 
some of the described methods it has been demonstrated that they do not protect pri-
vacy [5], and others are not suitable for real time due to computational restrictions. 

2 Human Action Recognition 

Initially, we have established the type of human behaviors that are going to be                   
considered as actions and aimed to be recognized during the execution of the vision 
@ home project. For this purpose, the state-of-the-art work has been considered in 
order to provide a common definition for the different levels of human behavior [6]. 
Two scales have been taken into account: 1) the amount of time during which the 
recognition needs to be performed, and 2) the degree of semantics that is involved in 
the comprehension of the behavior. In this sense, we define actions as human motion 
over a time frame from seconds to minutes in which simple human primitives as 
standing, sitting, walking and falling can be recognized. 
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•  Using RGB Images: Relying on traditional RGB cameras, color images are 
processed by means of background subtraction techniques in order to obtain human 
silhouettes which serve as input to our method [7-9]. Nonetheless, these binary 
masks could also be obtained using other devices or approaches as infrared cam-
eras or depth-based segmentation. Not the whole silhouette data is used, but only 
the contour points which encode the shape of the person and therefore its pose. We 
have proposed a low-dimensional feature in which a radial scheme is employed in 
order to spatially align the contour points [9]. Multiple cameras focusing the same 
field of view are also considered applying feature fusion techniques. Using  
the bag-of-key-poses model presented in [8], the most representative poses for each 
action class, the so called key poses, are learned. In contrast to traditional bag-of-
words models, we do not perform recognition comparing the frequency of appear-
ance of key poses, but learn the transition between key poses building sequences of 
key poses. These are learned substituting each pose with its nearest neighbor key 
pose, and therefore, changing the domain of the acquired data to the bag of key 
poses and filtering noise and sample-specific differences. Recognition is performed 
by means of sequence alignment using dynamic time warping (DTW). Experimen-
tation performed on several publicly available datasets shows that not only  
state-of-the-art recognition results are obtained, but also suitability for real-time 
applications is given.  

•  Using RGB-D Data: With the marker-less body pose estimation which can be 
inferred using the data provided by a RGB-D sensor, fine-grained motions as ges-
tures can also be detected. This constitutes a significant advantage over the former 
silhouette-based method. The body pose estimation is provided in the form of ske-
letal data. This kind of feature is studied in [10], where a genetic algorithm is pro-
posed in order to select the optimal joints for human action recognition. Depending 
on the type of actions to recognize and on how these actions are performed by the 
actors, some joints may be redundant and others may even introduce noise and dif-
ficult the recognition. Therefore, and as shown in that contribution, the optimal 
feature subset can improve the final recognition and, at the same time, reduce its 
computational cost. 

3 Privacy 

In order to preserve privacy, we propose a level-based privacy protection scheme, 
where each level defines its own display model that determines how the captured 
scene is represented to the observer. Display models are responsible of rendering 
diminished representations of persons and objects appearing in the scene, and such 
task may involve removing from the scene all other people or activity that is not of 
interest for the observer. Using distinct display models we can provide several 
protection levels, from completely protected to unprotected, and observers with 
camera access can only view the information they are allowed to. 

We have addressed the privacy of persons subject to monitoring through four dif-
ferent display formats of visual information: from the omission of the people, through 
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virtual representations of the person in the scene, with or without the actual posture, 
to the accurate representation of the scene including the person. 

4 Conclusions 

In this paper, an outline of the research work and advances that have been made in the 
scope of the vision @ home project has been detailed. Using both traditional RGB 
images and the RGB-D data provided by the Microsoft Kinect device, several propos-
als have been made for human action recognition considering multiple views and 
achieving real-time performance. Depending on the persons in the scene, the activity 
that is being performed and the observer, different information about location, posture 
and scene analysis is provided. 
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Abstract. Abnormal inactivity indicates situations, where elderly need
assistance. Systems detecting the need for help models the amount of
inactivity using inactivity profiles. Depending on the analysis of the pro-
files, events (e.g. falls) or long-term changes (decrease of mobility) are
detected. Until now, inactivity profiles are only used to detect abnormal
behavior on the short-term (e.g. fall, illness), but not on the long-term.
Hence, this work introduces an approach to detect significant changes
on mobility using long-term inactivity profiles, since these changes indi-
cate enhanced or decreased mobility of elderly. Preliminary results are
obtained by the analysis of the motion data of an elderly couple over the
duration of 100 days and illustrates the feasibility of this approach.

Keywords: inactivity profiles, AAL, mobility, elderly.

1 Introduction

Staying in their own home as long as possible is a great challenge for elderly,
since risks of living on their own home rise. The risk of falling is reported to
be a major risk for elderly since it might take hours until they are found and
help is provided [1]. However, not only falls are a great risk for elderly, but
also the decrease of mobility results in a lower quality of life [2]. Studies either
focus on detecting events directly (e.g. falls [3–5]) or detecting events indirectly
by detecting abnormal inactivity (e.g. [6–8]). The latter offer the advantage to
detect different critical circumstances at the same time (e.g. falls, illness) but
only analyze short-term behavior (i.e. less than 24 hours). Hence, the aim of this
paper is the detection of mobility changes of elderly by introducing long-term
analysis of inactivity profiles (i.e. over the duration of several months). Detecting
a decrease of mobility already at an early stage ensures that countermeasures
can be taken to prevent the further decrease of mobility. Moreover, an increase
of mobility indicates a more active and thus healthy lifestyle.

Detection of falls using inactivity zones is introduced by Nait-Charif &
McKenna [8]. The scene is modeled using entry, exit and inactivity zones. Inac-
tivity zones are areas, where almost no activity is detected (e.g. bed). If a person
is located outside a pre-defined inactivity zone and no activity is detected over a
longer period of time, an alarm is raised. This information is then used to detect
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c© Springer International Publishing Switzerland 2013
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falls, since falls are defined as unusual inactivity occuring outside of inactivity
zones.

Cuddihy et al. [6] and Floeck & Litz [7] introduced methods to detect abnor-
mal long inactivity based on motion and door sensors. Both calculate inactivity
profiles, i.e. the duration of inactivity at a specific time of the day is measured
and a standard behavior is trained. In the work of Floeck & Litz [7], a day is
divided into i timeslots, the integral of the inactivity of each timeslot is cal-
culated and stored as a vector. The vector is then compared to a pre-trained
reference vector and deviations raise alarms. This comparison is calculated once
a day, since the data of the whole day is taken into consideration. In contrast,
Cuddihy et al. [6] calculates an alert line from the training data and compare
each timeslot to this alert line individually. If the inactivity of a specific timeslot
is above the alert line, an alarm is raised immediately.

The rest of this work is structured as follows: Section 2 introduces the proposed
approach to detect long-term behavioral changes in mobility using inactivity
profiles, whereas Section 3 presents preliminary results of our work. Finally, a
conclusion is drawn in Section 4.

2 Methodology

In contrast to the state-of-the-art, this work proposes the anlysis of changes in
the long-term behavior in order to detect a change of mobility. The algorithm
of Cuddihy et al. [6] detects an unusual inactivity if the inactivity level is above
the trained alert line. Hence, short-term changes (i.e. in the range of hours) are
detected (e.g. illness, fall). The alert line is calculated using a rolling window,
i.e. the last 45 days are considered during the calculation of the alert line. This
ensures that the algorithm is able to adopt to changes and thus reduces the
number of false alarms. However, due to the adoption, a slow change of activity
(e.g. over the course of a year) can not be detected since the algorithm is adopted
on the basis of the rolling window. Due to this, the approach introduced in this
paper compares alert lines (e.g. on a monthly basis) in order to be able to extract
a general trend and detects significant changes of mobility over the course of a
year.

The proposed method uses the calculation of an alert line described in [6],
resulting in an inactivity threshold ALERTi for every time interval i. The in-
terval is set to one minute, resulting in 1440 intervals per day. Alert lines are
stored at regular intervals (e.g. one alert line per month), resulting in t different
alert lines. The arithmetic average μ and standard deviation σ of all alert lines
t are calculated for each interval i. During the training phase, all alert lines are
incorporated to the calculation of the average alert line. After the training phase
(e.g. three months), the deviation of the alert line to be added is calculated using
the following rule: if the deviation of more than 25% (i.e. six hours) of the alert
line intervals is within the range of μ ± 2σ, the average alert line is updated. If
more than 25% of the alert line intervals are outside the range of μ± 2σ, a sig-
nificant change in long-term mobility is detected. Depending on the direction of
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Fig. 1. Deviation of alert line indicating higher inactivity and hence decreased mobility

the change (i.e. higher or lower inactivity compared to the reference alert line),
a reduction resp. increase of mobility is reported.

An example of a deviation is shown in Figure 1: the trained average alert
line is shown as thick dashed line, whereas the other dashed lines indicate the
range of μ± 2σ. The alert line to be tested is visualized as green solid line and
time intervals outside the range of μ ± 2σ are visualized as magenta parts of
the alert line. In this case it can be also visually verified that more than 25% of
the alert line are outside the boundary and hence, a deviation in comparison
to the ”normal” mobility is detected. Since the alert line indicates a higher
inactivity, a reduction of mobility is detected.

3 Results

For the preliminary evaluation the activity data of an elderly couple over the
duration of 100 days is analyzed. The couple is 72 resp. 66 years old and in a
good health condition, i.e. no problems with mobility or balance were reported.
Moreover, activities of daily living can be performed without additional help,
hence both are able to live independently. The Kinect was used as motion sensor
and placed in the living room of the couple, monitoring the dining table and
the surrounding area. This area was choosen since the couple performs regular
food intake at the dining table and thus results in regular patterns. Since only
a small, but important and regularly visited area of the flat was monitored, no
additional devices (e.g. sensors, accelerometers) were used. There was no direct
sunlight reported in this area, hence accurate depth data can be obtained. In
order to evaluate results, alert lines based on 25 days intervals are generated,
resulting in four long-term alert lines. For evaluation the leave-one-out cross-
validation method is used, hence three alert lines are used for training whereas
the fourth alert line is tested. The algorithm detected one significant decrease of
mobility within the test period, depicted in Figure 1, where 64.7% of intervals
are outside the specified range. During this intervall, the couple was on a journey,
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thus resulting in an increased inactivity. However, all three other alert lines are
within the specified range, since only 21.1%, 3.7% and 1% of the time intervals
are outside the range and thus considered to be outliers or only minor changes
in mobility.

4 Conclusion

Analyzing inactivity profiles on the long-term allows to detect changes in mobil-
ity. Since these changes are more likely to be a decrease than an increase of mo-
bility, countermeasures to enhance the mobility can be taken already at an early
stage and thus resulting in an enhanced quality of life of elderly. The approach
introduced in this paper is able to detect changes in mobility by comparing the
inactivity profile with a reference profile and detects deviations automatically.
Preliminary results are promising and a decrease of mobility of an elderly couple
was detected correctly. However, future work will deal with an more extensive
evaluation and validation on a larger dataset.
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Abstract. A comprehensive solution is proposed to enhance adherence for the 
mild and moderate Alzheimer patients, involving not only the patient but also 
other participants, such as the nurse and/or relative, the drugstore, the physician 
and the hospital. The solution includes the development of an automatic 
medication dispenser and the corresponding software applications. In this 
article a general schema of the solution is presented, and a brief description of 
the first hardware and software prototypes is also included.  

Keywords: adherence, compliance, concordance, medicine-taking, dispenser. 

1 Introduction 

Dementia is a disease characterized by loss of cognitive abilities inducing impairment in 
normal daily activities [1, 2]. Among the disturbances that cause dementia, Alzheimer’s 
disease (AD) is the most common neurodegenerative disorder and it is defined by clinical 
and pathological criteria. For example, it displays neurodegenerative profile, presence of 
extracellular amyloid plaques, and intraneuronal neurofibrillary tangles causing memory 
loss [3]. From the clinical perspective, AD is characterized by memory loss and decrease 
in other cognitive abilities [4-7]. 

Aging is the main risk factor for AD, with the prevalence doubling every 5 years 
after the age of 65 [8]. According to the National Institute on Aging, it has been 
estimated that as many as 5.1 million Americans have AD [9]. The prevalence of AD 
has been is estimated to grow to nearly 9 million individuals in America by 2050. The 
worldwide prevalence of dementia is estimated to be 35.6 million in 2010, with the 
number exceeding 65 million in 2030 and 115 million in 2050, making it a pressing 
global health concern [10]. According to the National Institute on Aging, AD is 
divided into 3 stages: 

1. Mild AD: This stage is characterized by an initial memory loss. Problems such as 
getting lost, trouble handling money and paying bills, repeating questions, poor 
judgment, and changes in mood and personality, are present in this initial phase. 
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2. Moderate AD: In this stage, brain damage is presented in areas that control 
language, reasoning, sensory processing, and cognitive functions. Memory loss and 
confusion grow worse. Patients display problems to recognize family or friends. 
They also show significant problems to learn new tasks. Additionally, 
hallucinations, delusions, and paranoia, are also present in this second phase. 

3. Severe AD: In this last stage, brain areas display significant neurodegenerative 
processes and brain tissue has shrunk significantly. In the final stage of this 
disease, patients lose the ability to respond to their environment, to carry on a 
conversation and, eventually, to control movement. Also, patients with AD at 
severe stage need help with much of their daily personal care, including eating or 
using the toilet. Thus, patients diagnosed with severe AD display inability to 
communicate and are completely dependent on others for their care. 

Thus, the increase in the number of patients with AD could represent an 
unfavorable condition from various aspects: from the social, economic, and those 
related to public health. With this scenario, it is important to generate new approaches 
to manage certain conditions arising from AD, such the daily life of patients. 

Some of the authors of this article have previous work on Alzheimer’s disease [11-
12]. In this article, we propose a comprehensive solution to address the need for 
assistance to a patient with mild or moderate AD for taking medication, as well as 
his/her supervision at distance. The solution includes the development of an automatic 
medication dispenser and the corresponding software applications. In addition, it will 
represent a decisive response as to the lack of technological innovation and transfers 
its value to society, specifically aimed to a segment of the adult population of 
Alzheimer disease in early stages. 

2 Revision 

Patients with AD report cognitive impairment, memory deficits and neurodegenerative 
process. This condition, in advanced phases of the disease, represents a challenge for 
patients to remember the ingestion of the medications. 

There are three terms that are used to describe patient’s behavior with regards to 
the prescriber’s recommendations. These terms are compliance, adherence and 
concordance, Although they are commonly used interchangeably, they have slightly 
different meanings. Horne et al [13] recommend adherence as the term of choice to 
describe patients’ medicine taking behavior. It is defined as the extent in which the 
patient’s behavior matches agreed recommendations from the prescriber, emphasizing 
that the patient is free to decide whether to adhere to the doctor’s recommendations 
and that failure to do so should not be a reason to blame the patient.  

Automation is a concept that promotes drug-dispensing system in hospitals. Such 
systems have advantages for the patient, for example, favor adherence and use of the 
drug, and also prevent uncomfortable hospital transfers, thus reducing waiting times 
in consultation.  

There are several dispensers [14], such as the Philips Medication Dispensing 
Service Works [15], among many others. The Philips dispenser (which price is about 
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US$ 895.00) loads drugs placed in small containers which are fed into the dispenser. 
The dispenser is programmed according to the needs of the patient. The patient 
presses a button when he or she hears the reminder alarm. The dispenser delivers the 
medicine that has been already loaded. The dispenser is connected to the telephone 
line of the patient; thus, in case the patient misses taking the medicine, then the family 
is contacted. 

There are also interesting proposals in the scientific community, for example, Jara 
et. al. [16] designed a system based on the Internet of Things (IoT) for the drug 
identification and the monitoring of medication. Shafti et. al. [17] proposed a Personal 
Ambient Intelligent Reminder (PAIR) that is intended to assist subjects with cognitive 
disabilities (CD). There are also smartphone applications, such as PEAT [18] which 
are specifically designed for people with loss or reduction of cognitive abilities. 
Coronato and De Pietro [19] present an approach for the detection of abnormal 
behaviors of cognitive impaired people, based on the specification and runtime 
verification of correctness properties. 

3 Motivation 

While the market offers different types of medical devices, there are further areas that 
need to be considered as part of the solution. Despite the existence of medical 
dispensers, further problems related with missing the prescription are still present. 
According to the literature, approximately 1 in 10 older adult admissions to hospitals 
are the result of misuse of drugs [20]. This implies that patients with AD, are at risk of 
not taking medications properly, causing serious consequences, such as increased 
discomfort, even death. 

Foreman et al [21] reported that subjects adopt a program taking medication 
reminder using cell phone text messages, show greater adherence to treatment 
compared with subjects who did not use such a reminder system. So, it can be 
hypothetized that a medication reminder system that is digitally linked to the patient-
doctor-nurse-family will provide a direct response and it will determine the 
improvement of the quality of life of patients with AD. 

The main aim of this proposal is to develop a comprehensive solution to enhance 
adherence for the mild and moderate AD patients. Our solution will facilitate to the 
patients with AD at state 1 (mild AD) and state 2 (moderate AD) a reliable device and 
a comprehensive solution to provide a reminder to take medications in a timely 
manner. It is very important to say that the solution is designed to assist and facilitate 
the medication-taking  process, and it is not intended to assume the responsibilities of 
the nurse, the relatives, the physician or anyone else involved in the process.  

Our proposal covers different aspects such as the location of the subject within the 
home and, depending on the subject's physical location, an alarm will be played as a 
reminder for the patient for medication. Since AD patients present diminution in 
cognitive capabilities, the medication dispenser uses several alarm types to ensure the 
effectiveness of the reminder (flashing light, sound and vibration to call attention, and 
a marquee to display a message to remind the needed action). 
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4 Solution 

The proposed solution (Fig. 1) involves not only the medication dispenser, but also 
the integration of all participants on a single platform, so that they can interact and 
collaborate for the benefit of medication-taking process of the AD patient. 

INTERNET

NURSE and/or RELATIVE DRUGSTORE

PHYSICIAN

ELDERLY

HOSPITAL wi-fi or 3G
wi-fi or Ethernet

MEDICATION 
DISPENSER

ADDITIONAL 
ALARM PANELS

 

Fig. 1. The proposed solution: participants and wide area interconnection 

The technological solution includes the design and development of hardware and 
software components, which serve as the interaction elements of each of the 
participants (interfaces and specific applications in each of the devices).  

The hardware components are: the medication dispenser, and the additional alarm 
panels. The software components are: the application for nurse and/or relative, the 
application for drugstore, the application for the physician, and the application for the 
hospital. 

The medication dispenser (DAME) is an automatic device which offers to the 
patient an easy and effective way to take his or her medicines. The nickname comes 
from the Spanish phrase “Dispensador Automático de MEdicamentos”, which may be 
literally translated to English as “automatic medication dispenser”. 

The dispenser interface mainly consists of a series of gates on which the drugs are 
placed to be delivered to the patient. It also includes an alarm board to indicate and 
remind the patient when it’s time to take some drug. 

The dispenser should be placed in a strategic location of the house (e.g. the living 
& dining room, which is probably one of the places where the patient spends more 
time) and additional motion detection sensors and alarm panels should be installed in 
the remainder rooms (Fig. 2), to be received even when the patient is away from the 
dispenser. All alarm panels will be connected to the dispenser by using a short-
distance wireless technology, such as Bluetooth or Xbee. The medication dispenser is 
also connected to a PC which serves as a geteway to the Internet, and it also has an 
NFC interface to connect to the nurse and/or relative smartphone application.  
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Fig. 2. Distribution of spaces in a residence, and local area interconnection 

The nurse and/or relative application allows the nurse and / or the relative to 
capture the prescription plan and to load it into the dispenser, to receive and manage 
the information about the inventory (stock) of medicines in the dispenser, and to keep 
track of the drugs taken by the patient (and also to advise in case of a drug that was 
not taken, etc.). The drugstore application allows the drugstore to receive drug orders 
which were automatically sent, and should also consider the communication with the 
nurse and / or the relative of the patient, for sending, receiving and paying for 
medicine. The platform will enable the physician for to have access to information 
regarding patient therapeutic adherence. Additionally it will improve efficiency in 
certain tasks such as more adequate appointment scheduling for patients requiring 
direct supervision. Finally, the system will allow the doctor to have direct contact 
with both the nurse and the relative in case of unattended alarms. 

One objective in the development of DAME, is to be used by health systems in the 
country (public and private). So that, once the dispenser is installed at subject's home, 
the doctor from his office is able to directly access real-time information on dosages, 
failure in the supply of drugs, alarms triggered by a failure to take medication, etc. 
This device will streamline the resources in hospitals, due to the fact that having real-
time information regarding abnormality in the medicine-taking process, the physician 
may give notice to relatives without leaving his or her hospital responsibilities. 

5 First Prototype Implementation 

Preliminary prototypes of the medication dispenser and the additional alarm panels 
are now been implemented, and the first version of the application for the nurse 
and/or the relative is also being developed. 

The medication dispenser prototype includes a gate array to load the different 
drugs, and a front panel with a single gate to deliver them to the patient. We used an 
Arduino to implement the electronic logic, and Xbee modules to communicate with 
the additional alarm modules and with a PC serving as a gateway to the Internet. 

The dispenser consists of four main components: delivery, filling, distribution, and 
communications. The delivery component is the interface that will interact with  
the patient. Its main function is to easily deliver the drugs that correspond at each time. 
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The delivery component comprises three elements: The delivery gate, on which the drugs 
are placed to be delivered to the patient; the alarm board, which includes a visual alarm, an 
audible alarm and a digital marquee to display the message "TAKE MEDICINE"; and a 
camera, which generates an image of the moment in which the patient takes medication. 
When it's time to take medication the alarm panel at the dispenser is activated, and the 
delivery gate is opened automatically containing the appropriate medicines. The delivery 
gate has a sensor to notify if the medication has been taken or not. It automatically takes a 
photo at the time in which the drug is being taken to ensure that the patient takes his 
medicine. If the drug has not been removed, the alarm will remain activated at 
predetermined intervals until the patient removes the medicine. In case it was not removed 
after a predetermined time, a message is automatically sent to the nurse and / or relative to 
warn that the patient did not take a certain drug. 

The filling component is the element where medications are placed originally. 
There is a compartment for each of the different medications that the doctor 
prescribes. Each compartment has a numerical indicator related to the number of units 
(tablets, lozenges, etc.) in existence, so that it can easily be known in advance when to 
fill certain compartment. At the time in which the existence of drugs in a 
compartment reaches a predetermined threshold, an automatic message is sent to the 
drugstore (asking to send to the address the requested drug) and the nurse and / or 
relative (to receive the drug and place it in the corresponding compartment in the 
dispenser). 

The distribution component is the element responsible for distributing drugs, 
taking them from magazines where they were originally filled, separating and 
accommodating them into the delivery compartment as appropriate in accordance 
with the schedules and instructions prescribed by the doctor. 

The communications component includes an Xbee connection to communicate 
with the PC that serves as a gateway to the Internet and with the additional alarm 
panels that will be installed at different rooms of the house, and it also includes an 
NFC interface to provide an easy way to interact with it. In previous works we used 
NFC and it has proven to be a good alternative for nurse interaction [22] and as a part 
of the prescription process [23]. 

The first piece of software that is being developed is the nurse and/or relative 
application. The application is based on HTML5 and will be available for Android-
based smartphones and tablets, and for PC. The application includes two main 
components. The first part is dedicated to capture the prescription plan and to load it 
into the dispenser, and the second component is used to receive and organize the 
information that comes from the dispenser. This second component is also used to 
send specific commands to be executed at the dispenser (reset counters, manage 
alarms, etc.).   

6 Conclusion and Work in Progress 

A comprehensive solution is proposed to collaborate for the benefit of medication-
taking process of  patients with Alzheimer disease in mild or moderate state.  
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A first hardware prototype is being built, including the medication dispenser and 
the additional alarm panels, and a first application for the nurse and/or relative is also 
being developed in order to test interaction through the platform. 

Future work includes the development of an enhanced dispenser prototype, the 
development of the applications for all the other participants, and testing to determine 
the adherence improvement. 
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Abstract. The accuracy of the Facial Expression Recognition (FER)
system is completely reliant on the extraction of the informative features.
In this work, a new feature extraction method is proposed that has the
capability to extract the most prominent features from the human face.
The proposed technique has been tested and validated in order to achieve
the best accuracy for FER systems. There are some regions in the face
that have much contribution in achieving the best accuracy. Therefore,
in this work, the human face is divided into number of regions and in
each region the movement of pixels have been traced. For this purpose,
one of the wavelet families named symlet wavelet is used and individual
facial frame is decomposed up to 2 levels. In each decomposition level,
the distances between the pixels is found by using the distance formula
and by this way some of the informative coefficients are extracted and
hence the feature vector has been created. Moreover, the dimension of the
feature space is reduced by employing a well-known statistical technique
such as Linear Discriminant Analysis (LDA). Finally, Hidden Markov
Model (HMM) is exploited for training and testing the system in order
to label the expressions. The proposed FER system has been tested and
validated on Cohn-Kanade dataset. The resulting recognition accuracy
of 94% illustrates the success of employing the proposed technique for
FER.

Keywords: Facial Expression Recognition, Wavelet Transform, LDA,
HMM.

1 Introduction

Facial expression recognition (FER) plays a significant role in daily life commu-
nication. In daily life, various types of communication are utilized for human-to-
human interactions: for instance, verbal and non-verbal communication, mental
states, and physiological activities [6]. Among these, verbal communication (such
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as speech) and non-verbal communication (such as facial expressions) [14] are
most often employed. According to [14], during a face-to-face communication,
the feelings of a person (such as like or dislike) depend just 7% on the spoken
words, 38% on voice intonation, and an incredible 55% on facial expressions.

Generally, FER system consists of three basic modules: preprocessing, fea-
ture extraction and recognition. So far, there lots of works have been done for
preprocessing including automatic face detection and for recognition modules.
Most of the facial features are very sensitive regarding to noise and illumination
and also there is very slight change in the facial pixels intensity, however, very
limited work can be found for feature extraction in the literature.

Some of the previous works including [9, 12, 13] employed a well-known sta-
tistical technique like Principal Component Analysis (PCA) for facial feature
extraction. However, PCA focuses only the global features and moreover com-
putational wise PCA is much expensive [7]. In order to achieve high recognition
rate, local facial features are very important, Therefore, to solve the problem of
PCA, another higher-order statistical method named Independent Component
Analysis (ICA) has been exploited by [1] and [4], which has capability to extract
the informative local features from the face. However, if a huge amount of data
is exploited as an input, ICA does not has the capability to handle these inputs
and might lose informative features which we want.

Therefore, the authors of [3,5,11,15] proposed Local Feature Analysis (LFA)
and Local Non-negative Matrix Factorization (LNMF) in order to solve the
limitations of statistical methods and to extract informative local facial features
from the human face. However, LFA does not extract the local features when
there are local distortion and partial occlusion in the pixels located in non-salient
areas [10]. Similarly, one of the limitations of LNMF is that it does not assure
the significant facial features in the localized area. Moreover, some time LNMF
reduces the performance of FER systems because it has no ability to discriminate
the features of cheek, forehead and jaw like areas [10].

The objective of this paper is to propose a new feature extraction technique
based wavelet transform (especially symlet wavelet family). In this method, the
human face is divided into number of regions and in each region the distance
between the two pixels has been calculated by employing the distance formula.
After that the average distance of each region is calculated and by this way the
feature vector is calculated. In the second step of this method, the dimension of
the feature space is reduced by exploiting a well-known linear classifier named
Linear Discriminant Analysis (LDA), and finally, each expression is labeled by
employing a well-known classifier like Hidden Markov Model (HMM).

We already described some related work about this field. The rest of the paper
is organized as follows. Section 2 delivers an overview of the proposed feature
extraction technique. Section 3 provides some experimental results along with
some discussion on the results and a comparison with some of the widely used
statistical feature extraction methods. Finally, the paper will be concluded after
some future direction in Section 4.
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2 Material and Method

2.1 Feature Extraction Using Wavelet Transform

Feature extraction deals with getting the distinguishable features from each facial
expression shape and quantizing it as a discrete symbol.

In this stage, the decomposition process has been applied using symlet wavelet,
for which the facial frames were in grey scale. The wavelet decomposition could
be interpreted as signal decomposition in a set of independent feature vector.
Each vector consists of sub-vectors like

V
2D
0 = V

2D−1
0 , V

2D−2
0 , V

2D−3
0 , ........, V

2D−n
0 (1)

where V represents the 2D feature vector. If we have 2D frameX it breaks up into
orthogonal sub images corresponding to different visualization. The following
equation shows one level of decomposition.

X = A1 +D1 (2)

where X indicates the decomposed image and A1 and D1 are called approxima-
tion and detail coefficient vectors. If a facial frame is decomposed up to multiple
levels, the Eq. 2 can then be written as

X = Aj +Dj +Dj−1 +Dj−2 + . . . .+D2 +D1 (3)

where j represents the level of decomposition, and A andD represent the approx-
imation and detail coefficients respectively. The detail coefficients mostly consist
of noise, so for feature extraction only the approximation coefficients are used.
In the proposed algorithm, each facial frame is decomposed up to two levels, i.e.,
the value of j = 2, because by exceeding the value of j = 2, the facial frame
looses significant information, due to which the informative coefficients cannot
be detected properly, which may cause misclassification. The detail coefficients
further consist of three sub-coefficients, so the Eq. 3 can be written as

X = A2 +D2 +D1

= A2 + [(Dh)2 +(Dv)2 +(Dd)2]
+ [(Dh)1 +(Dv)1 +(Dd)1]

(4)

where Dh, Dv and Dd are known as horizontal, vertical and diagonal coefficients
respectively. It means that all the coefficients are connected with each other
like a chain. Note that at each decomposition step, approximation and detail
coefficient vectors are obtained by passing the signal through a low-pass filter
and high-pass filter respectively.

In each decomposition level, the distance between the pixels is found by using
the distance formula and by this way some of the informative coefficients are
extracted and hence the feature vector has been created.

Dist =

√
(x2 − x1)

2
+ (y2 − y1)

2
(5)
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where (x1, y1) and (x2, y2) are the location of the two pixels respectively.
In a specified time window and frequency bandwith wavelet transform, the

frequency is guesstimated. The signal (i.e., facial frame) is analyzed by using the
wavelet transform [17].

C (ai, bj) =
1√
ai

∞∫

−∞
y (t)Ψ∗

f.e

(
t− bj
ai

)
dt (6)

where ai is the scale of the wavelet between lower frequency and upper frequency
bounds to get high decision for frequency estimation, and bj is the position of
the wavelet from the start and end of the time window with the spacing of signal
sampling period. Other parameters include: time t; the wavelet function Ψf.e is
used for frequency estimation; and C(ai, bi) that are the wavelet coefficients with
the specified scale and position parameters. Finally, the scale is converted to the
mode frequency, fm for each facial frame:

fm =
fa (Ψf.e)

am (Ψf.e) .Δ
(7)

where fa (Ψf.e) is the average frequency of the wavelet function, and Δ is the
signal sampling period. The feature vector is obtained by taking the average of
the whole pixels distance for each facial frame that is given as:

fdist =
f1 + f2 + f3 + ....+ fK

N
(8)

where fdist indicates the average distance of each facial frame which is known
as a feature vector of that expressions, f1 f2 f3 .... fK are the mode frequencies
for each individual frame, K is the last frame of the current expression, and N
represents the whole number of frames in each expression video.

In next step, the dimension of the feature space is reduced by employing a
well-known technique Linear Discriminant Analysis (LDA) that maximizes the
ratio of between-class variance to within-class variance in any particular data
set, thereby guaranteeing maximal separability. For more details on LDA, please
refer to [3].

2.2 Expression Modeling and Training Using HMM

HMM is a well-known method that provides a statistical model λ for a set of
observation sequences. Sometimes, the observations are called ”frames” in facial
expression recognition applications. Suppose there are sequence of observations
of length T that are denoted by O1, O2, ..., OT . An HMM also consists of particu-
lar sequences of states, S, whose lengths range from 1 to N (S = S1, S2, ..., SN),
where N is the number of states in the model, and the time t for each state is
denoted Q = q1, q2, ..., qN . The likelihood P (O|λ) can be evaluated by summing
over all possible state sequences:

P (O|λ) =
∑
Q

P (O,Q|λ) (9)
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A simple procedure for finding the parameters λ that maximize the above equa-
tion for HMMs, introduced in [2] depends on the forward and backward algo-
rithms αt(j) = P (O1...Ot, qt = j|λ) and βt(j) = P (O(t + 1)...OT |qt = j, λ),
respectively, such that these variables can be initiated inductively by the follow-
ing three processes:

α1 (j) = πjbj (O1) , 1 ≤ j ≤ N (10)

βT (j) = 1, 1 ≤ j ≤ N (11)

During testing, the appropriate HMMs can then be determined by mean of
likelihood estimation for the sequence observations O calculated based on the
trained λ as

P (O|λ) =
N∑
i=1

αT (i) (12)

The maximum likelihood for the observations provided by the trained HMMs
indicates the recognized label. For more details on HMM, please refer to [16].

3 Experimental Results and Discussion

We have tested the idea of employing symlet wavelet transform for human facial
expression recognition in the study. The tests were found to be successful and we
have achieved significant improvement in recognition rate. The proposed feature
extraction has been tested and validated on publicly available standard dataset
named Cohn-Kanade [8]. Six basic expressions were collected for experiments
such as happy, anger, surprise, sad, disgust, and fear from this dataset that were
performed by 40 different subjects. All these expressions in this dataset display
the frontal view of the face. The size of each frame was 60x60, where the images
were first converted to a zero-mean vector of size 1x3600 for feature extraction.

The system was trained and tested by employing n-fold cross validation rule
based on subjects. It means that out of n subjects, data from a single subject
was retained as the validation data for testing the proposed scheme, whereas
the data for the remaining n − 1 subjects were used as the training data. This
process was repeated n times, with data from each subject used exactly once
as the validation data. The value of n varied according to the dataset used.
The total 2,880 ((6 x 40 x12), where 6 represents the number of expressions, 40
indicates the number of subjects, and 12 shows the frames in each expression
video) frames are used for the whole experiments.

The performance of the proposed facial feature extraction technique has been
validated by comparing it with some of the previous widely used well-known sta-
tistical techniques like: PCA, and ICA. The experimental results of the proposed
technique along with results of the statistical methods are shown in Figure 1
and in Table 1 and 2.

It is obvious from Figure 1 and Table 1 that the proposed technique achieved
best recognition rate than of the statistical methods as shown in Table 2.
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Table 1. Confusion matrix of the proposed method on Cohn-Kanade database of facial
expressions (Unit: %)

Happy Sad Anger Disgust Surprise Fear

Happy 94 3 0 0 1 2
Sad 2 95 0 3 0 0

Anger 0 3 93 0 0 4
Disgust 0 1 1 96 2 0
Surprise 0 2 0 3 92 4

Fear 0 0 4 2 0 94

Average 94

Table 2. Confusion matrix of the statistical methods (like: PCA, ICA, LDA) with
HMM using Cohn-Kanade database of facial expressions (Unit: %)

Happy Sad Anger Disgust Surprise Fear

Happy 86.1 6 2.5 3.4 2 0
Sad 5 89 0 3 0 3

Anger 0 0 91 3 0 6
Disgust 0 0 0 90.1 9.9 0
Surprise 2 0 0 6 88 4

Fear 2 1 15 2 0 80

Average 87.37

Fig. 1. 3D-feature plot for six different types of facial expressions after LDA. It is
indicated that LDA provides best classification rate on the proposed feature extraction
technique.

This is because symlet wavelet is a compactly supported wavelet on gray scale
images with the least asymmetry and highest number of vanishing moments
for a given support width. The symlet wavelet has the capability to support
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the characteristics of orthogonal, biorthogonal, and reverse biorthogonal of gray
scale images, thats why it provides better classification results. The frequency-
based assumption is supported in our experiments. We measure the statistic
dependency of wavelet coefficients for all the facial frames of gray scale. Joint
probability of a grey scale frame is computed by collecting geometrically aligned
frames of the expression for each wavelet coefficient. Mutual information for
the wavelet coefficients computed using these distributions is used to estimate
the strength of statistical dependency between the two facial frames. Moreover,
wavelet transform is capable to extract prominent features from gray scale im-
ages with the aid of locality in frequency, orientation and in space as well. Since
wavelet is a multi-resolution that helps us to efficiently find the images in coarse-
to-find way. Moreover, it is obvious from Figure 1 that applying LDA to features
from all the classes provides best separation of the expressions. LDA is a linear
technique, which limits its flexibility when applied to complex datasets. More-
over, LDA maximizes the total scatter of the data while minimizing the within
scatter of the classes.

4 Conclusion

Facial Expressions Recognition (FER) has become an important research area
for many applications over the last decade. A typical FER system consists of
three basic modules such as preprocessing module that is used to improve the
quality of the image by diminishing the illumination noise and by eliminating
the unnecessary details from the background, feature extraction module that
deals with getting the distinguishable features each expression and quantizing
it as a discrete symbol, and recognition module, in which a classifier is first
trained with training data and then used to generate the label of human facial
expression contained in the incoming video data. Mostly, facial features are very
sensitive to noise and illumination and quite merge with each other in the feature
space, that’s why in the feature space, it is very hard to separate the different
facial expression features. Therefore, very less amount of work can be found be
found on feature extraction module in literature. In this work, we proposed a
new technique based on symlet wavelet for feature extraction module. In this
technique, the human face is divided into number of regions and in each region
the distance between the two pixels were calculated based on distance formula.
After that, the average distance was found for each region and hence by this way
the feature vectors were created. To reduce the dimensions of the feature vectors
in the feature space, LDA was exploited. Finally, the expressions were labeled by
employing HMM. The proposed system achieved an average recognition accuracy
of 94% over Cohn-Kanade dataset, illustrating the successful employment of
the proposed method for FER system. In the proposed technique, n-fold cross
validation rule has been exploited to achieve best accuracy. The proposed FER
system has been trained and tested in laboratory. The next step will be the
implementation of the proposed feature extraction technique in smarthomes or
in smartphones for real healthcare environment.
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Abstract. We develop a prototype for real-time blood sugar control
based upon the hypothesis that there is a medical challenge in determin-
ing the exact, real-time insulin dose. Our system controls blood sugar by
observing the blood sugar level and automatically determining the ap-
propriate insulin dose based on patient’s historical data all in real time.
At the heart of our system is an algorithm that determines the appropri-
ate insulin dose. Our algorithm consists of two phases. In the first phase,
the algorithm identifies the insulin dose offline using a Markov Process
based model. In the other phase, it recursively trains the web hosted
Markov model to adapt to different human bodies’ responsiveness.

Keywords: Diabetes, Insulin Management, Markov Processes, Web
Management.

1 Introduction

Three hundred forty seven million people worldwide have diabetes [15]. The
World Health Organization predicts that diabetes will be the seventh leading
cause of death in 2030. Furthermore, during their lifetime, diabetics may suffer
from a devastating damage to many of their body systems, leading to hardships
not just for the diabetics themselves but also for their families and national
economies. Such damages include, but not limited to, cardiovascular, foot ulcers,
diabetic retinopathy, and kidney failure [7].

Blood sugar level for an individual is a function of multiple factors includ-
ing demographics, diet, exercises, and medications. Medically, determining the
proper insulin dose is done in an ad-hoc manner by a diabetes consultant [9].
Since most of the aforementioned factors are varying over time, the determina-
tion of insulin dose becomes a continuous process that needs medical supervision
and intervention, on almost a daily basis. It is worth pointing out that the re-
sponsiveness to the same dose of insulin may vary among patients, even if they
share the same conditions mentioned earlier.

One key solution to stop the negative effects of diabetes is the continuous ad-
ministration of insulin. However, it is usually difficult for elderly, inexperienced
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people to maintain this continuity on a daily basis. Furthermore, there is a medi-
cal challenge to determine the exact, real-time insulin dose required to compensate
the deficiency of insulin production or inefficiency of insulin absorption [17].

To handle these challenges, in this paper we develop, for insulin-dependent
diabetics, a prototype for real-time blood sugar control. At real time, our sys-
tem controls blood sugar by observing the blood sugar level and automatically
determining the appropriate insulin dose based on patient’s historical data. Our
system consists mainly of two parts: a web server and a client. The web com-
ponent is responsible for the recursive training of the blood sugar model, while
the client is responsible for sugar monitoring and insulin injection in addition to
communication with the web server. At the heart of our proposed system is the
algorithm that determines the appropriate insulin dose for a specific blood sugar
level, which is considered the most challenging step in diabetes medication.

The rest of the paper is organized as follows. A review of relevant literature
is given in section 2. In section 3 we develop a Markov Process based model
for blood sugar data. Section 4 presents the architecture of the proposed blood
sugar control system. Finally, conclusions and future recommendations are given
in section 5.

2 Literature Review

Modeling medical data has become a cornerstone in various advancements in
the medical field including medicine development, patient monitoring, disease
tracking and avoidance, and many others [12]. Most of the existing models are
statistical and based on a pool of historical data collected from the related par-
ties. Under some circumstances, data collection may have to be a real-time pro-
cess. That applies, for example, to situations where there is a need to predict the
change in some medical measures (blood pressure, glucose level, etc) to predict
and consequently proactively deal with life-threatening conditions that patients
may face.

The rapid technological advancements made in the past few years have paved
the way for a significant volume of initiatives and proposals to integrate the
health and ICT (Information and Communication Technologies) sectors into
what is referred to nowadays as the eHealth world [16], [2]. This integration
is expected to make, and in fact has already made, significant improvements
in health care. This improvement is attributed not only to the quality of the
provided care, but also to its effect on the economy [1].

Diabetes has spread widely across the world in the past few decades, which
motivated the research community to benefit from the aforementioned integra-
tion between ICT and Health care to come up with new solutions for diabetics
[8], [12]. In this paper, we study the problem of determining the insulin dose for
diabetic patients. A number of proposals which tackled the same problem have
appeared in literature over the past few years [4], [3], [11]. In [3], the authors
propose a neural network model of a set of rules devised by health specialists to
determine the insulin dose. The model relies on short sets of historical data to
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train the neural network. The difference between our proposal and the proposals
in [4], [3], [11] is twofold. First, we use an online estimation algorithm based
on a Markov model that continuously updates itself with the observed histor-
ical data. Second, we incorporated the use of modern technology to facilitate
the use of the system for patients. In our system, the collected historical data
is automatically transferred to an online server for processing without external
intervention (beyond initial setup). The estimated next dose is also calculated
automatically by a mobile application installed on a patient’s smart phone, and
the pump is activated without user intervention.

3 Markov Processes for Modeling Blood Sugar Level

In statistics, the collection of a random variable X over an index set T is called
a stochastic process [10]. For example, the collection of weather temperature
observations over a period of time is a stochastic process. In most applications,
T is the time spots at which the random variable of interest is being observed. If
the index set T consists of discrete values and the values that the random variable
X can have is also discrete, then the stochastic process is called a discrete time
discrete space stochastic process.

A stochastic process that satisfies the Markovian property, that is:

P (Xt+1 = j | X0 = x0, X1 = x1, · · · , Xt = i) = (1)

P (Xt+1 = j | Xt = i)

is called a Markov Process. This property implies that the future value of the
random variable depends on its history only through the current observation
[13]. The values that X can have are called the states. The right hand side of
(1) reads as the probability that the process will move to state j given that the
process is currently at state i. This probability is usually abbreviated as pij and
is called the transition probability. For a Markov process with n possible states,
the transition probabilities pij can be concatenated in a matrix form called the
transition matrix [10] such that:

P =

⎛
⎜⎜⎜⎝

p11 p12 · · · p1n
p21 p22 · · · p2n
...

...
...

...
pn1 pn2 · · · pnn

⎞
⎟⎟⎟⎠ (2)

The transition probability pij is estimated using the Frequentist approach as the
ratio of the number of transitions from state i to state j to the total number of
transitions from state i.

Let the random variable SL represent the blood sugar level and assume that
SL is observed at several time spots. The set of observations of SL form a
stochastic process. Furthermore, assume that the next value of SL depends on
previous history through its current value, then this is a Markov Process. Normal
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Table 1. Experimental setup for the amount of carbohydrates intake factors for the
three daily meals

Day Breakfast Lunch Dinner

1 30 60 30

2 30 60 60

3 30 60 90

4 30 120 30

5 30 120 60

6 30 120 90

7 30 180 30

8 30 180 60

9 30 180 90

10 60 60 30

11 60 60 60

12 60 60 90

13 60 120 30

14 60 120 60

Day Breakfast Lunch Dinner

15 60 120 90

16 60 180 30

17 60 180 60

18 60 180 90

19 90 60 30

20 90 60 60

21 90 60 90

22 90 120 30

23 90 120 60

24 90 120 90

25 90 180 30

26 90 180 60

27 90 180 90

blood sugar level ranges from 80 to 120 mg/dl. For diabetics, blood sugar level
could go down as low as 20 mg/dl or up as high as 500 mg/dl and more. For
a modeling purpose, we assume a range of 0 to 600 for blood sugar level. The
assumed range is discretized into 121 states of values {0, 5, 10, 15, · · · , 595, 600}.

An experiment for blood sugar profiles generation was conducted at one of
the Jordanian hospitals. The experiment consisted of four factors. These were
the body weight, the amount of carbohydrates intake at breakfast, the amount
of carbohydrates intake at lunch and the amount of carbohydrates intake at
dinner. Three levels for the body weight factor were considered, 100 lb, 200 lb
and 300 lb. One patient of each body weight category was volunteered for the
study. The amount of carbohydrates intake at breakfast and dinner was changed
at three levels of 30, 60 and 90 grams, while the amount of carbohydrates intake
at lunch was changed at three levels of 60, 120 and 180 grams. Assuming a
factorial design, each of the three patients was under study for 27 days. For each
day the amount of carbohydrates intake for the three daily meals was changed
according to the experimental setup shown in Table 1 and the blood sugar level
was observed every half an hour for the 24 hours period of the day resulting
in 81 sugar profiles. These sugar profiles were used to estimate the transition
probabilities for the Markov Process assumed.

For validation, the built Markov chain model was used to estimate several
blood sugar profiles. The estimated versus the actual data of two sugar profiles
are shown in Figure 1. These plots show that the model is capable of providing
acceptable blood sugar estimates.

The estimated transition matrix will be stored on the smart mobile device
which will be connected to the sugar sensor wirelessly. At a given time spot, the
sensor measures the current blood sugar level and send it to the mobile device.
The implemented algorithm on the mobile device estimates the next sugar level
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Fig. 1. Actual versus estimated sugar profiles used for model validation

reading (the reading at the next time spot) based on the current blood sugar
reading. Estimating the next sugar reading is done through two steps. In the
first step the current sugar level reading is assigned to one of the 121 states
mentioned above. At the second step, given the current state from the first step
and the transition matrix one can estimate the next sugar level as the expected
value of the next state. That is the sum over the probable next states of the
next state sugar level multiplied by the probability to move to it. Knowing the
probable next sugar level reading, insulin dose is determined accordingly taking
into account previous insulin injections.

The readings from the sugar sensor are stored on the mobile device. Once every
n-days, the stored readings are transmitted to the web server where the transition
matrix is updated on a patient-aware manner then the updated transition matrix
is sent back to the mobile device.

4 System Architecture

Our overall goal is to precisely determine the required insulin dose for a spe-
cific patient, taking into consideration that different diabetics respond to insulin
differently. Existing approaches rely mainly on specialist consultation [6]. Other
automated approaches consider only giving notifications on oncoming highs and
lows without real time insulin dose determination and injection [6]. Up to our
knowledge, none of existing approaches has considered sharing patients sugar
history online for tracking and monitoring.

Our solution to achieve this goal is by using a web based framework that
enables the patient’s data to be communicated via web with specialists, research
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Fig. 2. System Overview

institutes, and more significantly with an automated system that computes the
required insulin dose based on the sugar levels history of the patient.

Figure 2 shows an overview of our system in which the Real-Time Insulin
Injection System (RTIIS) communicates the patient’s data with the server via
a web service. The RTIIS updates the database via the update()web method
with patient’s sugar levels periodically with period Tu which can be configured
at RTIIS. Upon receiving new updates, the server runs our suggested algorithm
that is based on Markov Chains, to regenerate the transition matrix that we use
in the RTIIS to identify the required insulin dose. The RTIIS can then fetch the
updated matrix by calling the regenerateMatrix(),web method at the server.
Again, this call is made every period Tu. Note that all data is stored in the
database and can be viewed via a web dashboard by both the specialist and
the patient. To do so, we build a web interface that can be used to register a
patient or a specialist and to view data. Once registered, specialist and patient
will receive an ID that can be used to access the web interface. The patient ID
is also used to establish the connection between the RTIIS and the web service.

Figure 3 depicts our suggested system and illustrates its functionality step by
step. Our system consists of three hardware components: glucose sensor, mobile
phone, and pump, all are Bluetooth enabled. The glucose sensor continuously
sends sugar readings, SL(t), via Bluetooth. The mobile phone which hosts the
injection application receives SL readings via Bluetooth, as well. The mobile
application saves each reading in history and processes it. Processing sugar level
readings is simple. Using the estimated transition matrix, for a given sugar read-
ing the application predicts the next reading using the expected value method.
We define the required insulin dose, IU, as the insulin units required to dispose
the difference sugar between the expected value and the current value. Once
the IU is identified, the mobile application sends this value to the pump that is
connected to the patient’s body. The pump, in turn, pumps IU units of insulin
into patient’s body. As described in Figure 2, the mobile application also sends
the stored sugar history to a server via a web service. We choose to update the
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Fig. 3. The Real Time Insulin Injection System

history on server every two days to make sure that the given insulin is precise
as well as to clear the history from the limited size memory of the cell phone.
Finally, the mobile application gets the updated transition matrix.

5 Conclusion

Diabetes is one of the fastest growing diseases since many endeavors, so far, have
not been successful to not just find a solution but also to manage the devastating
effects caused by this disease on human health. The other trend we are facing
today is the tremendous change in technology and its engagement in human
health systems. The intersection of these two trends has inspired us to come up
with a novel approach that contributes to Diabetes negative effects management.

Our approach integrates mobile phone, web, and sensor technologies to help
a diabetic to automatically administer insulin injection; something is considered
a burden in Diabetes medication. While our approach is effective, it is simple.
Simplicity comes from two features: (1) the utilization of the ubiquity of mobile,
sensor, and Internet technologies, (2) the algorithm we developed to control the
blood sugar level is computationally inexpensive.

For future work we intend to evaluate the performance of other time series
modeling algorithms. Further, we plan to measure the quality of life for patients
using our system through the Diabetics Quality of Life Questionnaire (DQLQ).

References

1. Akematsu, Y., Tsuji, M.: Economic effect of eHealth: Focusing on the reduction of
days spent for treatment. In: 11th International Conference on e-Health Network-
ing, Applications and Services, Healthcom 2009 (2009)

2. Alasaarela, E., Nemana, R., DeMello, S.: Drivers and challenges of wireless solu-
tions in future healthcare. In: International Conference on eHealth, Telemedicine,
and Social Medicine



A Real-Time Insulin Injection System 127

3. Andrianasy, F., Milgram, M.: Applying neural networks to adjust insulin-pump
doses. In: Proceedings of the 1997 IEEE Workshop Neural Networks for Signal
Processing VII (1997)

4. Campos-Cornejo, F., Campos-Delgado, D.U.: Self-Tuning Insulin Dosing Algo-
rithm for Glucose Regulation in Type 1 Diabetic Patients. In: Pan American Health
Care Exchanges, PAHCE 2009 (2009)

5. Jordanova, M.M.: eHealth: from space medicine to civil healthcare. In: Proceedings
of 2nd International Conference on Recent Advances in Space Technologies, RAST
2005 (2005)

6. King, A.B., Clark, D., Wolfe, G.S.: How much do I give? Dose estimation formu-
las for once-nightly insulin glargine and premeal insulin lispro in type 1 diabetes
mellitus. Endocrine Practice 18(3), 382–386 (2012)

7. Klonoff, D.C., Buse, J.B., Nielsen, L.L., Guan, X., Bowlus, C.L., Holcombe, J.H.,
Maggs, D.G.: Exenatide effects on diabetes, obesity, cardiovascular risk factors and
hepatic biomarkers in patients with type 2 diabetes treated for at least 3 years.
Current Medical Research and Opinion 24(1), 275–286 (2007)

8. Wang, N., Kang, G.: A monitoring system for type 2 diabetes mellitus. In: IEEE
14th International Conference on e-Health Networking, Applications and Service
(Healthcom)

9. Rizza, R.A., Mandarino, L.J., Gerich, J.E.: Dose-response characteristics for effects
of insulin on production and utilization of glucose in man. American Journal of
Physiology-Endocrinology and Metabolism 240(6), E630–E639 (1981)

10. Ross, S.M.: Introduction to Probability Models, 10th edn. Elsevier AP (2010)
11. Shimauchi, T., Kugai, N., Nagata, N., Takatani, O.: Microcomputer-aided insulin

dose determination in intensified conventional insulin therapy. IEEE Transactions
on Biomedical Engineering (2013)

12. Stein, O.S., Eirik, A., Ragnar, M.J., Fred, G.: Statistical Modeling of Aggregated
Lifestyle and Blood Glucose Data in Type 1 Diabetes Patients. In: Second Inter-
national Conference on eHealth, Telemedicine, and Social Medicine (2010)

13. Taha, H.A.: Operations Research: An Introduction, 9th edn. Prentice Hall, New
Jersey (2010)

14. Pickup, J.C.: Insulin-pump therapy for type 1 diabetes mellitus. New England
Journal of Medicine 366(17), 1616–1624 (2012)

15. http://who.int/mediacentre/factsheets/fs312/en/index.html (accessed on
July 2013)

16. Vasilyeva, E., Pechenizkiy, M., Puuronen, S.: Towards the framework of adaptive
user interfaces for eHealth. In: Proceedings of 18th IEEE Symposium on Computer-
Based Medical Systems (2005)

17. Wallace, T.M., Matthews, D.R.: The assessment of insulin resistance in man. Di-
abetic Medicine 19(7), 527–534 (2002)

http://who.int/mediacentre/factsheets/fs312/en/index.html


C. Nugent, A. Coronato, and J. Bravo (Eds.): IWAAL 2013, LNCS 8277, pp. 128–131, 2013. 
© Springer International Publishing Switzerland 2013 

Development and Evaluation of an Augmented Object  
for Notifications of Particular Emails 

Gustavo López Herrera, Mariana López, and Luis A. Guerrero 

Centro de Investigaciones en Tecnologías de la Información y Comunicación, UCR 
Escuela de Ciencias de la Computación e Informática, UCR 

gustavo.lopez_h@ucr.ac.cr,  
{mariana.lopez,luis.guerrero}@ecci.ucr.ac.cr 

Abstract. Email is an essential tool for most of the people. However, the 
amount of messages, including spam, we receive every day complicates our 
ability to concentrate on messages we consider important. In this project we de-
sign and develop a prototype of an augmented object that notifies users when 
important mail arrives. The process of design, development and testing is de-
scribed and discussed in this paper. 

Keywords: Ambient Intelligence, Augmented Objects, Ubiquitous Computing. 

1 Introduction 

Many examples of augmented objects have been developed in the last years focusing 
on different areas like health [3], education [2] and daily activities [1]. These objects 
are becoming more common in our lives and more people are using them. However 
one of the key issues in this area is how to design and construct “well” augmented 
objects, that is, augmented objects that solve the specific problem and that can be 
used in an easily and intuitive manner. In this way, Guerrero et al. [4] proposed a 
process for designing and developing augmented objects.  

In this research project we were faced with the problem of creating an augmented 
object to help notify if important emails arrive. This paper presents our experiences in 
the process of building this augmented object prototype. The next section presents 
how the prototype was designed and developed. Section 3 shows our testing method. 
Conclusions are presented in section 4. 

2 Design and Development of the Augmented Object 

The networked electronic mail (email) has been developing for the past 40 years and 
many perspectives have been taken into consideration for the development of the 
email but most of the effort has been made in the technical aspects and not the usabili-
ty of the email [6]. In the past few years mail companies have made changes in the 
user interfaces of the mail service but as far as we know no physical displays of mail 
have been made. 



 Development and Evaluation of an Augmented Object for Notifications 129 

Since users have developed a dependency on electronic communications and there 
are many companies providing email services we found a necessity of easy access to 
the mail information and most importantly a distinction between spam, normal mail 
and “important” mails. To address this problem, we will define “important mails” as 
mails received from an “important person”. The user can define these “important 
persons”. In future work it would be important to dive into better and more complex 
filters that can be added to the prototype, but for the purpose of this paper and expe-
riment we focused only on the notification method. 

For the first version of the prototype we decided that the context of use of the final 
system should be the work office or the user’s house. That is, the object will be de-
signed for and tested in these two places. The three main requirements were: (1) The 
system must be able to determine if any of the arriving mails were sent by an impor-
tant person and the user should be notified; (2) The system should display part of the 
text of the mail in order to allow the user to know if it is really important or urgent. 
Some of the displayed information can be: sender, issue, first lines, attachments, hour, 
etc. (3) The user must be able to configure simple system settings, for instance: max-
imum quantity of notifications and definition of important senders. 

With the requirements and the context of use defined, the process of selecting the 
augmented object started. Following the Augmented Object Development Process 
(AODeP) [4] we use a model for a syntactic and semantic analysis on every object in 
the context of use in order to determine which one will be the best candidate to be 
augmented. Some of the possible candidates were: key holder, clipboard, penholder, 
post-its notes. Using the syntactic and semantic charts proposed in AODeP we dis-
covered that the best object to use were the post-it notes. This selection was due to the 
metaphor of a real notification. Post-it notes are a general accepted method for giving 
notifications, for instance, in the refrigerator, in a board, or even in the computer 
monitor. According to this, we decided that the best candidate would be a physical 
post-it note in the user’s monitor. 

The implemented configuration system consists of three different screens. The first 
one validates the user login and password. The second one is a configuration panel 
that allows the user to modify the list of important contacts either add an important 
contact or delete it from the important list. Finally a third screen allows the user to see 
how many important mails he/she has, who the senders are, and what the issue is. 
Figure 1 shows the configuration screen of the system. 

Once the system was implemented the development of the object began. We use 
Phidgets to build a prototype (a servo and a controller). Figure 2 shows the augmented 
post-it. This object needs to be hooked to the back part of the monitor so that, when 
the servo moves the cable, the post-it note appears over the monitor (see right picture 
in figure 2). Otherwise it is not visible from the front of the screen. 

It is important to note that the system that controls the post-it is not 100%  
autonomous and movable in this prototype, and the user must run a daemon on the 
computer in order for the post-it to work. A further version of the prototype could 
consider a Wi-Fi connection to give more autonomy to the object (for instance, for 
working even if the computer is turned off). Right picture in Figure 2 shows how the 
post-it note looks like when an important message arrives to the inbox. The note said 
(in Spanish): “You have mail in Gmail”. 
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Due to the nature of the task at hand, we decided the best approach was to conduct 
a test that would allow our participants to record their experience with the prototype. 
Therefore we decided the best approach to evaluate the prototypes was to conduct a 
Diary Study. We asked selected participants to keep a diary of the prototype usage 
over the course of 8 days, the objective was to test the prototype in context at different 
stages of our users day and throughout several days. The diary contains sets of 5 ques-
tions that the user would answer each time an important email was received. The 
questions asked if the user was using the computer in the moment that s/he received 
the email, what was s/he doing, or if s/he was away where was s/he. Other questions 
were the mail delivery hour and the hour s/he saw the notification and the last one 
was if the mail was really important. 

The feedback we received about the augmented object was positive; all the users 
found the system very useful and asked for Wi-Fi versions of the next prototype. 

4 Conclusions and Further Work 

We can conclude the augmented post-it prototype solved the initial requirements. The 
testing of the actual prototype is not always straightforward and that if it is to be 
tested in actual user context, certain techniques, like diary studies, must be imple-
mented so that the task is not artificial and the results are measurable. As a further 
work, the prototype will be improved based on users feedback. We need also to work 
on the usability of the augmented objects and the communication interface to set up 
variables for retrieving specific email. 

Acknowledgments. This work was supported by grant No. 834-B2-228 from CITIC-
UCR (Costa Rica). 
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Abstract. The Sudden Infant Death Syndrome causes unexpected death of in-
fants. Some of the risk factors are related to the prone or side sleeping, ambient 
temperature and bedclothes overhead, among others. We state that some of 
these risk factors can be sensed using an augmented object in the bedclothes of 
the infants, and that the collected information can be sent to an adult through a 
mobile application. In this paper we present a prototype with sensor-base inter-
faces that can prevent the Sudden Infant Death Syndrome. 

Keywords: Sensor-based interfaces, Augmented Objects, Ubiquitous Compu-
ting, Healthcare. 

1 Introduction 

Sudden Infant Death Syndrome (SIDS) is the unexpected death of infants from birth 
to first year of age. Usually, the syndrome causes death and pathologies cannot be 
determined, even after thorough investigation. Not long ago 1 or 2 kids per every 
1000 lost their lives because SIDS. However, there has been an active group of people 
working to make the SIDS lethality drop but nowadays the syndrome still causes 
death in up to 0.8 children every 1000 births [1]. 

The Institute for Clinical Systems Improvement (www.icsi.org) created a health 
care guideline for children and adolescents. In the 2012 edition of that document they 
explain that infant sleep position is very important for decreasing SIDS risks. A key 
takeaway of their investigation is that parents should put the infants to bed in a back 
sleeping position, because stomach or side sleeping can increase the risk of SIDS 
occurring [2]. 

An interesting fact is that many SIDS affected children die when they are with their 
nanny. This may be due to the fact that the nanny places the baby in the stomach 
sleeping position and the baby is not accustomed to being placed in that position [1]. 
According to Tintinalli et al. [1], some of the main risk factors for SIDS are the fol-
lowing: Prone or side sleeping, bedclothes over head, sleeping on sofa or soft furni-
ture, high or low ambient temperature, soft bedding, bed sharing, postnatal smoke 
exposure, prenatal smoke, alcohol, or drug exposure. 
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We state that some of the risk factors mentioned above can be sensed using a spe-
cial object with several sensors, like temperature sensors and accelerometers, and the 
collected information can be sent through a mobile application to the father, mother or 
someone else. This paper focuses on the design, implementation and evaluation of an 
augmented object prototype combined with a mobile application that help prevent 
some of the risk factors associated with the SIDS syndrome.  

The next section will show the augmented object design, as well as the components 
and systems architecture. Section 3 presents the evaluation of the prototype and  
section 4 presents our conclusions. 

2 Developing the Augmented Object Prototype 

As it was mentioned before, two of the main risk factors for SIDS are prone or side 
sleeping and high or low ambient temperature. Regarding those factors we want to 
provide an augmented object that monitors the position of the baby and the environ-
ments temperature in order to ensure the baby’s safety. 

Given that problem, the next step was to determine and analyze the possible use 
context, that is, the environmental characteristics of the places the object will be used 
in, for instance, the baby’s room in the house, or the hospital room. 

The object would start measuring when it is turned on by the responsible person 
and would notify if the sensed parameters indicate a potential risk: the baby is face 
down, high or low temperature. After studying the usage context the third step is the 
requirement definition, for this particular case study we determined the requirements 
were: (1) The alerts should be associated with one baby; (2) The responsible adult 
must be able to check position information about the baby; (3) The responsible adult 
must be able to check temperature data of the baby’s environment, and (4) The re-
sponsible adult must be able to receive the information and alerts. 

The next step in the process was the identification of the candidate objects to aug-
ment. Some of the candidates we identified were: a blanket, a clasp-pin, a pajama, a 
white tank, the crib, a clothing patch or a belt. Regarding the notifications, three poss-
ible objects were defined: a baby monitor, a mobile phone, and an alarm clock. 

After discussing the possible objects we defined that the best object to augment 
was a clothing patch with Velcro and a mobile phone. The patch can be stuck to the 
baby pajama, and a mobile application can receive the notifications.  

2.1 Designing the Augmented Object and Components 

Once we selected the best candidate object to augment and the desirable new charac-
teristics, we built a prototype. Figure 1 shows the components we used in the devel-
opment of the augmented object prototype. 

We set all the parts inside a bear cloth patch and left the cable for power and USB 
connection, a led was used to notify that the object is on; a button on the bear’s hand 
is used to turn the bear patch on or off. 
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Fig. 1. Augmented object scheme and mobile interface 

2.2 App Interface 

As we mentioned above the parent’s phone uses an application to receive the baby’s 
data 24/7. Sensors on the baby capture the data, and it is shown to the user. The appli-
cation allows the user to see the baby’s state at all times, if anything is wrong the 
parent’s phone will immediately start to ring and the application will appear in  
the foreground of the phone. There are two buttons on the application (see figure 1): 
the left one is “Stop Alert” and is used to stop the sound of the alarm. The right button 
is for an “Emergency call” that will immediately call the house were the baby is at. 
This number can be configured. The message “Esta mal” (in Spanish) means that the 
baby might be in trouble (in a potentially risk position). 

3 Evaluating the Augmented Object Prototype 

Before building the physical prototype of the augmented object we decided to validate 
the concept. In this process some interrogations emerged like: Which is the safest 
position for a baby? Which exact tilt degree is dangerous? Is the phone app important 
or are notifications only necessary near the baby’s location? What is the correct size 
for the object given that it will be adhered to a baby? Where is the correct place to put 
the patch in the body? What would happen if the baby moves a lot? 

In order to answer these questions we decided to use a Wizard of Oz validation [3]. 
Wizard of Oz is a technique for validating new ideas and evaluating prototypes. A 
simulation in which participants are given the impression that they are interacting 
with an actual system, however, participants are actually interacting with humans, 
which pretend to be the system. 

We designed a Wizard of Oz study with our prototype. A group of people per-
formed the role of wizard and simulated different situations with the baby at random 
hours. Our Wizards were given the task to tilt the dolls position at random times and 
our participants were tasked with keeping their baby alive, calling to check if they 
noticed that something was wrong in the babies’ environment. 
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Each session consisted of a timeframe where the caregiver was away from the baby 
and had to monitor the environment remotely with the mobile device. In the post ses-
sion interviews we verified if the information appeared to be timely and enough. 

We also tested the prototype on a real baby, who was monitored at all times. The 
purpose of this experiment was to determinate the best position for the augmented 
object and to evaluate if it was comfortable for the baby. We conclude the baby is not 
able to take the object off or turn it off, and that they are able to sleep comfortably. 

This prototype was a proof of concept, and even this early version worked fine at 
notifying the baby’s state. One of the goals in the design of the application was that 
the interfaces were usable and straightforward. In this version the message has only 
two possibilities: the baby is in a normal position or in a risky one. The alarm is trig-
gered when the sensor detects the baby tilts 90 degrees. 

We found this sensor-based interface could be unobtrusive and very useful at gathering 
the required information, users felt comfortable with the information provided. 

4 Conclusions and Further Work 

In this paper we have presented the development of an augmented object prototype 
that can successfully notify caregivers of changes in the baby’s environment. This 
prototype focuses mainly on sensor-based interfaces due to the requirements of the 
case study and is successful in monitoring the environment. We consider that the 
sensor-based interface for the developed app works fine. 

Future work for this project could include incorporating the feedback received dur-
ing the Wizard of Oz study to improve the accuracy and confidence level of the de-
vice in the eyes of the baby’s primary caregivers.  As well as refining the prototype 
to be a standalone application that could be attached to any piece of baby clothing. 

Acknowledgment. This work was supported by grand No. 834-B2-228 from CITIC-UCR 
(Costa Rica).  
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Garćıa-Chamizo, Juan Manuel 96
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González-Calleros, Juan Manuel 63
Gordillo, Carlos Garćıa 39
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