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Preface

We would like to extend our warmest welcome to all participants of this
international joint conference. We celebrate the 6th edition of the bi-annual
Latin American Conference on Human-Computer Interaction (CLIHC 2013).

We are proud to present a very rich program, which reflects many of the
interests and endeavors of the HCI community in Latin America. Getting people
involved, reviewing, discussing, critiquing, and ultimately selecting the contribu-
tions that are included in the program has been the work of an international team
based in countries including Brazil, Chile, Colombia, France, Mexico, Panama,
Peru, Spain, and United States. We received thirty-one full and two short pa-
pers, out of which we selected eleven full papers and fourteen short papers.
Considering the full papers, the acceptance rate was about 36 percent.

The program of CLIHC 2013 is organized into thematic sessions that broadly
reflect the main areas in which our community has been conducting research:
cultural issues, assistive technologies, usability, accessibility, multimodal inter-
faces, design issues, HCI education, and visualization and evaluation techniques,
among others. Technical sessions will be framed by the keynote of a distinguished
speaker: Jonathan Grudin, who will share his experience and insights on HCI.

We are very grateful for the commitment and support displayed by the Pro-
gram Committee, additional reviewers and all the volunteers that made CLIHC
2013 possible. We are certain that the conference provided excellent opportu-
nities for sharing current work in Human-Computer Interaction as well as for
establishing and strengthening collaboration links among all participants.

Welcome to Carrillo, Costa Rica, and enjoy the conference!

December 2013 César Collazos
Andréia Liborio
Cristian Rusu
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Miguel González-Mendoza

Developing Mixed Initiative Educational Web Interfaces for English
Education: A Contextual Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
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Consumption of Profile Information from Heterogeneous 
Sources to Leverage Human-Computer Interaction  

María de Lourdes Martínez-Villaseñor1 and Miguel González-Mendoza2 

1 Universidad Panamericana Campus México, Augusto Rodin 498, 
Col. Insurgentes-Mixoac, México, D.F., México 

2 Tecnológico de Monterrey, Campus Estado de México 
Carretera Lago de Guadalupe Km 2.5,Atizapán de Zaragoza, Edo. de México, México 
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Abstract. Ubiquitous computing brings new challenges to system and applica-
tion designers. It is not enough to deliver information at any time, at any place 
and in any form; information must be relevant to the user. Ubiquitous user 
model interoperability allows enrichment of adaptive systems obtaining a better 
understanding of the user, but conflict resolution is necessary to deliver the best 
suited values despite the existence of international standards for different con-
cepts. In this paper, we present the algorithm of conflict resolution to consume 
of profile information from the ubiquitous user model. We illustrate the 
enrichment of user models with one elemental concept for human-computer in-
teraction: the language concept. 

Keywords: User modeling interoperability, ubiquitous user model, human 
computer interaction, conflict resolution. 

1 Introduction 

System designers must take into account that it is not enough to deliver information at 
any time, at any place and in any form; information must be relevant to the task, 
background and knowledge of the users [1]. A better understanding of the user helps 
high functionality applications where general assumptions about the users and stereo-
types are not enough for the system to interact cooperatively. Each system and appli-
cation has valuable but partial information about the user that is worth sharing in  
order to enrich user models. Although ubiquitous user modeling can improve the usa-
bility and usefulness of the human-computer interaction, it is important to decrease 
the effort associated with creating a user model [1]. We argue that integrating profile 
information of heterogeneous sources, and enabling ubiquitous user modeling intero-
perability can leverage human-computer interaction, prevent the user from repeated 
configurations, and decrease the effort to know the user. Making sense of gathered 
information from heterogeneous sources entails handling syntactic and semantic hete-
rogeneity, and dealing with different possible conflicts as described in [2]. Syntactic 
and structural standard language and ontology provide a necessary but not sufficient 
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condition for exchange. Mediation between concepts is also necessary between to 
build semantic bridges between representations.  

In previous work [3], we presented a framework for ubiquitous user interoperabili-
ty that enables sharing user model information with a mixed approach to bridge the 
gap between the mentioned approaches as [4] recommend. In this paper, we present 
the algorithm of conflict resolution to consume profile information from the ubiquit-
ous user model. We provide an example to illustrate how consumption of even one 
concept, elemental for human-computer interaction entails handling great syntactic 
and semantic heterogeneity. An algorithm of conflict resolution and selection of best 
value to deliver is necessary despite the existence of international standards for this 
concept. The rest of the paper is organized as follows: in section 2 we present algo-
rithm for the consumption of profile information from a ubiquitous user model to 
leverage human-computer interaction. We describe our demonstration of concept 
consumption and results in section 3. We conclude an outline our future work in 4. 

2 Consumption of Profile Information from an Ubiquitous User 
Model to Leverage Human-Computer Interaction 

The conflict resolution process fetches the best value available for each concept in 
consumer´s request. As a precondition of consumption algorithms, the Ubiquitous 
User Model Interoperability Ontology (U2MIO) is required which contains the user 
model concept scheme, concept schemes and mappings of previously integrated 
sources and their instances. U2MIO mediator fetches the value candidates for each 
concept in the consumer request. The interoperability engine performs a best value 
selection for each concept in the consumer request. If a value is extracted from con-
cept with an exactMatch semantic relation, it is at least considered equivalent and the 
data type and enumeration constraints (if available) have been checked. 

Algorithm 1. Conflict resolution and selection of best values to deliver 

Require: U2MIO ontology, Cs set of concepts in request 
Ensure: Vi* (best values for every required concept) 
1: Receive cdi from consumer request Cs 
2: for all concepts cdi in Cs 
3:    get restriction facet collection F for cdi 
4:    get concept requested Vi with exactMatch in U2MIO 
5:    if Vi is empty 
6:      get concept requested Vi with closeMatch in U2MIO 
7:    end if 
8:    if Vi is not empty 
9:      if F is not empty 
10:        for all vj  in Vi 
11:           for all fk in F 
12:             if  vj satisfies fk 
13:               increase restriction satisfaction rccj 
14:             end if  
15:           end for 
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16:         end for 
17:         vi*= vj with max(rccj) 
18:      else   comment: no facets to check  
19:         vi*= vj with more recent effective date 
20:      end if 
21:    else  comment: no value available for this concept 

22:      vi*=ϕ 
23:    end if 
24: end for  
25: Deliver Vi* 

If this conflict resolution algorithm (algorithm 1) is implemented having XML 
consumer documents that describe an application user model or a web service de-
scription, the compatibility can be checked in the following XML constraining facets 
length, minLenght, maxLenght, pattern, enumeration, whiteSpace, maxInclusive, 
maxExclusive, minInclusive, minExclusive, totalDigits, and fractionDigits. 

3 Demonstration of Concept Consumption  

We exemplify how the process of conflict resolution delivers interchangeable values 
despite of the great semantic heterogeneity of language concepts of the sources. In-
ternational standards (ISO 639 language codes for example)[5] help in the identifica-
tion of languages, but they are not universally adopted. We previously integrated the 
corresponding concept schemes from Facebook LinkedIn and Google+ to the ubiquit-
ous user model. Even if the concept tags are very similar, frequently the content 
meaning is only significant to the profile provider. The automatic process of concept 
alignment established semantic mappings between the language concepts of the social 
network concept schemes and the ubiquitous user model scheme (U2M).  

The process of consumption of profile information is used to enrich the basic de-
mographic information of the Microsoft HealthVault using provider’s method putTh-
ings. Although all concepts of this profile are considered, we focus in the language 
concept to illustrate the conflict resolution. We show the resulting semantic mapping 
determined by the process of concept alignment in figure 1. Partial concept schemes 
focusing in language concepts of each source (Facebook, Linkedin and Google+) and 
the profile consumer (MS HealthVault) are shown. The green arrows represent rela-
tions determined as skos:exactMatch (concepts are interchangeable) and red arrows 
correspond to skos:closeMatch (concepts are related) relations. When the profile con-
sumer requests for language value, its concept scheme is integrated to the user model 
determining semantic mappings with U2M concept scheme, and then the process of 
conflict resolution retrieves concept restrictions in order to deliver the best suited 
value. In this case, the language concept type refers to a vocabulary of ISO-639-1 
(1995) and restricts its value to its content. Although this vocabulary refers to a stan-
dard, the code used is already superseded with more recent revisions. The value of 
Google+ for the language satisfies the type and vocabulary restriction and is therefore 
delivered. 
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Fig. 1. Language concepts semantic mappings   

4 Conclusions and Future Work 

We presented the conflict resolution process to fetch the best value selection for re-
quested values from a previously integrated user model. Although standards help when 
reusing and sharing profile information, mediation and conflict resolution is needed 
when the sources are heterogeneous and autonomous. Conflict resolution process that 
exploits the information contained in the source like preferred values, data types and 
other restrictions is useful. We illustrate the enrichment of user models with one ele-
mental concept for human-computer interaction: the language concept. For future work, 
we want to prove that enabling ubiquitous user model interoperability with our frame-
work can decrease the effort of user model design and leverage human-computer  
interaction. We are trying to use external vocabularies and ontologies, and considering 
situational aspects to make the conflict resolution more accurate, in order to deliver the 
best suited values according to the service and user’s current situation.  

References 

1. Fischer, G.: User Modeling in Human-Computer Interaction. User Modeling and User-
Adapted Interaction 11(1-2), 65–86 (2001) 

2. Sosnovsky, S., Brusilovsky, P., Yudelson, M., Mitrovic, A., Mathews, M., Kumar, A.: Se-
mantic Integration of Adaptive Educational Systems. In: Kuflik, T., Berkovsky, S., Car-
magnola, F., Heckmann, D., Krüger, A. (eds.) Advances in Ubiquitous User Modelling. 
LNCS, vol. 5830, pp. 134–158. Springer, Heidelberg (2009) 

3. de Martinez-Villaseñor, M.L.: Design and Implementation of a Framework for Ubiquitous 
User Model Interoperability. Ph.D. Dissertation. Departamento de Posgrados de Ingeniería, 
Instituto Tecnológico y de Estudios Superiores de Monterrey, Campus Estado de México, 
México (2013) 

4. Berkovsky, S., Heckmann, D., Kuflik, T.: Addressing Challenges of Ubiquitous User Mod-
eling: Between Mediation and Semantic Integration. In: Kuflik, T., Berkovsky, S., Carmag-
nola, F., Heckmann, D., Krüger, A. (eds.) Advances in Ubiquitous User Modelling. LNCS, 
vol. 5830, pp. 1–19. Springer, Heidelberg (2009) 

5. International Organization for Standardization, Language codes - ISO 639,  
http://www.iso.org/iso/language_codes (accessed May 30, 2013) 



C. Collazos, A. Liborio, and C. Rusu (Eds.): CLIHC 2013, LNCS 8278, pp. 5–8, 2013. 
© Springer International Publishing Switzerland 2013  

Developing Mixed Initiative Educational Web Interfaces 
for English Education: A Contextual Approach 

Marvelia Gizé Jiménez Guzmán1, Lluvia Morales2,  
Paul Craig2, and Mario Alberto Moreno Rocha2 

1 Universidad del Mar 
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Abstract. This paper presents early work tackling the problem of developing 
Mixed Initiative Educational Web Interfaces for English language learning 
courses that require the adaptation of their contents to different student profiles. 
The problem is partially solved through a user centered methodology, with our 
paper focusing on the results of a visual-contextual ethnographic analysis which 
helped us to identify the user requirements and improve the interactivity, usabil-
ity and appearance of the interfaces toward developing a true Mixed Initiative 
system. 

Keywords: Mixed Initiative, Adaptive Web Interfaces, User Experience,  
E-learning. 

1 Introduction 

The quality of education is a principal driving factor for the development of any coun-
try. For this reason it is important that citizens are able to access different educational 
media, regardless of how they prefer to learn or to which methods they best respond 
to. In many cases, with this need for flexibility in mind, Communication and Informa-
tion Technologies (CIT) represent the most feasible option for providing a high-
quality low-cost education to the majority of a nation’s population [1]. 

These days, with modern computer technology, it is possible for teachers to create 
learning activities for their students easily and quickly. These can also be made easily 
available to students on-line via the internet. This is mainly done through software 
applications known as Virtual Learning Environments (VLEs) [2] designed to facili-
tate pedagogical communication between teachers and students, or between students 
throughout the learning process. Most VLEs are also Learning Content Management 
Systems (LCMSs) [3] that allow the reuse and sharing of e-learning content held in a 
central repository. Popular LCMSs include Moodle, Chamilo, WebCT, Sakai and 
Claroline [4]. These however do not display or allow for the management of learning 
activities sequences adapted to individual students profiles, and only allow the teacher 
to develop a generic sequence for a whole group. 
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A more flexible approach, known as mixed initiative e-learning [5], combines Ar-
tificial Intelligence (AI) techniques with LCMSs to adapt learning sequences to indi-
vidual student needs. But these systems are limited in their capacity to function in an 
e-learning context, due to the limitations of their interfaces which are not properly 
adapted for public use. An example of such an interface can be seen in Fig. 1. This is 
a prime example of an interface developed by software developers for software de-
velopers with an excessive amount of poorly distributed information making it diffi-
cult for users to understand or operate [6]. While these interfaces are often described 
as being ‘mixed initiative’, we believe this to be a misnomer since it is difficult for 
normal users to take the initiative in their part of the interaction due to usability limi-
tations. For this reason we are describing the interface we plan to develop as being a 
true mixed initiative interface. This will be done by employing user centered metho-
dology [7] based on a Visual Ethnographic-Contextual study. As a case study we 
considered the design of an online English course at our own university. 

  

Fig. 1. A typical Content Planning Interface: Information overload, ill-considered distribution 
of components and an un-intuitive layout contribute to a poor user experience 

2 Case Study 

As a case study for this project we plan to implement a mixed initiative on-line course 
generation/adaptation module for a Virtual Campus e-learning environment that will 
provide the necessary tools to allow teachers and students to extend both the coverage 
and scope of teaching/learning while providing a satisfying user experience. As part 
of an initial requirements analysis for this project we found that undergraduate stu-
dents in our university did not have a consistent interest in learning English and do 
not make a proper effort to learn. A sufficient knowledge of English would only be-
come important after a student graduates, or whenever it becomes a mandatory re-
quirement in order to obtain their degree 

Part of the objective of the research described in this paper is to tackle this problem 
through an improved understanding of the requirements and activities of English 
teachers and students alike. This began with a Visual Ethnographic-Contextual study 
applying interviews to seven teachers from the Language Center and a Felder and 
Silverman learning style questionnaires to thirty three PETB (intermediate) level stu-
dents in order to try and understand their thoughts on English learning and the use of 
technology.  
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As a result of this study, our profile of a typical lecturer was foreign lecturer (nor-
mally from the United States), aged between twenty-nine and sixty-one years old, 
with at least a Bachelor’s degree and an English as a second language teaching certif-
icate.  From the interviews we found that theses teachers considered that the methods 
and resources for teaching and learning of English in the university were not always 
relevant. They considered that classes alone were not enough to learn English and 
they needed to adapt their learning materials to a Mexican context in order to attract 
students. There was also a feeling that the materials used for learning English were 
not suitable. The teachers were not able to customize learning materials, and re-
sources did not reflect the students’ learning style. They also found that it took too 
long to mark assignments with the large numbers of students enrolled in the course 
(30 to 100 students for each teacher). Despite this, all the teachers were found to be 
motivated to teaching their native language. They would often share advice and dis-
cuss their work amongst themselves and they considered technology as a great way to 
attract the attention and interest of the students to encourage a more active participa-
tion in English language learning.   

 

Fig. 2. Interview with an English teacher (left) in her normal working environment. 

The students involved in our study were Mexican, aged eighteen to twenty four and 
studying for a bachelor degree. The results of the questionnaires told us that 65% of 
the students considered that they needed their classes to learn English, 31% consi-
dered themselves motivated to learn a new language, and 61% thought that learning 
English was difficult, 100% of students considered important to learn English and 
100% used technology on a regular basis, either to listen to music, watch videos or do 
homework. 

3 Proposal 

According to the results of our interviews and questionnaires we are beginning to 
develop Mixed Initiative Learning Management System Interfaces that combine ar-
tificial intelligence with teacher input to shape course material to the needs of indi-
vidual students. This will involve the creation of generic models for an adaptable 
system to be used in a university environment. This system will be both easy to use 
and intuitive for lecturers and students alike. It will provide intelligent content and 
learning activity sequences to lecturers and students and allow lecturers to adapt 
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course content in order to improve the educational experience of the student while 
elevating some of the logistical problems associated with a larger student to teacher 
ratio. We aim to assure that these interfaces comply with real world user needs by 
continuing to enact a usability centered approach to requirements analysis, develop-
ment and evaluation of software prototypes. 

4 Future Work 

Due to the need for what we have dubbed as true Mixed Initiative e-Learning envi-
ronments (i.e. those with usable accessible interfaces), we have proposed to generate a 
number of interfaces prototypes using a user centered methodology. These interfaces 
will allow teachers to adapt the content and sequence of learning activities for stu-
dents to improve their learning experience by making course material more relevant 
while helping resolve workload issues for teachers, by increasing the capacity of stu-
dents to work independently. Our final prototype will include a full implementation of 
a mixed initiative system, combining artificial intelligence controlled course sequence 
planning with human input. This will be evaluated using a full ethnographic study to 
assess the extent to which a mixed initiative enabled adaptive systems can improve 
the educational experience of both lecturers and students. 
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Abstract. The paper reports an experimental study of the effects of visual style, 
information access selectivity, and content-related challenge on user experience 
of a mobile museum app prototype. Higher visual richness and added content-
related challenge were found to positively affect museum experience, while the 
effect of information access selectivity was negative.  

Keywords: Museum apps, user experience, design dimensions. 

1 Introduction 

The study reported in this paper explores the effect of a set of design attributes of a 
mobile museum app on user experience of the app. With the widespread use of per-
sonal mobile devices, such as smartphones and tablet computers, museum guides can 
be implemented as mobile apps [4], which can be downloaded by the visitors. A wide 
range of museums can be expected to create their own apps. There is a need for HCI 
research to support this area of practice and help designers find the most efficient 
ways of using technology to enhance visitors’ experience [1, 2, 6]. This paper aims to 
contribute to that effort by presenting empirical evidence about the relationship be-
tween certain aspects of a mobile museum app, which are under designer’s control 
(thereafter, “design dimensions”) and how the app is experienced by museum visitors. 
The design dimensions analysed in the study were as follows:  

(a) Visual style reflected the difference between a refined, “professionally looking” 
user interface and a less refined, basic graphics design: white space served as the 
background and hyperlinks (underlined text) were used instead of buttons). 

(b) Information access selectivity was a degree to which the users could select a 
concrete information fragment about a museum exhibit, as opposed to viewing all 
information about an exhibition displayed on one scrollable page. 

(c) Content-related challenge was achieved by included a multiple-choice “mini 
quiz”, as opposed to providing free access to all information about a museum artefact. 

The selection of these dimensions was partly informed by Norman’s [3] emotional 
design model: the selected dimensions roughly correspond to the visceral (Visual 
style), behavioural (Information access selectivity), and reflective (Content-related 
challenge) levels of information processing. Experiment 1 was dealing with the first 
two dimensions, while Experiment 2 focused on the third dimension.  
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selectivity” and “High selectivity” conditions. The “Refined” condition was associ-
ated with higher scores than the “Less refined” condition for all four interface  
designs, with the average difference being about 105%. The advantage of the  
“Refined” condition was supported by the evidence obtained in the interviews. 

The results also indicate that, contrary to our expectations, the “Low selectivity” 
condition was assessed more positively: both “Overall experience” and “Beauty” 
scores for that condition are higher for all four interface designs. The effect is less 
pronounced than the previous one: the average difference is 22%. 

Table 1. Average scores for Experiment 2 conditions, on a scale from “-3” to “+3” 

 Information access selectivity 
Overall experience Beauty 

Low Selec-
tivity 

High Selec-
tivity 

Low Selec-
tivity 

High Se-
lectivity 

Visual 
Style 

Not refined +1,6 +1,4 +1,3 +0,9 

Refined +2.6 +2.4 +2.9 +2.4 

3 Experiment 2 

3.1 Method 

Eight university students, from 23 to 29 years old, took part in the study, which em-
ployed a one-factor within-subject design. Two experimental conditions corresponded 
to two levels of the Content-Related Challenge variable: “No challenge” (descriptions 
of museum artifacts were directly displayed next to pictures of the artefacts) and 
“Mini-Quiz” (users had to answer multiple-choice questions to get access to a de-
scription of an artifact), see Fig 1c and Fig. 1d. The study was conducted in the same 
setting and using the same museum exhibitions as Experiment 1. 

The participants also took part in a short interview and completed a survey com-
prising a number of seven-point Likert scales. The main scales were “Overall experi-
ence”, “Learning outcomes”, and “Learning motivation”. 

3.2 Results 

Table 2 shows average scores for two experimental conditions of Experiment 2. The 
results indicate that the “Mini quiz” condition was associated with higher scores than 
the “No challenge” condition.  The difference is manifested in all three scales: “Over-
all experience”, “Learning outcomes”, and “Learning motivation”, with the average 
difference being 74%. 
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Table 2. Average scores for Experiment 2 conditions, on a scale from “-3” to “+3” 

  Overall 
experience 

Learning 
outcomes 

Learning 
motivation 

Content-related 
challenge 

No challenge +1,6 +1,5 +0,9 

Mini quiz +2,6 +2,2 +1,9 

 
In individual interviews most participants (7 out of 8) stated that the mini quiz 

made the exhibits more interesting.  

4 Discussion of Results and Future Work Directions 

The findings from the study allow us to formulate some tentative advices for design-
ers of mobile museum apps. First, the findings suggest that a refined, professionally 
looking graphical user interface is more important for creating a positive experience 
than any of the other factors we studied. Therefore, an effort to make the interface 
look professional can be well justified – especially given that the effort can in princi-
ple be rather low (e.g., it can mean choosing a pre-defined template or “skin”).  Sec-
ond, it was found that – as mentioned, contrary to our expectations – providing more 
advance interactivity, namely, a possibility to selectively choose a specific informa-
tion fragment describing an exhibit, can be negatively experienced by museum app 
users. Third, using “mini quizzes” in a multiple choice question format, which re-
quired that museum visitors employed their knowledge or inference about museum 
exhibits, can make a marked positive effect on the experience of museum app users.  

The above advices are specifically related to visitor’s engagement with particular 
exhibits, and cannot be directly generalized beyond that scope. For instance, informa-
tion access selectivity is likely to be associated with positive experience in cases when 
the user has to choose an information object from a long list of alternatives (e.g.,  
selecting an exhibit to explore rather than a part of exhibit’s description). Another 
limitation of the study is that it only involved a small and homogeneous group of 
participants, and that it only investigated a subset of design choices that can poten-
tially make an impact on user experience. Further research is needed to understand the 
role of these factors.  
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Abstract. Understanding how people employ digital artifacts in their everyday 
settings to create more advanced interactive habitats is becoming a key issue in 
HCI research. This paper aims to contribute to this research by reporting an 
empirical study of artifact ecologies and their dynamics in day-to-day activities 
at a hotel. We describe two technological solutions, designed and implemented 
by people in the settings: (a) converting a paper-based cleaning staff roster into 
a Google Doc, and (b) switching from a traditional fax machine to email as a 
technology for handling communication with suppliers. We discuss a range of 
factors affecting such user-driven innovations, as well as the impact of the tech-
nologies on larger-scale interactive habitats. 

Keywords: Habitat, end-user development, intrinsic practice transformation, 
hotel industry, everyday computing, UbiComp. 

1 Introduction 

With interactive technologies spreading beyond work settings to all areas of our daily 
life, HCI research has been increasingly focusing on everyday computing [1].  This 
trend is associated with two closely related challenges, that is, understanding and 
supporting: (a) human interaction with entire ecologies of technology, rather than 
individual interactive products, and (b) users as designers of their own technology-
enabled interactive environments.  

The importance of understanding ecologies of technology has been emphasized in 
a number of recent studies. A variety of concepts, such as place, information ecology, 
artifact ecology, product ecology, habitat, and so forth (e.g. [2, 6, 9, 10, 11]) have 
been proposed as conceptual tools for dealing with ecologies of technology rather 
than particular artifacts. While undeniably useful, such conceptual explorations need 
to be complemented with more extensive empirical investigations to provide more 
substantial guidance in analysis, evaluation, and technological support of concrete 
everyday life contexts and settings. 

Expanding the focus of analysis and design beyond the product foregrounds the 
centrality of users as designers of their own interactive environments [10]. While 
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individual artifacts comprising an ecology are typically designed by professional de-
signers (including interaction designers), an ecology as a whole is likely to be shaped 
by influences coming from a variety of stakeholders, with a substantial contribution of 
people populating the ecology.  

The purposeful efforts of technology users, directed at finding and implementing 
optimal solutions for employing interactive technologies in their own habitats are 
variously conceptualized in HCI literature as end-user development [5], ephemeral 
innovations [13], exploring opportunity spaces [8], intrinsic technology-induced prac-
tice transformation [10], digital plumbing [14], and users “doing” the UbiComp [12]. 
A number of important insights have resulted from this research, but further empirical 
studies are needed to understand and support users acting as designers of everyday 
UbiComp solutions.  

There is a potential obstacle for future progress in this area. One can argue that 
everyday computing often employs simple low-end technologies, and is therefore less 
relevant to HCI research, which should be predominantly concerned with innovative 
interactive artifacts. In our view, this is a misconception. While analysis and design of 
innovative technologies is, undoubtedly, critically important, it should be comple-
mented with HCI research into the factors and conditions of how people actually 
make use of the potential of interactive technologies in their everyday lives. 

This paper aims to contribute to this research by presenting and analyzing empiri-
cal evidence obtained in an ethnographic study conducted at a hotel industry setting. 
We describe two cases: (a) converting a paper-based cleaning staff roster into a 
Google Doc, and (b) switching from a traditional fax machine to email as a technolo-
gy for handling all types of communication with various suppliers. It should be  
specifically emphasized that the focus of the study was not on using advanced tech-
nologies but rather on people appropriate interactive technologies, however simple, in 
their everyday practices. 

The empirical evidence presented in this paper was collected in an ethnographic 
study conducted by the first author (thereafter referred to as “the researcher”), who 
was working in the hotel industry setting in question as a manager for extended pe-
riods of time. The cases described below represent a subset of the findings generated 
by the study. 

2 The Setting and Actors 

The study was conducted in a middle-sized hotel in Norway, predominantly oriented 
toward business travelers, who typically come during weekdays to spend the night 
and work the day after. This paper generally discusses two types of actors at the hotel; 
the cleaning staff manager (hereafter referred to as “the manager”) and cleaning staff. 
The manager has responsibility for the round-the-clock-operations related to mainten-
ance such as cleaning staff, supplier negotiation and cleaning supply inventory. The 
cleaning staff is responsible for washing designated areas of the hotel, keeping it in a 
general upkeep so that guests are met with a tidy and sanitary environment.   
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3 Case A: Roster 

3.1 Previous Practice 

The roster for the cleaning staff was an A3 paper sheet containing an overview over 
which shifts each individual will have, over the course of three months (see Figure 
1a). It was handled by the manager as the head of the cleaners. Normally she would  
simply fill in each employee in the days that were needed. If the employees had any 
requests for how they wanted to work, they gave her written paper notes regarding 
their wishes, which she then took into consideration. 

 

 

Fig. 1. a) Roster in paper version situated at manager’s office, b) Roster in Google Doc format 
available online 

There were three different paper copies of the roster, one at the manager’s house, 
one in her office, and one in the cafeteria for the hotel employees. Usually the roster 
at the manager’s office was changed first and served as a master copy, and the others 
were then modified accordingly.  

Regarding the cleaning staff, the shift information was clearly not ubiquitously 
available to them, as they did not have the possibility to access the roster from other 
locations such as their homes. If they for some reason should be uncertain about their 
shifts, they either had to visit their cafeteria, or call the person in charge of the roster 
(who either had to be at her office or at home to get access to the roster herself). 
Sometimes the staff was not able to work the shifts in which they were listed, so that 
two person’s shifts had to be swapped. At one occasion two of the employees needed 
to change their shifts, and respective changes in the roster involved four people alto-
gether (see Fig. 1a).  

To make a shift change the staff called the manager and asked her whether the 
change was possible. The manager was not able to give a proper answer right away if 
she was not in the proximity of any of the lists. After actually getting access to the 
roster, she was able to see what employees were able to work that day and she called 
them to ask whether they were available. Subsequent to approval, the manager modi-
fied rosters in her office and home, while the cleaning staff themselves updated the 
remaining copy in the cafeteria. Therefore, if one change had to be made, a (marker) 
pen was used on all three copies at three different venues. A potential problem here  
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was that ambiguity might arise, if something was written differently by different  
persons. But neither of the actors involved saw any problems with the way this  
process was handled, and were rather satisfied with it.  

3.2 Change of Practice: From Paper to a Google Doc 

When discussing with the manager her everyday practices, the researcher pointed to 
Google Docs as a potential tool for managing the cleaning staff roster.  Essentially, 
Google Docs is a collection of office tools (such as Word and Excel) that are available 
online via a web browser, and that lets the users have constant access, anytime and 
anywhere. Therefore, instead of users not knowing whether a roster has been updated 
at every location, they could now simply access a Google Docs document, and find 
the relevant roster, even from their laptop or home computer.  

A new roster, implemented as a Google Docs spreadsheet, was developed after the 
researcher showed the manager how the system worked. It should be emphasized that 
the actual solution was designed and implemented by the manager herself. The new 
way of implementing the roster was developed in-house by using a relatively familiar 
tool (spreadsheet), accessed through another known tool, namely the web browser. No 
radically new technology per se had to be exploited, turning this into a smooth experi-
ence and effort.  

The manager made the new list almost an exact copy to the one previous used, only 
the novel roster being digital (see Figure 1a and 1b). After the process of changing the 
list from a tangible paper format, to a digital presentation in Google Docs, the roster 
was made available for the cleaning staff by providing a link to the GD document. 

After the change of practice, the manager saved time; not only in how the list was 
written, but also in how it can be accessed. She is now surrounded by the roster, as it 
is interchangeably available on multiple heterogeneous devices [2]. Her activity space 
has been changed as the ubiquitous accessibility that the roster now permits allows the 
modification anytime anywhere as long as she has Internet and some sort of computa-
tional device present (this being a stationary computer, laptop, tablet PC, smartphone 
or the like). She has moved the availability away from the traditional paper presenta-
tion, breaking free from a localized tool in her office to rather using portable and mo-
bile technological artifacts. Her transformation has now led her, as well as the clean-
ing staff, to be more mobile.  

4 Case B: From Fax to Email 

4.1 Previous Practice 

The manager received much of her correspondences from various business partners, 
such as suppliers, through fax. This involves everything from prices of cleaning 
supply that they use and what items that are available in stock, to various advertising 
offers. The manager is currently situated on the second floor, which involves her hav-
ing to move down to the reception in order to get the printed out faxes, not having a 
printer present in her office or nearby. Therefore, her activity space [10] was not  
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enhanced properly with technology supporting this particular activity: she did not 
have the appropriate artifacts (in this case a printer/fax machine) to support the task in 
a proper manner. But what can be easily seen is that the technological objects availa-
ble actually could support the activity of receiving information from any supplier, if 
the processes were only handled somewhat different (see Figure 2 and 3).  

 

Fig. 2. Previous practice 

4.2 Change of Practice: From Fax to Email 

As in the case of the cleaning staff roster, described above, the idea for a practice 
change emerged during a discussion of current practices between the researcher and 
the manager. The manager wanted an extensive transformation of the practice: 

 “If they [suppliers/other actors] send everything to us via email, we would not 
need to walk down to the first floor or buy a printer for the second floor, just 
simply use the computer of our working station” (translated).  

 

Fig. 3. Current practice 
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For her the use of fax and printing out of paper became totally incomprehensible, 
especially since she easily could receive it all on email.  

Four months after the conversation surrounding practice, the manager actually 
transformed the use of fax machine to the use of email, as it had been discussed. This 
had not been an action realized due to the wishes of hotel management; rather she had 
executed this based on her own free will and effort. What she had done was to contact 
all business partners that would usually send her fax correspondences, and asked them 
to provide the same information through email (this, of course, demanded some effort 
from the suppliers´ end as well, but was gradually carried out). This has led to a sig-
nificant change of practice, as she no longer has to spend time and energy on the  
actual retrieval of paper versions, and can now simply collect them at the click of a 
button in a digital format. It is not only the faxes from suppliers that now are sent to 
her via email; also many other related matters that previously were given to her in 
paper versions, such as messages from colleagues. This is an example of intrinsic 
practice transformation [8], that is, the manager improving the practice herself  
by employing the resources that are already in place. She did not need any novel 
technologies, simply using the email client to exchange digital messages instead of 
receiving correspondences in paper format.  

5 Discussion 

There are several aspects of the findings, presented above, which, in our view, de-
serve special attention.  

First, the specific strategies for technology appropriation, as well as necessary 
technological artifacts (such as the Google Doc roster) were devised and implemented 
by the practitioner herself. The changes of practice we observed can be partly attri-
buted to the very fact that the study, reported here, took place in the setting. The  
discussions between the researcher and the practitioner made the latter reflect on 
problems with existing practices and think about possible solutions (that is, under-
stand the current situation as an opportunity space, see [8]). At the same time, howev-
er, neither the researcher nor any other “external” person was involved in the actual 
design and implementation of a strategy for technology-induced practice transforma-
tion. The researcher acted as a facilitator: in informal conversations he helped reflect 
on existing problems and, in Case A, pointed to a general availability of a certain 
technology that could be tried out, but he did not act as a co-designer of any of the 
solutions. 

These findings point to the importance of creating conditions for intrinsic practice 
transformation [10]: in particular, developing effective and efficient strategies for 
helping practitioners reflect upon their practices, identify potentially useful technolo-
gies, and implement their own solutions. 

Second, in both cases a solution primarily devised to address a practitioner’s own 
practice had far-reaching effects on the setting (and beyond) and resulted in a re-
configuration of social interactions between the practitioner and other people.  
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Third, the evidence from our study suggests that practitioners’ personalities and at-
titudes toward technology and change can be a key factor in practice transformation. 
Some individuals tend to apply solutions to ad hoc problems, that are not necessarily 
needed or demanded of them, but that still can optimize their practices. These types of 
supra-situational activities [7] can be significant for a person in transcending her/his 
requirements. While technology skills are also of importance, they do not have to be 
“beyond the ordinary”.   

Fourth, in both cases described in this paper the practitioners employed well-
known and rather simple technologies. The novelty of the solutions was relative, with 
respect to the particular setting, rather than absolute. However, designing and imple-
menting of each of these solutions took a creative effort and was experienced as an 
individual accomplishment. 

Fifths, the changes of practice we observed involved changes in artifact/ product 
ecologies [3, 6, 9]. Some artifacts (paper-based roster, fax machine) became extinct, 
while other ones (a Google Doc spreadsheet, email) survived and prospered. In Case 
A the transformation of artifact ecology was associated with a new artifact entering 
the scene (the Google Doc-based roster). In Case B the reconfiguration of artifact 
ecology was achieved by re-positioning a previously existing artifact, that is, by mak-
ing arrangements that made a relatively peripheral artifact to a central position within 
the ecology. 

Sixth and finally, it would be an oversimplification to assess the changes we ob-
served as entirely positive. While the changes can be considered generally successful, 
they also had some negative side-effects. For instance, when the online roster was 
introduced, everyone was forced to use the internet, irrespective of whether or not 
they wanted to, and switching to email to handle business correspondence, while eli-
minating the need for the manager to visit another part of the building, also eliminated 
some possibilities for both formal and informal communication with her colleagues.  
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Abstract. In this paper we present 3DSjQ, a tool used to implement stereoscop-
ic 3D in web pages. It provides HTML developers the possibility to create static 
and dynamic content that interacts with depth. We uncover the algorithm used 
for the tool, describe the method of operation and discuss future work including 
further development and implementations. 
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1 Introduction 

Stereoscopy can be used as a narrative technique to try to provoke immersion and 
arousal in a movie [1]. Despite this, according to the Motion Picture Association of 
America, only 159 films (2.7% of all released since 2003) have been released in 3D 
[2]. This aligns with complaints from users regarding available content [3]. But new 
uses of 3D in education where “marked positive effect of the use of 3D animations on 
learning” is indicated [4], shed light on the importance of expanding beyond films and 
allowing the creation of 3D assets and apps. When coupled with forecasts of the rising 
trend of stereoscopic 3D (S3D) devices [5], a niche for more interactive S3D apps can 
be noted. 

Analysing how much content is on the web, over 672M websites were estimated by 
Netcraft's June 2013 Web Server survey [6]. If we take the previously exposed situa-
tion with S3D movies as a metaphor, we can state that the amount of existing S3D 
content in relation to the total number of web pages is 0 percent. In order to alleviate 
this problematic, the idea of converting existing pages into a valid stereoscopic format 
to be used in stereo displays is of great interest for us. Additionally, future tools or 
frameworks that allow the introduction of depth in web applications can be valuable 
when coupled with semantic information. In this article, we present a proposal  
to do exactly this, convert an existing webpage into a side by side valid stereoscopic 
format. 
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2 State of the Technology 

Stereoscopy is used mostly in cinematography for entertainment purposes, but three 
developments are allowing a more interactive approach with 3D: (i) The number of 
devices equipped with 3D displays is growing [7]. (ii) 3DTVs are becoming more 
affordable for consumers, and (iii) the development of head mounted displays and the 
interaction they portray with virtual 3D environments is in expansion. 

Related to this, the usage of stereoscopy on the web can be seen in several exam-
ples listed here [8]. All of these websites use passive anaglyph images as a back-
ground and most of them serve promotional and entertainment purposes, leaving 
productivity, accessibility and other possible enhancements on a second place, or even 
unconsidered. 

Despite the poor appearance of stereoscopy on the Internet, the World Wide Web 
Consortium, which is responsible for developing modern web standards, has a pro-
posal called “Extensions for S3D support” [9]. This proposal introduces the extension 
for CSS (Cascading Style Sheet) properties specific for S3D content. 

3 The Tool: 3DSjQ 

As a way to approach the problem related to the lack of existing S3D content, we 
present a tool that adds S3D depth to a web page. In order to achieve this we devel-
oped a 2D-to-3D conversion algorithm (referred from now on as ‘algorithm’). Fol-
lowing is a description of the process that clones, adapts, mirrors and shifts markup 
elements on an HTML page in correspondence with the technical guidelines defined 
by Sky3D [10] using HTML5, CSS3 and jQuery. 

3.1 Content Cloning 

According to the theory of stereoscopy [1] to achieve the stereoscopic depth illusion, 
we must create an exact copy of the ``body'' part of the existing HTML and paste the 
cloned markup side by side along the original. Thus the first step of the algorithm is to 
clone the content. At this stage the script creates two containers for each the original 
and the clone. Then, it cuts the existing HTML and pastes it into the corresponding 
containers.  After, the output HTML becomes invalid according to the recommenda-
tions of W3C which restrict the appearance of elements with the same “id” attribute 
[11]. In order to revalidate the output markup with the recommendations provided by 
the W3C, additional processing is executed. The script detects elements with the “id” 
attributes within the clone container, and adds a prefix which makes their “id” unique. 

3.2 Styles Adaptation 

Style adaptation is intended to solve two main problems: (i) apply styles for the 
cloned elements that lost their style rules after their “id” attributes were renamed and 
(ii) handle the mirroring of interactions defined by dynamic pseudo classes.In order to 
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apply the initial styles to the cloned elements with updated “id” attributes, 3DSjQ 
uses AJAX (Asynchronous Javascript and XML) to get the stylesheets referenced in 
the input HTML, parses it with regular expressions, and replaces detected “id” selec-
tors with the prefixed “id” value. It then stores the rule associated with this selector. 
At the same time the script does the same search for elements with dynamic pseudo 
classes such as “:hover”, “:active”, and “:focus”. At the end of this part of the conver-
sion process, 3DSjQ collects updated rules and injects them under the “style” tag in 
the output HTML. 

3.3 Interaction Mirroring 

During this phase, the main purpose of this script is to apply all the basic interactions 
from the original part of the content to the clone. It includes the mirroring of the 
mouse cursor position, basic interactions defined by dynamic pseudo classes and the 
mirroring of content scrolling. 

3.4 zPlane Builder 

To create the stereoscopic effect, elements in each container should be shifted to the 
left or to the right from its original position depending on desirable depth level [1]. 
Here, 3DSjQ creates an array of data associated with each element specified during 
the setup. Taking into account all this parameters 3DSjQ shifts and (if visual cues are 
allowed) scales the elements and its clones from their original positions according to 
the settings specified along with the initiation function. This way 3D depth illusion is 
achieved. 

4 Conclusion 

The tool that converts HTML pages to stereoscopic 3D (S3D) was presented. The 
processes that compose it have been explained. We developed this tool as a partial 
solution for the lack of S3D content available on the Internet. We also present this 
tool as an innovative way to build HTML-based S3D user interfaces for displays and 
mobile devices that work with this format.The tool is easy to use. It leverages features 
of open technologies HTML5, CSS3, and jQuery, which are supported and used by 
the web developer community.  The tool was tested to create an HTML page from 
zero and to convert the Mozilla Foundation homepage and a Google search engine 
results page. Both cases finished with positive results in all modern browsers and 
required less than five minutes spent on coding. Nonetheless there are several limita-
tions when interacting with pages that are not valid according to W3C standards. 

5 Future Work and Discussion 

As of date of writing, the tool is in stable alpha release and can be used as a jQuery 
plugin on any HTML page. Nevertheless in order to make the tool reliable additional 
testing, debugging, and code optimization is required. 
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The tool can also be used to develop static 3D compositions and conduct research 
on 3D stereoscopic depth perception. 3DSjQ can be used to study user interactions in 
stereoscopic spatial graphical user interfaces [12], and the influence of stereoscopy on 
productivity of diverse tasks in education processes [4] and cognitivity. 

We also intend to promote 3DSjQ within the developer community. For this, we 
plan to release a beta version of the script on GitHub and attract more people to par-
ticipate in further code development in order to improve the quality of the project. At 
the same time, this will aid the growth of S3D websites on the Internet. 

Acknowledgements. Supported by the Spanish Ministry of Finance and Competivity 
(proj. no. IPT-2012-0630-020000). 
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Abstract. One of the most important concerns of companies is the budget 
invested in every task of a project. In tech projects, the evaluation of interactive 
systems is one of the most valuable parts of the development process. And 
obviously, financial constraints do not avoid this part. In this context, two 
factors related to heuristic evaluation (one of the most economical methods) can 
be taken into account: the user experience degree and the time available for the 
evaluation. A survey with end users (understanding end users those use 
heuristic evaluation methodology) was carried out to determine the values of 
both factors in a specific context: website applications.  
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1 Introduction 

As it is well-known, the budget of a project is the most important factor to be strictly 
considered in companies. When the estimation of the needed resources is defined, it 
should be firmly applied in every task of the project. Because the invested project-
budget deeply depends on the type of evaluation carried on, this study focuses on the 
evaluation stage of the development process of an interactive system. Usually, 
evaluation with end users increases the budget due to the needed time to plan the 
evaluation and recruit users, contrary to other methodologies without end users, for 
instance heuristic evaluation (HE) [1] –and we will focus on this methodology. 
Specifically, this research is focused on the first step of the HE process: the 
configuration of the evaluation. To be more precise, the important moment of 
selecting which is the list of heuristics that better fits with the specific interactive 
system to be evaluated. 

2 Financial Constraints in Heuristic Evaluation 

There are few projects where scientists carried out strong efforts to classify heuristics 
in different levels of importance. In [2] the heuristics are classified in three levels: 
very high, high, medium and low. In another research, the heuristics are classified 
using a level of importance [3]: the “relative importance” of the guideline and the 
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“strength of evidence” used in making that judgment. In the following section the 
concepts of “UX degree” and “time restrictions” are proposed. Then, the survey to 
reach the UX degree for website application is detailed. Finally, conclusions and 
future work are given. 

2.1 The UX Degree and Time Restrictions 

The main goal of the UX degree (UXD) is the classification of the whole set of 
heuristics in more accurate sets to be able to not consider some of them in the case of 
budget restrictions. It divides into different levels of consideration according to the 
importance that a specific heuristic has in a specific kind of interactive system.  

Therefore, the UXD represents the level of importance that every heuristic (or full 
set of heuristics) has in a specific system. Furthermore, and by imitating accessibility 
levels [4], three UX degrees are proposed: U degree: the heuristics of the U degree 
are essential to assure that the user who will use the interactive system will get a 
positive experience. UU degree: the heuristics of the UU degree are necessary to 
assure that the user who will use the interactive system will get a positive experience. 
UUU degree: it is advisable to consider the heuristics of the UUU degree to assure 
that the user who will use the interactive system will get a positive experience. 

Following the accessibility guidelines example, heuristics belonging to U degree 
are the minimum necessary to consider that who uses the evaluated interactive system 
will feel a little bit positive experience. But if the interactive system should present a 
higher level of quality, it would be necessary to consider the three levels. 

Furthermore, “Time is money”. In business context everyone agrees on the 
meaning of this saying. Time parameter is not obvious, it depends on the type of 
interactive system, the experience of the professional in the usage of the inspection 
methodology and the knowledge that the professionals has about the heuristics (if 
they are familiar or not with the set of the advised heuristics). But real industrial 
projects always need to estimate how much time is needed for everything, and user 
experience evaluations do not escape of this consideration. So, if it is possible to 
provide project managers with this information, they will be able to deliver a set of 
heuristics according to the specific budget of this task of the project. 

3 Setting Values for the UX Degree and Time Restrictions 

The process to determine the values for the UXD and the time restrictions of some 
interactive system is carried out through a survey. The first goal of the survey is to 
define a UXD for the heuristics that can be applied in a specific interactive system: 
website applications. The second goal is to determine the approximate needed time to 
consider every single heuristic in this specific interactive system.   

The set of 267 heuristics was collected in a previous research where all usability 
definitions from 1986 to now were reviewed [5].  
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Participants in the survey should be experts in the Human Computer Interaction 
(HCI) area. So, our option to recruit participants was to send a “Call for participation 
in a PhD research” to HCI experts, mainly university HCI researchers and UX 
professionals from different international companies. The call for participation was 
sent to 79 HCI/UX experts from whom we obtained 63 answers (30 males and 33 
females). Users were from 18 to 56 years old and they have at least 2 years of 
experience (30 users have between 2 and 5 years of experience and 24 users have 
between 6 and 10 years of experience). 

The process that each participant followed to answer the survey was divided in 
three main steps: (i) Fill in the user profile form. (ii) Answer the first questionnaire 
selecting the degree that the participant considers more suitable for each heuristic 
taking into account that the set of heuristics is for a website. (iii) Answer the second 
questionnaire with questions about the time.  

Taking into account the large amount of heuristics, the set of heuristics was divided 
into 3 groups, considering different facets, to provide the participants with a smaller 
group of heuristics. Thus, in the first group, the set (Q1) included heuristics from 
cross-cultural, communicability, findable, accessibility and dependability (80 
heuristics). The second (Q2) and the third (Q3) groups included the half amount  
of usability heuristics (88 and 99 heuristics each one). The usability facet was  
divided into two groups because the initial set of heuristics was so wide to inspire 
participants in the answer of the questionnaire. Finally, the 3 different documents 
were sent to HCI professionals via email. Q1 was sent to 26 people. Q2 was sent to 30 
people and Q3 was sent to 23 people. But, unfortunately, not everybody answered the 
questionnaire. Q1 was answered by 21 participants, Q2 by 18 and Q3 by 24. 

4 Results 

Due to space limitations the UXD for each heuristic cannot be presented, but can be 
consulted in the following web address: http://www.grihotools.udl.cat/openheredeux/ 
cake_1_3/uxdegrees/showuxdegree. The specific heuristics that each facet has in each 
UXD are presented in Table 1: 

Table 1. Amount of heuristics for each facet and for each UX degree 

UX facet U UU UUU 

Cross-cultural 6 5 1 

Communicability 19 8 2 

Findable 12 1 1 

Accessibility 1 1 0 

Dependability 15 7 1 

Usability 91 75 21 
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The time restriction factor was asked in the second and last questionnaire. Two 
questions were asked: “How much time do you think that you need to score one of 
this heuristics?” and “Is it one minute for evaluating two heuristics enough?” Bearing 
in mind those 63 experts took part in the research, 42.9% of participants think that 
less than a minute is enough to score one heuristic. In addition, 66.7% told us that the 
enough time to score two heuristics is one minute. Therefore, the consideration of one 
minute to evaluate two heuristics is a good option.  

5 Conclusions and Future Work 

UXD of heuristics and time restrictions are focused on enhancing the UX evaluation 
in real cases. It enables a more accurate evaluation scheduling and a much better use 
of project budget. The definition of a UXD for heuristics that are applicable in web 
applications is the first step to standardize the UX evaluation. If a consolidation of 
these results is reached, the certification of the UX will be possible.  

UXD and time restrictions are included in Open-HEREDEUX [6] resource. 
Specifically, in the “Adviser of heuristics” module, where the provided list of 
heuristics can be refined depending on the UXD and/or time restrictions. It calculates 
how many heuristics are needed according to the time restriction and selected UXD. 
But in any case, Adviser recommends at least the whole set of heuristics of U degree 
because U degree of heuristics is the minimum heuristics that permits to get an 
interactive system with the minimum level of quality. As a future work, we would 
like to research about the definition of different weight in heuristics of different UX 
facets and in heuristics of the same facet. It will provide best budget planning.  
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Abstract. There is lack of work addressing simply and extensively the devel-
opment of vocal user interfaces considering at once the context of use: envi-
ronment, user and platform. Several works have been published related to vocal 
user interface considered as a subset of bigger problems, such as: context 
awareness, multiplatform development, user-centred development, vocal user 
interface design, and multimodal development. It is normally the case to see 
that most design knowledge present in the literature assume vocal user interfac-
es as a subset of graphical user interfaces, called multimodal interaction, thus 
losing the nature of vocal interaction. The objective for this paper is to propose 
a method to generate multiplatform vocal User Interfaces. A transformational 
approach is used for the method. A real life case study is used to validate our 
proposal. 

Keywords: Human-Computer Interaction, Vocal User Interfaces, Model-
Driven Development, User-Centred Development. 

1 Introduction 

Recently, the way in which interaction with information systems is done is changing, 
this, due to the advance on technologies and the evolution of user interests. The key-
board and the mouse are being replaced by natural interaction supported by Natural 
User Interfaces (NUI) [1]. A particular type of NUI is a vocal interaction based sys-
tem, software designed with the goal of emulating the dialog of a human being with 
another one. Vocal User Interfaces’ importance is emphasized when taking into ac-
count the context of use of a system, for example, when the user can not use a graphi-
cal modality based system because of visual impairment or just because the user is 
working on another task at the time.  

Voice eXtensible Markup Language (VoiceXML) (http://www.w3.org/TR/voice 
xml20/) is the World Wide Web Consortium (W3C) standard format for human-
computer vocal interaction applications. Its main utilities are speech tuning and  
recognition but it was also used in [3] due to its simple structure as a notation  
for allowing tailorability in applications through a series of XSL transformations. 
Microsoft Kinect® Software Development Kit (SDK) (http://msdn.microsoft .com/en-
us/library/microsoft.kinect.aspx) provides a toolkit that along with other features, 
allows the use of a microphone array (of a Kinect® sensor) for identifying the audio 
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source and integration with the API of Microsoft speech recognition (http://msdn. 
microsoft.com/en-us/library/system.speech.recognition). The main purpose of this 
paper is to elaborate a set of transformation rules for the components of the Vocal 
Concrete User Interface model proposed and described on [4], to propose a set of 
icons for representing several of its elements as well, and to validate the model, icons 
and rules by applying them into a real life case study.  

2 State of the Art 

The evolution of interactive systems reached a point where today’s research is centred 
in the development of NUIs, this is evident from the observation of the tools and new 
technologies that are offered in the market. This obeys at least two reasons, first the 
technological advancement that allows processing large amounts of data resulting on 
quick processing of natural interaction data, and second, that when well designed, the 
nature of this techniques makes the interaction easier and more intuitive. 

Speech is the most commonly used communication method by the human being, as 
consequence of this, voice synthesis for giving information as output to the user and 
speech recognition to gather user inputs are a couple of highly developed knowledge 
areas. In [5], it is explained that the design of vocal UIs, involves several  
research fields, including human-computer interaction, psychoacoustics, digital signal 
processing and information visualization, raising the problem of a unified design 
process. The direct antecedent to this project is MultimodaliXML [6] where the objec-
tive of applying a set of XSL transformations over the specification of a concrete 
vocal UI model is mentioned, but it did not reach the implementation phase. There are 
also other projects like [7] and [8] that were implemented and support vocal interac-
tion but not as its main objective and just for VoiceXML code generation, not allow-
ing to develop interfaces for platforms that do not support that language.  

3 Method 

The meta-model proposed in [4] provides a full definition of components necessary to 
develop vocal interaction systems. The model is validated in the same paper by de-
scribing examples in which tasks of a system are defined in terms of the model. In this 
section, a set of icons is proposed to represent elements of the model in order to pro-
vide a graphical representation to the model concepts so they can be used in a soft-
ware tool that supports the development of vocal UIs. 

3.1 Graphical Representations for the Vocal Concrete UI Model Components 

The design of several devices includes a representation for input and output sounds, 
as de facto standard, audio inputs are presented as a microphone and sound outputs 
are represented as speakers. This feature is respected and followed in the design of the 
representations for the vocal concrete UI model components. Since the other compo-
nents to be represented act as containers, they can be represented as the combination 
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of inputs and outputs to clearly show what they contain, for instance, a vocalConfir-
mation component involves an output and an input so it is represented as a box that 
contains an output icon plus an input icon. The same analysis is applied to every con-
tainer in the model. The proposed icons for every component are shown in Fig. 1. 

3.2 Transformation Rules for the Vocal Concrete UI Model Components 

In order to develop vocal UIs starting from the definition of a system in terms of the 
vocal concrete UI model, a set of rules shown in Table 1 is provided. 

 

 

Fig. 1. Proposed icons for representing elements of the Vocal concrete UI Model 

Once the rules are proposed and the graphic representation is provided, it is possi-
ble to design software with vocal interaction in terms of the model and to transform it 
into code specific to a platform. In the next section, a real life case study is made in 
order to validate the rules and representation proposed in this paper. 

Table 1. Some of the Transformation rules for the vocal interaction meta-model 

Component of 

the meta-model 

VoiceXML Code 

Output <prompt> Text for the output </prompt> 

Input <field name = "identifier"> [Grammar] </field> 

vocalMenu 
<field name = "menuName">
 <prompt> Instructions and menu options </prompt> [Grammar] 
</field> 

vocalForm <form id= "identifier"> [Content of the form] </form>

vocalGroup <vxml version="versionNumber"></vxml>

4 Validation 

As validation for the work described in this paper, an example is modeled in terms of 
the Vocal concrete UI Model from [4] but using the graphic representation proposed 
in the previous section. Later, VoiceXML code is generated using the transformation 
rules mentioned in the previous section too. The example proposed for the validation 
consists on a library information system that only reports if a title is in stock. First, the 
system should ask the user for an input. Then, once the user has provided the input, 
the system realizes a confirmation to check if it did understand correctly what the user 
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said. Finally, if the user confirms the input, the system has to tell the user that the 
book is available. Fig. 2. Shows the model for the example described in terms of the 
vocal concrete UI model using the graphic representation proposed in this paper.  The 
next step of the validation consists on using the rules proposed to generate VoiceXML 
code in order to provide the implementation for the designed system. The rules to be 
used in this particular case, area those for vocalGroup, vocalForm, Output, Input and 
vocalConfirmation. The order in which every component has to be transformed to 
code is determined by the arrows in the diagram from top to bottom and form left to 
right. 

 

Fig. 2. Model for the book consult example 

5 Conclusions and Future Work 

In this paper, the Vocal concrete model proposed in [4] is supported by giving to its 
components a set of graphic representations in order to easily model vocal interaction 
systems on its terms. Also, a set or rules is presented for generating VoiceXML code 
from the model of a system. The future work consists on defining a set of rules for 
other vocal interaction supportive languages. Once these sets of rules are elaborated, a 
software tool must be implemented to support the full method and for realizing a vali-
dation process in which designers or non-expert vocal developers are asked to imple-
ment systems using that tool. 
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Abstract. The overall objective of this paper is to present a IGUAL project 
solution used to improve the accessibility of higher education in Latin America 
for students from public schools. There is a measurable gap between the quality 
of education between private and public schools in most Latin American 
countries. This project will propose innovative, contextualised solutions, based 
on proved learning technologies, to help students with a public school 
background to rapidly close the gap and compensate for handicaps in their basic 
education. The specific objective of this project is to create and validate 
innovative and contextualised solutions to reduce the knowledge and skill gap 
between private- and public-educated students. These solutions will help the 
student to acquire new knowledge and skills, providing individually directed 
support based on the particular background and profile of the student. And also 
have the potential to be used by all students in the Latin American. 

Keywords: education, learning software, pedagogical methodologies, interactiv 
learning materials. 

1 Introduction 

The low quality of primary and secondary education in most Latin America countries 
is a well-known problem. As a response to this reality, the private educational market 
has been steadily growing in those countries. These private schools, in general, offer a 
higher quality and personalized education for the students that can afford it. The main 
selling point of these institutions is access to better resources: better teachers, 
technologies, materials and pedagogical methods. This difference in education quality 
creates a problem once students from public schools reach university. The public 
schooled students have a strong handicap in their performance in a demanding and 
fast pace environment where professors are more concerned with the delivery of 
knowledge to large audiences than with catering to the specific needs of each student. 
This problem is aggravated by the fact that the great majority of public schooled 
students belong to low-income families. All the problems that arise from this social 



36 I. Mierlus Mazilu and E. Kujansuu 

 

status in Latin America (need to work at an early age, economical difficulties, etc) 
also conspire to reduce the probabilities of success of these students. In this light, it is 
not just understandable, but to be expected, that the private schooled students out-
performed their public schooled peers and gain better opportunities at the labor 
market. 

The unequal primary and secondary education system in Latin America contribute 
to the inflexibility of the social mobility. Students that could afford private primary 
and secondary education have much better opportunities to have access to high 
quality universities and to complete successfully their studies. On the other hand, 
students that due to their socio-economical status only had access to public education 
have, statistically, a lower chance to enter universities and to obtain a professional 
degree. This has a negative impact on the competitiveness of Latin American 
countries, as only the middle- and high-income segments are fully contributing to the 
pool of specialized workforce while the talent and potential is uniformly distributed 
among the whole population. While scholarships and subsidized or free higher 
education could help to overcome the economic problems of low-income students, the 
lack of an adequate primary and secondary education has not been directly addressed 
in the region. While improving public basic education is the ideal solution to the 
problem, changing current educational structures have proved to be a long-term and 
difficult project for any country. 

2 Analysis Research 

The main problem to be addressed during this project is the increased level of 
difficulty that public schooled students confront during their university studies, 
compared with their private schooled counterparts. This difficulty results in lower 
performance and a higher level of dropout. The only way to deal with such great 
individual differences in the students will be to personalize the learning process for 
each student according to their current status and capabilities. A feasible and scalable 
alternative to personalize the learning experience of the students is to use learning 
technologies to create automated solutions to follow the students during their learning 
process, identify areas or skills that they require but are lacking, recommend them 
appropriate content from learning material repositories and guide them trough 
learning paths adapted to their individual needs. This project will generate learning 
solutions (combination of e-learning software, pedagogical methodologies and 
learning materials) to facilitate the assimilation of new knowledge and the 
development of new skills even when the student has deficient background 
knowledge and/or under-developed required skills. These learning technologies, 
initially developed in Europe, could be adapted to provide several “helpers” or 
“automated tutors” for each learner. Even if not perfect when compared with human 
tutors, these technologies could help disadvantaged students to receive the extra 
support needed to overcome the gap with their peers. 
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3 Proposed Solutions 

The solutions that this project will provide have the potential to be used by all 
students in the Latin American Universities to support their learning process. 
However, it is expected that the public schooled students will be the main 
beneficiaries from these innovations, as they will enable those students to overcome 
the disparity in knowledge and skills with privately schooled students. In the context 
of the validation studies, at least 2000 students will be directly or indirectly involved 
in the different Latin American Universities that partner in this project by 
participating the pilot courses. If the project proves to generate positive results, this 
experience will be repeated each academic year and expanded to other knowledge 
areas apart from the pilot. The local companies are also final beneficiaries of this 
project. They can increase their competitiveness with new well-educated graduated 
professionals as their employees. Another final beneficiary group is the Latin 
American countries, as the know-how increases in the companies the competitiveness 
of the countries also increases. 

 

Fig. 1. http://aprende.igualproject.org/ 

This project supports the adoption of innovative learning technologies to solve 
current pressing issues will help in the modernization of Latin American HEIs. 
Moreover, these technologies are aimed to the most disadvantaged group of students 
and will be implemented in two of the poorest countries in the region and also the 
creation of the solutions will require an intense exchange of ideas, learning materials, 
tools, methodologies and results in a level not seen before in the region in the area of 
learning technologies. The IGUAL Project proposes the use of innovative learning 
technologies to help university students from public schools to bridge the knowledge 
and skill gap with their private schooled counterparts. 
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4 Conclusion 

The overall objective of this project is to improve the accessibility of higher education 
in Latin America for students from public schools. There is a measurable gap between 
the quality of education between private and public schools in most Latin American 
countries. This gap has an immediate impact on the level of accessibility to higher 
education for each one of those groups. Students that come from the public schools 
have a lower probability to enter higher education institutions and also an even lower 
probability to finish successfully their studies. While there are several factors that are 
responsible for these results (need to work while studying, lower expectations), the 
knowledge and skill gap between private- and public-educated students is a key 
problem that aggravates the others. This project will propose innovative, 
contextualized solutions, based on proved learning technologies, to help students with 
a public school background to rapidly close the gap and compensate for handicaps in 
their basic education. 

The specific objective of this project is to create and validate innovative and 
contextualized solutions to reduce the knowledge and skill gap between private- and 
public-educated students. These solutions will help the student to acquire new 
knowledge and skills, providing individually directed support based on the particular 
background and profile of the student. The personalized learning solutions will early 
detect problems with the students’ knowledge and skill background, suggest students 
to review topics that were not being well covered in their basic studies and to 
recommend the student with activities to improve the level of their under-developed 
skills. Students with the public school background can use these tools to cope with 
deficiencies in their previous studies and to be up to par with their peers from private 
schools. The application area will be introductory computer programming, where the 
gap between public and private basic education is the widest due to the limited access 
to technological resources in public schools. 
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Abstract. The goal of this paper is to propose an extended format for describ-
ing interaction pattern making it an important artifact to associate aspects  
regarding the user’s motivation with interaction solutions to design Social Sys-
tems (SS). 19 patterns, which were created, modeled in Semantic Media Wiki 
and applied in a case study, led designers to understand what motivates people 
to social involvement, and not just focuses on meeting the design requirements.  
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1 Introduction 

Historically, when developing software, particularly during requirements analysis, the 
user’s motivation was not a matter of concern. The most common context was that 
such motivation existed due to external factors (e.g., performing one’s work duties). 
With the popularization of SS, one must not fail to understand what motivates people 
as members of communities. Requirements engineers and designers found themselves 
increasingly pressured to “socialize” their systems, often without understanding what 
motivates people toward social involvement, and consequently their engagement in 
interactions with SS. 

Even though the motivation to join communities is the object of study in various 
fields, such as social psychology [1], HCI [2], appropriation of the results obtained 
from these studies by software engineering is not trivial. What we see today, in prac-
tice, are very few methods and instruments for professionals to understand people’s 
motivations within communities (in short, social motivations), which prevents them 
from perceiving opportunities to create interactive patterns that facilitate this social 
involvement. 

Our research contribution aims to provide a way of listing forms of motivation of 
members of an online community, from the viewpoint of studies conducted by Social 
Psychology, by specifying interaction solutions for a SS. We extend the original for-
malism of interaction patterns [3] in order to include specifications on two levels of 
abstraction. At the conceptual level, the specifications refer to users’ intentions (such 
as their feelings, needs, etc.) for interacting in a SS, and to the motivational factors 
related to such intentions. At the design level, the specifications present a solution for 
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interaction; an analysis is made in association with such solution regarding its impli-
cation on user behavior, describing hazards that may compromise the use of the SS by 
users. Based on this specification, we can start building a base of interaction patterns, 
available in a wiki environment [4] in order to be accessed and updated, if necessary, 
by the academic and industrial community.  

An evaluation of the proposed patterns was conducted with a comparison between 
designers who used the patterns and those who used interaction patterns commonly 
found in HCI literature, during a phase of requirement engineering of a SS. The re-
sults indicated differences vis-à-vis the design solutions and the understanding of 
designers about features that motivate the user to interact with the SS.  

The structure of this paper is as follows: after a brief review of the literature about 
studies that bridge the social sciences and the design of SS interaction, we present 
concepts about social motivation. Then we address the formalism of the proposed 
pattern, as well as the results achieved in defining and evaluating the defined patterns. 

2 Background Knowledge 

The need to consider the social motivations in SS development has been addressed by 
researchers in the fields of domain engineering and usability engineering.  

Domain engineering is aimed at identifying and modeling common characteristics 
and variables in applications of a given domain that allow one to develop domain 
models as patterns, classes and requirements of the domain [5]. For the SS domain, 
the most commonly produced artifacts are the requirements for the social practices, 
specializing in: (i) personal values, relating to feelings such as trust, and ethics; (ii) 
mode of communication, referring to user participation; and (iii) mode of treating 
content, such as data sharing, maintaining one’s privacy, copyrights, etc. Usability 
Engineering considers usability from the start of a project primarily making use of 
guidelines, pre-patterns [6] and interaction patterns [7] for defining design solutions. 
The concept of new usability [8] extends the concept of usability, which focuses on 
the efficiency and effectiveness of performing the tasks that the user does in the sys-
tem, to equally consider social practices (such as Collaboration, Communication, 
Ethics, Added Value) and those related to the user’s experience with the SS (such as 
Security, Trustworthiness and Privacy). It is quite similar to the UX facet concept. 
We conducted an extensive analysis of studies related to these fields of engineering 
and that, due to space restrictions, we will not detail. Particularly what motivates us in 
this article is to explore the fact that none of these works presents artifacts that make 
associations between design solutions and motivational factors, which may be useful 
to specify requirements related to the new usability. At best, these studies propose to 
consider requirements of W3C’s 3C model (Collaboration, Communication and Co-
operation) [9], but make no reference to any motivational factor. Some proposals 
advance in this matter [10-15], but remain at the model level and require tremendous 
effort of interpretation and/or learning by designers. For example, there is no base of 
cases or patterns (equivalent to Welie’s proposal, for interface patterns in general 
[16]) readily accessible to designers and in which the interactive objects are related to 
the motivational aspects of social participation. 
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3 Social Motivation: A Perspective from the Social Psychology 

People’s motivation to participate in communities is explained by two base theories: 
Identity-based Community (IC) and Interpersonal Relations-based Community (IRC). 
The first one explains people’s motivation from the perspective of attachment they 
begin to feel with the community, while the second one refers primarily to the con-
nections made with people who are part of the community. These theories were ex-
plored in a study conducted by [12], which describes the main causes that lead people 
to join communities. The three main causes that lead the user to identify with the 
community (attachment to an IC) are the following:  

• Social categorization refers to the fact that people naturally create an identity 
with a group that nominates them and therefore start to feel committed thereto. 
This can be a group of fans of a particular football team;  

• Attachment by interdependence occurs when one needs to solve tasks that re-
quire cooperation, where a common purpose is shared, such as attaining a high 
score in the group. Example includes crowdsourcing initiatives, where people 
contribute to the achievement of a particular goal; and 

• Comparisons between groups are also the driving force that motivates people 
since by exercising this sense of comparison, people wind up identifying more 
with the community to which they belong. This cause explains the use gamifica-
tion strategies as a way to motivate user participation.  

The three main causes that lead users to have interpersonal relationships with a 
community (attachment to an IRC) are the following:  

• Social interactions allow people to meet and establish trusting relationships. The 
more they interact, the more likely people will establish a relationship. Attach-
ment also increases when people begin to feel they are jointly present in a virtual 
space. This is a feeling of co-presence that fills people; 

• Opportunity to exchange information, usually intimate, about oneself and others 
is a cause and consequence of interpersonal bonding. Sharing people’s habits, 
finding the times that they log on to chats, for example, is a way to create these 
links. Even people who do not interact seem to share bonds when personal in-
formation is shared; and 

• People are fond of others who are similar to them in terms of preferences, atti-
tudes and values, and therefore interactions and relationships between similar 
people are enhanced. Similarity can create not only a bond relationship, but also 
a common identity to the group that involves the “similar” members.  

Ren et al., [12] conclude that, depending on the type of bond that one has with the 
group, one’s behavior may vary in relation to several aspects, like: the content of the 
discussion, the way responsibility is distributed, adaptation to the rules of the group, 
stance regarding new members, reciprocity, and the implications as to the robustness 
of the community. Off-topic content is much more welcome by those participating in 
an IRC, while users of an IC prefer to dialogue on topics related to the purpose of the 
community. Members of an IC-type community tend to take on more responsibility 
for absent or non-engaged people, while those in an IRC-type community tend to try 
to hold accountable culprits or those with little responsibility. The stance of new users 
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and the stance of existing members toward new uses also varies. New users have 
more difficulty to mingle in an IRC, because the members – since they already know 
one another – are more difficult to approach (the popular “breaking into the clique”). 

In an IRC, members have more reciprocity to the community in general. There is a 
sense of altruism that is more easily promoted. Ultimately, the robustness of the 
community also varies depending on the type of community. Those who feel attached 
to the group are less susceptible to changes in membership. However, for those who 
are more attached to the group, if the friends leave, the community loses interest. 

We believe it is important designers to know the implication of these aspects for 
“user behavior” in order to design solutions for SS and to develop a rationale for their 
solutions based on the users’ attachment feeling. So we consider patterns, as the arti-
fact of linking users’ motivation to design solutions for SS. 

4 Patterns for Representing Social Motivation  

The basic motivations considered for the choice of patterns, also as the artifact of 
reusing specifications in this article, were as follows: can be used for communication, 
since a pattern is described in natural language; serve as a bridge among specifica-
tions of different levels, favoring the assessment of requirements with the use of pro-
totypes; and serve to capture knowledge from previous projects, enhancing the analy-
sis and design of a user experience adapted to one’s intentions [13].  

The patterns proposed in this article are innovative because they support the associ-
ation of motivational factors with reusable solutions for SS design through a new 
format for defining design patterns. The format of the proposed patterns is inspired by 
the original format defined by [3], but fields have been added that allow us to represent 
matters related to motivational factors. Table 1 describes the fields introduced.  

Table 1. New information existing in the proposed patterns 

New Information Description 
Designer’s 
assumption  

what the designer believes to be the user’s motivations, feelings 
and needs; 

Rationale for 
the assumption  

what led the designer to have the assumption of what the user’s 
motivations are vis-à-vis the characteristics of the community 
the user belongs to; 

Solution the design specification or interaction in an SS in terms of con-
ceptual interface components for specific user activities; 

Impact on user 
behavior  

what the implication is for “user behavior,” when using the 
pattern in the design of an SS. Some aspects are in section 3; 

Hazards the factors or risks that the application of a pattern may cause, 
relating to negative feelings of users.  

 
Figure 1 shows an example of the pattern Awareness of entry of new users, which 

aims to describe ways to show the user – in one’s peripheral vision – that new users 
are joining the SS, available in [4]. 
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Awareness of entry of new users 
 

Synopsis: Introduce new users into the community. 
 

Designer’s Assumption: Users will like to know the success of their network. New users 
keep a community alive because they rejuvenate it and keep it vibrant.  

Rationale for the Assumption: 
     If IRC: Display of new users reaches users in their motivations to meet new people: 

a) social interactions: knowing that your friends are also coming to the community 
b) interpersonal similarity: feeling that your friends share your likes  and you can 

talk to them 
    If IC: Display of new users aims to foster interaction between people who do not 
necessarily know one another, but may have common goals: 

a) Identity: Feeling increasingly proud to be part of a community that is growing 
b) Group interdependence: finding new partners to take part in actions that are 

common to the community and in shared activities 
c) Comparison between groups: compare one’s community with other 

communities and understanding their growth dynamics 
Context: The perception that new users arrive in the community induces a subsequent 
interaction so that they can help reach its goals and fulfill its motivations. 
Solution: A space for interaction in which the user perceives who the new users are.  
It is also advisable to send welcome messages, making entry into the community more 
enjoyable. 

Impact on user behavior in IRC 
a) Receptivity: A user of this community should know when friends from other social 
networks join the community. However, if it is not a friend of theirs, users tend to dislike 
it when the network grows too much.  

Impact on user behavior in IC 
a) Receptivity: Old users can identify potential companions in solving tasks or streng-

thening community identity. Whenever possible, displaying new users should be 
enriched with information to establish relationships as their own expertise and specif-
ic preferences. 

b) Commitment: The participating user becomes aware that people are coming in, 
which are likely to be passive at first, and it’s important to engage them in discus-
sions. The display of new users should be enriched with information that can help 
them get involved in the discussions; 

c) Rules: Old users, especially more experienced users, usually see this as a way to 
introduce newcomers to the community’s rules. 

Hazards: Displaying the entry of new users can be frustrating, if it occurs at a low ca-
dence. It can demonstrate a low dynamic of the community and – rather than motivating – 
can discourage users. On the other hand, in IRC, users are resilient and usually do not like 
to know that the network is not robust, with constantly changing people. 
Examples: Facebook indicates when invited friends enter the community and asks the 
user to receive them and to indicate new friends. The Virtual Cheering Squad shows new 
fans who join the community enabling them to make new friends and assist in the search 
to get points in the contest to become the squad leader. 

Fig. 1. New user entry awareness pattern 
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5 Evaluation 

With the aim to evaluate the patterns created, we conducted two system-design  
sessions with six young designers (graduate students). All of the designers had know-
ledge about new usability [8], characteristics of community (cf. Section 3) and inter-
face design. We focused on Requirements Engineering, which occurs in the early 
stages of developing a SS and supports the elaboration of interaction design solutions. 
The domain chosen was that of an airline check-in system, which we call social 
check-in. In it, a community of passengers is formed (it is an IRC) and the following 
(design) requirements were specified: opportunity to interact with travelers who fol-
low the same segment, messaging among travelers in general, choice of seats close to 
acquaintances, different ways to receive the boarding pass, sharing seat selections, 
data retrieval of friends on Facebook, and invitation to join the community. 

In the first session, we suggested that each designer elaborate an activity stream for 
one scenario that described a happy day situation, involving the requirements. They 
should follow the Model of user EXperience model (MEX) [17], because it captures 
the essence of a scenario of experience (as the expected behavior of the target-users 
and their activities in the system). In the second session, they would carry out the 
designs the system’s interface. Half of the designers (group 1) were offered the inte-
raction patterns proposed herein, which suggest considering the social motivations 
during the early stages of design. The other half (group 2) used interface patterns 
without the new proposal and at available http://mobile-patterns.   

Our evaluation was aimed at validating the assumption that by using the patterns 
that take into account the motivational aspect of the users, the system design would be 
richer, because it would consider more features aimed at entertaining the community. 
The very prototypes of the interfaces were the products used in our analyses.  

Firstly, the analysis showed that designers of group 1 created several functionali-
ties focused on social engagement more than the others. For example, the three de-
signers who used the extended pattern proposed a feature for creating user groups 
with common interests, while only one of the group 2 did likewise. Other features 
proposed by all the designers of the group 1, are cited below, with the respective pat-
terns used: show who was online on the network (co-presence awareness pattern); 
show newcomers (new user awareness pattern); describe the purpose of the network 
so as to lead members to interact (social goal presentation pattern); show the number 
of members of each group created (group success pattern); and, especially, create a 
notification area that lets the user know what’s happening in the community at all 
times (group interactions awareness pattern). None of those that were based only on 
the mobile-patterns proposed these or similar functionalities. 

In addition to this qualitative analysis of the prototypes, we conducted a question-
naire to be answered by the designers in order to assess their perception about the 
motivational aspects to be taken into account in their designs. Two questions were 
asked: i) Which features of your system exist to form a community with common 
interests involving air travel?; and ii) Which features did you design to motivate the 
user to interact and attain the social goal?. The responses helped us to capture the 
degree to which usage of such patterns induced in the designers a reflection of the 
importance of creating appropriate strategies for the motivation of community mem-
bers. The answers to the first question showed evidence that the designers of group 1 
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perceived the motivational factors (such as attraction by similarity), which were im-
portant for the type of community being formed in the SS. The designers of group 2 – 
even though their designs presented users with travel in common, failed to perceive 
what attracts them, aside from the fact that they were going to travel together. The 
main focus of their designs was to allow users to choose people to sit next to them. 
Below are a few excerpts of the responses of group 1: “In the social check-in, there’s 
an IRC formed around groups”; “the users attract one another mainly because they’re 
flying the same segments”; “there’s interaction among users who have the same likes, 
the division of groups by common travel.” The main focus of their designs was one 
whereby the user can create groups (network organization pattern), invite friends to 
join (social network increment pattern, social objective presentation pattern), and 
discuss issues relating to flight segments (group interaction awareness pattern, co-
presence awareness pattern, new user awareness pattern).  

However, when evaluating the second question, we find the response of one of the 
designers – the same one who proposed the creation of groups of users with common 
interests – that shows that he might have reflected on the motivational issues. He rep-
lied: The user can become more ‘popular’ by sharing his/her flight information on 
Facebook. Despite this response, he was unable to propose feasible solutions for this 
in his design, as already analyzed in his prototypes. One extended pattern that we 
propose could be used to reflect upon the implications for motivation would be the 
ranking of participation. The other two said that allowing interaction with people 
(whether acquaintances or not) prior to the flight was a form of motivation. The de-
signers of group 1 referred primarily to the notifications in the social network Face-
book, such as messages regarding how many trips your friend took, reminders of how 
to use the social interaction options (help pattern), descriptions on how the communi-
ty works (social objective presentation pattern), notification of sharing of check-ins 
(group interaction awareness pattern).  

Specifically for group 1, we asked yet another question: Do you think that the con-
cepts of extended patterns helped you to make the design? They agreed, with the fol-
lowing justifications: “It helped in consideration of why to include that pattern in the 
solution, for the type of community that we wanted to create. But some concepts 
thought were modified when implemented due to limitations of the device”; “Through 
the pattern, I understood the importance that should be given to motivational factors. 
The justifications helped to identify situations in which the patterns would be used”; 
and “The patterns defined were extremely helpful and really facilitated the design of 
the interface for this SS. The assumption associated with the pattern shows a user’s 
behavior that would be expected for that situation, facilitating the simulation of a 
scenario to be included in future system usability testing.”  

6 Final Considerations 

This paper brings up a discussion about the importance in using patterns, and in this 
case, through the new format, which associates motivational factors with interaction 
solutions. The patterns are being used in a methodology that supports the develop-
ment of interaction design solutions based on a model, which captures the essence of 
the association made between the users’ behavior and their activities and the specifi-
cations of the proposed patterns.  
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It is important to highlight two points: first, new patterns can be described focusing 
on other motivational factors and concepts available in social science literature. 
Second point is related to the evaluation results and process. This qualitative analysis 
verified that the designed functions of engagement were related to proposed patterns 
(their effectiveness). In addition, designers that used them, developed a rationale to 
explain their decisions, based on the concepts adopted in this text. The supposition 
raised confirms the need for the proposed patterns. No consideration was made as to 
the time that the study participants began to use the patterns (their efficiency). In the 
future, quantitative studies should be conducted with a larger sample. Due to these 
facts, there is limitation in the results, which are not considered conclusive.  
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Abstract. This paper reports upon the design and use of a lightweight evalua-
tion method, especially designed to examine complex interactive systems. The 
approach is illustrated through a case study involving an interactive tool de-
signed to help enable users examine large scale data arising from authentication 
activity in higher education institutes. The evaluation approach illustrated is to 
enable the lightweight assessment of usability issues within complex interactive 
systems and identifying opportunities for significant design improvements. 
Specifically we argue that this method benefits from capturing key generic fac-
tors that underpin the effectiveness of tools for working with complex data. The 
paper concludes by reflecting upon the effectiveness of the lightweight struc-
tured assessment approach and how it supports to formative evaluation.  

Keywords: Evaluation, Cognitive Dimensions, Complex Data, Information  
Retrieval, Innovation. 

1 Introduction 

Approaches to evaluating interactive systems are wide and varied and can be judged 
in terms of the value of the outputs that they provide and the effort required in obtain-
ing the outputs. The technique illustrated in this paper is formative and lightweight in 
character, and also specifically suited to complex interaction. Our technique is derived 
from a framework that was developed to capture human factors evident but rarely 
touched-on with conventional techniques. The type of complex interaction of interest 
here are those where user tasks involve working with notations, or languages, in order 
to achieve a desired effect. Specific complexity arises when the notation has tokens 
with powerful indirect meanings. A simple example would be an electronic calendar 
that supports recurring appointments, the means of defining a recurring appointment 
introduces significant new possibilities that users should be conscious of.  In general, 
we judge the subsequent complexity to result in "programming-like" activities - such 
as, finding and fixing mistakes with a recurring calendar appointment. Thus, the ef-
fective use of such systems is not only reliant upon the appropriateness of the me-
chanisms available to manipulate the notation, but also upon the user interpretation  
of how the system might process the notation. This often results in an intrinsically 
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indirect manipulation. Programming development environments provide obvious 
examples of this type of complexity in interaction. But similar complexities can be 
found in more mundane systems such as: calendars and online booking systems. 

The case study in this paper is a powerful authentication monitoring tool. It sup-
ports the articulation and execution of complex searches of large datasets and as such 
is "programming-like". In brief, the tool's control panel allows the selection of search 
templates, specification of filters and parameters and the specification of the data to 
be output as a graph (illustrated in figure 3). This was viewed embodying the indirect 
manipulation common with complex interactive system. In addition, a brief tutorial 
about the tool highlighted how a range of configurable filters could be used to gener-
ate user defined views of data.  

2 The Analytic Framework 

The evaluation approach is a collaborative lightweight method motivated by concepts 
taken from the Cognitive Dimensions framework [4]. The framework has been the 
focus of considerable research interest, its potential as a tool for evaluation has been 
explored with a number of approaches [5]. One example of a framework dimension is 
"Secondary Notation" - this focuses upon how a system may enable unstructured at-
tributions to a notation (such as comments or highlighting). The framework has some 
similarities to the concepts of "design patterns" [3] and "ergonomic criteria" [12]. 
However its relevance for this research comes from its descriptive nature and its use 
in examining notational systems.   

Authoritative sources for the framework show a diverse range of such dimensions 
grounded in concrete examples with informal definitions. Research into the dimen-
sions framework has predominantly focused upon their adoption through the compre-
hensive and consistent use of the dimensions [1,2,9]. Hence, methods for assessing 
concepts such as "Secondary Notation" have been explored with the aim of providing 
an objective assessment of them. Although this is clearly valuable, these endeavours 
appear to have overlooked the fact that the illustrations of the dimensions also demon-
strate insights into potential designs that help innovate design alternatives. So, in the 
case of "Secondary Notation" the different uses to which unstructured attributes might 
be put based upon examples and analogies can be insightful. Examples of the uses of 
"Secondary notation" include: a means of communication, a facility to improve pres-
entation, as well as a technique for demonstrating expertise. While these points are 
worthy of evaluation, they in fact point interesting ways in which a notation might get 
used.      

Hence, instead of treating the framework as a means of assessment, it also has the 
potential to promote innovative perspectives upon existing designs.  The approach to 
formative evaluation described here follows this line of argument and thus places less 
priority on objective comprehensive assessment and more on the variety of ways, or 
modes, in which concepts found in the Cognitive Dimensions framework drive new 
ideas or insights.  
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2.1 The Tabular Framework 

Our approach is to use a simple tabular format for engaging system developers, ex-
perts and end users in co-operative evaluation. The use of this has been reported 
[9,10] within the context of a tool for digital video post-production and publishing. 
The tabular approach is designed to encourage collaborative reflection and insight 
through focusing upon a relatively small number of key questions (derived from those 
in [1]).  

 
What are the dominant / common ways in which these concepts are shown to-
gether or reached from one another? 
   to 

from 
Specification(s)  Data set(s) Publisher service(s) 

Specifica-
tion(s)   

always / 
no. of clicks / 
not during … 

always / 
no. of clicks / 
not during … 

always / 
no. of clicks / 
not during … 

Data set(s) always / 
no. of clicks / 
not during … 

always / 
no. of clicks / 
not during … 

always / 
no. of clicks / 
not during … 

Publisher 
service(s) 

always / 
no. of clicks / 
not during … 

always / 
no. of clicks / 
not during … 

always / 
no. of clicks / 
not during … 

Fig. 1. An example tabular entry to examine how easy it is for the user to navigate information 

Reflection and potential insights are encouraged by the tables presenting how, for a 
single question, it could be answered from a number of perspectives. For instance a 
single table will encourage users to respond to a question such as "How is A reached 
from B?" and also "How is B reached from A?". Figure 1 shows an example for this 
type of question in full using three alternative concepts from the case study and with 
indicative possible responses within the cells. Through this instrument users are en-
couraged to explore ideas that they may not normally consider. The use of just three 
alternative concepts keeps the approach tractable for collaborative assessment.  

The three core concepts used are chosen to be ones central to effectively perform-
ing the work that a target system is aimed to support. Concepts are chosen to be  
relevant, high level and ideally encompass a number of potential conceptual "mis-
matches" as described in [2]. Space does not permit a detailed description of the  
selection of concepts. However, it is worth noting that the selected concepts serve as  
a familiar basis for analysis and reflection and as such their precise definition and 
consistent use is not central to facilitating. 

2.2 The Facilitation 

Operationally the tables are presented on paper to encourage ease of engagement and 
enable additional points to be easily recorded. While a subject may use the suggested 
response alternatives, they can just as easily respond in a manner that is more  
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appropriate for their task and interest. For instance, they may even sketch thumbnail 
illustrations of what is implied by a specific cell. While the form of the process is 
relatively simple, the facilitator works with system users and/or experts to build their 
confidence in completing the tables and encouraging deeper reflection. Notes and 
marks on or beside the tables are encouraged to reflect and record any other opinions 
or views. The tables encourage users to make relative assessments within each table, 
discouraging default responses. In addition, the facilitator encourages the completion 
of the tables by asking for concrete illustrations or examples of particular judgements. 

There are two general roles of the facilitator: to encourage reflection, and to record 
reflection. The facilitator's activity is to primarily work on the first of these and then 
ensure the second is provided by the participant. 

2.3 Ideas and Insights 

Having completed the table entries the facilitator and participant will have reflected 
upon the nature of the tool being examined and in doing so will be able to identify 
potential improvements. The value of employing the tables and their links to the Cog-
nitive Dimensions framework is that the resulting observations are: (i) expressed in 
generic structural terms and not in terms of local corrections or "fixes"; (ii) the 
framework can provide insights into ways in which particular dimensions re-frame the 
system being examined. Earlier we provided an example of this when one considers 
"Secondary Notation" - once an annotation is pointed out as one way improving pres-
entation and same possibility can be explored with the target system.  Overall for 
each table, alternatives and re-framings can be suggested and examined. 

3 The Case Study Context 

Our case study concerns the management of online resource authentication within 
educational institutes. Specifically the system examined supports the monitoring and 
assessment of subscription services in order to understand how services are used. It's 
development was supported by JISC and it is currently adopted by a number of UK 
universities1. The direct users are library staff and library managers who may need to 
review service uptake and, say, compare similar services. A specific example might 
be to identify whether computing students use the ACM Digital library 
(www.acm.org/dl) on a comparable basis to IEEE Explore (ieeexplore.ieee.org), or 
whether in terms of usage, say, Sciencedirect (www.sciencedirect.com) effectively 
subsumes both.  At face value this may not appear to be a particularly complex task, 
but the raw authentication data often hides subtle details. Some authentication events 
match one-to-one with accessing a publication, while others can be one-to-many, and 
on some occasions many-to-one. Such differences arise when each service chooses 
what authentication standards and policies they will use. In short, comparing service 
is a non-trivial exercise of interpreting mixed data sources. The case study tool is 
                                                           
1 See JISC website: 
http://www.jisc.ac.uk/whatwedo/programmes/aim/raptor.aspx 
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designed to help address some this complexity by integrating authentication event 
logs and to examine aggregate views of them over time. 

3.1 The Tool's User Interface 

The tool examined consists of three architectural components: a web front-end; an 
aggregator that collates and stores authentication data and performs searches; and, 
agents that send event logs to the aggregator. End users interact via the web front end 
which provides access to a “graphs” page. Figure 2 provides an illustration of this 
page, simplified to highlight the key structure and elements. On this page the user is 
able to build a search specifications, using a number of given types-of-search forms. 
Within each they are able to specify details such as: (i) the type of authentication pro-
tocol to examine; (ii) the date range of interest; (iii) the level of granularity of the 
resulting data; (iv) a series of filters that can be used to exclude authentication log 
items based upon characteristics of the log entries; and (v) a series of post-processors 
that determine alternative data presentations. In addition, users can choose to provide 
labels for data sets generated by a search and also names for the filters as they are 
applied. Having formulated a search in this manner, the data set can be generated with 
the click of an "update" button. The resulting data set is shown as a graph, with the 
options to access the same data in different formats and reports. 

 

 

Fig. 2. Schematic of the graph page with graph of dataset shown 
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4 Applying the Framework 

4.1 Initial User Interface Review 

Intended primary and secondary users were part of the project team. The team collec-
tively reviewed the system, trying out its functionality, led by an end user while  
verbally reporting to the team and responding to their comments or questions. The 
authors focused upon supporting the team in exploration and experimentation with the 
tool. The first author led this process while the other observed and recorded team 
reactions and comments. In a subsequent review of the notes, the observations were 
mapped to the tabular framework, with the questions from the framework acting as 
“leading questions” in interpreting observations. The review meeting discussed a wide 
range of tool and usage activity related concepts, and some generic high level usage 
models: (i) Finding data, (ii) Comparing data, (iii) Aggregating and interpreting data, 
and (iv) Mixed source assessment. These helped develop a common understanding of 
potential usage and direct the assessment of the tool. In particular the following three 
concepts were identified for the assessment of the tool: 

• Searches Data set specifications for finding data or comparing data 
• Data The results computed by the system in response to a data set specification 
• Services Subscribed to services, how they appear in data sets and also their relative 

cost. 

 
How easy is it to change or alter relationships between concepts? 

 Publisher service(s) Data set(s) 
Specifica-
tion(s)  Hard - Some of the filtering 

parameters seem to allow 
this but they are unclear 

 

The relationship is that of the 
search done … the post proces-
sors and filters can narrow or 
broaden the relationship. Broaden-
ing is easier than narrowing. 

Data set(s)
Hard - a data set is a product 
of one specific set of ser-
vices at the point at which 
the data set was created. 

 

Fig. 3. An example of tabular entries for the target system focusing upon ease of change 

Figure 3 illustrates one of the tables produced from this review.  
The subsequent analysis of the completed tables involved: (i) assessing how  

coherent relationships and how well the underlying factors were understood; and  
(ii) taking examples of the table relationships and re-examining them in terms of the 
alternatives suggested by the dimensions. These two processes drove further consulta-
tion with the team and allowed alternative design ideas to be examined. These im-
proved our understanding of the authentication infra-structure and the standards used, 
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while also helping examine different ways in which authentication data might be ana-
lysed, structured and managed. 

4.2 Case Study Outcomes 

Case study outcome can be expressed in terms of the concepts underpinning the tabular 
form. Here we summarise the outcomes focusing upon: abstraction and consistency. 

Abstraction. Abstraction mechanisms largely concern the creation and management 
including explicit and implicit approaches. In our assessment: (i) while the specifica-
tion of individual searches is supported by the tool, the notion of a search with a ge-
neric task oriented purpose is not. Hence, a search that might be conducted to form 
the basis of a monthly report, is not supported.  

Our consideration of data focused upon the value of placing search results next to 
each other. For instance although it is valuable to compare data in across comparable 
timeframes (e.g. seeing Jan 2011 data next to Jan 2012 data), the tool only supports 
this if the timeframe are the same. 

Consistency. Consistency as user interface principal is broadly accepted ([8,12]) 
while the specific meaning and merits are dismantled with ease ([6]). In the context of 
the tabular approach, consistency is captured by the lack of confusion between entities 
represented within a system. In the case of searches of the authentication data the 
potential to confuse searches is significant, the numerous of parameters, some of 
which are only shown via sub-dialogues, do not help. Hence, the differentiation  
between searches is very difficult.  

In a related manner the potential for confusing data sets is very high as it is the us-
er's responsibility to remember to provide a meaningful label for the data set when the 
data is generated.  

5 Reflections and Conclusions 

The evaluation of complex interactive systems following conventional approaches 
demands considerable effort and resource. Users and stakeholders are hard to access 
and as a consequence, evaluation tends to yield lists of issues in a similar vein to those 
generated from Heuristic evaluation [7]. While these issues can be collated, prioritised 
and addressed they rarely capture key structural factors that are especially important 
when examining complex interaction.  

By contrast our tabular approach links together a rich framework for exploring 
complex interaction, with a relatively easy form of conducting analysis and develop-
ing formative outcomes from that analysis. We believe this approach is of particular 
value since it appears to be less resource intensive while also generating insights re-
garding potential design alternatives. All of the issues identified in the case study 
assessment have been accepted by the development team as requiring solutions, with 
some being directly addressed.  
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The tabular approach described offers a method focused upon innovative formative 
evaluation. With the growing use of powerful data intensive systems and the likelih-
ood that non-expert users are expected to engage with them, ensuring that such  
"empowered" users can work effectively is of high importance.  

Acknowledgements. The authors would like to acknowledge the JISC Access & 
Identity Management Programme for supporting this work and staff and students at 
the host institution for participating in user based assessments. 

References 

1. Blackwell, A.F., Green, T.R.G.: A Cognitive Dimensions questionnaire optimised for us-
ers. In: Blackwell, A.F., Bilotta, E. (eds.) Proceedings of the Twelfth Annual Meeting of 
the Psychology of Programming Interest Group, pp. 137–152 (2000) 

2. Blandford, A., Green, T.R.G., Connell, I.: Formalising an understanding of user-system 
misfits. In: Bastide, R., Palanque, P., Roth, J. (eds.) DSV-IS 2004 and EHCI 2004. LNCS, 
vol. 3425, pp. 253–270. Springer, Heidelberg (2005) 

3. Dearden, A.M., Finlay, J.: Pattern languages in HCI: A critical review. Human Computer 
Interaction 21(1), 49–102 (2006), doi:10.1207/s15327051hci2101_3 

4. Green, T.R.G., Blackwell, A.F.: Design for usability using Cognitive Dimensions. Tutorial 
Session at British Computer Society Conference on Human Computer Interaction (HCI 
1998) (1998), http://www.cl.cam.ac.uk/~afb21/ 
CognitiveDimensions/CDtutorial.pdf 

5. Green, T.R.G., Blandford, A.E., Church, L., Roast, C.R., Clarke, S.: Cognitive dimensions: 
Achievements, new directions, and open questions. Journal of Visual Languages and 
Computing 17(4), 328–365 (2006), doi:10.1016/j.jvlc.2006.04.004 

6. Grudin, J.: The case against user interface consistency. CACM 32(10), 1164–1173 (1989), 
doi:10.1145/67933.67934 

7. Nielsen, J., Molich, R.: Heuristic evaluation of user interfaces. In: Chew, J.C., Whiteside, 
J. (eds.) Proceedings of the SIGCHI Conference on Human Factors in Computing Systems 
(CHI 1990), pp. 249–256. ACM, New York (1990), doi:10.1145/97243.97281 

8. Nielsen, J.: Usability Engineering. Academic Press, Boston (1993) 
9. Roast, C., Khazaei, B.: An investigation into the validation of formalised cognitive dimen-

sions. In: Doherty, G., Blandford, A. (eds.) DSVIS 2006. LNCS, vol. 4323, pp. 109–122. 
Springer, Heidelberg (2006) 

10. Roast, C., Dearden, A., Uruchurtu, E.: Using and utilizing an innovative media develop-
ment tool. In: Proceedings of the 10th Brazilian Symposium on Human Factors in Compu-
ting Systems and the 5th Latin American Confernce on Human-Computer Interaction, pp. 
145–156 (2011) 

11. Roast, C., Uruchurtu, E., Dearden, A.: The programming-like-analysis of an innovative 
media tool. In: Psychology of Programming Interest Group Annual Conference. University 
of York (2011) 

12. Scapin, L.D., Bastien, C.J.M.: Ergonomic criteria for evaluating the ergonomic quality of 
interactive systems. Behaviour and Information Technology 16, 220–231 (1997) 



 

C. Collazos, A. Liborio, and C. Rusu (Eds.): CLIHC 2013, LNCS 8278, pp. 55–58, 2013. 
© Springer International Publishing Switzerland 2013 

Setting Usability iTV Heuristics in Open-HEREDEUX 

Andrés Solano1, Llúcia Masip2, Toni Granollers2, César A. Collazos1,  
Cristian Rusu3, and José Luis Arciniegas1 

1 Universidad del Cauca (Colombia), Departamento de Sistemas, Grupo IDIS 
{afsolano,ccollazo}@unicauca.edu.co 

2 Universidad de Lleida (España), Escuela Politécnica Superior, Grupo GRIHO 
{lluciamaar,tonig}@diei.udl.cat  

3 Pontificia Universidad Católica de Valparaíso (Chile), Escuela de Ingeniería Informática, 
Grupo UseCV 

cristian.rusu@ucv.cl 

Abstract. Usability evaluation is one of the most important stages inside the 
user-centered design. Heuristic evaluation is a highlighted method due to its 
great capability to detect a high number of usability issues, its low cost and 
simplicity; however, the search and selection of the best heuristics is probably 
the most difficult task of the methodology. This paper describes the process car-
ried out to enter a set of heuristics (for interactive digital television environ-
ments) to Open Repository of the Open-HEREDEUX, which aims to minimize 
the effort to select the most suitable heuristics to evaluate an interactive system.  

Keywords: usability, heuristics, iTV, Open-HEREDEUX. 

1 Introduction 

Interactive systems are growing in popularity and with the advent of technological 
innovations, they occupies an important place in society’ priorities. Thus, the im-
provement of interactive systems is a constant challenge. In the context of audience, 
interactive systems are aimed to a broader spectrum of users each time. Such users 
are, day by day, less “experts” in the application area who puts User eXperience (UX) 
as a fundamental aspect for the success of systems software [1]. UX deals with all 
facts, internal as well as external facts of the user and interactive systems, which 
causes any feeling in the user who uses the interactive system in a specific context of 
use. UX encloses different facets related to software quality such as: usability, acces-
sibility, multiculturalism, among others. Bearing in mind that usability is one of the 
most traditional UX facets, usability evaluation is one of the most important stages 
inside the User-Centered Design [2]. Among the methods to evaluate the usability of 
a software system, heuristic evaluation as an inspection method is the one of the most 
efficient and most used methodologies. It is easy to implement, cheaper than others 
(mainly those which require end users) and able to find many usability problems [3]. 
However, it may miss specific domain problems. That is why the use of appropriate 
heuristics is highly significant. 
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Taking into account the procedure for performing a heuristic evaluation, the activi-
ty related for defining the most appropriate set of heuristics and specific system fea-
tures to be evaluated, is a key activity among those that make up the planning stage of 
the evaluation. Open-HEREDEUX (Open HEuristic REsource for Designing and 
Evaluating User eXperience) [4] has been created in order to cover all needs to ana-
lyze (based on a set of heuristics) UX and automate every possible part of the process, 
including the task of identifying the most appropriate heuristics for various systems.  

This paper describes the process undertaken to match a set of heuristics for interac-
tive digital television (iTV) applications into Open-HEREDEUX resource, specifical-
ly in Open Repository [4]. The main function of Open Repository is to store all the 
information necessary to achieve the widest source of heuristics, in order to select the 
most suitable set depending on specific aspects of the interactive system (functionali-
ties, components, features), UX facets and/or the attributes of the standard ISO/IEC 
25010 [5]. The following section describes the processes involved to enter a set of 
iTV heuristics to Open Repository are presented. Section 3 details the preliminary 
results. Finally, conclusions are presented.  

2 Including the iTV Heuristics into Open-HEREDEUX  

The process to enter the heuristics in Open Repository includes 6 tasks: 

1. Writing heuristics as declarative and interrogative sentences. The heuristics 
to be included in Open Repository should be written in two modes: as declarative 
sentences and as questions. Initially, in [6] had been proposed a set of heuristics 
for iTV applications, however, some of them were not written in an declarative or 
interrogative mode. The task of writing the heuristics in declarative mode (for de-
signers) and interrogative mode (for evaluators) was carried out manually.  

2. Discard duplicate heuristics. New heuristics should be reviewed to avoid repli-
cations. Obviously, there are common iTV heuristics to other interactive software 
systems, so it was necessary to manually decide which heuristics for iTV applica-
tions were already registered in Open Repository, and then delete them. Open 
Repository stores 363 heuristics so, the set of iTV heuristics should be compared 
with all of them. This implies a big effort to include foreign heuristics. 

3. Associating features to the heuristics. When designing an iTV application 
should be considered the physical features of interaction because users have an 
optimal vision at a particular distance from the screen; therefore, iTV applica-
tions should take into account screen resolution and contrast. Traditionally, users 
watch TV in an environment that is oriented to relaxation and comfort. However, 
nowadays users can access this medium in a wide variety of environments, from 
multiple devices and using different technologies. Open Repository currently 
presents the following features: having software part, having hardware part and 
simulate human behavior.  

4. Relationship of software and hardware components. Open-HEREDEUX  
considers a hierarchy of components defined in a previous work. Some compo-
nents were added considering the physical features of the interaction in the iTV 
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environment. The new hardware components created for covering iTV applica-
tions are: TV set, Set Top Box and remote control. The hierarchy currently stored 
in Repository consists of 57 components divided into software and hardware. 

5. Relationship of UX facets. In [4] the authors conducted a study to determine the 
UX facets which are implicitly considered in the ISO/IEC 25010 [5]. Whereupon, 
Open Repository is based on the following UX facets: accessibility, reliability, 
desirable, emotion, findable, playability, plasticity, usability, useful, multicultu-
ralism and communicability. The iTV heuristics are primarily related to the fa-
cets: usability, accessibility and findable. 

6. Evaluation of the degree of relevance of the heuristics. UX degree is conve-
nient to define different degrees of relevance to the heuristics that can be used in 
a specific interactive system. Thus the following degrees are defined: (1) U de-
gree: the heuristics of the U degree are essential to assure that the user who will 
use the interactive system will get a positive experience. (2) UU degree: the heu-
ristics of the UU degree are necessary to assure that the user who will use the in-
teractive system will get a positive experience. (3) UUU degree: it is advisable to 
consider the heuristics of the UUU degree to assure that the user who will use the 
interactive system will get a positive experience. So, to define the degree of re-
levance of the iTV heuristics was made a consensus among seven (7) experts 
with the following profile: at least 3 years of experience in heuristic evaluations, 
knowledge about the areas of Human-Computer Interaction and User-Centered 
Design and basic knowledge about iTV applications. Each expert decided indivi-
dually what UX degree best fits for each heuristic. Then, a consensus about the 
UX degree of each heuristic was obtained regarding the selection of all experts.  

3 Preliminary Results  

Due to space limitations, it is impossible to present the complete set of  iTV  
heuristics and its specific UX degree. You can see the details in: (http:// 
www.grihotools.udl.cat/openheredeux/cake_1_3/uxdegrees/showuxdegreeitv). A set 
of 142 heuristics have been entered in Open-HEREDEUX, which contribute to the 
design and evaluation of iTV applications. The designers (of user interfaces) of iTV 
applications can use Open Repository to obtain a set of useful design guidelines for 
functionalities, features, components or specific UX facets. These guidelines will be 
useful during the design process of the interaction of the user interfaces because these 
have been proposed to maximize UX. Evaluators of iTV applications can use specific 
heuristics related to functionality, feature, component, and facet to see if the interface 
being evaluated meets them or not. Likewise, Open-HEREDEUX (like heuristic eval-
uation) can be used at any stage of development of different interactive systems. The 
main benefit of Open-HEREDEUX is that it offers to UX/HCI practitioners a wide set 
of heuristics (from reliable sources and analyzed thoroughly), so that they can access 
quickly and easily the best set of heuristics. It is also important to note that Repository 
is open, so it will be constantly evolving. 
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4 Conclusions 

Organizations that develop iTV applications, and other interactive software systems, 
would benefit from the valuable information of Open Repository, which are the heu-
ristics. Currently Open Repository has 505 heuristics that can be applied to web sys-
tems, desktop applications, virtual assistants, public kiosk and iTV applications. By 
other hand, entering new heuristics to the resource is a task that demands a significant 
amount of time. The later considering the complexity of ensuring the proper and con-
sistent introduction of the data. The main future activities are related to conduct case 
studies that demonstrate the correct recommendation heuristics by the tool. Also, it is 
necessary to conduct a case study with iTV applications, in order to verify that the 
recommended heuristics for this type of interactive system are appropriate.   

Acknowledgments. This Project has been partially supported by the projects Usabi-
liTV: “Framework para la evaluación de la usabilidad de aplicaciones en entornos 
de Televisión Digital Interactiva” and the “Programa Nacional para Estudios de Doc-
torado en Colombia Año 2011, COLCIENCIAS”. 

References 

1. Sharp, H., Rogers, Y., Preece, J.: Interaction Design Beyond Human - Computer Interac-
tion, 2nd edn. Wiley, John & Sons, Incorporated (2007) 

2. Otaiza, R., Rusu, C., Roncagliolo, S.: Evaluating the usability of transactional Web Sites. 
Presented at the Third International Conference on Advances in Computer-Human Interac-
tions (ACHI 2010), Saint Maarten (2010) 

3. Nielsen, J., Molich, R.: Heuristic evaluation of user interfaces. In: Proceedings of  
the SIGCHI Conference on Human Factors in Computing Systems: Empowering People, 
pp. 249–256 (1990) 

4. Masip, L., Oliva, M., Granollers, T.: OPENHEREDEUX: open heuristic resource for design-
ing and evaluating user experience. In: Campos, P., Graham, N., Jorge, J., Nunes, N., Palan-
que, P., Winckler, M. (eds.) INTERACT 2011, Part IV. LNCS, vol. 6949, pp. 418–421. 
Springer, Heidelberg (2011) 

5. ISO, International Software Quality Standard, ISO/IEC 25010. In: Systems and Software 
Engineering - Systems and Software Quality Requirements and Evaluation (SQuaRE) - 
Systems and Software Quality Models (2011) 

6. Solano, A., Rusu, C., Collazos, C.A., Arciniegas, J.: Evaluando aplicaciones de televisión 
digital interactiva a través de heurísticas de usabilidad. Ingeniare. Revista Chilena de Inge-
niería 21, 16–29 (2013) 



 

C. Collazos, A. Liborio, and C. Rusu (Eds.): CLIHC 2013, LNCS 8278, pp. 59–62, 2013. 
© Springer International Publishing Switzerland 2013  

A Study about the Usability Evaluation of Social Systems 
from Messages in Natural Language 

Marilia S. Mendes1, Elizabeth Sucupira Furtado2, Fábio Theophilo2, Miguel Franklin1 

1 Federal University of Ceará (UFC), Fortaleza, CE, Brazil 
2 University of Fortaleza (Unifor), Fortaleza, CE, Brazil 

{mariliamendes,elizabethsfur, 
fabiotheophilo,miguel.franklin}@gmail.com 

Abstract. Social Systems are dynamic systems, with features like interactivity, 
collaboration, sharing, diversity and a large number of users, various forms of 
access, focusing on human relationships and their emotions. In HCI (Human-
Computer Interaction) there are several techniques that assess the usability of 
systems. However, such techniques do not consider the data collected from 
messages when users are interacting and expressing their feelings related to 
some difficulty in interaction. This paper presents a study about the usability 
evaluation of Social Systems from messages in Natural Language.  

Keywords: Human Computer Interaction, Usability, Natural Processing Lan-
guage, Social Systems. 

1 Introduction 

Consider Social Systems (SS) as the interactive environment in which people com-
municate, interact, collaborate and share ideas and information [1]. Also consider that 
users, when interacting with the system, praise, ask questions or complain about the 
system itself. Now imagine the amount of valuable data on the usability of the system 
that has been wasted by lack of analysis of users' posts? This paper focuses on the 
study about the evaluation of the usability in these kinds of systems. The motivation 
for this study can be summarized as follows:  

(1) SS and its characteristics: Frequent message exchange. According to [2], recent 
studies have found that people are using messages in SS, especially to ask their 
friends some questions; Spontaneity. In SS, users who use the system continuously 
spontaneously comment about their use during interactions. According to [3], ask 
users what they think about a product, how they accomplish what they want, if they 
enjoy it, if the product is aesthetically appealing and if they face with problems while 
using it – it is an obvious way to get feedback. However, a question about the use of 
the system does not come "on time". Imagine the following scenario: suddenly a user 
is faced with a problem and he/she decides to comment on it in the system itself.  
He/she will exchange ideas with other users or even express his/her dissatisfaction 
about the problem; Expressing feelings. The author [4] claims that people turn to 
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social media to express their feelings about important events in their lives, such as 
birthdays, etc. In [5], the author says that one way to deal with frustration induced by 
the computer is cashing it on the device itself or on other users expressing their feel-
ing. He also states that when users are annoyed or irritated by something new, they 
overreact by typing things that they do not even dream of saying in person.  

(2) Evaluation of usability: Many works have applied usability evaluation tech-
niques to test these types of systems. In their evaluations, we did not find works that 
consider the content that users post to communicate, focusing exclusively on the ac-
tions of users, on their mistakes and opinions, usually collected from questionnaires 
or interviews; According to [1], evaluating the usability of SS communities requires 
different approaches from those applied to evaluate software used by only one user 
and, once molded, are relatively stable. Evaluating SS requires different approaches, 
as they have peculiar characteristics as said previously. 

Thus, this paper makes an investigation about the usability evaluation in SS consi-
dering the study of Natural Language Processing (NLP). NLP aims to understand the 
language of human beings to create programs capable of interpreting messages en-
coded in natural languages [6].  

2 Works Analyzed 

Considering the context of the study on SS, we performed a search for papers about 
evaluation of usability in SS and about NPL. Usability is a measure that ensures that 
the products are easy to use, efficient, and enjoyable from the perspective of the user 
[5]. According to [5], evaluating usability in systems involves assessing the effect of 
the interface with the user by checking if he/she is satisfied or not to use the system. 
Satisfaction refers to the user’s perceptions, feelings and opinions, usually obtained 
through written or oral questions [7]. In studies in which the context was the usability 
evaluation, it was noted that the techniques used were: questionnaire [8-11], interview 
[8, 10], heuristic evaluation [9, 10], Semiotics Inspection Method (MIS) [9, 11], Bro-
kered Semiotic Inspection Method (MISI) [11], Communicability Evaluation Method 
(MAC) [12], usability testing [9], Inspection [9], Simplified Assessment of Accessi-
bility (ASA) [9] and Method for Evaluation of Collaborative Systems (MASC) [13].  

This study is based on the evaluation of the usability carried out by means of direct 
opinions of users. According to [11, 1, 5], the main techniques used to direct users to 
collect opinions and perceptions are questionnaires and interviews. The question-
naires are designed to collect data quickly (mostly quantitative) from many users. 
However, if the questions are not well made or are biased, they may induce or confuse 
the user. Furthermore, there is still the risk of the questionnaire being very long and 
users answering the questions without reading it carefully. Interviews, both individual 
and group (Focus Group, Brainstoming) are easy to understand, inexpensive and they 
have a more qualitative character. However, there is the effort to convening users. 
Also as in the questionnaires, the questions should be well formulated to achieve the 
desired goal and not to confuse the user. Another way to collect the user’s opinion 
about the system is to apply the observation technique. This technique allows us to 
understand the user, his/her environment and how his/her tasks are carried out using a 
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system [14]. Such technique, if it is not associated with interviews or questionnaires, 
does not allow the direct feedback from the user. There is so much effort into prepar-
ing visits, conducting and analyzing the results, as there is the risk of the user feels 
embarrassed to be seen. The embarrassment of the user is inherent in a usability test, 
inasmuch as it implies the observation of a person working with an interactive system 
[15]. The analyst must look for techniques and methods that reduce the level of em-
barrassment, ensuring the validity of the results.  

Besides these reasons, the use of the techniques described here will not allow spon-
taneity to the user when he/she is using the system. The users talk about the system in 
use [2], however, it is difficult to assess the usability using the content posted, for the 
following reasons: the non-deterministic nature of the user would lead the appraiser 
not to know, among the posts, which one(s) refer(s) to usability; when the user re-
ferred to it during the interaction. In this scenario, a question can emerge: how repre-
sentative is a user’s complaint? This, of course, would lead to a great deal of effort 
from the appraiser, given the amount of users and contents posted to be investigated. 
One way to solve this problem would be by automating the process of selecting the 
contents posted. But then other questions arise: what types of contents posted by users 
are related to the system usability: doubts? complaints? "cheers"? How can NLP tech-
niques assist in the extraction and processing of this content? 

User satisfaction is bound to a field called Sentiment Analysis in NLP. According 
to [16] The Sentiment Analysis, also called Opinion Mining, is the field of study that 
examines people's opinions, feelings, evaluations, attitudes and emotions related to 
products, services, organizations, people, issues, events, etc. In the following para-
graphs, we present some works that have used the NLP in order to perform a senti-
ment analysis. Such works were divided into three main categories:  

(1) Text analysis for psychological classification: the work of [17] developed a text 
analysis that counts and categorizes words in the text. After analyzing texts of 
400,000 words, including college students’ surveys, messages from lovers and tran-
scripts of the press, the authors concluded that the function of the words used have a 
strong relationship with the psychological state of people. One of the conclusions, for 
example, is that people who use a larger amount of personal pronouns in the first 
person, tend to be more depressed than those that do not use them.  

(2) A study on population: The authors of [18] calculate the weight of each word 
related to mood (positive or negative) and represent the map by means of colors. With 
this, they analyze, for example, the effect of a speech delivered by the U.S. President, 
in real time, on the listeners connected to Twitter. 

(3) Analysis of products and services: The work [19] have focused on the analysis 
of products and services by means of user feedback. In recent years, the use of sites 
for evaluation of products and services has become increasingly common. Sites 
(Booking, Decolar) provide a space for clients to disclose their personal opinions of 
products and services. The information on product reviews is of great interest both for 
businesses and consumers. Consumers are interested in the opinions of other consum-
ers when they buy a product. These studies assess the context of the sentence and  
rank the views of users as positive or negative. In a hotel review site, for example, 
customers will describe their impressions of the hotel after their stay. In this analysis, 
expressions with the word "sheets" associated with the adjective "dirty" are classified 
as a negative impression about the hotel service. These works make their assessments 



62 M.S. Mendes et al. 

 

using words related to the service offered: hotels, for example, use sheets, room ser-
vice and adjectives like dirty, clean, beautiful. There were no studies that use NLP to 
make an assessment of the SS usability. 

3 Conclusion 

This paper presented a study in progress of works about usability evaluation of SS 
and NPL. We believe that the messages of users provides a good insight into the use 
of the system. However, a tool for automatic analysis of posts would be as a support 
for evaluators to find what the users think about the system.  
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{rainarasantos,rossana,ismaylesantos,edmilsonrocha}@great.ufc.br
2 University of Valenciennes, LAMIH, CNRS UMR 8201 Valenciennes, France

kathia.oliveira@univ-valenciennes.fr

Abstract. The improvement in computational device miniaturization
and in wireless communication has moved forward relevant advances in
ubiquitous systems development. Such systems are capable of monitor-
ing environments and users in order to provide services as naturally as
possible. These systems offer new types of interactions, such as more
implicit and transparent exchanges with users. Thus, the ubiquitous sys-
tems present new challenges in quality evaluation of human-computer
interaction, as any assessment of quality should take into account the
peculiarities of these new types of interactions. This paper proposes
a quality model composed of specific characteristics and measures to
human-computer interaction quality evaluation in ubiquitous systems.
It also reports results obtained from a case study conducted to evaluate
an application based on this model.
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1 Introduction

Ubiquitous Computing is a new computing paradigm that proposes the adoption
of computational devices in various sizes, shapes and functions to support users
daily activities. These systems will be everywhere around users, connected to
each other, and providing services which have to be as natural as possible. To
achieve this, the applications are embedded in everyday objects and capable of
monitoring user behaviour and environment [1]. To that end, the interaction
between the user and the system is of utmost importance and the quality of this
interaction has a direct impact on the use and adoption of the system. In this
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scenario, it is necessary to assure that these systems support user activities in a
transparent way with little or no need for attention or input from a user.

Considering then the software quality evaluation, it is usually supported by a
quality model that defines a set of characteristics (usually known as abilities of
a system, such as usability and maintainability). Such characteristics are often
organized in a hierarchical tree that starts with a generic definition and devel-
ops into measures that allow for the product assessment. The most commonly
used quality model is the ISO 9126 Standard [2]. This standard specifies both
the usability characteristic and measures for evaluating the Human-Computer
Interaction (HCI). However, the nature of ubiquitous systems suggests that new
quality characteristics should be taken into account. For example, an evaluation
of ubiquitous systems should value an implicit and transparent user interaction
over an interaction that requires direct input from the user.

This paper proposes a quality model to support HCI evaluation in ubiquitous
systems. This model consists of characteristics and sub-characteristics that have
impacts on user interaction quality, and measures capable of evaluating them for
a particular system. It is important to mention that is not our goal to propose a
complete model with all possible characteristics and their sub-characteristics, but
rather to define a model with primary characteristics necessary for evaluating
the HCI in ubiquitous systems. We called this model TRUU Quality Model,
which means Trustability, Resource-limitedness, Usability and Ubiquity. We also
present results obtained from a case study using this quality model.

2 The Quality Evaluation of HCI in Ubiquitous Systems

Mark Weiser’s vision of ubiquitous computing is well expressed in his famous
quote: “The most profound technologies are those that disappear. They weave
themselves into the fabric of everyday life until they are indistinguishable from
it”[3]. This paradigm includes services and information provision from a variety
of computers that support users in everyday tasks. This support should be exe-
cuted without users needing to be aware that they are interacting with various
computer technologies. To achieve this goal, ubiquitous systems have to comply
with challenging requirements such as autonomy, heterogeneity, coordination of
activities, mobility and context-awareness [1].

To support these new systems, it is evident that the quality evaluation for
ubiquitous systems should take into account new characteristics to evaluate the
interaction between the user and the system. With the goal of identifying those
characteristics, we performed a large literature review using a systematic map-
ping (SM) study. SM is an empirical methodology that provides a wide overview
of a research area to establish if research evidence exists on a topic [6]. Using this
methodology1, we found 369 papers pertinent to the subject. By reading all ab-
stracts, we selected 60 papers. With a deep reading of all papers, we selected only
18 of these papers ([4][5][9][10][11][12][13][14][15][16][17][18] [19][20][21][22][23]

1 Details of this SM is out of scope of this paper, but it can be found in
http://www.great.ufc.br/maximum/images/arquivos/protocolo.pdf

http://www.great.ufc.br/maximum/images/arquivos/protocolo.pdf
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[24]) that discussed some quality characteristics specific to the HCI in ubiqui-
tous systems. Then, we found that: a) Only two papers propose a model [5][4],
but they do not present all important ubiquitous features (for example, [5] does
not consider availability and [4] does not consider transparency); b) Some of
them [17] [16], not organized in a model structure, focus in only specific aspects
ignoring important aspects from ubiquitous systems (for example, calmness [21]
and transparency [5]); and c) The papers present incomplete measures to assess
the characteristics, with no formulas, interpretation or collection methods.

As a result of this analysis, we concluded they could be complementary, be-
cause some of them have important characteristic that the others do not have.
Thus, it is important to organize a more complete quality model focused in all
aspects mentioned by those authors and that should be considered in an evalu-
ation of the HCI in ubiquitous systems.

3 The TRUU Quality Model

To define a quality model to evaluate HCI in ubiquitous systems, we decide to
analyze and synthesize the 18 papers found in the literature (see in the previous
section) concerning the subject. Based on these findings, we joined together the
existing propositions in a single quality model, specific for HCI evaluation and
called TRUU as presented in Table 1.

Table 1. The TRUU Quality Model

Characteristics Sub-characteristics References

Trustability

Security [4] [9] [10] [11] [12] [13]
Privacy [10] [13] [5] [14] [15]
Control [13] [5]

Awareness [5]

Resource-limitedness
Device Capability [12] [5] [16]
Network Capability [16]

Usability

Satisfaction [11] [5] [16] [17] [18] [19]
Ease of Use [4] [9] [13] [17] [20] [21]
Efficiency [11] [5] [13] [17]

Effectiveness [5] [13]
Familiarity [5]

Ubiquity

Context-Awareness [4] [11] [14] [9] [21] [22] [23]
Transparency [5] [23] [18]
Availability [4] [9] [13] [23]

Focus [13] [12] [5]
Calmness [13] [18] [21]

As shown in Table 1, we found characteristics that can evaluate any type
of system (for example, satisfaction) and others specific to ubiquitous systems
evaluation (for example, transparency). Then, we propose to group these specifics
characteristics (called sub-characteristics in the model) into the TRUU
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characteristics. For space reasons, we have only detailed here the sub-
characteristics from Ubiquity (that has aspects related to ubiquitous systems),
as follows:

– Context-Awareness is the ability of the system to use context to provide
relevant services to user, where relevancy depends on the user’s task [7];

– Transparency is “the extension of the system which consists of hidden com-
ponents in the physical space and interaction is performed through natural
interfaces” [5];

– Availability is the system’s capability to provide continuous access to infor-
mation resources anywhere and anytime [23];

– Focus is the system’s capability to maintain the user’s focus on the main
task [5]; and

– Calmness prevents humans from feeling overwhelmed by information [18].

To complete the TRUU Quality Model, measures were defined for evaluating
each sub-characteristic. In this paper, we focus on the measures for context-
awareness that were used in the case study presented in the next section. To
define the measures we used the Goal-Question-Metric method [8] and considered
suggestions presented in [23], [11], [4] and [25]. Using GQM, we define our goal
as to “analyse ubiquitous systems for the purpose of evaluating quality with
respect to context-awareness from the point of view of the user.

To define the questions and measures, we had to analyse the meaning of
being context-aware. [7] defines context-awareness when a system uses context
information to provide relevant services to the user. This context can include any
information used to characterize the situation of an entity, which is a person,
place, or object considered relevant to the interaction, including the user and
applications themselves. Some aspects of context-awareness directly impact HCI
quality and, therefore, they need to be evaluated. One aspect is the adaptation
correctness, which means the system adapts in a correct way, providing services
and information correctly. Some factors that can influence this correctness are:
the context correctness, as if the context is wrong, the adaptation will be likely
be wrong too; and the context changing frequency, as if the changes occur quite
often, the adaptation may not take place before another change occurs [25].

Another aspect is the time taken to adapt, since the information and/or ser-
vices should be delivered in a reasonable time to the user. Based on this analysis,
we defined the questions and measures presented in Table 2. We note that to cal-
culate the measure Adaptation Correctness and Context Correctness, we should
identify which adaptations the ubiquitous system proposes to do (for example,
adaptation for different devices) and also which context information they use
for these adaptations (for example, the screen resolution context information to
adapt the application behaviour in different devices). The resulting measures
will be the average from the individual adaptation and context correctness. The
interpretation values are an initial proposition, based on our own experiences
and [25]. They will be refined after concluding more case studies.
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Table 2. Questions and Measures

Questions Measures

What is the
adaptation
correctness
degree?

Name Formula Interpretation

Adaptation
Correctness

∑N
i=1(Ai/Bi)∗100

N

N=Number of adaptations Low - 0 to 25%
Ai=Number of correctly
performed adaptations i

Medium - 26 to 80%

Bi=Number of performed
adaptations i

High - 81 to 100%

Context
Correctness

∑N
j=1(Aj/Bj)∗100

N

M=Number of different
context information

Low - 0 to 25%

Aj=Number of corrects col-
lected context information j

Medium - 26 to 80%

Bj=Number of collected
context information j

High - 81 to 100%

Context
Frequency

F=Frequency
of changing

Low-minutes
Medium-seconds
High-milliseconds

What is the
adaptation
average time?

Adaptation
Time

T=The time
taken to
adapt

Short - milliseconds
Medium - seconds
High - minutes

4 Case Study

The case study was performed using a mobile and context-aware application
(MCAA) called GREat Tour [26]. This application is a tour guide for a large
laboratory from Federal University of Ceará. This application runs on the visi-
tor’s mobile device and provides information about the laboratory’s rooms that
s-he is visiting, using texts, images and videos.

To collect the measures presented in Table 2, we first identified the context
information and adaptations considered by GREat Tour. It presents two adap-
tations (N=2) and two context informations (M=2). The first adaptation is the
laboratory map view according to user’s location. To this purpose, the system
identifies the room through the user’s mobile device that reads the QR Code
installed in all the doors of the laboratory’s rooms. With this input, GREat
Tour updates the user’s map. The second adaptation is about showing media
according to the device battery level. When the battery level is low (0-9%), only
text appears, when it is medium (10-20%), texts and images are displayed and
when it is high (21-100%), text, images and videos are displayed.

Thus, the Adaptation Correctness measure takes into account the laboratory
map view (i=1) and the media view (i=2) as adaptations. The Context Correct-
ness measure takes into account user’s location through QR Codes (j =1) and
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battery level (j =2) as context information. The Context Frequency takes into
account changes in location (F) and the Adaptation Time, the time required to
show the new map to the user (T).

The data needed to compute the measures were collected both automatically
and manually. Automatic data were recorded in logs that contain: the URL of
map presented according to QR Code captured, the time taken to show the map
after the capture of the QR Code, the hour, minute, second and millisecond that
the context was collected to calculate the context changing, the device battery
level and the media presented with this value. Manual data was collected in
forms filled in by evaluators that followed users during the tours, observing if the
application worked correctly, in other words, identifying if the system performed
a correct adaptation with correct information.

Twelve users participated in the evaluation. All of them have experience with
MCAA and are from computer science domain. Their tasks were divided into
three laboratory tours, with each tour consisted of three rooms to be visited.
The visit consisted of updating the user map and viewing all the available in-
formations. Each tour was done with a device in different battery charge levels
for the user to experience the batteries level-based adaptation. The twelve users
were equally divided in three groups to execute the test with different sequences
of battery level, as presented in Table 3.

Table 3. The performed scenarios in our evaluation

Group 1 Group 2 Group 3

Tour Visited Rooms Battery Level

1
Seminars Room

High Low MediumLibrary
Administrative Room 1

2
Prototyping Room

Medium High LowSoftware R&D Lab 1
Meeting Room

3
Kitchen

Low Medium HighAdministrative Room 2
Research Lab

The final result was calculated by the average of all users tours. The result
is shown in Table 4. The measures about correctness had high results, only one
of them was not 100% (Adaptation Correctness). This happened because with
adaptation i=1, the wrong map was displayed. We investigated this result and
identified that the instability of the wireless network was a possible cause for this
adaptation problem. The Context Frequency measure was low, because the result
was in minutes, i.e, it takes about one minute for a context change to happen.
If changes occur frequently, the adaptation may not take place before another
change occurs, influencing measures of adaptation correctness. The Adaptation
Time was short (milliseconds). It is interesting to note that this result was
inferior than Context Frequency, favouring adaptation correctness.
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Table 4. Results

Measures Results Interpretation

AdaptationCorrectness
when i=1, 96%

98% High Correctnesswhen i=2, 100%

ContextCorrectness
when j=1, 100%

100% High Correctnesswhen j=2, 100%
ContextFrequency 00:01:37 Low Frequency
AdaptationTime 539 ms Short Time

Based on the collected results, we can see that the high degree of correctness
and low adaptation time provide to the GREat Tour application, a good HCI,
regarding context-awareness measures defined by the TRUU Quality Model.

5 Conclusion and Future Work

This paper presented a model for the HCI quality evaluation in ubiquitous sys-
tems. We also presented a case study focused on the context-awareness charac-
teristic. Currently, we are working on the execution of several case studies in
order to evaluate the whole model and also on qualitative evaluations to know
the user’s perception about the characteristics from our model.

Acknowledgments. We thank for the technical support to this work: CTQS -
Software Quality and Testing Cell of the GREat.
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Abstract. Understanding what for, when and where Computer Science students 
at the University of Costa Rica use tablets and identifying gender differences in 
their use were our goals. An online survey, which included closed and open 
questions, was conducted.  Results show that women use their tablet more for 
leisure and appreciate it for its usability. Non-working men use tablets also for 
leisure but value their functionality. Finally, working men are more interested in 
tablets as support to their work, and value usability more than non-working 
men. 

Keywords: tablet use, gender, Costa Rica. 

1 Introduction 

Tablets, as well as smartphones, are becoming more popular in Costa Rica. Currently 
telecommunications operators offer packages including a tablet at relatively low pric-
es. This change in the market place has motivated a higher rate of tablet purchases. 
According to [1], by November, 2011, 3.7% of the Costa Rica Internet traffic total 
share corresponded to non-computer devices, and 27.1% of the non-computer device 
traffic share was generated from tablets. By November 2012, Google presented an 
Internet traffic study which reveals that 30% of searches generated in Costa Rica us-
ing its web searcher came from mobile devices, particularly smartphones and tablets 
[2]. This fact represents an increase of 142% in only one year. 

Around the world, people have adopted tablets as a new mean of interaction, using 
them for searching in the Internet, interacting with other people, downloading applica-
tions, watching videos, and playing, among others. Currently market research is the 
source of the most frequently published information about tablet ownership and use. 
Pew Internet & American Life Project has reported on percentage of adults owning 
tablets in United States (US) since summer of 2010. By September, 2010, 4% of US 
adults owned a tablet, but by August 2012 this percentage had grown to 25% [3]. In 
Spain, the Interactive Advertising Bureau (IAB) reported that in 2011 only 8% of the 
Spanish population owned a tablet, but it reached 23% by 2012, which made tablets 
the device with the highest rate-of-ownership growth in that country [4]. The 2012 
IDG Global Solutions (IGS) Mobile Survey mentions that Information Technology 
(IT) professionals are especially prone to purchase and use mobile devices and, as 
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with other technologies in the past, are key decision-makers when selecting mobile 
devices, operating systems, and applications [5]. 

Little have been published on what for, when and where are tablets used. Even 
more, gender differences have not been considered. Given this lack of information, 
we defined as our goal to create a picture of how Computer Science students at the 
University of Costa Rica use tablets today. We chose this target group because they 
are or will soon become decision-makers. We also want to identify whether there are 
differences between men and women use habits. 

The structure of this paper is as follows Section 2 describes related work. Section 3 
presents the methodology followed. Section 4 shows results obtained: general usage 
pattern results, usage patterns by gender, and usage satisfaction by gender. Finally, 
Section 5 describes the conclusions of this research study. 

2 Related Work 

According to [4], in Spain by September 2012, the most common tasks done using a 
tablet were using e-mail, accessing social networks and reading news on line, most of 
the times at home. From March to May 2012, IDG Global Solutions (IGS) conducted 
a global survey on mobile Internet use, in which more than 21,000 persons around the 
world participated [5]. According to data gathered, 92% of respondents are using 
tablets for web browsing, 81% for reading emails, and 77% for using tablet applica-
tions. These activities require a screen larger than the one smartphones have. They 
conclude that tablets became personal devices mostly used for personal activities [5]. 

In the academic field, Müller et al. [6] show the results of a research project in 
which 33 people participated. The three most frequently activities reported by partici-
pants are checking emails, playing games, and using social networks. Predominantly, 
tablets are used for personal activities related to fun and relaxation, which is consis-
tent with the fact that users are within their home (couch and bed) when using tablets.  

Previous research shows that there are differences among men and women when 
interacting with computers for solving problems or following instructions. [7-8]. 
None of the identified studies on tablet use consider differences between female and 
male users. What for, when and where each gender use them are open questions and 
their answers will very likely reflect each gender´s interests and concerns.  

3 Methodology 

In order to gather information about how students use tablets, we designed an on line 
questionnaire using Lime Survey. This instrument contained 18 questions related to 
personal use, work related use, software tools used, place of use, use time, and degree 
of satisfaction. The survey included closed and open questions, and was validated by 
three professors who are tablet users. Participants were recruited through e-mail and 
the Computer Science School Facebook page. In total, 44 students volunteered to 
participate. The criteria for participating were: being a Computer Science student at 
the University of Costa Rica (undergraduate or postgraduate) and owning a tablet. 
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When the survey was online, the 44 volunteers were invited to respond it. The survey 
resulted in 42 complete responses, which means a response rate over 95%. 

Of all 42 participants who took part in the survey, 78.57% (33) were men and 
21.43% (9) were women, which is representative of the distribution of female and 
male students studying Computer Science at our University. Their age range is from 
16 to 51. While 61.9% (26) of participants study and work, 38.1% (16) only study. 
Half of the participants have used a tablet for one year or less and the other half from 
13 months up to 3 years. Their average daily use time is 4.15 hours. 

In order to find explanations to some of facts found through the survey, we addi-
tionally did follow up interviews to five students (3 women and 2 men). 

4 Results 

Survey results are presented in Section 4.1 to depict usage patterns for all the respon-
dents. In Section 4.2 and 4.3 results are analyzed by gender. 

4.1 General Usage Pattern Results 

Figure 1 presents the different activities reported as performed using tablets. Results 
are organized in descending order by frequency of use. 

 

Fig. 1. Tablet personal usage by frequency of activity 
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The most popular activities are at the top (reading personal emails, downloading 
interesting applications, and searching on the Internet). These are the same top three 
most popular activities reported by IDG Global Solutions (IGS) [5]. Activities such as 
locating specific places (GPS), searching for food recipes, watching adult material, 
and computer programming seem to be done very infrequently by the surveyed stu-
dent population. 

Not all students work during their studies (38.1% do not work).  From the ones that 
are currently employed (61.9%), most students report using their tablets at their 
workplace. Sending and answering emails, and reviewing work documents are the 
most popular work-related activities done with tablets. 

Another interesting feature of tablet usage is the location or place where tablets are 
used. They are mainly used in relaxed comfortable locations (bed or sofa) but rarely 
used in the outdoors (swimming pool, beach, at the sun or in the car) except in buses.  

Results obtained are similar to the ones reported by previous research [6]. This is 
in itself an interesting result since it highlights that tablet use patterns can be regarded 
as similar amongst individuals of different countries.  

In Sections 4.2 and 4.3 we will analyze whether there are gender differences on 
tablet pattern usage. 

4.2 Usage Patterns by Gender 

Figure 2 presents the average frequency of the activities reported as performed using 
tablets, by gender.  The average frequency was calculated using the following scale 
Very Frequently =4, Frequently = 3, Sometimes = 2, Almost Never =1, and Never =0.  
Thus, higher average frequency of use is reflected by greater distance from the center. 

Some of the activities reflect similar behavior for both men and women, for exam-
ple, reading personal emails, and searching on the Internet.  Others exhibit behaviors 
that are foreseeable (at least in Latin American countries), like men using them more 
frequently to watch adult material than women, or women searching for food recipes 
more frequently than men. Some differences are important to take into account, like 
men more frequently reading news and newspapers, reading books, scheduling activi-
ties, editing documents, and taking classroom notes than women. This seems to sug-
gest that men use their tablets to review content, and in more formal contexts than 
women. 

Results that are surprising are that women utilize tablets more frequently than men 
for playing, and listening to music, and men use them more than women for interact-
ing in social networks. Follow up interviews gave some light on these differences.  
Women argue that they like simple games, like cards and children games which can 
be easily downloaded as tablet applications, whereas men prefer more sophisticated 
games, and better sound quality music, deterring them from using their tablets for 
these activities.  

Men´s more frequent interaction through social networks using their tablets can be 
related to the fact that they use tablets to review content. This was confirmed in  
follow up interviews. 
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Fig. 2. Tablet personal usage by gender 

Similar to results reported by Múller et al. [6], bed and sofa are the most popular 
places to use tablets.  Figure 3 confirmed our belief that women use their tablet more 
often for relax activities than men.  Moreover, men, more than women, use their tab-
lets in more structured settings, like table, desk, classroom, and office.  

 

Fig. 3. Tablet usage location by gender 

Women tend also to use tablets more at night than during the day than men (see 
Figure 4) and their average daily use time is slightly, but not significantly,  higher 
(4.33 hours for women against 4.1 hours for men). 

As tablet usage patterns are important for their design, drivers of user satisfaction 
may be valuable sources of information for human computer interaction specialists. 
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Fig. 4. Tablet daily use patterns by gender 

4.3 Usage Satisfaction by Gender 

Figure 5 shows that tablet owners are mostly satisfied or very satisfied with their tab-
let.  However, satisfaction is slightly higher for men than for women. 

 

Fig. 5. Tablet user satisfaction by gender 

What do you like most of your table? was an open question in our survey instru-
ment. The answers were aggregated into tablet characteristics and the results were 
tabulated on Table 1, by gender and working status. Data on Table 1 were analyzed 
using correspondence analysis. Figure 6 shows a perceptual map reflecting graphical-
ly the differences among four user groups (represented in red). In a perceptual map, 
issues grouped together are said to be related. Therefore, long distance between user 
groups represents differences. Statistically, the resulting graph explains 88.69% of the 
data variation.  From it, it can be seen that working women and non-working women 
are more similar between themselves than working men and non-working men. 
Moreover, it can be argued, based on Fig. 6, that women and men have different rea-
sons for liking tablets. 

After analyzing where characteristics are located in the perceptual map, graph axes 
were given names: the vertical axis reflecting the dichotomy between leisure and 
work, and the horizontal axis between functionality and usability. Women use their 
tablet more for leisure and appreciate it for its usability. Non-working men use tablets 
also for leisure but appreciate their functionality. Finally, working men are more  
interested in tablet as support to their work, and value usability more than  
non-working men. 
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Table 1. Frequency of tablet characteristics, by gender and working status 

Code Characteristic 
Working 
women 

Non-
working 
women 

Working 
men 

Non-
working 

men 
APA Application availability 1 2 5 3 
BAL Battery life 1 0 1 2 
BOA Book availability/reading 0 0 3 0 
EAI Easy to access information 1 2 0 0 
EMA Email alarms 0 0 0 1 
EUE Enjoyable user experience 0 0 0 1 
EUS Easy to use 1 0 2 0 
GAM Games 0 0 0 1 
GPS Support to geog. location  0 0 0 1 
IOD Integration with other devices 0 0 2 0 
MEE Memory expandability 0 0 0 1 
OSF Operating System Features 1 2 1 0 
PRF Processor features 0 0 4 5 
PRI Price 0 0 2 2 
SCI Screen interface 1 1 1 1 
SCR Screen resolution 0 0 3 0 
SCS Screen size 0 0 1 0 
SDF Software development facilities 0 0 1 0 
STW Support to work 0 0 0 1 
TAR Tablet always ready 0 0 0 2 
TRA Transportability 0 1 6 4 
TSI Tablet size 2 1 6 1 
TWE Table weight 1 0 2 1 
VER Versatility 0 1 4 1 

 

Fig. 6. Perceptual map showing relation among user groups and tablet characteristics 



78 M. Calderón and G. Marín 

 

We asked students about what they do not like from their tablets. The three top 
characteristics they responded are related to limitations imposed by the tablet operat-
ing system (women 33% and men 21%), user interface (women 22% and men 21%), 
and short battery life (women 33% and men 12%). These statistics are congruent with 
the fact that men are slightly more satisfied with their tablets than women (Figure 5). 
Only men (6%) complained of poor processor performance and software development 
limitations, consistent with the fact that men use tablets as a support to work tasks. 

5 Conclusions 

Computer Science students using tablets follow the same usage patterns reported by 
previous market and academic research efforts. This in itself is interesting since it can 
contribute to consolidate results obtained elsewhere.  However, our more important 
contribution is that different tablet usage patterns between men and women were de-
picted. Women use tablets mostly at home, in bed and sofas, and are more interested 
in usability and leisure. Men use them more than women at work and in more struc-
tured scenarios. They are more interested in functionality and tablets as support to 
work activities. These findings might be important for future tablet design and human 
computer interface customization. 
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Abstract. Despite technological efforts that have been implemented so that 
users can navigate on the Internet with increased control of the privacy of their 
information, results are not always as expected. The lack of information 
security culture and the inconsistency of preventive or corrective interfaces 
among common applications create confusion in people and insecurity about 
the use of their information by third parties. Some researchers have suggested 
that the application of learning styles to build interfaces can facilitate users’ 
cognitive ergonomics. This paper presents the current relationship between the 
management of personal data privacy, user interface and learning styles through 
an ethnographic study. These relationships suggest a model to navigate among 
these components and improve user experience. 

Keywords: Human factors, usability, security. 

1 Introduction 

There are important factors to be considered by users to manage their privacy on the 
Internet. Most users usually move quickly through default settings when they install 
or use software without reading the details. Internet sites maintain records that 
indicate whether privacy notices were read and the terms and conditions of use of 
personal data were accepted. However, users in general are not aware of the 
consequences of the accepted terms. When any software has been used for a while, 
the risks associated with the information provided at the beginning or during usage 
are not evident. Users interact with applications on a daily basis without being certain 
of what can happen if a third party misuses the data they capture. Today, there is no 
universal format for presenting the elements of a website privacy notice and the 
associated risks for the owner of the information. There are international laws applied 
in some countries that require legal language to show how stored information can be 
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handled by a third party. The interface is critical at all times to support user decisions 
on this issue. Some research papers have suggested the application of learning styles 
for building interfaces; however there is no evidence of their application in the 
management of the information privacy of Internet users. This paper reports initial 
findings on how learning styles and user interfaces are related with the way the 
privacy of personal information is managed. The paper is organized as follows: 
Section 2 discusses the main issues in the realm of information privacy on the 
Internet. The main problem is defined in Section 3, whereas Section 4 describes the 
methodology followed in our study. Our initial results are presented in Section 5 and 
discussed further in Section 6. Finally, Section 7 presents the conclusions derived 
from our study. 

2 Internet Privacy 

The increasing use of diverse technologies has made it possible for personal user 
information to be used for purposes other than those originally intended. Sometimes 
personal data may be transferred to other entities without   the owner’s explicit 
consent. From the perspective of personal data protection, the owner of the data has 
the right and the freedom to decide what to communicate, when and to whom, 
maintaining control over their personal information at all times [1]. Due to problems 
that have arisen (identity theft, fraud, etc.), international organizations have proposed 
mechanisms for software developers to include options that strengthen user privacy. 
On the technical side it has been possible to detect and provide solutions [2]. 
However, the low level of information security culture and unsuitable interface 
designs cause the average user to remain unaware of the solutions available [3]. 

Some systems offer privacy options in legal language that is unclear to the average 
user. Some people, by curiosity or necessity, take time to understand the concepts to 
strengthen measures to prevent or solve privacy problems. However, each type of 
software handles terms and symbols differently, thus causing frustration and rejection. 
A paper published in 2011 [4] suggested that making the risks that can affect the 
privacy of users of a Web application explicit, can help them make better  decisions 
regarding this issue. However, for some users, static design discourages the use of 
these applications. Considering human factors in safety mechanisms has increased the 
efficiency of the proposed solutions. 

During the last years, researchers have found some relationship between security 
topics and human factors as shown in Table 1.   

From the perspective of neurophysiology and psychology, some articles have 
proposed cognitive, affective and physiological models with features that indicate 
how people perceive their interactions and respond to learning environments [9]. 
These are referred to as learning styles and have contributed to the educational 
process in recent years [10]. Some research projects have suggested their application 
to generate interfaces that facilitate users' cognitive ergonomics [11-13]. 
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Table 1. Relationship between security topics and human factors 

Research Security factors Human 
factors 

An online study [5] showed that policy 
formats do have significant impact on 
users’ ability to both quickly and accurately 
find information and on users’ attitudes 
regarding the experience of using privacy 
policies. In another study, [6] participants 
did not continue reading the full policy 
when the information they sought was not 
available at short notice.  

Policy formats   Unclear 
language, 
finding 
information, 
recognizing 
personal data. 

However, users interviewed in Switzerland 
and India feel responsible for protecting 
their sensitive documents themselves, 
instead of relying on cloud storage 
providers. It shows that end-users have a 
strong belief, fueled by media stories and 
hacker stereotypes, that the Internet is 
intrinsically insecure [7]. 

Cloud storage Unreliable 

A job studied both the relationship between 
demographics and phishing susceptibility. 
Gender and age are two key demographics 
that predict phishing susceptibility [8]. 

Phishing 
susceptibility 

Demographics 

A study revealed than people really get 
angry about apps in social networks 
because they take and redistribute their 
personal information without consulting 
them first , in spite of the fact that it is 
specified somewhere in the social network 
[4].   

Third-party 
access and 
redistributing 
data 

Concern, anger, 
frustration 

3 The Problem 

The number of Internet users is increasing globally and this trend is expected to 
continue. In a national study with adults, it is observed that 13% said that information 
owners are responsible for the proper treatment of personal data. However, 31% could 
not define what personal data may be and only 19% always read the privacy notice of 
a web site, whereas 62% of those surveyed take over 4 minutes to read it.  61% do not 
know how their information will be handled in the social networks they are involved 
in [14]. 
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These data reveal the following: 

1. The growing number of Internet users lack information security culture in 
the area of data privacy. 

2. Users have interfaces at their disposal to manage their privacy but do not use 
them. 

3. Adult Internet users do not know how to apply security measures. 
 

The legal terms in extensive privacy policies generate feelings of insecurity, 
uncertainty or indifference in users as to the processing of personal data. People do 
not know the real effect of what they share on line.  Sometimes, they delegate 
responsibility for information management to the default options presented by the 
interface. So far, learning styles have not been considered to define the elements of 
privacy notices and their relationship with users. This also limits developers to 
creating interfaces that meet the goal of helping surfers in their decision making. 

Multidisciplinary teams work to create interfaces and follow the legal requirements 
in each country. Software components and graphic elements have been associated 
with the concept of security. However, it cannot be ignored that there are different 
user profiles and static designs cannot cover all of them.  Learning styles and design 
theories have been applied to create virtual environments to improve cognitive 
ergonomics. Color has been used as a quantifiable variable of human-computer 
interaction. So far, no other variables have been proposed to associate privacy with 
personality features. 

3.1 Objective 

The goal of this research is to identify the current relationship among the factors of 
the privacy management of personal data, user interface and learning styles. 

3.2 Specific Objectives 

1. To identify the current relationship between technical and human factors in 
Internet use and information privacy 

2. To establish a relationship between privacy management and learning styles 
of web users. 

3. To recognize the factors considered by users to be critical in managing their 
privacy. 

4 Methodology 

A quantitative analysis of data was performed. It was based on a parametric analysis 
using frequencies and correlation coefficients [13]. Frequency analysis and the 
Pearson correlation method were applied using the SPSS software to identify  
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relationships between the study variables. A survey was applied to 280 students in a 
University in the city of Puebla, México, with a total population of 8157 students. 
Their participation was voluntary and compensation was not offered to participants. 
For a significant sample, the number of respondents was proportional to the total 
number of students for each major discipline as seen in Table 2. Only 275 surveys 
were used for the study. This presents a confidence level of 95% with an error  
of 5.81%. 

4.1 Demographics 

Demographic factors considered are: Major, semester, sex and age, as seen in Tables 
2, 3, 4 and 5. The study inquired about the predominant learning style of the 
participants [15]. It recognized the significant presence of the four styles in the entire 
sample as shown in Table 6. 

4.2 Study Questions 

The study was designed to include three blocks in a third version of the survey: 
 

1) Demographics. 
2) Learning style: People selected their significant learning style based on: 

 
Active: Improviser, discoverer, adventurous and spontaneous. I prefer to do 
and experiment. 
Pragmatic: Impatient, experimenter, practical, effective and realistic. I 
prefer to try things out to see their functionality. 
Reflective: Prudent, cautious, researcher, collector, analytical and thorough. 
I prefer to observe and reflect. 
Theoretical: Methodical, logical, objective, critical and structured. I prefer 
to understand the concepts, ideas and relationships between them. 

 
3) We presented a seven-point Likert (0: not at all important, 6: extremely 

important). We asked eight questions to understand their knowledge of 
privacy and we asked four questions to better understand some interface 
factors: 
 
Rate the importance in degree of the following activities when you browse 
any website: 
 

1. Identifying who collects your personal data. 
2. Knowing what they are being used for. 
3. Applying basic privacy measures. 
4. Reading the privacy notice.  
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5. Recognizing the main elements in a privacy notice. 
6. Knowing the federal law about protecting personal data in your 

country. 
7. Identifying how you will be notified if there are changes in the 

privacy notice in a site. 
8. Identifying options for checking, modifying or canceling your data. 
9. Simple language. 
10. Attractive interface design. 
11. Customizing the browser. 
12. Suggestions about interface customization according to your tastes. 

 
The relationship among these variables was analyzed using SPSS [16]. The reliability 
of the instrument was validated based on Cronbach's Alpha of 0.863 as shown in 
Table 7 and Table 8. 

4.3 Correlation between Study Variables 

Based on the results obtained by the Pearson Correlation Coefficient, the most 
significant relationships of the factors that users consider important to manage 
personal data privacy when browsing any website  can be summarized as shown in 
Fig. 1. 

 

 
 

Interface factor  Privacy factor 
 

Fig. 1. Significant relationships based on Pearson Correlation Coefficient 

At the end of the survey, participants were asked about the overall rate of 
satisfaction about the decisions made regarding privacy of data (0 is no satisfaction 
and 10 is complete satisfaction). The results are presented in Table 9. 
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Table 2. Major 

Major Frequency Percentage 

Accounting and Senior Management 6 2.3 

Agronomic Engineering 3 1.1 

Architecture 10 3.6 

Automotive Design Engineering 10 3.6 

Bionic Engineering 5 1.8 

Biotechnology Engineering 2 0.7 

Business Administration 5 1.8 

Chemical Engineering 2 0.7 

Cinema and Audiovisual Production 7 2.5 

Civil Engineering 5 1.8 

Communications 6 2.2 

Computer Systems Engineering 6 2.2 

Design and Advertising Production 13 4.7 

Economics 1 0.4 

Electronic Engineering 4 1.5 

Environmental Engineering 11 4 

Financial and Stock Market 
Management 1 0.4 

Gastronomy 9 3.3 

Humanities 2 0.7 

Industrial Engineering 11 4 

Intelligence Business 4 1.5 

International Relations 3 1.1 

International Trade 10 3.7 

Journalism 1 0.4 

Law 6 2.2 

Marketing 5 1.8 

Mechatronics Engineering 9 3.3 

Medicine 71 25.8 

Institutional Management 5 1.9 

Nursing 7 2.5 

Nutrition 4 1.5 

Odontology 9 2.9 

Pedagogy 2 0.7 

Philosophy 3 1.2 

Physiotherapy 5 1.8 

Political Sciences 1 0.4 

Psychology 5 1.8 

Psychopedagogy 2 0.7 

Veterinary Medicine and Zootechnics 4 1.5 

Table 3. Semester 

Semester Frequency Percentage 
1 46 16.7 

2 8 2.9 

3 47 17.1 

4 15 5.5 

5 57 20.7 

6 17 6.2 

7 48 17.5 

8 12 4.4 

9 18 6.5 

10 5 1.8 

11 or more 2 0.8 

Total 275 100 

Table 4. Sex 

Sex Frequency Percentage 
Male 136 49.5 

Female 138 50.5 

Total 275 100 

Table 5. Age 

Age Frequency Percentage 
17 4 1.5 

18 26 9.5 

19 50 18.2 

20 63 22.9 

21 56 20.4 

22 35 12.7 

23 29 10.5 

24 7 2.5 

25 5 1.8 

Total 275 100 

Table 6. Learning style 

Learning 
style Frequency Percentage 
Active 78 28.4 

Reflexive 73 26.5 

Theoretical 56 20.4 

Pragmatic 68 24.7 

Total 275 100 
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Table 7. Summary of case processing Table 8. Statistical reliability 
 

  N % 
Cases Excluded 275 100 

Valida 0 0 

Total 275 100 

a. Deletion based on all variables in the procedure.

5 Results 

5.1 General Results 

These are the main results from this study: 

• A majority of users, regardless of their learning style, present a similar 
handling of their privacy. 

• 85.8% identify their personal information. 
• 56.7% know what a Privacy Notice is. 
• 87.6% were not aware of the existence of federal laws about the protection of 

personal data.  
• 18.9% apply online measures to maintain the privacy of their personal data. 
• A majority of users recognize that it is important to know what third parties 

do with their personal data; however, no security measures are applied  
(Fig. 2) 

• 18.2% of participants read the online privacy notices of the pages they visit 
and take from one to four minutes. (Fig. 3) 

• 48% customize their browser (Fig. 4 and Fig. 5) 
• Most respondents have a high level of satisfaction about their privacy 

decisions. (Fig. 6) 
• To manage their privacy, 81.5% would like their tastes for interface 

customization to be taken into consideration. 
• 81.5% expect a simple format and attractive design in a privacy notice. 

 
The four most significant correlations based on the Pearson correlation coefficient 
are: 
 

1. Interfaces must have attractive and simple language (.815 **) 
2. Changes to the privacy policies should be displayed in plain language (.805 

**) 
3. Changes to the privacy policies should be displayed in an attractive design 

(.679 **) 
4. The use of personal data should be displayed in plain language (.623 **) 

 
 

Cronbach's 
Alpha    N elements 
0.863 12 
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Table 9. Overall rate of satisfaction 

Valids Frequency Percentage 
1 4 1.5 
2 31 11.3 
3 21 7.6 
4 25 9.1 
5 41 14.9 
6 34 12.4 
7 45 16.4 
8 51 18.5 
9 22 8.0 
10 1 0.4 
Total 275 100.0 

 

 
 

What  are third parties doing with my data? 
 

7-point Likert scale (0 = not important, 6: extremely 
important) 

 

                                                                               Fig. 2. Use of personal data and security measures 

 

Fig. 3. Learning style and reading privacy 
notices 

 

 

Fig. 4. Learning style and browser 
customization 

 

Fig. 5. Browser customization and security 
measures 

 
1=Dissatisfied  10=Fully satisfied 

Fig. 6. Overall satisfaction about privacy 
decisions 

6 Discussion 

The study was conducted with students from different undergraduate semesters of all 
the existing majors in a university. These characteristics assume a particular approach 
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and management of information technology and also assume a certain socioeconomic 
level for a geographic area. Future studies could include people who are outside the 
set explicitly considered in this ethnographic study and compare the results. The 
previous experience of the participants was taken into account and a usability study 
with any particular type of software was not applied. This study considered a 
particular learning styles theory because there are already tools that allow for their 
identification; however, it is recognized that there are other theories to consider. 

In the context of information privacy, interface design is crucial for managing the 
security of Internet users (see Fig. 1). Current interfaces do not support the process of 
understanding the basics of this topic, as some authors have suggested, but the results 
are not as expected. The absolute values of Pearson's correlation coefficients may 
suggest a hierarchical navigation between these components. Most respondents 
customize their interface when surfing on the Internet; however, no security measures 
are applied (see Fig. 5). This presents areas of opportunity for the proposal of 
alternate mechanisms to present this information and encourage its application. 

This study distinguishes similar behavior in how people manage issues about 
personal data regardless of their learning style (see Fig. 3). Users want customization 
preferences to be taken into account (see Fig. 5). What effect would be generated by 
considering these preferences in the management of personal data? Would different 
behavior be observed, in accordance with their learning styles? 

This study recognizes the importance of privacy for users and the high degree of 
satisfaction they claim to have with their decisions regarding privacy (see Fig. 6). 
However, no security measures are applied by users (see Fig. 5), so this is an obvious 
problem. But users want their configuration tastes to be taken into account (see Fig. 5) 
and recognize the importance of protecting their data (see Fig. 2). This means that 
there are a number of opportunities to propose alternative mechanisms to provide 
information and promote the implementation of security measures. 

7 Conclusions 

This study shows that the factors related to user interface should be considered from 
the perspective of security. It would be desirable to provide implementation 
guidelines that relate the critical factors of information privacy and interface design 
topics. All learning styles show similar behavior in regards to the interfaces of current 
privacy management. There is an obvious problem in that users are satisfied with their 
decisions about the handling of their information without safety measures. 
Understanding how people perceive and respond to these interactions could bring 
benefits in terms of increasing their security and in allowing developers to have a 
framework to improve user experience and system usability. 
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Abstract. In order to attract women to the area of computing there are several 
initiatives in the Brazilian context. The project named Meninas Digitais (Digital 
Girls) is one of them. In this paper we discuss one experiment carried out in the 
context of this project. A Computer Science Unplugged activity (The Chocolate 
Factory) was performed in a Brazilian state school. The activity was about HCI 
design and was done with nine teenagers. Most of these girls do not have a 
computer, so they rarely use one. The experiment was their first contact  
with a topic related to concepts of HCI design, and the girls succeeded in the 
activity giving interesting solutions for the problem situations presented.  
The experiment showed that it is possible to introduce some activities to ele-
mentary school students so as to present HCI and promote courses in the area of 
Computing.  

Keywords: HCI design, Computer Science Unplugged, Women in IT. 

1 Introduction 

The participation of women, where computing is involved, both in academia and in 
the job market has been much discussed. The IEEE Women in Engineering (WIE) [6] 
is dedicated to promoting women scientists and engineers, facilitating the recruitment 
and retention of women in technical disciplines globally.  

The Brazilian Computer Society (SBC) has held, in the last years, the WIT (Wom-
en in Information Technology) [7] - a workshop to discuss subjects related to gender 
and IT. The Project Meninas Digitais [5] was created from discussions in the WIT, 
the main objective of which is to promote Computing and technology for girls from 
ten to sixteen at the end of elementary school or middle school, in order to generate 
interest in the area and motivate them to choose Computer Science as a career. Sever-
al activities are being carried out by various collaborators throughout Brazil  
such as lectures, technical visits and other initiatives. This paper presents one of these 
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activities and brings some of its results and insights from one pilot experiment con-
ducted in a public school in the city of Cuiabá-MT/Brazil. The activity, based on one 
of the proposals of the Computer Science Unplugged Project for the area of Human-
Computer Interaction [2], was held with nine teenager students. Among our aims we 
seek to promote strategies in the area of Human-Computer Interaction (HCI) for the 
dissemination of a computing career for girls. 

2 HCI Design Without Computer 

The Computer Science Unplugged Project [1] has as its main objective the promotion 
of Computer Science as an interesting, engaging and intellectually stimulating subject 
for young people. Therefore, they have developed a series of activities addressing 
various topics in Computing including that of HCI – Human-computer interaction. 
“The Chocolate Factory activity” addresses human interface design [2]. It was trans-
lated into Brazilian Portuguese to be used by the girls in our experiment [3].  

The setting is that of a chocolate factory and the users are the Oompa-Loompas1 
who have a number of characteristics that need to be considered: they cannot write, 
they cannot read and have very bad memories. Because of this, they have difficulty  
in remembering what to do in order to run the chocolate factory and things often  
go wrong. The goal of the activity, which consists of five tasks2 is to design a new 
factory that is supposed to be very easy for them to operate [2]. 

The experiment was conducted at the Municipal School of Basic Education Lenine 
Campos Póvoas on the outskirts of Cuiabá (MT) with nine girls who accepted the 
invitation and brought the consent form signed by a parent or legal guardian. Three 
affinity groups were formed with three girls in each. The tasks were explained with 
the use of slides and a data projector. At the end, a questionnaire was used to record 
the profile of the participants and the careers they intend to follow. The results and 
insights obtained are reported as follows. 

3 Findings 

3.1 Questionnaire Analysis 

The participants were thirteen (three), fourteen (three) and fifteen (three) years old.  
Only three out of nine girls have computers at home and consequently, the use of 
computers is very rare. Only two girls answered that they use computers daily whilst 
the others reported using one hour occasionally. Therefore, access to the internet is 
also very sporadic.  

When they use the computer it is mainly for communication purposes. They also 
use it for studying activities, games, music and photos. The girls were questioned 

                                                           
1 The scenario is based on British book Charlie and the Chocolate Factory, by Roald Dahl, 

published in 1964, which inspired a movie of the same name, released in 2005. 
2 But only four of them were conducted because of time limitations. 
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about their knowledge of Computer Science courses. Eight of them replied “None” 
and one answered “I know that it is a new course and has a lot of good things.”. This 
reflects their experience with computers.  

When questioned about their professional careers (“Do you already know the pro-
fessional career would you like to follow? Why?”) two girls gave generic answers, 
one of them answered “No” and the others mentioned Accounting, Engineering, 
Agronomy Architecture (three of them) and Law. Most of them justified their choices 
because they like Math. 

From these answers it is possible to identify a potential interest for the Computer 
Science area since three of the girls like Math. We can also interpret that Human- 
Computer Interaction could be an area of interest since it can be related to Architec-
ture in the sense that both are concerned with people and interaction and deal with 
creative activities [4]. Consequently, it shows that it is necessary to increase activities 
in Brazilian schools, especially public schools, to promote the Computer Science area. 

3.2 The Experiment Analysis 

Task 1 – The door design: All of the groups chose the labeled door. On the other 
hand, although they chose one of the types suggested by the experiment, the girls 
mentioned that an automatic door would suit better. In spite of having a very creative 
insight they didn´t register this on the worksheet showing that it is difficult to break 
paradigms. This result indicates that is necessary to explore with the girls that for each 
different situation it would be important to study possibilities but also to propose new 
ones. 
 
Task 2 – Redesign the stove: Two groups used labels to indicate the controls of the 
stove, one with numbers and the other with letters. Although they are interesting 
mapping designs the suggestions are not suitable for the Oompa-Loompas since they 
can’t read. Group three´s design was the best one offering a direct mapping without 
using labels. Their suggestion is the safest one because it prevents the Oompa-
Loompas from burning their sleeves when reaching across the burners to adjust the 
controls.  
 
Task 3 – Visual warning system: All the groups respected the Oompa-Loompas’ 
traffic light color pattern (yellow means stop, red means go, and green means slow). 
However, each group arranged the commands in a different order. Interestingly, none 
of them used the visual layout of classic traffic lights. This can be interpreted as 
showing a good understanding of the differences between the girls’ (designer) world 
and the Oompa-Loompas’ (user) land.  

Nevertheless, Group 1 put the colors in the reverse order: green, yellow and red. 
Group 2, in its turn, put the commands in the same order of classic traffic lights – 
stop, slow down and go. The solution proposed by Group 3 doesn’t use either color or 
the command order of classic traffics light.  
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Task 4 – Cupboard design: Group 1 used a color pattern with written labels to identi-
fy each type of utensil. Probably, the color alternative is a consequence of the pre-
vious activity that dealt with colors. It is interesting the way that the girls applied the 
concept of reuse, very common in Computer Science activities, without knowing it. 
However, this is not a good solution, firstly because the Oompa-Loompas can’t read, 
and secondly because they will need to memorize which color represents which uten-
sil, and they are very bad at remembering things. This alerts us to the fact that reuse 
may not suit design problems especially when the users have specific characteristics. 
In their turns, groups 2 and 3 proposed better solutions using figures to represent the 
utensils.  

In all of the activities the girls proposed solutions ignoring the Oompa-Loompas’ 
reading disability.  

4 Discussion and Future Works 

The girls showed a high level of involvement in the activities and despite having little 
experience with computers they are curious about the computing area and accepted 
taking part in order to know more about it. 

Their responses to the design problems proposed in the activities were interesting, 
especially in the first activity where they came up with a creative option by suggest-
ing the automatic door. However, it is important to explore the importance of consi-
dering the users’ characteristic in designing the solutions. One possible way is to use 
their interest in Architecture to construct the relationship between a building project 
and an interface project. 

The kind of activity conducted in this experiment is very important to give an op-
portunity to disseminate the Computer Science area not only for the girls, but also for 
the teachers and the schools. New experiments are been planned in other Brazilian 
cities and schools in order to continue the work of bringing knowledge about  compu-
ting and also to collect more evidence on the Brazilian reality in relation to the use 
and knowledge of technology. 
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Abstract.  We explore the use of a virtual rehabilitation platform as the interac-
tion means for physical activation and cognitive stimulation of elders. A usa-
bility evaluation of actual and projected use of the tool suggests that this could 
be feasible to perform. Elders perceived the use of the evaluated tool as useful 
(93.75/100), easy to use (93.75/100) and pleasurable to use (91.66/100) during 
an actual activation and stimulation session. Previous experience on the use of 
computers by the participants did not significantly impact on their usability per-
ception for most of the included factors, with the sole exception being the per-
ception of anxiety. This is an encouraging result to reuse and adapt technologies 
from “close” domains (e.g., virtual rehabilitation). In addition, this can reduce 
development times and cost, and facilitate knowledge transfer into the domain 
of physical activation and cognitive stimulation of elders.  

Keywords: Usability study, virtual rehabilitation, cognitive stimulation,  
physical activation, elders. 

1 Introduction 

Life expectancy of human beings has increased over the past few decades. However, 
longer living impacts the quality of life at an old age, as an increased age is usually 
associated with a decline in the physical and cognitive abilities of elders. This decline 
may be due to, or aggravated by, the existence of wear or disease. Technology can 
potentially help alleviating the decline in innovative ways [e.g. 2, 9, 10].  

Under this latter goal we are interested in investigating the development of tech-
nology that supports the physical activation of the elderly and their cognitive stimula-
tion in order to meet both the physical and the cognitive aspects concurrently. In  
this paper, rather than developing new technology, we explore an alternative ap-
proach; reusing existing exogenous technology. We present an exercise that takes a 
virtual rehabilitation system of the upper limb, and evaluates its usability as an inte-
raction means for the physical activation and cognitive stimulation of the elderly. If 
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succeeding, that will open the door for cross-breeding technologies across domains. In 
particular, in this first study we are interested in usability; i) obtaining the elders’ 
perception regarding the use of the rehabilitation tool as an interaction means for an 
activation and cognitive stimulation application, and ii) whether the novelty of the 
device and application has an effect on the perception of users that have (or have not) 
experience on the use of this or similar technology. 

2 Background 

Virtual Rehabilitation. Brain injury resulting from stroke or palsy often leaves pa-
tients with motor impairment. Several rehabilitation therapies are available for motor 
restoration [1]. Among them, virtual reality based therapies have recently become a 
valid alternative, an option that is now known as virtual rehabilitation [2]. Virtual 
rehabilitation commonly involves concealing rehabilitation exercises as serious 
games. By now, a few tens of virtual rehabilitation platforms have been developed 
[3]. For the experiments presented in this work we rely on Gesture Therapy (GT) [3, 
4], a low cost virtual rehabilitation platform for the upper limb illustrated in Figure 1. 
GT has demonstrated clinical value similar to occupational therapy in two different 
trials but with an edge on motivation [4, 5].  

 

Fig. 1. The Gesture therapy virtual rehabilitation platform for the upper limb. Gesture Therapy 
characteristic gripper permits controlling of the user avatar through tracking of the colorful ball 
as well as monitoring gripping forces by an incorporated pressure sensor. Serious games of the 
platform as the one pictured encourage repetitive exercises beneficial for motor rehabilitation. 

Cognitive Stimulation for the Elderly. Some age-related diseases, such as Alzhei-
mer, are accompanied by the patient's cognitive decline. Cognitive decline is characte-
rized by difficulties in one of the following: memory and learning, attention and  
concentration, problem solving and abstraction, language comprehension and word 
finding and/or visual functioning [6]. Cognitive stimulation is a non-pharmacological 
intervention for people with dementia by which a range of enjoyable activities bring 
forth general stimulation for thinking, concentration and memory usually in a social 
setting, such as a small group [7]. Frequent participation in cognitive stimulation  
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activities reduces the risk of suffering a cognitive decline related disease, improving 
the patient’s cognitive functioning and behavior [8]. To deliver cognitive stimulation 
activities, a number of platforms use serious games as a mean [9, 10, 11], thus being 
an ideal environment for testing transference from virtual rehabilitation technology. 
We have chosen cognitive stimulation as a target application to integrate with physi-
cal activation (through virtual rehabilitation games) because the population affected 
by cognitive decline, i.e. elders, is also the population most affected by stroke. 

3 Usability Evaluation 

Participants were 32 elderly (age mean±std: 64.96±6.31 years) recruited from a local 
municipal third age support group in Ensenada, Mexico. They live an independent life 
and have no apparent cognitive problems. The cohort was exposed to a subset of three 
games of the GT platform (steak cooking, window cleaning and fly killer), and asked 
to evaluate them in terms of perceived usefulness, ease of use and user experience. 
Our main goal was to assess usability aspects of the recycled technology. In addition, 
their previous experience, or lack of it, with technologies was logged to use it as a 
factor for explaining the evaluation results. The hypothesis was that older adults with 
previous experience with technology were to perform better in the serious games, and 
consequently, likely evaluate the games more graciously.  

After a brief explanation of the experiment objectives, participants signed a con-
sent form. Upon commencing the experimental session they answered a questionnaire 
regarding their demographic data and their familiarity with technologies. A 2-minute 
demonstration of the use of the platform followed by a 3-minute free playing familia-
rization (training) was given to each participant. Afterwards, the subjects played the 
games for 15 minutes each. The order in which the games were played was rando-
mized. User interaction with the games was monitored with software tool Camtasia 
(TechSmith, USA). Finally, participants were asked to fill a 29-element extended 
TAM-based questionnaire [12]. The questionnaire addresses 5 sections: perception of 
usefulness, perception of ease of use, intention of use (should the system be availa-
ble), anxiety experience during system usage, and user experience. Most elements of 
this questionnaire (22 items) are 5-point Likert scales. The remaining 7 items have a 
3-option answer where the preference of games has to be ranked.  

4 Evaluation Results 

4.1 Performance on the Game 

The average scores per game and category (technology experienced and inexpe-
rienced) are presented in Table 1. As expected, subjects that reported having previous 
experience on computer or game console use slightly outperformed those reporting 
lacking experience. Independent-samples t-tests were conducted to compare the per-
formance on each game of the two groups of subjects. 
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There were no significant differences in the scores for any of the performed games 
for experienced subjects and inexperienced subjects, conditions; steak cooking: t30 = 
0.52, p = 0.303; window cleaning: t30 = 0.9, p = 0.187; and fly killer: t30 = 1.07, p = 
0.146. This suggests that previous technological experience does not give an edge 
start when using GT that reflects significantly on performance. Thus, we consider that 
the proposed games and controller gripper allow experienced and inexperienced sub-
jects to achieve similar performances while conducting this experiment. 

Table 1. Score averages per game and previous experience with technology category 

Experienced Subjects (ES) (N=17) Inexperienced Subjects (NES) (N=15) 
 Steak 

cooking 
Window 
cleaning  

Fly 
killer 

 Steak 
cooking 

Window 
cleaning  

Fly 
killer 

Avg. 141 789.35 58.64 Avg. 128 739.26 50.6 
S.D. 76.89 142.86 20.86 S.D. 63.23 173.48 21.83 

4.2 Overall Usability Perception 

To evaluate the perception of usefulness, ease of use and user experience, we scored 
the questionnaire items of each category following an approach similar to that used in 
the System Usability Scale (SUS) [13]. This way, scores greater that 62.5 will indi-
cate a trend towards users agreeing (75) or completely agreeing (100) that the pro-
posed feature is present or supported by the application under evaluation. 

Table 2. Evaluation results concerning the overall usability perception of subjects per groups 
using the 22 Likert scale items only 

Overall Usability Perception (alpha = 0.05, p = 0.065) 
Experienced Subjects (ES) Inexperienced Subjects (NES) 

Median 94.32 Median 88.63 
IQR 6.81 IQR 21.59 
Mean Rank 18.9 Mean Rank 13.8 

 
Table 2 presents a summary of the results categorized according to participants’ 

having or not experience using the computer. As hypothesized, technology expe-
rienced subjects granted higher notes (median = 94.32 (Interquartile Rank (IQR) = 
6.81)) than inexperienced subjects (median = 88.63 (IQR = 21.59)); however, the 
effect was found to be marginally not significant at the 0.05 level (Mann-Whitney U: 
p=0.065). These results suggest that a) most subjects tend to agree (A) or completely 
agree (CA) that the application provides or promotes each of the evaluated factors 
(i.e. usefulness, ease of use, etc.), and b) that previous experience on computer or 
game console use does not have an effect on the subjects’ overall usability perception 
of the platform.  
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Table 3. Summary of Mann-Whitney U Test results on the perception of usefulness, ease of 
use, intention of use, user experience and anxiety by category 

Experienced Subjects (ES) Inexperienced Subjects (NES) 
Perceived Usefulness (alpha = 0.05, p = 0.153)

Median 93.75 Median 100 
IQR 12.5 IQR 6.25 
Mean Rank 14.9 Mean Rank 18.3 

Perceived Ease of Use (alpha = 0.05, p = 0. 254)
Median 93.75 Median 93.75 
IQR 12.5 IQR 25 
Mean Rank 17.6 Mean Rank 15.3 

Perceived Intention of Use (alpha = 0.05, p = 0. 173)
Median 100 Median 100 
IQR 12.5 IQR 25 
Mean Rank 18 Mean Rank 14.8 

Perceived User Experience (alpha = 0.05, p = 0. 440)
Median 91.66 Median 95.83 
IQR 4.16 IQR 33.33 
Mean Rank 16.8 Mean-Rank 16.2 

Perceived Anxiety (alpha = 0.05, p = 0. 017)*
Median 100 Median 87.5 
IQR 4.16 IQR 29.16 
Mean Rank 19.8 Mean Rank 12.8 

4.3 Perceived Usefulness, Ease of Use, Intention of Use and User Experience 

To further scrutinize usability aspects we further analyzed perception of usefulness, 
ease of use, anxiety and user experience of elders (see Table 3). As can be seen in 
Table 3, both groups of participants perceived high values for the aspects considered 
in this study. On the one hand, contrary to hypothesized, the inexperienced group 
(NES) granted higher notes than the experienced group (ES) on the perceived useful-
ness (NES: Median = 100 (IQR = 6.25), ES: Median = 93.75 (IQR = 12.5)) and on the 
perceived user experience (NES: Median = 95.83 (IQR = 33.33), ES: Median = 91.66 
(IQR = 4.16)). Furthermore, both groups granted very similar notes on the perceived 
ease of use (ES: Median = 93.75 (IQR = 12.5), NES: Median = 93.75 (IQR = 25)) and 
on the perceived intention of use (ES: Median = 100 (IQR = 12.5), NES: Median = 
100 (IQR = 25)). However, subsequent Mann-Whitney U tests showed no significant 
differences at the 0.05 level for any of the four described aspects: perceived useful-
ness (p=0.153), perceived ease of use (p=0.254), perceived intention of use (p=0.173) 
and perceived user experience (p=0.440). These results suggest that experience on 
computer or game console use does not have an effect on any of these aspects regard-
ing the use of the GT platform. 

4.4 Perceived Anxiety 

Subjects from both groups reported low levels of anxiety while using the GT platform 
as shown in Table 3. As hypothesized, experienced subjects granted higher notes on 
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low levels of anxiety (Median = 100 (IQR = 4.16)) than inexperienced subjects (Me-
dian = 87.5 (IQR = 29.16)). The results of a Mann-Whitney U test suggest that the 
mean ranks differ in the same directions as the medians, and that the effect was found 
to be significant at the 0.05 level (p=0.017), which suggests that prior experience 
affects subjects’ anxiety perception when first confronted with the GT platform.  

4.5 Participants’ Thoughts on the Provided Technology 

Usefulness. Subjects were also asked to categorize the games regarding the useful-
ness they perceived after playing with them (items 5 and 6). Overall, fly killer was 
perceived as the most useful (41.74%), followed by steak cooking (31.11%) and win-
dow cleaning (27.15%). A possible explanation could be that elders from both groups 
perceived fly killer as the game that put more challenges on them (discussed in the 
next subsection). Interestingly, in private communications a rehabilitation consultant 
already told us he perceives the fly killer to be the most useful for rehabilitation. 

Ease of Use. Subjects were also asked to categorize the games regarding the ease of 
use they perceived after playing with them (items 11 and 12). Overall, window clean-
ing was perceived as the most ease to play game (40.13%), followed by steak cooking 
(32.71%) and fly killer (27.16%). Not surprisingly in the light of the higher scores, 
despite the similar scoring system across games, however unexpected since window 
cleaning is arguably the hardest task being the only requiring bidirectional move-
ments, a game designed for advanced stages of motor rehabilitation therapies. A poss-
ible explanation could be that elders from both groups perceived window cleaning as 
the game with the most familiar activity (e.g. Inexperienced Subject 10 (NES10) said 
that cleaning the window “is something that I usually do, but I am not used to kill 
mosquitoes that way”), and that they perceived fly killer as the most-challenging 
game (e.g. NES15 said “it is the hardest game to play, […] you are required to move 
the sprayer towards the mosquito and press [“the handle”] to actually spray it”). 

User Experience. When asked to categorize the games considering which was the 
most fun to play (item 29), overall, fly killer was perceived as the most fun to play 
game (41.50%), followed by steak cooking (31.43%) and window cleaning (27.07%). 
Perhaps, elders felt a sense of satisfaction after killing the mosquito (e.g. NES6, while 
playing, said “take that! you won’t be able to bite me anymore!); that they did not 
perceived window cleaning as a fun activity (e.g. NES1 said “I like to cook, but I 
don’t like to clean the windows!”); and that being fly killer perceived as the most 
challenging activity, participants were proud of their scores, and interested in know-
ing how they have done in comparison to the others (e.g. after finishing the game, 
subject ES3 said “72 mosquitoes, wow! … what is the highest score?”). 
 
Intention of Use. Regarding projected frequency of use and session duration (items 
15-16) 29 participants (90.6%) said that they would use it at least twice or thrice a 
week (Figure 2.A), and 27 participants (84.3%) declared that they would use it for 10 
minutes or more during each projected session (Figure 2.B). 
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These results provide promising evidence towards the feasibility of integrating vir-
tual rehabilitation and cognitive stimulation technologies to concurrently support the 
physical (re) activation of the elderly and their cognitive stimulation. However, it is 
necessary to further identify specific elements from each domain and to determine 
how they relate among them in order to generate a more general design solution that 
aids in the development of useful, easy to use and pleasurable physical activation and 
cognitive stimulation applications. We aim to address this in our future work. 
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Abstract. The aim of this investigation is to identify and understand the rela-
tions between the people’s mental models and their performance and usability 
perception about a complex interactive system (Twitter). Our study includes the 
participation of thirty college students where each of them was asked to per-
form a number of activities with Twitter, and to draw graphical representations 
of the mental model about it. The participants have either none or at least a year 
of expertise using Twitter. We identified three typical types of mental models 
used by participants to describe Twitter and found that the level of expertise had 
a major impact on performance rather than the mental model style defining the 
understanding about the system. Furthermore, and in contrast, we found that 
usability perception was affected by the level of expertise. 

Keywords: mental models, HCI, Twitter, complex interactive systems. 

1 Introduction 

In recent years a massive increment has occurred in the design, production and usage 
of technology. This boom of technology creates a need of bearing in mind certain 
aspects that were not so important before to both, users and programmers. One of 
these aspects is the way in which people interact with the system, i.e. the Human-
Computer Interaction (HCI). 

At early stages of computing application development, most final users were the 
programmers themselves or people with a high technical knowledge. As years passed, 
the “final user” concept suffered diversification and today, the definition of user, im-
plies a person with few or null conceptual knowledge about the system she uses. 

This diversification process has profound implications for designers and program-
mers, because they have to consider how the system is understood, conceptualized 
and internalized in the mind of the users in order for it to be valued, used efficiently 
and achieving the purposes for which it was designed. Among the challenges, one 
should understand and consider that an interactive design has to depart from allowing 
users easily define a mental representation to communicate with programmers  
and designers’ aims and ideas and vice versa (the Gulf of Execution and the Gulf of 
Evaluation suggested by Donald Norman). 
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Cognitive sciences had shown that it is quite difficult to understand the world in a 
direct way, instead we use a representation of the world, elaborated in our minds, to 
act like a medium [1]. The most used representations among researchers are mental 
models [2] and those are the lenses that will use to frame our study. 

1.1 Mental Models (MM) 

Johnson-Laird defines mental models as a series of psychological representations of 
real, hypothetic or imaginary situations whose structure corresponds to the structure 
of the event they represent and that form a group of knowledge blocks that can be 
manipulated according to the needs of a person [3]. They represent a collection of 
knowledge that helps people to build their understanding of the world and to solve the 
problems that emerge [4]. 

The association between MM and learning came along the creation of David Au-
subel’s Meaningful Learning Theory that can be defined as learning with understand-
ing (when people are able to use the information they have acquired to do certain jobs 
[5]). In order to achieve meaningful learning, the apprentice must generate a MM 
from a combination of previous and new knowledge that is tested through problems, 
and that is redefined by experience and the appropriate feedback [5]. 

Complex systems are hard to understand because they are organized in a multilevel 
way that depends on local relations that, most of the time, are not obvious. Another 
reason that explains the difficulty of these systems is that, due to the huge amount of 
events and relations that have to be processed simultaneously, a huge load of data is 
stored in the memory [6]. To face these troubles, MM are useful resources, because 
they can be seen as a small and independent piece of information, which resulted of a 
fragmentation process of the larger system [7]. 

The International Standard Organization (ISO) and the International Electronic 
Commission (IEC) set a definition of what being usable means [8]. The standard 
ISO/IEC 9241-11:1998 defines usability as the extent to which a product can be used 
by specified users to achieve specified goals with effectiveness, efficiency and satis-
faction in a specified context of use. There is one problem with this definition, it gives 
performance criteria prominence and there are three other aspects, significant to usa-
bility that cannot be measured easily: the process of action, the consequence of the 
process and the emotional attachment. 

MM are important to usability because they provide an insight of those aspects, let-
ting the designers, programmers, researchers, etc. understand better what is happening 
inside the users’ mind and, therefore, explain why users act the way they do, how they 
feel while using the system and how they understand it. 

1.2 Online Social Networking Services (OSNS) 

An OSNS can be defined as a platform that provides a private online space (user’s 
profile) along the tools that are needed to interact with other people on the Internet 
allowing them to find common interests and exchange experiences and multimedia 
resources [9]. 
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One of the most used OSNS is Twitter1. Twitter has established itself as the second 
largest OSNS in the world with over 500 million users2. Due to the dynamic nature of 
Twitter – the information’s flow, its interactive and communication model, the new 
functions3, the constant changes on the GUI and that people tend to explain it accord-
ing the way they use it4 – its complexity increases with time and optimal learning is 
more difficult to reach. This compels the user to update his MM frequently in order to 
comprehend the way it works, though some users tend to stall this effort and new 
users are not used to it, this causes a gap of knowledge between users with different 
levels of expertise. 

Those factors have resulted on Twitter operating under an interactive and commu-
nication model which has not easily matched with other OSNS technologies and 
which demands to understand operatives which are not modeled by other forms of 
communication (e.g., e-mail, phone, snail mail). 

The aim of this research is to identify differences among the MM that users and 
non-users use to understand Twitter and their impact in the participants’ performance 
(specifically success rate and completing time) and satisfaction with the system. We 
aim to contribute to the HCI literature by providing more elements to understand how 
users learn to interact with a complex interactive system and provide valuable insights 
for designers of OSNS and other forms of novel communication. 

2 Previous Work 

One of the greatest problems of working with MM is that we only have indirect 
proofs of its existence, majority of the researchers infer their existence through studies 
involving the observation of the differences between expert and novice users or com-
paring the performance of users after being exposed, or not, to mental models [10]. 

Brandt and Uden found that people without expertise could not articulate their 
knowledge behind their Internet search skills; when asked why sometimes the system 
responded in a particular way, they tended to guess [4]. 

Dixon and Johnson found that one of the most important difference between novice 
and expert users is the capacity to comprehend the problem because novice users 
needed more time and effort to transfer the model made during the “understanding the 
problem” phase to a more familiar model used in the “solving” phase [11]. 

Kieras and Bovair [12] and Borgman [13] showed that people who were exposed 
to MM while teaching them how does a device worked and how to use it, took less 
time to understand the way it worked and completed the given task in a quicker and 
more efficient way than people that weren’t exposed to the MM. 

                                                           
1 An information network whose content is real-time updated. 
2 http://semiocast.com/publications/2012_07_30_Twitter_reaches_ha
lf_a_billion_accounts_140m_in_the_US   

3 http://techbeat.com/2013/01/is-twitter-becoming-too-complicated/   
4 http://www.rexblog.com/2010/07/19/46427   
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Zhang found that participants used four styles of MM to describe the Internet 
(Technical, Functional, Process and Connection) and that these MMs where influ-
enced by the personality and previous experience of the participants [14].  

Hmelo-Silver and Pfeffer [6] and Thatcher and Greyling [15] conducted a series of 
studies about the MM people defined while using complex systems (aquatic systems 
and the Internet). They found that participants used different styles of MM and that 
participants with a higher level of expertise tended to include more concepts and ela-
borated relations on their MM than participants with lowers levels. 

Studies about how people create MM to understand OSNS or about how the sense 
making is done are not vast. The studies related to OSNS focus on how people use 
them, which new functions they can have, how they affect (psychologically) the users 
or how to design new interfaces to certain user groups. Some of these studies include:  

Liu, Chung and Lee found that the content (information’s topics) and the technolo-
gical (usability and mobility) satisfaction were more important than the social (social 
interaction) and the process (hang out) satisfaction in order to keep people using Twit-
ter [16]. 

Hargittai and Litt found that people with higher computational skills were most 
likely to use Twitter and, that the information gathered from a close group of people 
(family, friends, etc.) play a significant role in the adoption of a new technology [17]. 

To summarize, there have been lots of studies about MM and their relation with 
performance in different areas, like the Internet or biology, in order to have a better 
insight on the mental processes that occurred during learning, unfortunately OSNS 
have been omitted, since the studies about them have focused on why and how people 
use it. 

3 Method 

With an experiment conducted with 30 college students (aged from 19-25 years old), 
we tried to identify and compare the MM the participants defined and how they af-
fected their performance and the perception of usability of the system. 

3.1 Participants 

30 participants (14 men and 16 women) were chosen randomly within our universi-
ty’s student community regardless their gender, semester and course. Their ages 
ranged between 19-25 years old (µ=22, σ=1.6). They were divided into two groups 
(each one with 15 participants) according to their expertise with Twitter, group “Twit-
ter” was formed by participants with a year or more of expertise and group “no Twit-
ter” was formed by participants who were not users of Twitter. 

3.2 Data Gathering and Procedure 

Each participant had a 2-hour session divided in four parts: a key skills test, six Twit-
ter tasks, a drawing activity, and a SUS test. 
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To assess us the knowledge participants had regarding communication technology 
and information management, in order to quantify possible biases, we used the Key 
Skills 4 U Practice Test ICT: Level 2 Test A, designed in the United Kingdom by 
Learning and Skills Improvement Service. 

Six activities were considered as Twitter’s functional core because they represent 
what a user must know to be considered an active user within Twitter (writing a 
tweet, looking for and following a user, giving retweet, using mentions, using hash-
tags and sending direct messages). The participants, using a Microsoft Windows 
(Meebox) tablet with OS Windows 8, were given a common usage context, and using 
Twitter’s website interface, they tried to complete each task.  For each one, the com-
pleting time was measured along whether the participants were successful or not.  

After each activity was completed, the participants were asked to draw a MM to 
explain the activity they had completed and to describe it in a few sentences. After the 
six activities the participants were asked to draw a MM that joined all the concepts 
and relations regarding Twitter. For the analysis nine concepts were defined as neces-
sary, which are: tweet, time line, follower, retweet, mentions, hashtags, trending top-
ics, direct messages and user search 

To measure users’ usability perception we used one of the most used tests, the Sys-
tem Usability Scale (SUS). In order to be clearer while interpreting its results we used 
the method proposed by Bangor, Kortum and Miller [18], which associates letters to 
the SUS Score like schools do with grades, bearing this in mind the results were in-
terpreted as: 90-100=A, 80-89=B, 70-79=C, 60-69=D, 0-59=F.  

4 Results 

4.1 Key Skills Test and SUS 

A T-Test (t (22) =0.225, p<0.824; α=0.05) confirmed there was no evidence of a dif-
ference among the groups. This result is important because it assures us that the re-
sults obtained in the activities and SUS weren’t biases by the lack of ICT knowledge. 

The analysis showed that members from the “Twitter” group had a better percep-
tion of the system thus they graded better (grade B) the system usability than the 
members from the “no Twitter” group (grade C) who thought the system was compli-
cated. Members from both groups agreed that the system was not as easy to use and to 
understand for the new users, therefore, they suggested some kind of tutorials to help 
new users understand it. 

4.2 Twitter Tasks 

Considering the mean of the completing times, in three activities (tweeting, using 
hashtags and sending direct messages; Table 1) there were no significant differences 
among the participants, even though participants with Twitter expertise always took 
less time, but in the remaining activities (searching and following, retweeting and 
using mentions) there were significant differences. 
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Table 1. Summary of the results obtained in the Twitter Tasks 

Activity T-Test (α=0.05) Chi-Square Test 

1: Tweet t (28)= -0.87, p<0.39 1 

2: Search and Follow t (19)= -2.92, p<0.033** 0.68 

3: Retweet t (17)= -3.84, p<0.001** 1 

4: Mentions t (25)= -2.18, p<0.04** 1 

5: Hashtags t (28)= -1.18, p<0.25 0.85 

6: Direct Messages t (23)= -1.46, p<0.16 0.32 

 
Considering the success rate, we found that none of the activities showed evidence 

of a significant difference among the participants. The reason that explains why there 
was no difference at the success rate is that participants from the “no Twitter” group 
after, failing to complete it at their first try, tended to use a trial-error method that 
eventually led them to the solution but it affected their completing times. 

4.3 Drawing Activity 

Three different MM styles were identified based on drawings and the drawing de-
scriptions provided by the participants:  

1. Analogy MM (AMM): participants relied on comparisons with other domain con-
cepts like human activities (tweet = talk) or objects (profile = folder). 

2. Technical MM (TMM): participants focused on the technological/technical ele-
ments of the system like databases, servers and computers. 

3. Conceptual MM (CMM): participants only described the concepts and their rela-
tions.  
 

The analysis showed the majority of participants used a technical view (over half 
of TMM’s members did have a Twitter account), at the AMM there was no trend as 
half of its members belonged to the “Twitter” group and the other half to the “no 
Twitter” group, and the CMM was formed, mostly, by members from the “no Twitter 
group”. Within the AMM and the CMM participants without Twitter expertise men-
tioned more of the pre-defined elements which meant they were more complete than 
the participants from the “Twitter” group and, TMM, was the only style in which the 
participants with a Twitter account used a more complete model.   

5 Discussion 

The main goal of this investigation was to identify the differences among the mental 
representations (MM) that people created while they interacted with an interactive 
system and their effects on the participants’ performance and usability perception. 
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After analyzing the results we can conclude that, participants didn’t have different 
ICT knowledge, regardless the differences in expertise with Twitter or the MM style, 
this was unexpected due the different characteristics the participants had like career, 
age and gender; this contrasted with the findings by Hargittai [17] who found that 
people with high computer skills were more likely to use Twitter than people with 
lower skills. 

Regarding the Twitter activities, the analysis showed that there was a significant 
difference in the performance but only in 50% of the tasks, and considering the con-
clusions of Kieras [12], Zhang [14] and Borgman [13], this was expected because in 
half the tasks there was no difference no matter the level of expertise. One possible 
explanation for this is the tasks' complexity.  The three tasks that that showed signifi-
cant differences (searching and following users, retweet and mentions) can be consi-
dered as complex because they involved more steps to be done than the other tasks 
that had direct links or could be done in the home page. An interesting finding was 
that the three tasks required to search for users, so we think that the most complex 
task is looking for users due the GUI problems or the confusion of searching for users 
or words. Also, there wasn’t a difference considering the success rate, although our 
experience was similar to Brandt’s [4] due the participants without experience with 
Twitter tended to use more the trial-error method. 

The analysis on the Drawing Activity showed that there were three styles of MM, 
though only one of these styles (Technical) appeared in the studies of Zhang [14] and 
Thatcher [15]. There was some tendencies on the MM styles, the TMM was mostly 
used by experienced users (eight out of thirteen) and the CMM was mostly used by 
non-experienced users (seven out of ten), even though we could see that there were 
some participants with experiences used a more complicated MM and participants 
with experience used a simpler MM, like Thatcher [15] we concluded that time of 
usage is relevant to form better MM but no necessary. 

After the SUS analysis we concluded that there were significant differences on 
how people sees usability in Twitter. Participants with a higher level of expertise tend 
to see it more usable than participants with no expertise and thus they graded the sys-
tem with a B. that Twitter could change in order to make it easier for new users, like 
better feedback, more visible buttons, etc. 

Acknowledgments. We would like to thank all the participants (from the pre-tests to 
the final test) who gave us a couple of hours from their busy schedules. This work has 
been supported by Asociación Mexicana de Cultura A.C. 
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Abstract. User experience (UX) refers to the feelings people have when
interacting with a product or service. UX design aims to enable certain
experience through the development and testing of prototypes, therefore
methods are needed to capture and evaluate user experience at different
stages of use. Experience Sampling Method has been used to capture
user experience on a moment-to-moment basis and in the context they
are elicited. One mayor drawback of this method is the high load on
participants, which often results in lowering participation in the study.
Based on a literature review on motivational theory two design concepts
are presented to illustrate how different motivators could influence dif-
ferent qualities of participation. Initial explorations of these concepts
address opportunities and challenges of motivational mechanisms in the
development of UX design and research methods.

Keywords: UX, Motivation, Self-Report, Long-term Field Studies.

1 Introduction

Momentary experiences are important to inform the design of technologies that
aim to support daily life practices [2]. However capturing momentary experi-
ences is challenged by traditional methods like questionnaires and interviews, as
they rely on participants ability to recall past memories which often results in
inaccurate information. Experience Sampling Method (ESM) [1] has been used
in longitudinal field studies to evaluate people moment-to-moment experiences
with respect to a particular situation. By prompting people several times a day
to report on their experiences detailed and fine grained overview of human ex-
periences and its variations are collected over time. Whereas recalling effects
are minimized, ESM puts a high load on participants. Undesired interruptions
cause annoyance, and repetitive prompts evoke feelings of burden and boredom,
ultimately resulting in a negative experience for participants [3].

One way to address these issues is to minimize the aforementioned barriers.
For example, minimizing interruptions by making the sampling process adaptive
to participants’ preferences and context of use. We argue that there are other
more meaningful ways to influence participants that may result on more last-
ing motivation to participate. This paper reports on a User Centered Design
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approach that brings knowledge into the design of motivational strategies for
self-report measurement tools. Based on eight motivators derived from a litera-
ture review on motivational theories two design concepts are described to explore
qualities of participation that could influence the experience of self-reporting. We
discuss the initial insights obtained and the implication of these interventions in
the wider context of field studies are presented.

2 Design Concepts

Literature research on motivational theories resulted in a selection of biologi-
cal and cognitive factors that drive people’s actions. The outcomes comprises a
list of 8 motivators clustered in 3 themes: Fun described by curiosity, surprise
and joyous; Personal Benefit described by self-actualization/reflection, accom-
plishment and contribution; Control described by independence/autonomy and
tranquility/safety.

2.1 FamilyConnector - The MailPrise

FamilyConnector is a home based awareness system that connects an older per-
son with their adult child using touch screen displays. The aim of the system
is to increase connectedness by subtle means of communication [4]. To evaluate
the system, an evaluation corner based on ESM was integrated in the Family-
Connector’s displays to visualize the prompts which will be linked to a physical
booklet to provide the answers.

MailPrise redesigned the evaluation corner and the booklet using the metaphor
of a mailbox to explore qualities of control, fun and personal benefit (see Fig. 1).
Digital and physical numbered envelops (orange) are used to represent time-
based prompts, exploring surprise, joyous and curiosity, as prompts have to be
physically search in the mailbox (fun). Digital and physical non-number en-
velopes (blue) are offered as free-based self-reports to bring a sense of autonomy
(control). Similarly the options to accept/reject/postpone a prompt aim to pro-
vide a feeling of tranquility (control). Finally, ribbons and a mailbox filled with
answered envelopes are offered as feedback to acknowledge and quantify partic-
ipant’s contribution (personal benefit).

2.2 ESTHER - The MoodGarden

ESTHER is a research tool designed to capture the experience of hip replacement
patients when recovering at home [5]. A tablet is provided to randomly asked
patients 3 times a day their mood of the moment and a short report regarding
their recovery experience. At the end of the day an overall mood is asked together
with a reflection of their experience of the day. The input modalities are text
and voice recording using the same tablet.

The MoodGarden includes a small box with seven holes (one per day) to
represent the garden and a bouquet of paper made flowers of different lengths,
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Fig. 1. Left 2 pictures: MailPrise, evaluation corner and mailbox, Right 2 pictures:
MoodGarden, bouquet of flowers and garden

shapes and colors, with their top wrapped and numbered to link them to different
moods (see Fig. 1). After the patient reports their overall mood a message is
generated with the number linked to that mood inviting the patient to pick and
unwrap the flower exploring qualities of curiosity and surprise. Placing the flower
in the garden provides a visualization with the purpose to evoke achievement
and reflection by gradually seeing the garden getting complete, and observing
daily changes of one’s mood states.

3 Discussion

Both concepts are initially explored in two field study evaluations. Mailprise was
deployed in a 2 weeks pilot study for the evaluation of FamilyConnector with a
senior woman and her adult daughter. MoodGarden was deployed in a 1 week
exploratory study using ESTHER with one THR patient (male, 70 years old)
during his first week of recovery. Logging data of participants interaction with
the concept and exit interviews were collected to unveil participants’ experience
with the concept.

Fun elements were reported by participants as strong motivators for them to
continue reporting. In particular the older adult using the MailPrise reported
that the envelopes on screen felt like receiving a small letter which invited her to
take the moment to react to it. As reported by the participant using MoodGar-
den the extra effort and dedication needed to do the reporting was balanced
out by the benefit of becoming a game with his grand daughter who visited
him almost every evening to pick a flower and place it in the garden together.
Elements related to personal benefit also seemed to influence motivation. The
garden triggered the participant to reflect on his recovery progress, as it provided
a memory cue about his mood states over the week. An important effect of the
garden was that it drifted the attention from contributing in the researcher’s
goal to a personal goal (completing the garden). Control was also appreciated.
The adult child reported that she accepted almost all prompts often leaving the
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envelope to a side to answer it later. The blue envelops allowed her to catch up
with her pile of unanswered questions, at moments when she could find time to
give a response, thus reducing her feeling of guilty due to missing prompts.

Rogers [6] discusses the need for new methods to support research and design
practices in the complexity of real settings to bring knowledge into how people
accept and adopt new technologies in their daily practices. Understanding the
importance of active participation in field studies a key challenge is user motiva-
tion. Aware of the limited size and length of the interventions, these preliminary
insights acknowledge the need for methods that incorporate motivational mecha-
nism to ensure the participation on long term field studies. Several participation
qualities have been explored to stimulate participation from a different perspec-
tive than traditional reward mechanisms. They serve as a starting point to look
at participation like any other interaction that deserve a user centered approach
to design solutions that empower participants and increase the quality of their
reports.

4 Conclusion

MailPrise and MoodGarden are two concepts to explore participation qualities
in ESM studies. Future work will report on the analysis of using MailPrise to
evaluate FamilyConnector in a field study of four weeks with three couples. The
analysis will focus on the effect of MailPrise in users’ participation, as well as
the quality and richness of the data obtained compare to interview techniques.

Acknowledgments. This study is funded by the research program Integral
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Abstract. Crowd-Computer Interaction - CCI - is a form of human-computer 
interaction - HCI - in which single actions from many individuals are aggre-
gated to produce a different result that would not be achievable otherwise for 
one individual alone. As a research topic several questions remain open regard-
ing CCI, for example, to what extent the principles and heuristics of interactions 
design under the paradigm of one-user-one-interface are applicable to crowds 
interacting with a network of interfaces? If a system is usable for individuals, 
will it be usable for crowds? Should designs be centered on the individual or on 
the crowd? A model of how crowds interact with computers is needed to start 
finding answers, that need is discussed in this paper along with some research 
proposals to develop that model. 

Keywords: Crowd-Computer Interaction, Usability, Interaction Design, Models 
of Interaction. 

1 Introduction 

In his seminal book first published in 1895 “The Crowd: A Study of the Popular 
Mind” [3] the French social psychologist and sociologist Gustave Le Bon describes 
two concepts for crowds, the first from the ordinary sense of the word: “a gathering of 
individuals of whatever nationality, profession, or sex, and whatever be the chances 
that have brought them together.” The second from a deeper analysis: “Under certain 
given circumstances, and only under those circumstances, an agglomeration of men 
presents new characteristics very different from those of the individuals composing it. 
The sentiments and ideas of all the persons in the gathering take one and the same 
direction, and their conscious personality vanishes. A collective mind is formed, 
doubtless transitory, but presenting very clearly defined characteristics.” Le Bon  
recognized that what he called “psychological crowd” is different from the simple 
aggregation of individuals. 
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In this paper we will argue for the need of addressing the interactions between 
crowds, in the sense of Le Bon’s psychological crowds, with networks of computers 
as a different problem from that of a single user interacting with one computer, or a 
fairly homogeneous group of users interacting with a system, that has traditionally 
been the subject of HCI. 

Other authors have noticed the peculiar properties of masses. James Surowiecki is 
the author of the book “The Wisdom of Crowds” [15] in which he argues that under 
conditions of diversity, independence and decentralization, collectives are smarter 
than individuals and even smarter than the smartest member of the group. 

The emerging field of crowdsourcing [5, 12, 13] has attracted the attention of sev-
eral researchers that want to find innovative ways of capitalize on the power of 
crowds for solving tough problems. On the behavior of individuals and crowds in a 
crowdsourcing setting, a technical report by a team from Microsoft Research [17] 
concludes that “the scale matters: individual worker behavior differs qualitatively 
from collective behavior.” 

During the CHI 2009 conference in Boston, Barry Brown, Kenton O’Hara, Tim 
Kindberg and Amanda Williams conducted a workshop entitled “Crowd Computer 
Interaction” [11] in which participants explored the possibilities of interactions be-
tween crowds and technologies designed specifically for them. Although the name of 
the workshop may suggest a first examination of the topic of CCI as a specific sub 
field of HCI we believe that it left plenty yet to be defined in order to introduce CCI 
as a topic of research on its own right. 

What is clear is that interactions at the crowd level are different from those at the 
individual level. Not just because they aggregate actions but because they produce 
different results [3, 15]. At the individual level users work with computers to get a 
task done driven by particular motivations in a cyclic action process [9]. They engage 
differently and are rewarded differently. How well designed the interaction is be-
comes crucial at this level. If it is poorly designed the engagement and reward the 
user will get from using it will most likely be poor deriving into avoidance or reluc-
tance to use. On the other hand, if it is well suited for the task and is easy to learn and 
use, enthusiasm and enjoyment would be the feelings associated with it; furthermore, 
happy users will share their experiences and encourage others to join the interaction 
[16, 18, 19]. 

At the crowd level the aggregated interactions can be analyzed from a different 
point of view. If an important number of users use a particular information artifact 
then several tendencies can be studied and associated with positive or negative quali-
ties of the designed interaction. User base growth rate, average amount of time spent 
using, average number of outcomes by type, regularity of use, messages transmitted 
among users, communities being formed, and others. None of these results is expected 
to remain stable for long. A new cycle of aggregated interactions will change or reset 
the tendencies and set new ones. In that sense CCI can be said to be cyclical just as 
single-user HCI is. 

Although intuition suggests that positive individual user experiences lead to  
good numbers at the crowd level, once the crowd is set and becomes the center of 
attention for the owners of the system, changes in the design of the interaction may 
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start focusing on getting better tendencies at the crowd level rather than improving 
experiences at the individual level. Is it that under certain circumstances usability 
engineering switches attention from the individual to the crowd? Or should it do? 

Several experiments have demonstrated that crowds are capable of performing use-
ful tasks [1, 6, 14]. In fact there are companies whose business model consists of 
creating the proper environment to host a crowd and then allowing customers to hire 
the crowd for suitable tasks such as massively testing a particular feature in a web 
site, tagging pictures and discarding those that may seem offensive under a set of 
criteria, etc. Individuals in the crowd are rewarded with money or other incentives 
according to their participation in the task [2, 4, 5]. 

Under this business scenario the crowd is observed not only to acknowledge the 
trends produced in the use of the environment but also for assessing quality of results 
in order to make sure that customers obtain what they are paying for [2]. 

Several research questions remain open regarding CCI: what new aspects of hu-
man-computer interaction become apparent at the crowd level? Which ones are best 
studied at the crowd level than at the individual level? To what extent a successful 
crowd-computer interaction is related to a well designed interaction at the individual 
level? Is it enough to take good care of the design at the individual level to guarantee 
a good response at the crowd level? Are there other principles and heuristics to take 
into account when designing interactions for crowds? Does usability aggregates in the 
same form as individual interactions aggregate to produce results in CCI? What 
makes a user interface better for a crowd? Those questions and many others remain to 
be answered. 

As mentioned earlier the crowdsourcing process has driven much research atten-
tion but it may be missing the perspective of seeing crowds as humans wanting to 
pursue their own goals when using computers and not always fulfilling them because 
the interaction has been poorly designed. The situation might be similar to that of 
early days of computers when programmers worked in a task-centered style instead of 
a user-centered approach. 

To start finding answers to these questions a general model of crowd-computer in-
teraction is needed. In this paper we propose such model and our plan to address the 
problem. 

2 Characterizing Crowd-Computer Interaction 

Crowd-computer interaction actually happens between a crowd and a network of 
computers, usually a social network. Individuals in the crowd are attracted to the net-
work by specific stimulus they receive very much in the same way our sensory cells 
are stimulated by a special type of physical phenomena which they are specialized to 
interact with. 

Individuals are like sensory cells for crowds and as with our sensory cells the result 
of their aggregated interactions is a completely different product. In crowds the ag-
gregation of individual interactions produces trends and preferences some of them 
stable others changing at different pace in time. 
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The idea of individuals as cells was also proposed by Le Bon: “The psychological 
crowd is a provisional being formed of heterogeneous elements, which for a moment 
are combined, exactly as the cells which constitute a living body form by their reu-
nion a new being which displays characteristics very different from those possessed 
by each of the cells singly.” [3] In CCI the specification of sensory cells [20] would 
be better suited for the condition of cyclical information processor of each individual. 

Individual interactions between a human and a computer are cyclical [9]. The indi-
vidual approaches the computer with a task in mind, performs some action, obtains a 
result, and iterates until the result is the one desired to consider the task done. New 
tasks or subtasks may spark during the process triggering new rounds of interaction. 

When aggregated at the crowd level, these interactions produce different types of 
trends over time: trends of use (intense, sparse, intermittent, etc.), trends of results, 
message exchanges and communications, preferences, and others. These trends could 
be observed from different perspectives and they can be detected at different time 
frames, even intertwining with each other. Each time a trend is set the crowd can be 
said to have completed a cycle of interaction. 

     

Fig. 1. The cyclic nature of the interaction with computers by single users (left) is resembled by 
crowds using networks of devices (right) 

A crucial element of CCI is the number of individuals interacting with the system 
[7]. If this number is low it may be regarded as not enough to produce crowd results 
and not to be representative of an interaction between a crowd and a network. Never-
theless defining the right number of users required to reach the threshold level and 
start getting crowd results remains a tricky task [12, 13]. 

There are several types of incentives for individuals to form an interacting crowd. 
Some may be explicit, known in advance to any potential user. Others are subtle, less 
evident and only enjoyable after some rounds of interaction [6]. In any case, once the 
crowd is formed there is another important incentive to join: the sense of belonging to 
a community [8, 21]. This one is so important that it may outweigh any other benefit. 
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As the interaction evolves members will gain status, credibility, notoriety, and rep-
utation, or at least they would expect to [10]. A serious handicap in the system would 
be to fail to acknowledge these properties and if there is no mechanism to circumvent 
the failure people may feel less compelled to use it. 

Finally to completely fulfill the expectations of a social network, the interaction 
should provide some form of triadic closure, or the ability to make friends with the 
friends of a friend. The presence or absence of this property can compel users to join 
or leave. For an interesting study on social needs and motivations in the setting of 
online sport communities, see [22]. 

3 The Elements of a Model for CCI 

From all these considerations, the elements for a model of Crowd-Computer  
Interaction can be derived as follows: 

• The number of users must exceed a certain threshold above which the crowd-
computer interaction starts 

• Crowds interact with networks through a multitude of platforms and devices, with 
varying interfaces 

• Crowds interact with networks in cycles the same as individuals do with computers 
• Interaction cycles for individuals produce computational results.  For crowds, the 

results are trends they set 
• The trends set by a crowd as they interact with the network are the clues to charac-

terize the interaction 
• Individuals are like sensory cells for crowds 
• Individuals have to be attracted to the network by some form of incentive 
• Social recognition (community belonging and gain of reputation) is a normal ex-

pectation in the members of a crowd and can be provided through mechanisms in 
the network 

• The possibility of triadic closure (making friends with the friends of a friend) is an 
appealing feature to include in the interaction design. 

These elements are depicted in Fig. 2. What our model proposes is that to recog-
nize a crowd-computer interaction these elements should be assessed and that the 
usability of a crowd-oriented application relies on their appropriate adjustment after 
observing the trends outputted in an iterative process much in the same way the usa-
bility of user interfaces designed for single users is tweaked observing reactions of 
users to prototype changes. 

4 Validating and Using the Model 

To validate the model it has to be tested, and possibly adjusted, against as many 
crowd-computer interactions as possible. 
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Fig. 2. The cycle of interaction between crowds and computers and the elements of the model 

Because there is no ready-made list of examples of crowd-computer interactions a 
set will be compiled based on the criteria we had at the beginning of the project: the 
subject of study is interactive systems where crowds of users produce results different 
from and beyond those of individual interactions. 

Checking the model against examples is the first stage of validation. 
For a second phase we plan a crowd-computer interaction experiment. An online 

form (a single user interface deployable to many) is to be shared with as many know-
ledgeable people in the field of HCI (the crowd) as possible to request examples of 
CCI congruent or not with the proposed model. The form can be filled as many times 
as needed (allowing iteration) and the results updated and shared back as often as 
possible with the names of contributors visible (to provide social recognition). Our 
team has already started this process, in a limited version, with good results and inter-
est from the community. 

Finally, after some iteration, the form will be closed and a list of contributors will 
be published along with the results of this project. This incentive will be announced in 
the invitation to participate so it serves as a perceived benefit (the stimulus to join). 

The experiment is expected to yield examples that match the model as well as oth-
ers that need explanation or point to adjustments in the model. Because this is only a 
work in progress we are not completely sure of how the proposed model could be 
used or with what aim. One of the expectations of the team is to provide the basis for 
usability engineering at the crowd-computer interaction level, including equivalents 
for prototype testing, heuristic evaluation, user testing, and other techniques. 
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Our first intuition is that the equivalent of user reaction at the crowd level can only 
be trends set in use. A usability evaluator at the single user level pays attention to 
facial, body and verbal expressions, struggles, indications, thinking aloud verbaliza-
tions, and other clues for determining adequacy between design and intended users for 
the tasks to be performed with the interface. At the crowd level the trends that emerge 
when considered from different points of view perform that function. 

5 Conclusion 

In this paper we have explained why the phenomena related to Crowd-Computer Inte-
raction – CCI – deserves especial attention from the HCI research community and 
how this attention could be delivered. 

In is important to note that although the topic of crowdsourcing is being studied 
abundantly as shown in the several references included here, there are important cha-
racteristics of crowds that need to be addressed according to their peculiar nature 
especially when crowds interact with computers through networks. Crowdsourcing 
should not be considered completely equivalent to CCI. When considering crowd-
sourcing and CCI a parallelism could be made with the duet of computers as produc-
tivity tools and HCI as the study of humans using computers. Computers and software 
are powerful tools to solve problems, and so is crowdsourcing, but if their use is de-
signed without considering the insights provided by HCI and CCI the results can be 
much less than optimal. 

Several research questions where proposed in the paper. To start searching for an-
swers an incipient model of crowd-computer interaction was presented. It is the model 
of a cyclic process with properties that are considered desirable. Our plans to test and 
validate the model where also shared. The future work is implicit. 
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Abstract. Most of the mobile phones have turned into full-connected
devices. This provides companies with a perfect channel to interact with
their potential clients and employees. The quality of the experience with
these applications can directly affect the profits of the company it rep-
resents. Focusing on the mobile field and its extremely dynamic context,
the quality of the experience can highly fluctuate. Inside this field, sev-
eral methods and tools have been developed by defining a context of use.
However, current methods can only capture it through adding external
capture tools (added cameras, human observers...) that can change the
experience. The main contribution in this article is a new approach to
automatically measure effectiveness through a tiny but powerful mobile
tool that can capture interaction metrics and the surrounding context
without biasing the measured experience.

Keywords: Mobile HCI, evaluation, effectiveness, context, quality,
usability, mobile services, framework.

1 Introduction

In the last few years mobile devices are gaining more and more importance to
perform tasks not only in our leisure time but also at work. Companies are
progressively increasing the number of services connected to the virtual world
through the mobile devices. Thanks to these devices they can expose their busi-
ness models to everywhere by developing and deploying a tiny mobile application.
The main aim of this kind of applications is to enable potential users to interact
with the business model of the company from everywhere.

Testing tools have drastically changed and have been focusing on the web
domain. However, software applications must be focused not only on the web
domain but also on mobile devices. According to the last Cisco Visual Network-
ing Index1, the average smartphone usage has nearly tripled in 2011 and the

1 Cisco Visual Networking Index: Forecast and Methodology, 2011-2016.
http://www.cisco.com/en/US/solutions/collateral/ns341/ns525/ns537/ns705/

ns827/white paper c11-481360.pdf

C. Collazos, A. Liborio, and C. Rusu (Eds.): CLIHC 2013, LNCS 8278, pp. 123–130, 2013.
c© Springer International Publishing Switzerland 2013
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average amount of traffic per smartphone in 2011 was 150 MB per month, up
from 55 MB per month in 2010. Paying attention to this report, software testing
tools should evolve into web and mobile at the same time.

The quality of mobile applications can extremely fluctuate depending on the
context. Therefore, capture information without biasing the context is very im-
portant.

In this article we expose a mobile-based tool to automatically evaluate the
effectiveness of interactions and capture metrics of the surrounding context. It is
formed by a tiny Android library developed for mobile applications used to log
interactions and a context model. It is also formed by a web server to remotely
store all information. A preliminary version of the system which can capture the
majority of the mobile context model was developed and validated through a
tiny mobile game.

Firstly, the main definitions of effectiveness, usability and quality based on
standards are studied in Section 2. Secondly, a context model focused on mobile
devices is explained and a new approach to capture it is defined through the
Section 3. In Section 4, the existing systems to capture the context model are
studied and the capture tool is presented. After describing it, a brief experiment
and its results are shown in Section 5. Finally, the research is concluded and
further work is discussed in Section 6.

2 Usability, Quality and Effectiveness

According to the ISO 9241-11 standard [3] usability is the extent to which a prod-
uct can be used by specified users to achieve specified goals with effectiveness,
efficiency and satisfaction in a specified context of use. This standard defines
effectiveness as the level of accuracy and completeness with which users achieve
specified goals. As we will see later, it uses the same definition provided in ISO
9126-4 [4] to define the effectiveness but does not provide a general rule for how
measures should be chosen or combined. In fact, it delegates the responsibility
for developing the proper metrics to the product developers. This is because the
importance of components of usability depends on the context of use and the
software which is going to be tested. According to the ISO/IEC 9126 standard,
quality represents a property of the software product defined in terms of a set
of interdependent attributes (such as usability, security, reliability, performance,
complexity, readability, reusability) expressed at different levels of detail and
also taken into account the particular context of software use.

The different attributes can measure three different quality aspects: Internal
Quality, External Quality and Quality in Use. Internal Quality is the totality of
attributes of the software product from an internal view (e.g. spent resources,
analysability). It is measured and improved during the code implementation,
reviewing and testing. External Quality is the quality when software is running
in terms of its behaviour (e.g. number of wrong expected reactions).

Quality in use is the quality of software that user can perceive when the
software is used in an explicit context of use. It measures the extent to which
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users can complete their tasks in a particular environment. It is measured by
four main capabilities of the software product in a specified context of use:
effectiveness, satisfaction, productivity and safety.

Each capability is made up by several metrics which can be measured through
designing and performing experiments. This work is centred on measuring the
effectiveness inside the quality in use aspect, where the effectiveness is formed
by three main metrics (see Table 1): Task Effectiveness (TE), Task Comple-
tion (TC) and Error Frequency (EF). These metrics measure the accuracy and
completeness with which goals can be achieved.

Table 1. Effectiveness metrics defined by ISO/IEC 9126

Metric Formula Definition

Task Effectiveness (TE) |1−∑
Ai| What proportion of the goals is achieved?

Task Completion (TC) TCM/TA What proportion of the tasks is completed?
Error Frequency (EF) E/T What is the frequency of errors?

Task Effectiveness measures the quantity of the goals achieved by a user. It is
measured summing the number of errors (Ai) appeared during the task. Many
errors could be more important than others. In order to solve so, each kind of
error has its associate weight. TEs value will be between 0 and 1, the closer to
1 the better.

Task Completion measures the level of success the user achieves performing
tasks. In contrast to the Task Effectiveness, this metric assumes that the tasks
can be performed without the chance of being partially completed. In this case,
it is calculated by the number of tasks completed (TCM) divided by the number
of tasks attempted (TA). TCs value will be between 0 and 1, the closer to 1 the
better.

Finally, Error Frequency measures the number of times that an error is made
within a given period. It is calculated dividing the number of errors (E) by the
task time or the number of total steps (T). This metric is very useful for making
comparisons if errors have equal importance, or are weighted. EFs value will be
between 0 and 1, the closer to 0 the better.

Centring on the usability and quality in use fields, effectiveness does not
take account how the goals were achieved, only the extent to which they were
achieved. Effectiveness, which defines and forms usability and quality in use, can
drastically affect to the quality and usability. Furthermore, the defined effective-
ness may be biased by the surrounding context of use.

3 Context Model Focused on Mobile Devices

Throughout the different definitions of effectiveness the context of use has been
appearing as an element which can bias effectiveness, usability and quality. Many
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decades ago the context of use has been taken into account and has been defined
several times by a lot of researchers, experts and communities.

Several studies maintain that a context is just the physical location [10]. Oth-
ers add to the location more attributes such as weather [2] to achieve a more ac-
curate definition of the environment and physical context. Other studies expand
the limit of the context of use adding the community [6] and the stakeholders [7].
They also maintain that context should be defined by answering where the user
is, who the user is with, and what resources are nearby. Others [9] define the
context by enumerating more parameters such as goals, attention, connection

After seeing the different definitions of contexts and paying special attention
to the work by Abowd et al. [1] we have defined a preliminary context of use
model focused on the mobile field. We conclude that components which define
the context (see Fig. 1) are: the user, the mobile device and the environment
(physical, ambient, technical and sociocultural). User is defined by four main
groups of attributes: personal information, knowledge, skills and attitudes. The
mobile device is formed by six groups: connections, body, inputs, outputs, battery
and software features. Finally, the environment is made by four main groups:
physical, ambient, technical and sociocultural groups.

Fig. 1. Components which define the context

4 Context Model Capturer

Once the context of use model is defined the next step is to design the captur-
ing method. To capture the context model and the interactions, it is essential to
capture objective information using the mobile device in real environments. This
can hardly be captured with a lab-based framework (such as Morae Observer2)
which logs information in a highly controlled environment using specific devices
and users. The field-based evaluation frameworks [8] [5] can provide more ob-
jective information because they are performed in real environments, but the
added agents such as cameras and invasive evaluation methods (e.g. surveys
during tasks) have to be removed. Therefore, the best way to capture interac-
tion data and the context model is by registering information through a mobile
device using a tiny capture tool. So as to implement a capturer without biasing

2 Morae Observer - http://www.techsmith.com/morae.html

http://www.techsmith.com/morae.html
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the context we have to use only elements that make up the context (in this case,
the mobile device). This tool should capture the context model via the built-in
mobile sensors and logging interaction events. Although the context model has
been defined, the preliminary version only can capture a small subset of data and
assumes all the errors have the same relevance. The purposed system (see Fig.
2) is formed by a tiny Android library developed for mobile applications and a
server to store and log the performed interactions. First, users should download
an application-to-test (ATT) from the server. They sign up for the platform, use
the application and upload their interactions to the platform. The ATT should
be integrated with the developed library. This library automatically captures
context and interaction information through a context model module and stores
it in a local database using an interaction store module. When the device has
internet connection and its owner wants it, all the information is uploaded.

Fig. 2. Context Model Capturer Architecture

4.1 Server

The server is developed by the Google App Engine technology3. Its main aim is
to be the main gate between users and experimenters. It remotely stores all the
interaction data in the cloud. It offers several services through a web interface.
Through these services users can sign up, log interactions and see their logged
interactions. All the information is stored in the cloud by Google Cloud SQL4.

4.2 Android Library

In order to capture information from the context model this library allows pro-
grammers to abstract the capture. Developers only need to implement their own
application and insert small log lines inside their ATT logic to log interactions.

This library only exposes three instructions. The CONFIGURE instruction
sets up the capturer with the needed parameters to work. It does not start the
capture, only sets the username, pass, registered id of the device and the context
(interface provided by Android to see the global information about the applica-
tion environment). SEND LOCAL INFO sends the captured and locally stored

3 Google App Engine: build and host web application -
http://developers.google.com/appengine

4 Google Cloud SQL - http://cloud.google.com

http://developers.google.com/appengine
http://cloud.google.com
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information to the server. LOG captures the interaction timestamp, context and
the object with witch user is interacting.

A task (see Fig. 3) can pass through four main states: When a task is not
started yet (NOT STARTED), when a task is started and its user is interacting to
achieve the goal of the task (STARTED), when a task is started but its user is not
interacting to achieve it (PAUSED) and when the task is finally ended (ENDED).
During a task performance a user can trigger two main events: START TASK
and END TASK. Additionally there exist two others: if user leaves the task (e.g.
phone call) the PAUSE TASK event is triggered. Where user decides to continue
the task RESUME TASK is produced. When a task is started two events related
to the interaction of the user can be triggered. The INTERACTION event means
that a user is interacting in the right way. This event should be triggered when a
user is achieving little microchallenges inside the goal of the task. The ERROR
event means that a user has made a mistake.

Fig. 3. States of a task and its events

The context model is captured by using all the built-in sensors and the ap-
plication programming interfaces (APIs) provided by Android. The information
related to the user is retrieved during the signup because the changing frequency
of this information is very low. The nickname, gender, birthday, height, weight,
if the user is left-handed, right-handed or ambidextrous and the European level
of several languages are stored. Mobile device information is captured in two
different phases: during the sign up (DeviceID, OS version, productID, display
model, country and its configured language) and during the task performance.
When the user is performing tasks information related to the sound level of out-
puts is captured (i.e. alarm volume, ringtone volume, if headphones are used).
Information related to the battery (battery level, charging/unplugged) as well as
the application display properties (density, height, and width) are also captured.
Information related to the environment is captured during the task performance
because of the high frequency of changes. Noise and light levels are captured
by sensors. Location and connection information (coordinates, the connection
type...) is captured by internal services provided by Android. If the device is
connected the current weather conditions are requested to Yahoo Weather5).

5 System Validation

The preliminary version of the system was validated performing a brief exper-
iment. 4 subjects have been signed up from the platform and have played a

5 Yahoo! Weather Developer Network - http://developer.yahoo.com/weather/

http://developer.yahoo.com/weather/
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memory game application which contains the library. They have been playing
during one day and they have generated more than 1400 logged lines. They
played in four contexts: at home (H), walking down the street (S), travelling
(PT) by a public transport and at work (W), more concretely, in an office.

First, users have to sign up on the testing platform and complete information
related to them and their device. Finally, user presses play button to start the
game, selects a context name(H, S, PT or W) and the game starts. It is worth
taking into consideration that users must manually select the context name.
This is because the framework captures the conforming context variables so as
to analyse how they affect to the experience, and thus it is not its aim to address
the context inference issue. The memory game application is a card game in
which a player deals out a set of cards face down. In one turn, the player flips
over two cards (one interaction). If they match, the player leaves them face up
and solves a simple add to continue playing (it is one interaction). If they do not
match (error), the player flips the cards back face down.

Focusing on the effectiveness measurement, the task to perform is clear: to
end up with all of the cards flipped face up in less than 15 turns. There are
8 pairs of cards; it means the best round is made by only 8 interactions and
0 errors. If a user spends more than 15 turns, it loses and this task is not
completed. Task Completion (TC) is calculated counting all the rounds won by
a subject divided by all rounds this subject has played. The Task Effectiveness
(TE) metric is calculated subtracting 1 to the number of made errors during the
task multiplied by the weight of the error. The weight of an error is 1/7 because
the maximum number of errors you can make is 6 with 8 correct interactions. If
you make 7 errors the TC should be 0 (1 (7*1/7) = 0). Error Frequency (EF)
is calculated dividing the error number by the number of total turns.

Fig. 4. Effectiveness results grouped by contexts

The results grouped by contexts (see Fig. 4) shows the outdoor contexts (PT
and S) affect subjects and lead them to be less effective than in the indoor con-
texts (H and W). TE indicates that the S context is the context where subjects
have the worst results. Although EF exposes that is in W where subjects make
more mistakes, it is also the most efficient context.

6 Conclusion

Through this work we have defined effectiveness metrics, which can bias the
usability and the quality of mobile applications. We have also studied context
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models and we have defined one based on mobile devices. This context model is
formed by several groups of attributes which have to be captured and logged.
Based on the study of the lab-based and field-based capturing methods and
focusing the design on mobile environments we conclude the best way to capture
interaction data and the defined context model is through the used mobile device.

The purposed tool is formed by a tiny Android library used to log interactions
and the context model and a server to store all the captured data. Finally, a
preliminary version of the system which can capture the majority of the context
model and a tiny application to test it were developed. The results of the exposed
experiment demonstrate the effectiveness and the context can be automatically
measured by an automatic tool without biasing the interaction with external
agents. The next step is to study all the captured attributes of the context
model to calculate correlations with the effectiveness as well as keep enhancing
the captured attributes and the system performance.
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Abstract. Millions of driving accidents occur worldwide each year causing 
more than a million fatalities. Although traditional safety measures are largely 
reactive in nature, the application of wireless technologies has become much 
more common, thus promoting proactive strategies to save lives. This article 
presents the development and evaluation of usability of a driving simulator with 
a visual and auditory interface to assist drivers more quickly identify emergen-
cies on the road, which, when used with the support of wireless ad hoc network-
ing, can contribute to reducing vehicular accidents. The usability results  
obtained in this study were favorable according to the System Usability Scale 
(SUS) usability questionnaire, which was applied as a post-test. Employing the 
SUS, respondents reported the interface to be acceptable or good. Results show 
that utility of the visual interface was 69% and the score for the auditory inter-
face was 100%. In sum, respondents felt the interfaces were useful in reported 
upcoming emergency or accident situations. 

Keywords: driving simulator; auditory interface, visual interface, driver  
distraction. 

1 Introduction 

Vehicle transport is part of people’s daily lives as it is the primary mode of transporta-
tion used by people as they carry out their daily activities. Despite advances in the 
area of vehicular safety, there are still many areas of opportunity as the loss of life and 
property is still staggering. 

According to data presented by the World Health Organization (WHO), each year, 
worldwide, countries lose 1-3% of their GDP in traffic-related incidents. More impor-
tantly, however, between 20 and 50 million people are injured and approximately 1.3 
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million people die, which can be translated into one person dying every 24 seconds 
due to a traffic accident, making traffic accidents one of the 10 leading causes of 
death. If this trend continues unabated, by 2030, traffic accidents will become the fifth 
leading cause of death worldwide [1]. 

Driver assistance technologies have been proposed as a useful alternative to reduce 
traffic accidents and increase safety (excellent reason to implement). Their main idea 
is to provide the necessary information to drivers to help them make timely decisions 
when facing emergency situations and avoid driver distraction [2]. Automobile com-
panies are currently integrating much of this technology into their vehicles and are 
conducting further research into expanding its use. 

This paper presents a driving simulator integrated with a visual and auditory inter-
face. The auditory interface produces two alarms with audio in the AT & T Natural 
Voices ® Text-to-Speech Demo [3]. The voice produces a caution and danger mes-
sage by means of two computer speakers using both male and female voices. Past 
research has provided many compelling examples of TTS interfaces working as audi-
tory warning systems (e.g. [4]).   There are various examples concerning their appli-
cation in in-vehicular human-computer interfaces, including work done by [5], which 
analyzed the use of synthesized male and female voices for auditory warnings. How-
ever, research has focused on the design and usability of in-vehicular TTS interfaces. 

The visual interface consists of an electronic circuit that generates an alarm via 
LED (stands for Light-Emitting Diode) flashes, using an LED ultra-bright yellow that 
represents a caution and an LED ultra-bright red that represents a danger. 

The following section of this paper explores related work. Section 3 explains how 
system is evaluated, describing the driving simulator, the audio and the visual inter-
faces, the participants and the experimental testing procedure. Section 4 discusses the 
results and their interpretation. The final section of this paper then provides conclu-
sions and offers suggestions for future work. 

2 Related Projects  

The core of our research corresponds to the development of an auditory and visual 
interface and its usability testing, which was used by participants who used a driving 
simulator. The simulator presented in this work was similar to the one developed by 
Sodnik et. al. (2007, 2008), consisting of a Logitech MOMO Racing module with gas, 
clutch and brake pedals, along with a stick shift and a steering wheel. For the purpose 
of this study, we also used a, a 2.4m x 1.8m projection screen and a 7.1-channel sound 
and RACER software version 2.1. Finally, the interfaces used by Sodnik et. al. consist 
of a small screen, a Nokia Series 60, and a speaker [6, 7]. 

Garzon (2012) also equipped a driving simulator using a game kit that includes a 
steering wheel, a stick shift, gas, clutch and brake pedals, a central control unit, a 
racing game in 3D, and a computer with two screens. One screen is used as an inter-
face showing a website that measures capacity features, such as time and fuel level 
[8]. 
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On the other hand, Man Ho et. al. (2010) presents a driving simulator consisting of 
a digital projector, a controller screen with a 2400 x 1800 mm resolution, STISM 
Drive software (Technology Systems, Inc.) to provide images of the road and the car, 
a computer, and a real car (Smart, Mercedes-Benz). They used expert sound to create 
an interface with 70 different types of warnings generated by varying the frequency, 
duration and intensity [9] of the sound output.  

To capture the attention of the driver, Cuong et. al. (2012) used both visual and au-
ditory interfaces, as well as the combination of both. His driving tests were conducted 
in two different scenarios; the first uses a real-world car and the second one employs a 
driving simulator [10]. In addition, attention on in-vehicular technologies has been 
extensively researched over the past two decades (e.g. [11, 12]). 

3 Evaluation 

This work employed a usability evaluation to measure the ease of use and acceptabili-
ty of the driving simulator. Usability is a set of qualitative and quantitative metrics 
that measure how effective, efficient and satisfactory the user experience is for per-
sons employing a human-computer or human-digital product. One important aspect 
considered by usability evaluations is the interface’s ease of use [13].  The instrument 
used to measure usability in this work is the System Usability Scale questionnaire.  
This questionnaire has been used with great success for many years to measure the 
usability of digital products and software systems worldwide [14].  The SUS consists 
of 10 questions that employ a Likert scale (1. “Strongly Disagree", 2. "Disagree", 3. 
"Neutral", 4. "Agree" and 5. "Strongly Agree") whose odd questions are developed 
positively, while even questions are written in the negative. Importantly, the SUS 
questionnaire provides a usability score from 0 (null usability) to 100 (very high usa-
bility). In this study, each participant performed the driving experience, completed a 
demographic background questionnaire, and completed SUS and other questionnaires 
that were developed expressly to evaluate the usability of the visual and auditory  
interface. 

3.1 Materials 

Vehicle control in the simulation are performed with a stick shift, gas, clutch and 
brake pedals, and the steering wheel that are included in the Logitech G27 Racing 
Wheel [15] simulator. Additionally, other components employed in the simulation 
included: a computer, projector and a 2.4 mx 1.8 m projection screen. The RACER 
3D software version 0.8.35 [16] is used for the actual driving simulation. The Lower 
Class 1 level was chosen to provide easier handling and the track selected was the A-1 
Ring Austria 2001 (Figure 1). These options were chosen because they are easier to 
work with while providing both straightaway and curve conditions. 
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Fig. 1. Driving Simulator with a visual and auditory interface. 

The auditory interface used in this study employs two auditory alarms using verbal 
messages with a male and female voice to relay the following messages: “Danger, 
accident at 200 meters!” and “Caution, highway construction at 200 meters!”. The 
audio was generated by the AT&T Natural Voices ® Text-to-Speech Demo software 
and reproduced by Dell AX210 USB Stereo Speaker System. 

The visual interface representing the message “Danger, accident at 200 meters!” is 
provided by an ultra-bright red LED light while an ultra-bright yellow LED light 
represents the message “Caution, highway construction at 200 meters!”. Both LEDs 
blink intermittently when the alarm is activated. The schematic diagram shown in 
Figure 2 shows an arrangement of components that comprise the electronic circuit 
allowing the LED lights to flash.  

 

Fig. 2. Schematic diagram of the visual interface[17]. 

3.2 Participants 

Usability testing was conducted with a group of 12 students of the Masters in Computer 
Science at the University of Colima and computer technicians of Siteldi Solutions, a 
small business dedicated to innovation and technological development, located in the 
City of Colima. All of the participants reported having knowledge of how to drive a car 
and had an average experience of 7.5 years. The average age of the participants was 
26 years. As far as gender is concerned, 17% were female and 83% were male.  
This significant gender difference is due to the very biased male-female ratio of  
students choosing to study engineering degrees in Mexico, especially in graduate  
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degree programs.  Of the total universe of participants, 25% reported having previous-
ly used a driving simulator and 83% reported having previously played at least one 
3D video game before participating in the study. Of the participants previously having 
played a 3D game, 8% reported playing 3D games frequently, 57% reported playing 
3D games occasionally and 17% reported playing them rarely. 

3.3 Procedure of the Experimental Tests 

The tests were carried out in four stages (Figure 3), in which all participants collabo-
rated in a voluntary and individual manner. The first stage consisted of obtaining 
consent from the participants. Information was provided concerning vehicle safety 
and regarding the use of the driving simulator. They were then introduced to the two 
types of messages to be used as part of the interface to be tested in this study. In one 
of the messages, drivers were expected to be cautious and reduce their speed; the 
second message indicated a dangerous situation, which might force them to pull off 
the road or momentarily stop. Additionally, participants were provided five minutes to 
familiarize themselves with the use of the driving simulator. In the second stage, par-
ticipants were asked to drive a car within the simulated environment uninterrupted in 
order for them to gain experience in handling the vehicle in a natural setting without 
hazards. After this, the participants drove over the same simulated course and each of 
the two auditory alarms was randomly repeated 3 times. At the end of their simulated 
driving experience, a questionnaire to assess the auditory interface was given partici-
pants to complete. The participants were then given a short break before proceeding 
to the third stage, which was identical to the second stage, but focused on testing the 
visual alarms. Finally, the fourth part of the study consisted of applying the SUS Usa-
bility Questionnaire to the participants to evaluate their experience on the driving 
simulator. 

 

 

Fig. 3. Experimental testing procedure 
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4 Results and Taking on a Relative Interpretation 

4.1 SUS Questionnaire 

The SUS has proven to be a simple, effective and accurate questionnaire to assess 
usability [14], making it a widely used instrument to evaluate hardware, websites, 
mobile phones, and interactive systems voice response, among others [18]. 

Once results are obtained, the SUS questionnaire provides a usability value for the 
digital product, which can range from 0 (null usability) to 100 (very high usability). 
To evaluate the value obtained one must interpret the results, which implies taking a 
numerical value and converting into an adjective that provides a relative value. Ban-
gor et. al. (2008.2009) has added seven adjectives associated with the Likert scale and 
three levels of acceptability to help improve the interpretation of scores obtained from  
SUS questionnaire. Table 1 shows how to suggest interpret the results.  

Table 1. SUS scores with their corresponding adjective [19]  and acceptability [20] ratings 

SUS 
Scores Adjective Ratings Acceptability 

89~100 Best imaginable 
Acceptable 84~88 Excellent  

71~83 Good 
50~70 OK Marginal  
32~49 Poor 

Unacceptable 20~31 Awful 
0~19 Worst imaginable 

 
Each SUS questionnaire scored and calculated the average assessment of the par-

ticipants; the final average SUS score was 76. Table 1 provides the SUS scores with 
their adjectives to more adequately provide results. The results show that the driving 
simulator has a “good” and “acceptable” level of usability. Likewise, results show 
similar results for individuals as all participants reported usability above 60 points. 

4.2 Assessment Questionnaire of the Visual and Auditory Interfaces 

Participants also answered a 10-item questionnaire to assess the auditory interface 
(auditory alarms) and a 7-item questionnaire to assess the visual interface (visual 
alarms). A 5-point Likert scale was used with the number 1 representing "Strongly 
Disagree" and 5 representing "Strongly Agree". The sum of the "Agree" and 
"Strongly Agree" responses were then calculated. The percentage results are shown 
in Figures 4 y 5. 
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Fig. 4. Aspects evaluated in the visual interface 

In relation to the results of the visual interface (Figure 4), 69% of the respondents 
believe the visual alarm was useful in representing the warning and 46% opined that 
the position of visual alarms on the "board" of the simulator was adequate. These 
combined results present an interesting opportunity area for future work. Two addi-
tional aspects were then evaluated: visual attractiveness and suitable brightness, 
where 73% responded that the visual alarm was pleasing to the eye and 69% said the 
brightness of the visual alarm was adequate. 

 

 

Fig. 5. Aspects evaluated in the auditory interface 

Regarding how easy it was to use the auditory interface (Figure 5), 8% opined that 
it was necessary to make an extra effort to understand, 75% reported that they easily 
identified the type of emergency the auditory alarms represented, 83% easily recog-
nized the meaning and action required for each of the auditory alarms. Insofar as the 
perception of the usefulness is concerned, 100% of the participants felt that the audi-
tory alarms helped forewarn them of an emergency situation in the simulation. Fur-
thermore, 92% reported that the auditory alarms captured their attention and only 8% 
indicated that the auditory alarms caused distraction. With respect to the four remain-
ing aspects that were evaluated, 83% believe that auditory alarms were heard clearly 
and intelligibly, 83% stated auditory alarms possessed natural voice inflections,  
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Abstract. This paper presents VOROSOM, a novel visualization scheme that 
supports collection understanding and exploration of large, distributed collec-
tions. Using metadata harvested from diverse collections, VOROSOM produces 
a map representation in which regions are associated with categories of docu-
ments. The shape of each region in the map reflects the relationships among 
documents in each of the categories. Thus, the distance between two regions di-
rectly corresponds to their semantic affinity. Maps are produced in such a way 
that the number of categories is maintained within a manageable size, consider-
ing the user’s cognitive capabilities. Maps are organized hierarchically, which 
supports the exploration and navigation within categories and subcategories of 
documents using map representations consistently. We report initial results of 
user studies with a prototypical implementation of our visualization scheme 
over an actual network of digital libraries. 

Keywords: Information visualization, collection understanding, self-organizing 
maps, Voronoi diagrams, map-based visualization. 

1 Introduction 

It is now commonplace for experts and the general public to refer to the challenges of 
ever-increasing volume and complexity of available collections of digital documents. 
Digital libraries represent enclaves that provide some organization and facilitate 
access to curated, validated collections and provide tools for supporting knowledge-
intensive tasks. However, collections held by digital libraries continue to be vast, 
complex and, more often than not, components of even larger repositories managed in 
multiple, distributed servers.  

In order to take full advantage of these collections, it is helpful for users not only to 
be able to search for and retrieve specific items, but also to understand collections as a 
whole, which implies to be able to obtain an overview of the various facets of collec-
tions, as well as the relationships among their attributes. These facets may include, for 
example, the ontology of subjects on which a collection includes documents, or the 
authors of documents and their affiliations. Relationships among these attributes may 
be explicit, as those indicated by lists of co-authors, but others may not be as evident, 
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such as the overlaps in the lists of keywords or other metadata that describe  
documents. 

Information visualization supports collection understanding by aggregating large 
collections and their explicit and implicit relationships into meaningful geometrical 
representations. Many approaches have been designed to address this challenge. We 
present VOROSOM, a visualization scheme that is based on a map representation in 
which regions are associated with document categories and are shaped so each region 
they reflect relationships among documents. Maps are organized hierarchically to also 
support exploration and navigation using map representations consistently.  

2 Related Work 

In the literature, diverse approaches address the visualization of large document col-
lections: point spatialization, network, hierarchical, cluster, topic/tag-based , temporal 
and landscape visualizations. Each of these visualizations attempt to raise awareness 
of the content, structure, relationships or changes in an information space. Neverthe-
less, not all visualization interfaces incorporate all four aspects in an integrated fa-
shion. Whereas some interfaces only focus on just one aspect others aim to achieve a 
complete overview of available information through single or multiple views [1]. In 
this regard, we emphasize the need for a visualization to provide a comprehensive 
overview that facilitates the awareness of all four aspects: content (subject matter of 
the collection), structure (patterns, trends, distribution and size), relationships, and 
changes (evolution of the collection) of the information space. 

Through navigation of information spaces, users gain a better understanding of 
their contents by traversing their structure and existing relationships. Thus it is desira-
ble for visualization interfaces to provide mechanisms that facilitate navigation and 
exploration, such as zooming, brushing, and filtering [2]. 

Self-organized maps (SOMs) are commonly used to visualize high dimensional da-
ta, since SOMs synthesize, classify and maintain relationships among elements in an 
information space. WEBSOM, SOMLib and ViBlioSOM, discussed in [2], have been 
used to visualize and classify document collections. However, these visualizations are 
still tied to classic SOM visualizations such as grid, points and U-matrix and typically 
impose a high cognitive load on the user. Skupin & Fabrikant [3] improved SOM 
visualization by adding Voronoi segmentation to SOMs grids, but they have troubles 
with spatialization of points within a single neuron. A different approach is Voromap 
[4] a visualization tool over IDMAP (a set of combined projection techniques to build 
document maps). Voromap performs Voronoi segmentation over a set of points 
created by IDMAP, however there is no information about color coding and labeling 
of documents. Moreover Voromap approach is limited by the number of documents 
mapped. In the following section we discuss novel segmentation techniques that can 
be exploited in order to facilitate the spatialization of SOMs and also can improve the 
comprehension of the inherent characteristics of SOMs such as structure, relationships 
and clustering altogether with the aggregation of comprehensive overview and navi-
gation tools.  A thorough literature review can be found in [2]. 
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3 The VOROSOM
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3.2 The Map Metaphor 

One of the four major processes to gain insight while using a visualization system is 
the use of metaphors that match an easy mental model [6]. In this sense, we take ad-
vantage of the map metaphor and the hierarchical structure of the dynamically catego-
rized document collections to design an interface that users can rely on to navigate, 
explore and understand the collection’s contents. 

Overview. With Voronoi regions as the basis for visualizing SOMs, the map is able 
to display the content, structure and relationships of document collections and provide 
a comprehensive overview. The map is thus the key interface component. Categories 
are color coded and then labeled using Term Frequency Inverse Document Frequency 
(TFIDF) over the set of documents that each category holds and then selecting the 
most representative words to describe them. A commonly accepted guideline indi-
cates that, the maximum number of categories that users can easily distinguish based 
on color coding is twelve [2]. Figure 2 shows the main view of a VOROSOM visuali-
zation, in which nine different Voronoi regions represent document categories coded 
by color and located according to their semantic relationships (as produced by SOM). 

 

 

Fig. 2. Main view of VOROSOM visualization 

Navigation. The hierarchical structure inherent to document collections and their 
corresponding classification with GH-SOM also makes hierarchical navigation a natu-
ral choice. In this sense we take advantage of the “map metaphor” in order to navigate 
through the collections. We image our main view as the Pangaea continent and each 
category of the map, as a country. Then, we can navigate down in the hierarchy  
to reach smaller regions as states and so on. Figure 3 illustrates some navigation  
sequences over the hierarchical structure of document collections. 
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5.2 Results 

Preliminary questionnaires revealed that users had no prior knowledge on Voronoi 
diagrams neither on SOMs. On the other hand, they did have previous knowledge on 
seeking documents in large collections and were enthusiastic about research tasks. 

Post-test questionnaire results are summarized in Figure 6, where a total of eight 
aspects were evaluated. The scale of user responses for each aspect was {1:Totally 
Disagree, 2:Disagree, 3:Agree, 4:Totally Agree}, so a maximum of 32 can be reached 
if responses from eight users are added up. Results indicate that VOROSOM is useful 
for collection understanding as it presents an overview and facilitates retrieval of 
information semantically related. This is achieved through (hierarchical) navigation of 
collections in an easy and intuitive way (using a map metaphor). Also, the visualiza-
tion interface allows the user to discover information. 

 

 

Fig. 5. Results of post-test questionnaires 

Users verbalized and wrote down comments about their impressions over the in-
terface. Related to semantic relationships among documents, one user expressed: 
“interface allows you to find documents related to each other thanks to the regions 
(representation)” and another user complemented “regions allow me to explore, in a 
better way, topics and subtopics”. Related to collection understanding, one user 
commented: “It facilitates the exploration of digital collections to people who are not 
familiar with them” whereas another said “it can be used for learning with children”. 
Lastly, with respect to the ease of use one user said: "All you have to do is check that 
subjects want and to click to get to the documents of interest". 

Even though VOROSOM was well evaluated, users had trouble to understand 
labeling due to the combination of nouns, verbs and adjectives. Moreover, it is still 
needed to implement filters and details on demand. Despite those issues, users com-
pleted most tasks successfully. 
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6 Conclusions 

We have introduced a novel visualization scheme aimed to support collection under-
standing. Our scheme, referred to as VOROSOM, relies on a map metaphor to 
represent document categories that are inferred dynamically as well as the relation-
ships among the underlying documents. The map representation is used consistently 
to allow users both to obtain an overview of the collections and to navigate and ex-
plore each of the categories. Our initial evaluation shows that users are able to grasp 
easily the major subjects and the relationships among documents represented using 
maps based on Voronoi diagrams that are constructed on top of self-organized maps. 

Our user studies also have allowed us to find various areas for improving and ad-
vancing the implementation of the VOROSOM visualization scheme. We plan to 
implement and evaluate alternative map representations including the use of curved 
rather than straight lines as well as non-contiguous regions that depict categories more 
clearly. Moreover, we are developing a new way to label map regions so they will 
become tag clouds in which keywords are presented on a larger font if they refer to a 
larger number of documents in the corresponding categories. Finally, we will continue 
to work on improving filtering components at the interface level, as well as to provide 
functionality to support analysis of collections over time. 
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Abstract. This study considers the application of the Self-Organizing
Map technique on a decision tree model generated to achieve model-
augmented visualization, based on a visual perception model scheme
called VAM-DM. It supports the visual analysis of a data mining model
in the adjustment phase, also combining complementary views of graph-
ical artifacts for each component or node of the decision tree. It seeks to
answer user generic questions regarding the model inner workings and
to achieve a better understanding of the model finally obtained. In this
context, the Self-Organizing Map technique serves a dual purpose: spa-
tial partition of the data subset associated with a tree node and partition
visualization with a map. Finally, a controlled experiment is carried out
with a software prototype and two user groups, novices and experts in
DM’s processes, and results from this experiment are analyzed. This
analysis allows us to assess the usefulness of the Self-Organizing Map
technique for augmented decision tree model and their efficiency to sup-
port the comprehension of the generated model.

Keywords: Data Mining, Visualization, and Visual Exploration of Data
Mining Models.

1 Introduction

The process of Knowledge Discovery in Databases (KDD) is complex, and many
obstacles, research questions and problems need to be investigated and clarified.
An important aspect is the understandability of the entities involved in the pro-
cess Data Mining (DM) itself. When users and data analysts wish to interact
with these entities to improve outcomes, they need more than just input/output
information, what they really require is to understand how entities are inter-
nally working, its components, and the process carried out by them and how
they relate to each other. In this context, the visualization paradigm has been
applied in a very limited way in the KDD process and mainly focused on data
visualization (process input) and result visualization (process output). Regard-
ing this, appropriate visualizations applied to DM models can transform these
into understandable tools that convert data into knowledge.
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To achieve this, our proposal is based on a scheme of Augmented Visualization
for Data Mining Models called VAM-DM. This work includes the implementation
of a VAM-DM scheme on prototype software that lets users generate models
from a selected primary DM technique, using a set of appropriate previously
prepared data. Afterwards, the user may select a secondary DM technique for
visual augmenting, and can apply it to different components or nodes of the
decision tree generated, including its root node. Also, users dispose of a set of
visual elements that can be applied to the data of the selected nodes, among
which are some traditional graphical artifacts. In addition, this tool provides
different mechanisms of interaction that allow users to navigate and explore
the model and its components in a single interface without losing the context,
achieving augmented visualization for DM models.

In this paper, a decision tree technique is combined with a self-organizing
map in order to illustrate the main idea of this work. The use of visualization
of a data mining model can improve the model understanding and therefore the
usefulness of the KDD whole process. Decision tree learning is one of the most
widely used and practical methods for inductive inference. It is a method for
approximating discrete-valued functions that is robust to noisy data and capable
to learn disjunctive expressions. Among the most known decision tree algorithms
are CART, ID3 (C4.5, J48, C5.0), CHAID, for example. On the other hand, self-
organizing maps are competitive learning algorithms that organize the output
information in a map, allowing an easy visualization of the spatially partitioned
input dataset.

Finally, a subjective evaluation based on a software prototype is presented
through the development of a controlled experiment, including a survey of two
groups (novice and expert) of users/analysts. They used a previously prepared
dataset together with the software prototype and the WEKA tool, in order to
perform a predefined DM task designed for this purpose, and provided informa-
tion about their performance, usability, handling visualization and support in
understanding the DM model. The results and their analysis allow us to validate
the proposal and scientific contributions of this part of our research.

2 Visualization in Data Mining

Visualization is increasingly being incorporated in the KDD process as a tool
to support the interactions between users, data analysts and the components
involved in the development of DM process. However, none of the existing DM
process models [1] [3] [5] incorporate and discuss the role of visualization in the
DM cycle. Meneses [7] propose a scheme of DM process with support to visualize
four types of entities: data, parameter space of DM algorithms, induced models
and patterns. Data visualization supports the interaction between users or data
analysts and datasets involved in the DM process. For example, visualization can
be used to obtain a preliminary understanding of the data and refine the objec-
tives and tasks defined initially by the user in the problem formulation phase.
Some of these techniques are limited to deal with sets of low-dimensional data
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(e.g., scatter-plots), while others focus on datasets of high dimensionality (e.g.,
parallel coordinates, iconographic representations, visualizations radial, Chernoff
faces). Keim [6] provides a comprehensive taxonomy of visual techniques to ex-
plore massive datasets, while Hoffman [4] outlines a categorization of techniques
for visual DM tasks. On the other hand, model visualization supports under-
standing and interaction with the model induced from a set of training data by
a DM algorithm [2] [8]. These visualizations should provide a natural way to un-
derstand the structure, components, and complexity of a model, as well as visual
representations provide a direct way to compare several models, and allow the
use of human visual perception to formulate hypotheses and conclusions about
the model and its correlation with the data. Model visualizations have recently
appeared in the relevant literature and incorporated into some software tools of
data analysis for DM. Patterns visualization is referred to visualize results of
applying a DM induced model to a validation and/or testing data set [8] [9]. For
predictive models, these results are commonly given as error rates or a confusion
matrix. In this case, visualization can be used to support the interpretation of
these results, and to provide visual feedback to correlate these patterns with
data, parameters, and models used to generate them.

3 Visual Perception and User Interaction Reference
Models for Data Mining Tasks

First, a reference model Visual Data Exploration proposed by Keim et al. [11]
is considered, which suggests that the process of Visual Analysis (VA) is char-
acterized by interactions between data, views, models about the data, and users
in order to obtain knowledge. In this model, the KDD process is established in
different states, from the preparation phase of the data, through exploration,
modeling, visualization to support comprehension and validation of the model,
to the stage of obtaining knowledge. Also shown are the various relationships
and actions between states, all within the framework of an iterative process. The
second model analyzed corresponds to an Interactive Display Concept Model of
Data Mining proposed by Yan Liu [12]. This model is more specific than the
Keims reference model, and it details the actions taken by both the machine
and the user, in both cases associated with a logic of interaction related to the
construction and evaluation of the DM model, i.e. it does not take the pre-
vious phases (preparation and processing of data) and later ones (knowledge
acquisition). A third model analyzed is the one proposed by Vitiello [10], which
integrates Visual Analytics based on a workflow for developing senses (sense-
making), evolved from naturalistic decision making research from Klein [16].
The key issues in this scheme are related to pattern recognition, also referred as
frames or boxes. These can be seen as a mental map of the situation informing
the decision. Tables can also be viewed as analogous to the fluid hypothesis, in
that these can be developed when more information becomes available.
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4 The VAM-DM Proposed Approach

The VAM-DM scheme proposed in [15] brings the concept of ”Augmented Visu-
alization” for DM models, and what it proposes is that given a DM technique to
visualize called primary data mining technique (PT-DM) in this scheme, it allows
users to incorporate to this view different ad-hoc visual elements to the model
and the data domain, and in turn to apply another DM technique called sec-
ondary data mining technique (ST-DM) as visual augmenter that allows users to
explore the DM model induced from the PT-DM. The ST-DM selected technique
must meet three requirements: being a descriptive technique, appropriate to the
data which is working the PT-DM, and to provide additional information of the
model generated by the PT-DM. Additionally, the proposed scheme provides
an appropriate set of mechanisms for user interaction. This set of visualizations
points to achieve higher Visual Analytics of the model in its stage of refinement
or adjustment. This combination of DM techniques is proposed by several au-
thors as a mechanism to better understand not only the data but also on the
models generated. The architecture of the VAM-DM scheme is represented in
general terms in Figure 1.

Fig. 1. VAM-DM Scheme [15]

This figure also shows the different components of the VAM-DM scheme, start-
ing from a set of DM techniques, which may be primary or secondary techniques.
Also, a set of visual augmenting tools is established, among which include tra-
ditional graphical artifacts, as well as DM techniques selected to act as a visual
browser of other technique. In addition, the VAM-DM scheme includes different
interactions that users can perform in this process.

5 Case Study

One of the key problems of DM techniques is its visual representation and un-
derstanding the inner workings of the model for the user/analyst, which in the
case of DT is more complex for: large trees, dataset to be analyzed has a high
dimensionality, and due their hierarchical structure characteristic [13]. From the
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comparative review of visualization schemes for DM techniques [14] is concluded
that: 1) most of the research works recommend using an appropriate combina-
tion of visualization schemas with different DM techniques, depending on the
task to be performed and the data characteristics; 2) it is essential to consider
the incorporation of user interaction mechanisms in the design of new visual-
izations; 3) the visualization role in the KDD process must be understood and
extended in all its stages, so that allows exploring the data, models and patterns
obtained.

Particularly, for the DT technique, most visual representations discussed in
[14] proposed a normal form hierarchical dendrogram at a static display, without
the possibility that the user/analyst can interact with each one of the nodes of
the tree. Most revised DM visual tools, although they deliver general tree infor-
mation along with the associated confusion matrix, do not allow combining DM
techniques to provide information beyond the rules of the model and instances
at each node, such as information about data dispersal and spatial distribution
at each node, much less provide user interaction mechanisms, in order to browse,
select and explore each tree component or node. Using the Self-Organizing Map
(SOM) technique applied to a DT as a visual enhancer has a dual purpose: spa-
tial partition of the subset of data associated with each tree node, and display
of this partition using a map. Whereas the tree by itself allows setting decision
rules by distributing data across hierarchies represented by their nodes, and each
node collects the instances that comply with these rules, however, it does not
allow visualizing the spatial distribution of the instances, which does provide
SOM. In addition, the SOM technique is appropriate to the domain of the data
handled by the DT, and to describe their distribution in each node. This allows a
comparison between nodes and thus determining those with similar distribution
or large differentiation, through the specification of the distance, the number of
instances located over or under the centroid of a grid map.

The visual environment prototype developed for experimental analysis con-
siders the implementation of VAM-MD scheme for the hierarchical decision tree
model as the PT-DM technique, in combination with the SOM technique as vi-
sual augmenter for exploration and analysis. It also incorporates a set of visual
or graphical artifacts and different mechanisms of interaction (zooming applied
to visual elements and visual augmenter, handling of transparency to maintain
tree context, selection of nodes at each level, and tree explorer).

Figure 2 shows an overview of the experimental prototype main interface,
which displays a DT in the center, with additional views and visual elements on
the right. In this interface, all components of the visual tool can be observed: a)
Selecting and setting parameters of the PT-DM to visualize and generation of
a DM model, in this section the user can select the dataset to be analyzed, and
then display some characteristics (e.g., number of instances, type and number
of attributes). Also, the user can select the primary technique of data mining.
Then, once configured with the PT-MD parameters selected, users can run this
algorithm or technique in order to generate the DM model. b) Visualization
area of the primary DM technique. This is the main work area which shows an
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Fig. 2. Principal interface of prototype software

overview of the selected PT-DM, and where users can interact (browse, explore
and select) with each element or node of the tree. c) Secondary DM technique
as a visual augmenter. In this area, the minimized view of the ST-DM is showed
and user can select and apply it to the PT-DM. Also in this area, the user
can maximize the view, allowing changing its settings. For this work, the SOM
technique has been considered as visual augmenter ST-DM. d) Visual element.
In this area are deployed visual elements selected beforehand. In this area, a
scatter plot of the selected node can be observed. e) Navigation technique. It
corresponds to a browser of the PT-DM, and allows the user to have the guidance
of the area or level where is crossing the DT. f) Visual augmenter bar. It lies at
the bottom of the tool working area and provides a set of visual augmenters or
ST-DM techniques. g) Selection of visual elements. In this section the user has
an appropriate set of graphical artifacts which can select, configure and apply to
the PT-DM. Within the set of visual available elements are: histogram, mosaic
and scatter-plots. h) Overview of the PT-MD. Here, generic information for PT-
DM, number of nodes and leaves in the DT are shown. For each selected node,
including the root node, the user can apply SOM to visualize the distribution
of the items on the tree nodes, which also provides user interaction elements to
change the type of map background color and the type of class, the chart type of
each item on the map, to select the type of class to color in the representation,
and select the test or training set for visualization.

6 Evaluation and Results Analysis

In order to assess the usefulness of the proposed approach, a controlled experi-
ment is carried out. This controlled experiment provides benchmarking between
the software prototype and WEKA software in performing a DM task predefined
for this purpose, to generate a DT model with a dataset previously prepared.
This experiment was performed with a universe of 13 people with different levels
of knowledge about data mining, the use of data mining tools, and in particular
about the WEKA software. These people were categorized into two groups of
users: novice and expert. Using both tools, users participating in this experiment
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had to generate a DT model, visualize, interact with the model, and interpret
patterns or rules obtained using the two software options available. The goal
established for participants was to make a generic classification job and answer
questions about the model, its components, and relate the model to the charac-
teristics of the data from which the model was generated by the DT algorithm
used. Subsequently, once the DM task prepared for this experiment was per-
formed, users/analysts provided their subjective judgments, captured through
a survey designed for this purpose, regarding: the performance of both tools at
hand, management of the visualization of the DT generated model, usability,
usefulness of visual elements provided, the appropriateness of combining SOM
and apply to a DT model achieving and visually augmented model, and efficiency
in understanding the generated model.

Overall, for both groups (novice and experts), the prototype software was
widely accepted, from the point of view of usability and performance of this
tool, declaring in a 100 % that this tool allows to find some kind of relationship
between the attributes of the dataset. Compared to the WEKA software, prevails
a positive assessment of the degree of usefulness of the options and parameters
offered by the software prototype, in order to understand the DT model gener-
ated. In the case novices about 83 % and 17 % of them considered the software
prototype usefulness high and very high respectively, while 80 % and 20 % of
the experienced users considered it high and regular, respectively. The utility
measures of the set of views provided by the experimental prototype to under-
stand the partitions made by the DT algorithm was considered high for 69% of
users in general, and very high for 15 % for expert users. However, this last one
group the 15 % considered low or regular this utility measure. The ability to
describe the data in a node by using the technique SOM, to deliver enhanced
visualization of the DT, given to both groups of users is very high and high with
39 % and 61 %, respectively. With this we can assess that the combination and
application of the SOM technique on a DT allows, by one hand, to complement
the model visualization generated from the DT, and, on the other hand, to im-
prove the understanding of the model. The degree of acceptance of the software
prototype, according to users experience with other data mining tools, is high
considering these two groups.

7 Conclusions and Future Work

The preliminary findings obtained in this work are the following. It was possible
to confirm the appropriateness and usefulness of combining the SOM technique
on a DT model previously generated, as a complementary technique to visualize
and describe the instances on each node of the tree, bringing spatial data visu-
alization through a map. It was observed as experimental result and the data
obtained in the survey, a trend of both expert and novice users a high valuation
of using SOM technique complementary to describe the DT components. Also,
users observed that the application of SOM on a DT can improve the under-
standing of DM models over other tools. In addition, the provision of visual or
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graphical artifacts incorporated in the software prototype, applied to the data
in each DT node, meet to support the analysis and exploration of the gener-
ated model. With regard to future work, authors are currently working on the
following aspects: other descriptive DM techniques are being evaluated, to pro-
vide additional views besides the SOM technique to augment visually a model of
DT. Also, the inclusion of additional graphical artifacts that may be more use-
ful in exploring the data for each node of a tree is being considered, preferably
in conjunction with high-dimensional data. Finally, the extension of the proto-
type software with additional interaction mechanisms for comparing nodes of a
DT through the map provided by the SOM technique, such that quantitatively
measure the degree of similarity between these nodes through the maps.
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Edwards-Block, Arthur 131

Franklin, Miguel 59
Furtado, Elizabeth Sucupira 39, 59
Furtado, Vasco 39
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