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Abstract— The prediction of overall survival in patients has
an important role, especially in diseases with a high mortality
rate. Encompassed in this reality, patients with oncological dis-
eases, particularly the more frequent ones like woman breast
cancer, can take advantage of a very good customization, which
in some cases may even lead to a disease-free life. In order to
achieve this customization, in this work a comparison between
three algorithms (evolutionary, hierarchical and k-medoids) is
proposed. After constructing a database with more than 800
breast cancer patients from a single oncology center with 15
clinical variables (heterogeneous data) and having 25% of the
data missing, which illustrates a real clinical scenario, the algo-
rithms were used to group similar patients into clusters. Using
Tukey’s HSD (Honestly Significant Difference) test, from both
comparison between k-medoids and the other two approaches
(evolutionary and hierarchical clustering) a statistical differ-
ence were detected (p− value < 0.0000001) as well as for the
other comparison (evolutionary versus hierarchical clustering)
– p−value = 0.0061354 – for a significance level of 95%.

The future work will consist primarily in dealing with the
missing data, in order to achieve better results in future predic-
tion.
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I. INTRODUCTION

Nowadays, Cardiovascular Diseases including Coronary
Heart Disease, stroke and Heart Failure, are the main cause
of death in Europe, with 4 million deaths each year (approxi-
mately 47% of all deaths) [1]. In spite of this fact, Cancer dis-
eases rank second, presenting a very slight difference to the
ones previously mentioned. In this particular context, breast
cancer is the most common one in women, estimating 29%
of new cases and 26% of causes of death per year in the total
of all cancer cases [2].

In recent times the study of this disease has known consid-
erable advances. The research mark in the past two decades
was the discovery of HER2 (Human Epidermal Growth Fac-
tor Receptor 2), which showed that patients’ treatment must
be supported by a molecular understanding of breast tumors.
This new marker was only detected in nearly 20% of the
cases, but predicts a bad survival. The work of Slamon et
al. [3] was the paradigm of this, demonstrating a survival

benefit of HER2 blockage (with a drug called trastuzumab)
associated with a classical chemotherapy regimen. Despite
the early enthusiasm with this discovery, there have been few
new prognostic markers in breast cancer after that. The gene
signatures, as Mamaprint [4] [5], try to identify patients at
high risk of distant recurrence following surgery, based on
the analysis of many genes; however, the majority of these
gene signatures is not validated for clinical practice nor cost-
effective [6], and clinicians still decide based on a set of vari-
ables (patient- and tumor-dependent). Despite such advances,
in 2007 only 120 articles were found relating cancer predic-
tion/prognosis with soft-computing techniques [7]. Through-
out the years, many authors have tried to predict, for instance,
the overall survival of breast cancer patients [8] [9] us-
ing public datasets (e.g. SEER – Surveillance Epidemiology
and End Results1). However, while the results are promising,
some technical question are still unanswered: What will the
behavior of these algorithms be in missing data contexts, such
as a real clinical environment? In those scenarios, what will
be the best strategy to be adopted in order to decrease the
noise added by the missing data? Is this strategy influenced
by the type of missing data present in the dataset? In general,
these questions are solved by researchers using methods that
do not attend to the nature of the data [10], which is far from
the best approach in a missing data context. Encompassed in
a wider project where the goal is to identify the real impact
of using data mining techniques to solve different types of
missing data in the prediction of breast cancer patient having
overall survival as the target problem, in this project a person-
alization of breast cancer patients was performed using three
distinct algorithms. Based on 15 variables that are available
in clinical practice (linear and nominal variables) the three
algorithms tried to identify the distinct patients groups us-
ing a heterogeneous distance measure. The obtained results
were very promising, illustrating the broad spectrum of pa-
tients stored in the database.

The remainder of this paper is organized as follows: Sec-
tion II presents a brief review of the literature, while section
III outlines the methodological steps used in this project and
section IV presents the collected results. Finally, in section
V, the conclusions and some proposals for further studies are
presented.

1 available at http://seer.cancer.gov/data/
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II. LITERATURE REVIEW

Personalizing patients is a hard topic, especially in onco-
logical diseases, where a good customization directly influ-
ences the response of the patients to a given treatment. In
consequence of that, many studies tried to identify the main
characteristics of a certain cancer disease [11] [12]. Over the
years, different types of studies emerged in oncology, basing
their knowledge on:

1. Images to support the diagnose or prediction [13]. Using
microscopic images, Keskin et al. [14] tried to classify
14 different classes (7 classes of breast cancer and 7 for
liver cancer) using Support Vector Machines, achieving
98% of accuracy.

2. Genetic information to the identification of new biomark-
ers that can influence the prediction or prognostic for a
certain cancer [15]. Combining Genetic (to select the
best features) and Bayes (to classify the features in the
fitness function) algorithms, Liu et al. [16] detected 18
genes that can be used for survival and/or prognostic fac-
tor in two groups of patients (less than 30 months or
higher than 70 months) with colorectal cancer. Also, for
the identification of biomarkers, some researchers have
used Hierarchical Clustering [17] instead of Genetic Al-
gorithms.

In conclusion, it is clear that there is no study that uses
a combination of genetic and clinical information (heteroge-
neous data) in the characterization of cancer patients. Also,
it is important to note that the majority of the studies did not
use incomplete data in their works, which directly influences
the complexity of any work. Finally. and after a careful lit-
erature analysis, the authors did not find any work that uses
an evolutionary approach to clustering cancer patients, which
constitute a novelty of this work.

III. METHODOLOGY

As previously mentioned, this paper reposts an initial
phase of a large project with the final goal of predicting over-
all survival in breast cancer patients in a real clinical environ-
ment. Encompassed in the project architecture (Figure 1), in
this phase a patient personalization step is presented, which
consists in the detection of the different patient groups in the
previously defined and constructed clinical database. The dif-
ferent stages of the global architecture are explained below:

1. Data Collection: The data was collected by a team com-
posed by 4 medical doctors and includes information
from 847 patient files with breast cancer from the same

Fig. 1: Project Architecture.

oncological center. Also, it is important to state that two
other medical doctors performed a cross validation in
the collected data in order to minimize the error intro-
duced in this process. Each patient is characterized by
15 variables, including age, tumor site and topography,
contralateral breast involvement, tumor stage (according
to [18]), variables included in TNM classification (T: tu-
mor size, N: nodes involved, M: metastasis), histological
type, degree of differentiation, expression of hormonal
receptors, expression of HER2 and type of treatment (in-
cluding type of surgery, chemotherapy regimen, type of
hormonotherapy, if applied).

2. Database Creation: After selecting and processing the
patient files, a dataset was created to store all the data.
Also, in this step, a team of two medical doctors per-
formed the cross validation in the stored data.

3. Patient Characterization – Patient Clusters: The na-
ture of the 15 variables stored in the database (linear
and nominal) invalidates the use of Euclidean distance to
measure the similarity of the data. In consequence, and as
to characterize the patients, three algorithms were used –
Hierarchical Clustering, k-medoids, and a Genetic Algo-
rithm – using the distance measure proposed by Wilson
for heterogeneous data [19]. This function (Equation 1)
defines the distance between two values x and y of a given
attribute a as:

da(x,y) =

⎧
⎨

⎩

1 x or y unknown
normalized vdma (x,y) a is nominal
normalized diffa (x,y) a is linear

(1)
If some of the values are unknown the function will return
a distance of 1. Otherwise, all data will be normalized and
if the variables are nominal, Equation 2 was used,

normalized vdma(x,y) =
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where:
• Na,x is the number of instances in the training set T

that have value x for attribute a;
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• Na,x,c is the number of instances in T that have value
x for attribute a and output class c – in this case the
output class was the overall survival;

• C is the number of output classes in the problem do-
main;

The other scenario relates to linear variables (Equation 3)
where σa is the standard deviation of the numeric values
of attribute a.

normalized diffa(x,y) =
|x− y|
4σa

(3)

In order to validate the results produces by the three algo-
rithms, an evaluation function was created (Equation 4)
aiming to maximize the distance between patient groups
(intra-group distance) and minimize the distance between
patients of the same group (inter-group distance).

FEval =
Avg(Intra-Group Distance)
Avg(Inter-Group Distance)

(4)

The other three architecture steps (Patient Characteriza-
tion – Missing Data Elimination, Training Model and
Data Classification) were not treated in this study and
therefore will not be described herein.

IV. EXPERIMENTAL RESULTS

To allow for a comparison to be made between the used
approaches, all of the three were tested varying the number
of clusters between 1 and 200. For the genetic algorithm,
50 runs were executed for each configuration, considering a
population of 1000 individuals and 25000 generations. The
mutation operator was a change in cluster for a given pa-
tient and the crossover operator was a recombination of two
chromosomes (population individuals). A typical run of our
evolution algorithm is illustrated in Figure 2 where the x axis
represents the number of generations and the y axis represents
the evaluation function score (Equation 4). A more abrupt
decrease can be seen in the initial generations with a estabi-
lization occurring in later generations. The average evalua-
tion score obtained by the evolutionary approach was 0.375,
while the hierarchical approach achieved an average of 0.201
and the K-medoids obtained an average of 0.632 (Table 1).
In order to compare the performance of the three algorithms,
and given the small number of classifiers used [21], Tukey’s

Table 1: Average Evaluation Function Score attending to Equation 4.

Genetic Hierarchical k-medoids
Score 0.375 0.201 0.632

Fig. 2: Genetic Evolution.

HSD (Honestly Significant Difference) Test [20] with a sig-
nificance level of 95% was used. This method compares each
pair of algorithms (in this particular case 3 pairs) having as
null hypothesis the equality of each pair. The results show
that the comparison between k-medoids approach and each
of the other two (Genetic and Hierarchical) presents a sta-
tistical difference with a p− value < 0.0000001. The other
scenario (Genetic vs Hierarchical) also presents a statistical
difference with a p− value = 0.0061354 (Table 2).

Table 2: Tukey’s HSD test results for the three pairs (G-H –
Genetic/Hierachical, G-k-m – Genetic/K-medoids, H-k-m –

Hierarchical/K-medoids.

Tukey’s HSD test value

G - H 0.0061354
G - k-m <0.000001
H - k-m <0.000001

The comparatively bad results achieve by K-medoids can
be partially explained by the difficulty in obtaining a function
to evaluate the distance between data points (patients) and in
particular to determine the location of a new data point as the
average location of a collection of data points. In what con-
cerns to the performance of the evolutionary and hierarchical
clustering, based on the achieved results, these can be in part
explained by the fact that evolutionary approaches need addi-
tional computational resources and time to achieve the same
level of result. In spite of the fact that at the beginning of the
experimental setup 25000 generations were deemed enough to
generate a good patient personalization, the obtained results,
as can be seen in Figure 2, suggest that the use of a larger
number of generations would bring forward better results.
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V. CONCLUSIONS AND FUTURE WORK

Encompassed in a more ambitious project, in this paper
a comparison between three distinct algorithms to person-
alize breast cancer patients was performed. As far as the
authors know, this was the first time that an evolutionary
approach was used to cluster cancer patients. Regarding the
obtained results, the three algorithms presented different per-
formance, which can be due to many factors, as mentioned in
the previous section. However, and regarding the evolution-
ary approach, extra time to perform additional experiments
(which is usually seen as the main drawback in this type of
approaches) would suggest an improvement of the results.
Future work will focus on the remaining steps that were not
described in section III – Methodology. The next step will be
the elimination of the missing data from the database. This
process will cover the choice of the algorithms and a valida-
tion step which includes monitoring the performance of those
algorithms – this process will be accomplished by comparing
the performance of the algorithms in a context where there is
no missing data – from the literature analysis, this study was
never performed. The other part of the validation process will
consists in the comparison between the initial patient groups
(performed in this paper) and the ones detected after the elim-
ination of the missing values. This validation is represented in
Figure 1 with the reciprocal relation between Patients Clus-
ters and Missing Data Elimination. After that, classification
algorithms will be used to train the model and to predict the
overall survival of the breast cancer patients.
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